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Let \( M \) be a von Neumann algebra and let \( A \) be a maximal abelian self-adjoint subalgebra (masa) of \( M \). A subalgebra \( \mathcal{T} \) of \( M \) is called \textit{triangular} (with respect to \( A \)) if \( \mathcal{T} \cap \mathcal{T}^* = A \), where \( \mathcal{T}^* \) denotes the collection of adjoints of the elements in \( \mathcal{T} \). If \( \mathcal{T} \) is not contained in any larger triangular subalgebra of \( M \), then \( \mathcal{T} \) is called maximal triangular. If \( A \) is a Cartan subalgebra, then \( M \) may be realized as an algebra of matrices indexed by an equivalence relation on a standard Borel space and if \( \mathcal{T} \) is \( \sigma \)-weakly closed and maximal triangular, then \( \mathcal{T} \) may be realized as the collection of matrices supported on the graph of a partial order that totally orders each equivalence class. In this paper we will be concerned with the relation between the structure of these algebras and the theory of analytic operator algebras. It turns out that this relation is complex: it involves the cohomology of the equivalence relation, the order type of the partial order and the type of \( M \).

The concept of a triangular algebra was introduced formally in 1959 by Kadison and Singer in their fundamental paper [KS] which launched the theory of non-self-adjoint operator algebras. Their objective was to develop a theory of operator algebras whose elements could simultaneously all be put into triangular form. It is an elementary exercise to see that when \( M \) is the full algebra of \( n \) by \( n \) matrices and when \( A \) is the subalgebra of diagonal matrices, a masa in \( M \), then given a triangular subalgebra \( \mathcal{T} \) of \( M \), it is possible to conjugate \( \mathcal{T} \) by a permutation matrix so that the matrices in \( \mathcal{T} \) are all upper triangular. Moreover, \( \mathcal{T} \) is maximal triangular if and only if \( \mathcal{T} \) is (unitarily equivalent) to the algebra of all upper triangular matrices. In [MSS] we began a study of triangular algebras where it is assumed that \( A \) is a Cartan subalgebra of \( M \) in the sense of Feldman and Moore [FM1]. (This means that there is a faithful normal expectation from \( M \) onto \( A \) and that the group of unitary operators in \( M \) that normalizes \( A \) generates \( M \).) Feldman and Moore showed that if \( A \) is a Cartan subalgebra of \( M \), then there is a standard Borel measure space \( (X, \mathcal{B}, \mu) \) and a Borel equivalence relation \( R \subseteq X \times X \), with the property that...
each equivalence class is countable, such that the operators in $M$ may be represented as matrices indexed by $R$. (The product between matrices may have to be twisted by a certain 2-cocycle and so we write $M = M(R, s)$ where $s$ is the 2-cocycle.) In this representation, $A$ is realized as $L^\infty(\mu)$ represented by the bounded measurable functions on the diagonal $\Delta$. It is a consequence of our Spectral Theorem for Bimodules, Theorem 2.5 of [MSS], that if $\mathcal{I}$ is a $\sigma$-weakly closed triangular subalgebra of $M$ with respect to $A$, then there is a Borel subset $P$ of $R$ such that $\mathcal{I}$ consists of all operators whose matrices are supported on $P$ and, moreover, $P$ is a partial order, i.e., a transitive, reflexive and antisymmetric relation. In fact, ignoring details about null sets, there is a one to one correspondence between such Borel partial orders and $\sigma$-weakly closed triangular subalgebras of $M(R, s)$, and we write $\mathcal{I} = \mathcal{I}(P)$. It turns out that $\mathcal{I}$ is maximal triangular, if and only if $P$ totally orders every equivalence class of $R$. Thus, in every basic respect, the theory we developed generalizes the theory of triangular subalgebras of the $n \times n$ matrices.

Actually, in [MSS], we worked with the slightly more tractable class of subdiagonal algebras, first introduced by Arveson in [A1]. As is shown in [MSS], every (maximal) subdiagonal algebra of $M$ containing $A$ is of the form $\mathcal{I}(P)$ for a transitive reflexive relation $P$ satisfying $P \cup \theta(P) = R$, where $\theta(x, y) = (y, x)$. Thus, in effect, such algebras are algebras of block upper triangular matrices. These are our primary objects of study.

In this paper, our objective is to see how this theory is related to the theory of analytic operator algebras as developed in [LM]. Recall that if $\mathcal{R}$ is a von Neumann algebra and if $\alpha = \{\alpha_t\}_{t \in R}$ is a one parameter group of automorphisms of $\mathcal{R}$, then the collection $H^\infty(\alpha)$, which is defined to be all those $a$ in $R$ such that the map $t \rightarrow \rho(\alpha_t(a))$ lies in the classical Hardy space $H^\infty(R)$ for every normal state on $\mathcal{R}$, is a $\sigma$-weakly closed subalgebra of $\mathcal{R}$ called the algebra of analytic operators in $\mathcal{R}$. We are interested in how analyticity considerations are reflected in $P, \mathcal{I}(P)$ and $M(R, s)$. We will see that given $P$, there is a real-valued function $d$ on $R$ such that $P = \{ (x, y) \in R | d(x, y) \geq 0 \}$. Of course the characteristic function of $P$ will do, but there are other choices which are more natural from our perspective. This $d$ will be used to show that $\mathcal{I}(P)$ may always be represented as the intersection of $M(R, s)$ with a nest algebra in a nontrivial way. It will be shown that $\mathcal{I}(P)$ is an analytic operator algebra in $M(R, s)$ if and only if it is possible to choose $d$ to be a cocycle for $R$, and $\mathcal{I}(P)$ is a nest subalgebra of
$M(R, s)$ if and only if it is possible to choose $d$ to be a coboundary. We will show, too, that if $\mathcal{I}(P)$ is an analytic operator algebra in $M(R, s)$ for every $P$, then for each $P$, $\mathcal{I}(P)$ is a nest subalgebra of $M(R, s)$. Moreover, assuming $M(R, s)$ is hyperfinite, this happens if and only if $M(R, s)$ is type I. In fact, if $M(R, s)$ is type I, then every $\mathcal{I}(P)$ is a nest subalgebra of $M(R, s)$. In a sense, this is a generalization of the assertion that a $\sigma$-weakly closed, maximal triangular algebra in the full algebra of operators on Hilbert space is hyper-reducible and therefore a nest algebra [A3]. When we began our study of algebras of the form $\mathcal{I}(P)$, we had hoped that they all would be analytic subalgebras of their enveloping von Neumann algebras. We wanted this in order to be able to make use of the invariant subspace theory developed in [LM] and elsewhere. Of course, this hope is now wrong. There must be $P$'s for which $\mathcal{I}(P)$ is not analytic. We will construct and examine some explicit examples. We will show that if $\mathcal{I}(P)$ equals $H^\infty(\alpha)$ for a periodic action $\alpha$ on $M(R, s)$, then necessarily, $M(R, s)$ is hyperfinite and $\mathcal{I}(P)$ decomposes as the direct sum of an analytic crossed product, determined by a Borel automorphism of a measure space, and a nest subalgebra of $M(R', s)$ where $R'$ is a "corner" of $R$. We will show, too, that if $\mathcal{I}(P)$ is analytic, then necessarily the order type of each $R$-equivalence class is very restricted.

The next section is devoted to some preliminary material taken from [FM1, 2] and from [MSS]. Section 3 is concerned with how our algebras are related to analytic operator algebras. We examine in particular what happens when $M$ is type I, and we draw some interesting conclusions about the relation between partial orders and the cohomology of $R$. Section 4 is devoted to the study of periodic flows. Here we give a first example where one of our algebras is not an analytic subalgebra of $M(R, s)$. Finally, in §5, we construct and analyze some other explicit examples of sets $P$ such that $\mathcal{I}(P)$ is not an analytic subalgebra of $M(R, s)$.

Throughout this paper, all Hilbert spaces will be complex and separable. If $\mathcal{H}$ is a Hilbert space, then the algebra of all bounded linear operators on $\mathcal{H}$ will be denoted $\mathcal{L}(\mathcal{H})$. All measure spaces are standard Borel spaces.

2. Preliminaries. We recall here certain terminology, notation, and facts from the Feldman-Moore theory [FM1, 2] and from our paper [MSS].
Throughout, $X$ will denote a standard Borel space and $\mathcal{B}$ will denote the underlying $\sigma$-field, called the $\sigma$-field of Borel sets in $X$. An equivalence relation $R \subseteq X \times X$ is called standard if it is simply a Borel subset relative to the product $\sigma$-field. If $R$ is an equivalence relation on $X$ and if $B \subseteq X$, we write $R(B) = \{ y | (x, y) \in R \text{ for some } x \in B \}$; we write $R(x)$ for $R(\{x\})$, $x \in X$. We call $R$ countable (finite) if $R(x)$ is countable (finite) for every $x \in X$. Throughout, our equivalence relations will be standard and countable. If $R$ is such an equivalence relation, the product $\sigma$-field $\mathcal{B} \times \mathcal{B}$ restricted to $R$ will be denoted $\mathcal{E}$. The functions $\pi_l$ and $\pi_r$ mapping $R$ into $X$ according to the formulas $\pi_l(x, y) = x$ and $\pi_r(x, y) = y$ are called the left and right projections, respectively. Also, the map $\theta: R \to R$ defined above by the formula $\theta(x, y) = (y, x)$ plays an important role for us; it is called inversion.

A $\sigma$-finite measure $\mu$ on $(X, \mathcal{B})$ is called quasi-invariant relative to the (standard, countable) equivalence relation $R$ if $\mu(R(A)) = 0$ for all sets $A$ such that $\mu(A) = 0$. (Note that since $\pi_l$ and $\pi_r$ are countable-to-one, they map sets in $\mathcal{E}$ to sets in $\mathcal{B}$; consequently, $R(A) \in \mathcal{B}$ for all $A \in \mathcal{B}$.) We note that by Theorem 1 of [FM1], given an equivalence relation $R$ of the type we are considering, there is a countable group $G$ acting on $X$ by Borel automorphisms such that $R = R_G := \{(x, g \cdot x) | x \in X, g \in G \}$. Observe that a measure $\mu$ on $X$ is quasi-invariant under $R_G$ if and only if $\mu$ is quasi-invariant under the action of $G$ in the usual sense.

A quasi-invariant measure $\mu$ on $X$ induces two measures $\nu_l$ and $\nu_r$ on $(R, \mathcal{E})$ via the formulas

$$\nu_l(C) = \int |\pi_l^{-1}(x) \cap C| \, d\mu(x),$$

and

$$\nu_r(C) = \int |\pi_r^{-1}(x) \cap C| \, d\mu(x),$$

where $C \in \mathcal{E}$ and where, for any set $S$, $|S|$ denotes the cardinality of $S$. The measures $\nu_l$ and $\nu_r$ are called the left and right counting measures on $\mathcal{E}$ determined by $\mu$. (Note that the assumption that $R$ is countable and standard implies that the functions $|\pi_l^{-1}(x) \cap C|$ and $|\pi_r^{-1}(x) \cap C|$ are Borel functions on $X$ for each $C \in \mathcal{E}$.) The quasi-invariance of $\mu$ is equivalent to the assertion that $\nu_l$ and $\nu_r$ are mutually absolutely continuous (cf. Proposition 2.1 and Theorem 2 of [FM1]). The Radon-Nikodym derivative $d\nu_l/d\nu_r$ will be denoted $D$. We will say that $\mu$ is invariant if $D \equiv 1$ a.e. Observe that when $R = R_G$, invariance in this sense is the same as the usual term.
Let $A$ and $B$ be Borel subsets of $X$ and let $\varphi$ be a Borel isomorphism mapping $A$ onto $B$. We call $\varphi$ a partial Borel isomorphism on $X$; we call $A$ the domain of $\varphi$ and write $A = d(\varphi)$, and we call $B$ the range of $\varphi$ and write $B = r(\varphi)$. Evidently, $\varphi \circ \varphi^{-1} = \text{id}_{r(\varphi)}$ and $\varphi^{-1} \circ \varphi = \text{id}_{d(\varphi)}$ where for any set $A \subseteq X$, $\text{id}_A$ denotes the partial Borel isomorphism that is the identity on $A$. The graph of $\varphi$ will be denoted $\Gamma(\varphi)$. We prove in Lemma 2.1 of [MSS] that each Borel set in $C$ can be written as the countable disjoint union of graphs of partial Borel isomorphisms.

For the remainder of this paper we fix a quasi-invariant measure $\mu$ on $X$ and we write $\nu$ for $\nu_r$. We normalize $\mu$ to have total mass 1; there is no loss in generality in doing this. Recall that a 2-cocycle (with values in $T$) is a Borel map $s$ from $R^2 = \{(z, y, x) \in X^3 | (z, y), (y, x) \in R\}$ such that if $(x, y), (y, z),$ and $(z, t) \in R$, then $s(t, z, x)s(z, y, x) = s(t, y, x)s(t, z, y)$. We fix such a cocycle $s$ and assume that $s$ is skew symmetric in its three variables. (The reader should consult §§6 and 7 of [FM1] for the cohomology of equivalence relations.)

A Borel function $a$ on $R$ is called left (resp. right) finite if

$$\sup_{(x, y) \in R} (|\{z|a(x, z) \neq 0\}| + |\{z|a(z, y) \neq 0\}|) < \infty$$

and $a$ is bounded (resp. $D^{-1/2}a$ is bounded). Proposition 2.1 of [FM2] shows that if $a$ is a left finite function and if $b$ is a right finite function then the following formulas define bounded operators $L_a$ and $R_b$ on the Hilbert space $L^2(R, \nu)$:

\begin{equation}
L_a(\xi)(x, z) = \sum_{y} a(x, y)\xi(y, z)s(x, y, z), \quad \text{and}
\end{equation}

\begin{equation}
R_b(\xi)(x, z) = \sum_{y} \xi(x, y)b(y, z)s(x, y, z),
\end{equation}

where $\xi \in L^2(R, \nu)$. Observe that since $a$ is left finite, while $b$ is right finite, the above sums are in fact finite. Using the fact that $s$ is a skew symmetric 2-cocycle, straightforward calculations reveal that $L_aL_b = L_{ab}$, $R_aR_b = R_{ba}$, $L_a^* = L_{a^*}$, and $R_a^* = R_{a^*}$ where $ab(x, z) = \sum_{y} a(x, y)b(y, z)s(x, y, z), a^*(x, y) = \overline{a(y, x)},$ and $a_*(x, y) = \overline{a(y, x)}D(y, x)$. Thus, the left finite functions (resp. right finite functions) form a $*$-algebra and $L$ (resp. $R$) is a $*$-representation.
The von Neumann algebras generated by the images of $L$ and $R$ will be denoted $M(R, s)$ and $\tilde{M}(R, s)$.

In Proposition 2.5 of [FM2], it is shown that $\tilde{M}(R, s) = M(R, s)'$ and that if $\phi_0$ denotes the characteristic function of the diagonal $\Delta$ on $R$, then $\phi_0$ is a separating and cyclic vector for $M(R, s)$ (and $\tilde{M}(R, s)$). Each operator $T$ in $M(R, s)$ (resp. $\tilde{M}(R, s)$) has a “matrix” representation. Indeed, if $a(T)$ (resp. $b(T)$) denotes $T\phi_0$ when $T \in M(R, s)$ (resp. $T \in \tilde{M}(R, s)$), then the sum (2.1) converges with $a$ replaced by $a(T)$ (resp. $b$ replaced by $b(T)$) and the sum gives $T\xi$. (See Proposition 2.6 of [FM2].)

Let $A (= A(R, s))$ be $\{T \in M(R, s) | a(T) \text{ is supported on } \Delta\}$. Then $A$ is a Cartan subalgebra of $M(R, s)$ in the sense defined in the introduction. The expectation from $M(R, s)$ onto $A$ is given by the formula $E(L_a) = L_{a \cdot \phi_0}$, where $a \cdot \phi_0$ is the (pointwise) product of $a$ with the characteristic function $\phi_0$ of $\Delta$. We will write $E(a)$ for $a \cdot \phi_0$. The main result of [FM2], Theorem 1, asserts that if $A$ is a Cartan subalgebra of a von Neumann algebra $M$, then there is a standard equivalence relation $R$, a quasi-invariant measure, and a skew symmetric 2-cocycle $s$, so that $\Lambda/\sim$ is isomorphic to $M(R, s)$ in such a way that $A$ is carried to $A(R, s)$. Moreover, the measure class of $\mu$ and the cohomology class of $s$ are isomorphism invariants of $M(R, s)$.

Since the characteristic function of the diagonal, $\phi_0$, is a cyclic and separating vector for $M(R, s)$, one can compute the ingredients of the Tomita-Takesaki theory for the pair $(M(R, s), \phi_0)$. It turns out that the modular conjugation operator $J$ is given by the formula $(J\xi)(x, y) = \overline{\xi(y, x)}D^{-1/2}(y, x)$ and the modular operator $\Delta$ is given by the formula $(\Delta\xi)(x, y) = D(x, y)\xi(x, y)$ (see Proposition 2.8 of [FM2]). According to Proposition 2.9 of [FM2], the algebra $C$ generated by $A(R, s)$ and $JA(R, s)J$ turns out to be a maximal abelian subalgebra of the full algebra of operators on $L^2(R, \nu)$ and may be identified with $L^\infty(X, \mu)$ acting on $L^2(R, \nu)$ by pointwise multiplication. This has the very useful consequence that a (closed) subspace of $L^2(R, \nu)$ that is invariant under $L_{\hat{a}}$ and $R_{\hat{a}}$ for all $a \in L^\infty(X, \mu)$, where
\[
\hat{a}(x, y) = \begin{cases} 
 a(x), & x = y, \\
 0, & x \neq y,
\end{cases}
\]
must be of the form $L^2(Y, \nu)$ for some Borel subset $Y$ of $R$. The Spectral Theorem for Bimodules, Theorem 2.5 of [MSS] is an essential
generalization of this fact. It asserts that each \( \sigma \)-weakly closed linear subspace of \( M(R,s) \) that is a bimodule over \( A(R,s) \), i.e. it is closed under left and right multiplication by elements in \( A(R,s) \), must consist of all the operators in \( M(R,s) \) whose matrices are supported on some Borel set \( B \) in \( R \). Conversely, of course, given \( B \), the set of operators whose matrices are supported on \( B \) is a \( \sigma \)-weakly closed bimodule. We write \( \mathfrak{T}(B) \) for the collection of all such operators. The proof in [MSS] is rather technically involved, but recently Mercer [M] discovered a very elegant and elementary proof.

If \( \varphi \) is a partial Borel isomorphism on \( X \) and if \( F(\varphi) \) is the characteristic function of its graph \( \Gamma(\varphi) \), then \( L_{F(\varphi)} \) is a partial isometry in \( M(R,s) \) that is zero if and only if \( \nu(\Gamma(\varphi)) = 0 \); equivalently, if and only if \( \mu(d(\varphi)) = 0 \). The algebraic facts about the partial isometries \( L_{F(\varphi)} \) are spelled out in Lemma 2.3 of [MSS]. Basically, in our theory, these partial isometries play the role that matrix units play in algebra. One useful consequence of the Spectral Theorem for Bimodules is that each \( \sigma \)-weakly closed bimodule is the \( \sigma \)-weakly closed bimodule generated by the \( L_{F(\varphi)} \) contained in it.

The following lemma is proved as Lemma 2.4 of [MSS] and is very useful for showing that certain sets are Borel. We state it here for easy reference as

**Lemma 2.1.** (1) Let \( X_n = \{x||R(x)| = n\}, n \leq \infty \). There exist Borel functions

\[
\varphi_k : \bigcup \{X_n|n \geq k\} \to \bigcup \{X_n|n \geq k\},
\]

for each \( x \in X \), the map \( k \to \varphi_k(x) \) is a bijection from \( \{1, 2, \ldots, |R(x)|\} \) (or \( \mathbb{N} \), if \( |R(x)| = \infty \)) onto \( R(x) \).

(2) For \( i = 1, 2 \), let \( g_i \) be a Borel function defined on Borel subset \( Y_i \subseteq X \) mapping \( Y_i \) into \( X \). Define \( g_1 \times g_2 \) by the formula \( (g_1(x), g_2(y)) \). Then \( g_1 \times g_2 \) is a Borel map and \( \{x \in X|g_1(x) = g_2(x)\} \) is a Borel subset of \( X \).

If \( B_1 \) and \( B_2 \) are subsets of \( R \), we write \( B_1 \circ B_2 = \{(x, y)| \) there is a \( z \in X \) such that \( (x, z) \in B_1 \) and \( (z, y) \in B_2 \}\). Using Lemma 2.1, it is shown in Lemma 3.1 of [MSS] that \( B_1 \circ B_2 \) is a Borel subset of \( R \) if each \( B_i \) is. In an analogous fashion the \( n \)-fold composition, \( B_1 \circ B_2 \circ \cdots \circ B_n \), of sets \( B_1, B_2, \ldots, B_n \subseteq R \) may be defined.
Borel subset of $\mathbb{R}$ and consider the following assertions:

\begin{enumerate}[(P_1)]
\item \( \nu(P \cap \theta(P) \setminus \Delta) = \nu(\Delta \setminus P \cap \theta(P)) = 0; \)
\item \( \nu(R \setminus (P \cup \theta(P))) = 0; \)
\item \( \nu(P \circ P \setminus \Delta) = 0; \)
\item \( P \cap \theta(P) = \Delta; \)
\item \( R = P \cup \theta(P); \) \text{ and }
\item \( P \circ P \subseteq P. \)
\end{enumerate}

Assertion (Q_1) states that $P$ is an antisymmetric relation, and assertion (Q_3) states that $P$ is a transitive relation. If $P$ satisfies (Q_1) and (Q_3), then assertion (Q_2) asserts that relative to $R$, $P$ is a total order; i.e., $P$ totally orders each equivalence class determined by $R$. Evidently, assertions (P_1), (P_2), and (P_3) are variants of (Q_1), (Q_2), and (Q_3) modulo null sets. Lemma 3.1 of [MSS] shows that a set satisfying (P_1), (P_2), and (P_3) differs from a set satisfying (Q_1), (Q_2), and (Q_3) by a null set. The point of introducing these conditions is that if $B, B_1$, and $B_2$ are Borel sets in $\mathbb{R}$, then $\mathcal{I}(B_1) \cdot \mathcal{I}(B_2) \subseteq \mathcal{I}(B)$ if and only if $B_1 \circ B_2 \subseteq B$ a.e. $\nu$; $\mathcal{I}(B)$ is a subalgebra of $\mathcal{M}$ if and only if $B$ satisfies (P_3); $\mathcal{I}(\theta(B)) = (\mathcal{I}(B))^*; \nu(R \setminus (B_1 \cup B_2)) = 0$ if and only if $\mathcal{I}(B_1) + \mathcal{I}(B_2)$ is $\sigma$-weakly dense in $\mathcal{M}(R,s)$, and hence $B$ satisfies (P_2) if and only if $\mathcal{I}(B) + \mathcal{I}(B)^*$ is $\sigma$-weakly dense in $\mathcal{M}(R,s); \text{ and } B \text{ satisfies } (P_1) \text{ if and only if } \mathcal{I}(B) \cap \mathcal{I}(B)^* = A(R,s)$. These statements are all proved in Theorem 3.2 of [MSS]. It follows from this that $\mathcal{I}(B)$ is a von Neumann algebra if and only if $B$ is a sub-equivalence relation of $R$. Moreover, by Theorem 3.4 of [MSS], the map which takes a matrix in $\mathcal{M}(R,s)$ to its restriction to $B$ is a faithful, normal, conditional expectation from $\mathcal{M}(R,s)$ onto $\mathcal{I}(B)$. We denote this expectation by $\Phi$. In particular, when $B = \Delta$, then $\Phi = E$.

Let $\mathfrak{A}$ be a $\sigma$-weakly closed subalgebra of a von Neumann algebra $\mathfrak{B}$, suppose that 1 is in $\mathfrak{A}$ and suppose there is a faithful normal expectation $\Psi$ from $\mathfrak{B}$ onto $\mathfrak{A} \cap \mathfrak{A}^*$. Then we say that $\mathfrak{A}$ is a subdiagonal subalgebra of $\mathfrak{B}$ (with respect to $\Psi$) in the sense of Arveson [A], in case $\Psi$ is multiplicative on $\mathfrak{A}$, i.e., $\Psi(ab) = \Psi(a)\Psi(b)$ for all $a$ and $b$ in $\mathfrak{A}$, and the $\sigma$-weak closure of $\mathfrak{A} + \mathfrak{A}^*$ is $\mathfrak{B}$. Actually, this is not exactly the definition in [A], but it is more serviceable from our perspective. It does no harm to assume that $\mathfrak{A}$ is $\sigma$-weakly closed because the subdiagonal algebras that concern us are maximal in the sense that they are not contained in any larger subalgebra of $\mathfrak{B}$ on which $\Psi$
is multiplicative, and any such algebra is σ-weakly closed. Arveson introduced these algebras in an effort, in part, to overcome some of the difficulties in the Kadison-Singer theory. Our concern with them here arises as follows: Denote by \( \mathcal{P} \) the collection of all Borel subsets \( P \) of \( R \) that satisfy (\( P_1 \)), (\( P_2 \)), and (\( P_3 \)). Note that we may assume for most purposes that each \( P \) in \( \mathcal{P} \) satisfies (\( Q_1 \)), (\( Q_2 \)), and (\( Q_3 \)). Also, write \( \mathcal{P}' \) for the collection of all Borel subsets \( P \) of \( R \) that satisfy (\( P_2 \)), (\( P_3 \)), and the equation \( \nu(\Delta \setminus P) = 0 \). Then \( \mathcal{I}(P) \) is an algebra for all \( P \in \mathcal{P}' \) and \( \mathcal{I}(P \cap \theta(P)) = \mathcal{I}(P) \cap \mathcal{I}(P)^* \) is a von Neumann algebra that is the range of the unique faithful normal expectation \( \Phi \) on \( M(R,s) \) as noted above. Theorem 3.5 of [MSS] asserts that the map \( P \rightarrow \mathcal{I}(P) \) is a bijection between \( \mathcal{P}' \) (where we identify two sets that differ by a \( \nu \)-null set) and the set of all maximal subdiagonal subalgebras of \( M \) that contain \( A(R,s) \). Moreover (and this is Corollary 3.6 of [MSS]), each \( \mathcal{I}(P), P \in \mathcal{P}, \) is triangular and each σ-weakly closed maximal triangular subalgebra of \( M(R,s) \) with diagonal \( A(R,s) \) is of the form \( \mathcal{I}(P), P \in \mathcal{P} \). In particular, each σ-weakly closed maximal triangular subalgebra of \( M(R,s) \) with diagonal \( A(R,s) \) is a maximal subdiagonal subalgebra of \( M(R,s) \) with respect to the faithful normal expectation \( E \) from \( M(R,s) \) onto \( A(R,s) \).

3. Nest subalgebras, analytic subalgebras, and partial orders. In this section we provide criteria for deciding when one of the algebras \( \mathcal{I}(P) \) is an analytic subalgebra or a nest subalgebra of \( M(R,s) \). Henceforth, we will write simply \( M \) for \( M(R,s) \) and \( A \) for \( A(R,s) \).

We begin by recalling some basic facts from [LM] where the theory of analytic subalgebras of von Neumann algebras was first introduced and studied systematically.

Suppose that \( \mathcal{R} \) is a von Neumann algebra and that \( \alpha = \{ \alpha_t \}_{t \in R} \) is a σ-weakly continuous representation of the real line \( R \) as a group of *-automorphisms of \( \mathcal{R} \). We will call such an \( \alpha \) a flow on \( \mathcal{R} \). For \( x \in \mathcal{R} \), we let \( sp_\alpha(x) \) denote the Arveson spectrum of \( x \) with respect to \( \alpha \) (see [A2]). The analytic subalgebra of \( \mathcal{R} \) with respect to \( \alpha \), \( H^\infty(\alpha) \), defined in the introduction coincides with \( \{ x \in \mathcal{R}| sp_\alpha(x) \subseteq [0, \infty) \} \). (It requires a little proof to see that in fact \( H^\infty(\alpha) \) is an algebra.) In Theorem 3.15 of [LM] it is shown that whenever there exists a faithful normal expectation \( \Phi \) from \( \mathcal{R} \) onto \( \mathcal{R}^\alpha := \{ x \in \mathcal{R}| sp_\alpha(x) \subseteq \{0\} \} \), the fixed point algebra of \( \alpha \), such that \( \Phi \circ \alpha_t = \Phi \) for all \( t \in R \), then \( H^\infty(\alpha) \) is a maximal subdiagonal algebra in \( \mathcal{R} \) with respect to \( \Phi \). When \( \alpha \) is an inner flow, i.e., when \( \alpha_t = Ad u_t \) for a strongly continuous unitary group \( \{ u_t \}_{t \in R} \) in \( \mathcal{R} \), then \( H^\infty(\alpha) \) is a nest subalgebra of \( \mathcal{R} \) in the sense
that there is a nest $\mathcal{N}$ of projections in $\mathfrak{R}$ such that $H^\infty(\alpha) = \{ x \in \mathfrak{R} | (1 - p)xp = 0, \text{ for all } p \in \mathfrak{R} \}$. In fact, given $\alpha_t = \text{Ad} u_t$ with $u_t = \int_{-\infty}^\infty e^{i\lambda t} dE(\lambda)$, one may take $\mathcal{N} = \{ E([t, \infty)) | t \in \mathbb{R} \}$. Conversely, if $H^\infty(\alpha)$ is a nest subalgebra, then $\alpha$ is inner. Indeed, the projections in the nest can be used to build a spectral measure on $\mathbb{R}$ whose Fourier-Stieltjes transform implements $\alpha$. For the details of this, the reader should consult §4.2 of [LM].

We continue with the notation of §2; we let $\mathfrak{P}(a)$ denote the collection of $P \in \mathfrak{P}$ such that $\mathcal{I}(P)$ is an analytic subalgebra of $M$ (with respect to some flow) and we let $\mathfrak{P}(n)$ denote the collection of $P \in \mathfrak{P}$ such that $\mathcal{I}(P)$ is a nest subalgebra of $M$. By the preceding discussion, we have $\mathfrak{P}(n) \subseteq \mathfrak{P}(a) \subseteq \mathfrak{P}$. As we shall see presently, each $P \in \mathfrak{P}(a)$ is determined by a 1-cocycle for $R$ with values in $\mathbb{R}$. It will turn out that such a $P$ belongs to $\mathfrak{P}(n)$ if and only if the cocycle is a coboundary. In addition, we shall see in §4 that $\mathfrak{P}(a)$ may be properly contained in $\mathfrak{P}$. Nevertheless, as we shall see presently, for every $P \in \mathfrak{P}$, $\mathcal{I}(P)$ is contained in a direct integral of nest algebras.

We will require some of the cohomology theory of [FM1]. Let $G$ be a separable locally compact abelian group with operation written multiplicatively. (When $G = \mathbb{Z}$ or $\mathbb{R}$, we will write the operation additively.) We denote by $Z^1(R, G)$ the collection of all measurable functions $c$ on $R$ with values in $G$ such that there is a conull Borel set $X_0 \subseteq X$ (depending on $c$) so that for all $(x, y), (y, z) \in R \cap (X_0 \times X_0)$ we have $c(x, z) = c(x, y)c(y, z)$. Such a function is called a cocycle. If there is a function $b : X \rightarrow G$ such that $c(x, y) = b(x)b(y)^{-1}$ a.e. $(\nu)$, then $c$ is called a coboundary and we write $c \in B^1(R, G)$. If one views $R$ as a groupoid, then a cocycle simply is a homomorphism from $R$ into $G$ and so, under pointwise multiplication, the cocycles form a group with the coboundaries forming a subgroup. Theorem 2 of [FM2] implies that $Z^1(R, T)$ is isomorphic to the subgroup of $\text{Aut}(M)$ consisting of those automorphisms that fix $A$ elementwise. For $c \in Z^1(R, T)$, the corresponding automorphism $\gamma$ is implemented by the unitary operator $U$ given by the equation $(U\xi)(x, y) = c(x, y)\xi(x, y), \xi \in L^2(R, \nu)$. It follows that if $a$ is a left finite function on $R$, then $\gamma(L_a) = U L_a U^{-1} = L_{c \cdot a}$ where $(c \cdot a)(x, y) = c(x, y)a(x, y)$. Moreover, there is a bijective correspondence between the flows $\alpha$ on $M$ with the property that $A \subseteq M^\alpha$, where $M^\alpha = \{ T \in M | \alpha_t(T) = T \text{ for all } t \in \mathbb{R} \}$ and $Z^1(R, \mathfrak{R})$. The flow $\alpha$ that corresponds to $d \in Z^1(R, \mathfrak{R})$ is implemented by $\{ U_t \}_{t \in \mathbb{R}}$ where $(U_t\xi)(x, y) = \exp(itd(x, y))\xi(x, y), \xi \in L^2(R, \nu)$. So, for a left finite function $a$ on $R$, $\alpha_t(L_a) = L_{a_t}$, where $a_t(x, y) = \exp(itd(x, y))a(x, y)$. (See Theorem 5 of [FM2].)
For $d \in Z^1(R, R)$ we write $P(d) = \{(x, y) \in R | d(x, y) \geq 0\}$. If one views $d \in Z^1(R, R)$ as an $R$-valued homomorphism on the groupoid $R$, then since $P(d)$ is the inverse image under $d$ of the semigroup $\{t | t \geq 0\}$, one should expect that $P(d)$ is a subsemigroupoid of $R$, i.e., a partial order. The following proposition affirms this, modulo null sets of course. It is proved as Lemma 3.7 and Proposition 3.8 of [MSS].

**Proposition 3.1.** For $d \in Z^1(R, R)$, $P(d)$ satisfies $(P_2), (P_3)$, and the equation $\nu(\Delta \backslash P(d)) = 0$. Thus $P(d) \in \Psi'$. Conversely, suppose $P \in \Psi'$, suppose $d \in Z^1(R, R)$, and let $\alpha$ be the corresponding flow. Then $\tau(P) = H^\infty(\alpha)$ if and only if $P = P(d)$ a.e. $\nu$.

**Corollary 3.2.** A set $P$ in $\Psi$ lies in $\Psi(a)$ if and only if there is a $d$ in $Z^1(R, R)$ with $\Delta = d^{-1}(0)$ such that $P = P(d)$.

The following lemma is known, but we include a proof for completeness.

**Lemma 3.3.** Let $\alpha$ be a flow on $M$ corresponding to a cocycle $d \in Z^1(R, R)$. Then $\alpha$ is inner if and only if $d \in B^1(R, R)$; i.e., if and only if there is a Borel function $g : X \rightarrow R$ such that $d(x, y) = g(y) - g(x)$ a.e. $\nu$.

**Proof.** Suppose $g$ is a real-valued Borel function on $X$ and let $V_t = L_{\exp(-itg)}, t \in R$. Then each $V_t$ lies in $M$ and for $L_a \in M$ and $\xi \in L^2(R, \nu)$ we see that

$$ (V_t L_a V_t^* \xi)(x, y) = e^{-itg(x)} \sum_z a(x, z) e^{itg(z)} \xi(z, y) s(x, z, y) $$

$$ = (L_a \xi)(x, y), $$

where $a_t(x, y) = e^{it(g(y) - g(x))} a(x, y)$. Hence, if $d \in B^1(R, R)$, $\alpha$ is inner implemented by $\{V_t\}_{t \in R}$. On the other hand, if $\alpha$ is an inner flow associated with $d \in Z^1(R, R)$, then since $A \subseteq M^\alpha$ and $A' \cap M = A$, $\alpha$ is implemented by a unitary group $\{L_{\exp(-itg)}\}_{t \in R}$ where $g$ is a real-valued Borel function on $X$. The above calculation shows that $d(x, y) = g(y) - g(x)$ a.e.

**Corollary 3.4.** A set $P \in \Psi$ belongs to $\Psi(n)$ if and only if there is a real-valued Borel function $g$ on $X$ such that $P = \{(x, y) \in R | g(y) \geq g(x)\}$ a.e. $\nu$. In this event, $g$ is essentially one-to-one; i.e., $\nu(\{(x, y) \in R | g(x) = g(y), x \neq y\}) = 0$. 
Evidently, $\mathfrak{I}(P)$ is always contained in a nest algebra in a trivial fashion. Indeed, $\mathfrak{I}(P) = M \cap \mathfrak{A}$, where $\mathfrak{A}$ is the nest algebra on $L^2(\mathbb{R}, \nu)$ associated with the nest whose elements are zero, the identity, and the projection onto $L^2(P, \nu)$, and this representation is, in an obvious sense, trivial. We want a representation that carries more information. To this end, observe that since $JAJ$ is a masa in $M'$, the von Neumann algebra $[M, JAJ]$ generated by $M$ and $JAJ$ coincides with $(JAJ)'$, a type I von Neumann algebra of infinite multiplicity. We will show that the weakly closed algebra on $L^2(\mathbb{R}, \nu)$ generated by $T(P)$ and $JAJ$, which we denote by $[\mathfrak{I}(P), JAJ]$, is a nest subalgebra of $(JAJ)'$ and $\mathfrak{I}(P) = M \cap [\mathfrak{I}(P), JAJ]$. We express our results in terms of automorphism groups, exploiting the relation between automorphism groups and nest algebras outlined at the beginning of this section.

We begin by noting that if $d$ is an arbitrary real-valued Borel function on $\mathbb{R}$, then $d$ determines a unitary representation of $\mathbb{R}, \{U^d_t\}_{t \in \mathbb{R}}$, on $L^2(\mathbb{R}, \nu)$ by the formula $(U^d_t \xi)(x, y) = \exp(itd(x, y))\xi(x, y), \xi \in L^2(\mathbb{R}, \nu)$. Evidently, $\{U^d_t\}_{t \in \mathbb{R}}$ lies in the masa $\mathfrak{C}$ generated by $A$ and $JAJ$; and conversely, every one parameter unitary group that lies in $\mathfrak{C}$ is of the form $\{U^d_t\}_{t \in \mathbb{R}}$ for a suitable function $d$. (Recall that $\mathfrak{C}$ may be identified with $L^\infty(\mathbb{R}, \nu)$ acting on $L^2(\mathbb{R}, \nu)$ via pointwise multiplication.) Given $d$, set $\alpha^d_t = \text{Ad}(U^d_t)$ acting on all of $L^2(\mathbb{R}, \nu)$. Then as was noted at the beginning of this section, $H^\infty(\alpha^d)$ is the nest algebra determined by the spectral projections $\{E^d[s, \infty)\}_{s \in \mathbb{R}}$ for $\{U^d_t\}_{t \in \mathbb{R}}$. These, in turn, lie in $\mathfrak{C}$ and therefore are given by multiplication operators; viz., $E^d[s, \infty)$ is multiplication by the characteristic function of $\{(x, y) | d(x, y) \geq s\}$. On the other hand, a nest algebra determined by a nest in $\mathfrak{C}$ must be of the form $H^\infty(\alpha^d)$ for some function $d$. It should be noted that different $d$'s may give rise to the same nest algebra. Also, we note that given $d$, $M \cap H^\infty(\alpha^d) = \mathfrak{I}(P)$ where

$$P = \{(x, y) \in R | d(x, z) \geq d(y, z) \text{ for all } z \sim x \sim y\}. \tag{3.1}$$

This is easy to see by writing out the matrix for $\alpha^d(T), T \in M$, and noting that the resulting matrix is pointwise analytic in $t$, i.e., $a(\alpha^d_t(T))(x, y)$ lies in $H^\infty(\alpha)$ as a function of $t$ for each $(x, y) \in R$, if and only if $a(T)$ is supported on $P$. Note that if $d$ is a cocycle, then $P = \{(x, y) \in R | d(x, y) \geq 0\}$. In general, given $d$, $P$, defined by equation (3.1), is a partial order, but it seems difficult to say much about its properties; in particular, we are unable to decide in terms of $d$ when $P$ satisfies $(P_2)$. 
Theorem 3.5. For \( P \in \mathcal{P} \), there is a real-valued Borel function \( d \) on \( R \) such that \([\Sigma(P), JAJ]\) is the nest subalgebra of \((JAJ)', (JAJ) \cap H^\infty(\alpha^d)\), and \( \Sigma(P) = M \cap H^\infty(\alpha^d) \).

Proof. We may assume that \( \Delta \subseteq P \) and that \( P \) satisfies (Q2) and (Q3). We write \( L^2(R, \nu) \) as a direct integral as in §2 of [MSS], but here we disintegrate \( \nu \) via \( \pi_r \). We regard the direct integral
\[
\int_\Theta l^2(\pi_r^{-1}(y)) \, d\mu(y)
\]
as consisting of fields \( \{\xi_y\}_{y \in X} \) of functions given by the formula
\[
\xi_y(x, z) = \begin{cases} \xi(x, y), & z = y, \\ 0, & z \neq y, \end{cases}
\]
where \( \xi \in L^2(R, \nu) \) and we define \( W \) from \( L^2(R, \nu) \) to the
\[
\int_\Theta l^2(\pi_r^{-1}(y)) \, d\mu(y)
\]
by the formula
\[
(W\xi)_y(x, z) = \begin{cases} \xi(x, y), & y = z, \\ 0, & y \neq z, \end{cases}
\]
This \( W \) is a Hilbert space isomorphism with inverse given by the equation \( (W^{-1}\xi)(x, y) = \xi_y(x, y), \xi = \{\xi_y\}_{y \in X} \in \int_\Theta l^2(\pi_r^{-1}(y)) \, d\mu(y) \). It is easy to see that \( W(JAJ)W^{-1} \) is the algebra of diagonal operators \( \int_\Theta l^2(\pi_r^{-1}(y)) \, d\mu(y) \), so that every \( T \in M \) is decomposable. In fact, for \( T \in M \) we have
\[
(WTW^{-1})_y\xi_y(x, z) = \begin{cases} \sum_u a(T)(x, u)s(x, u, y)\xi(u, y), & y = z, \\ 0, & y \neq z, \end{cases}
\]
For \( x \in X \), we write \( (-\infty, x] = \{y|(y, x) \in P\} \) by definition. For \( y \in X \) and \( x \in R(y) \), set
\[
\mathcal{S}(x; y) = \{\xi_y \in l^2(\pi_r^{-1}(y))|\supp \xi_y \subseteq (-\infty, x]\}
\]
and let \( \mathcal{L}(y) \) be the complete nest generated by \( \{\mathcal{S}(x; y)\}_{x \in R(y)} \). (Note that for each \( y, \mathcal{S}(x_1; y) \subseteq \mathcal{S}(x_2; y) \) if and only if \( (x_1, x_2) \in P \), so by (Q2), \( \{\mathcal{S}(x; y)\}_{x \in R(y)} \) is a nest. Note, too, that \( \bigcap_{x \in R(y)} \mathcal{S}(x; y) = \{0\} \) while \( \bigcup_{x \in R(y)} \mathcal{S}(x, y) \) is dense in \( l^2(\pi_r^{-1}(y)) \). Thus \( \{0\} \) and \( l^2(\pi_r^{-1}(y)) \)
are contained in $\mathcal{L}(y)$. Choose a sequence $\{T_n\}_{n=1}^{\infty}$ that is $\sigma$-weakly dense in $\mathcal{X}(P)$ such that the matrices $a(T_n)$ separate the points of $P$. For each $y \in X$, set $\mathcal{X}_y$ equal to the weakly closed algebra generated by $\{WT_nW^{-1}\}_{n=1}^{\infty}$. Then it is easy to see that $\mathcal{X}_y = \text{alg}(\mathcal{L}(y)) = \text{alg lat}(\mathcal{X}_y)$ for all $y$. The key ingredient of the proof is this assertion: $T \in M$ lies in $\mathcal{X}(P)$ if and only if $(WTW^{-1})_y \in \text{Alg}(\mathcal{L}(y))$ a.e. Indeed, if $T$ belongs to $\mathcal{X}(P)$, if $y \in X$, and if $\xi_y \in \mathcal{H}(x;y)$, then

$$(WTW^{-1})_y \xi_y(u, y) = \sum_v a(T)(u, v)s(u, v, y)\xi(v, y).$$

If $(x, u) \in P \setminus (P \cap \theta(P))$, $u \in R(y)$, then since the sum runs over those $v$ such that $(u, v) \in P$, and since $\xi(v, y) = 0$ for each such $v$, the sum vanishes; i.e., $(WTW^{-1})_y \xi_y \in \mathcal{H}(x; y)$. Thus if $(WTW^{-1})_y \in \text{Alg}(\mathcal{L}(y))$ a.e. $\mu$, then for each fixed $y$ outside of an exceptional null set, the operator on $l^2(\pi^{-1}(y))$ represented by the matrix $a(T)$ leaves each $\mathcal{H}(x; y)$ invariant. This means that for $x, z \in R(y)$, $a(T)(x, z) = 0$ when $(z, x) \in P \setminus (P \cap \theta(P))$. In other words, except for a null set of $y$,

$$\text{supp} a(T) \cap (R(y) \times R(y)) \subseteq P \cap (R(y) \times R(y)),$$

and so $T \in \mathcal{X}(P)$, completing the proof of the assertion.

Thus, in the notation and terminology of [AFG] and [GL], $W\mathcal{X}(P)W^{-1} \sim \int^{\oplus} \mathcal{X}_y d\mu(y)$ and if $\mathcal{L}$ is the lattice of the algebra generated by $\mathcal{X}(P)$ and $JAJ$, then $W\mathcal{L}W^{-1} = \int^{\oplus} \mathcal{L}(y) d\mu(y)$. Since each $\mathcal{X}_y$ is reflexive, Proposition 5.6 of [AFG] implies that $[\mathcal{X}(P), JAJ]$ is reflexive. So, since $[\mathcal{X}(P), JAJ]$ contains the masa $\mathcal{C}$ in $\mathcal{L}(L^2(R, \nu))$ generated by $A$ and $JAJ$, we conclude from Theorem 4.1 of [GL] and from the fact that $W[\mathcal{X}(P), JAJ]W^{-1}$ is the direct integral of nest algebras that $[\mathcal{X}(P), JAJ]$ is a nest subalgebra of $JAJ'$. The projections in this nest all commute with $\mathcal{C}$, and therefore they lie in $\mathcal{C}$. By the discussion preceding the statement of this theorem, there is a real-valued function $\delta$ on $R$ such that $[\mathcal{X}(P), JAJ] = (JAJ)' \cap H^{\infty}(\alpha^d)$. Since $\mathcal{X}(P) = M \cap [\mathcal{X}(P), JAJ]$, as we just showed, and since $M \subseteq (JAJ)'$, it follows that $\mathcal{X}(P) = M \cap H^{\infty}(\alpha^d)$.

When $M = \mathcal{L}(\mathcal{H})$, a Cartan subalgebra $A$ is the subalgebra of operators with diagonal matrices with respect to some orthonormal basis. In this case, Theorem 3.2.1 in [KS] asserts that given a maximal triangular algebra $\mathcal{T}$ with diagonal $A$, there is a total ordering on the basis such that $\mathcal{T}$ consists of all the operators in $M$ whose matrices with respect to the basis are upper triangular; i.e., $\mathcal{T}$ is a special kind of nest algebra in $M$. The following theorem should be viewed as a direct generalization of this result.
THEOREM 3.6. Suppose that $M$ is type I. Then $\mathfrak{P} = \mathfrak{P}(a) = \mathfrak{P}(n)$. Hence when $M$ is type I, every maximal subdiagonal algebra in $M$, with respect to $E$, is a nest subalgebra of $M$.

Proof. Fix $P \in \mathfrak{P}$; we need only show $P \in \mathfrak{P}(n)$. For this, it suffices, by Corollary 3.4, to produce a Borel function $g: X \to \mathbb{R}$ such that $P = \{(x, y) \in \mathbb{R} | g(y) \geq g(x)\}$. Since $R$ is type I, its fundamental class is trivial by Proposition 7.3 of [FM1]. Consequently, the functions $\varphi_k$ in Lemma 2.1(1) can be chosen so that $\varphi_k(x) = \varphi_k(y)$ for almost all $(x, y) \in R$. We proceed to define maps $f_k: \bigcup_{n \geq k} X_n \to \mathbb{Q}$ with the property that $(\varphi_k(x), \varphi_j(x)) \in P$ if and only if $f_k(x) \leq f_j(x)$, and $f_k(x) = f_j(x)$ only when $j = k$. (Recall $X_n = \{x | |R(x)| = n\}$.) The following definition is based on Theorem 2.5 of [R]. First enumerate $\mathbb{Q} \setminus \mathbb{Z}$ as $\{r_i\}_{i=1}^{\infty}$. Set $n_1 \equiv 0$, and suppose that $f_1, f_2, \ldots, f_{n-1}$ have been defined. For each $x \in X$ one and only one of the following assertions holds:

1. $(\varphi_j(x), \varphi_n(x)) \in P$ for all $j < n$;
2. $(\varphi_n(x), \varphi_j(x)) \in P$ for all $j < n$; and
3. There is a $j < n$ such that $(\varphi_j(x), \varphi_n(x)) \in P$ and there is an $i < n$ such that $(\varphi_n(x), \varphi_i(x)) \in P$.

If (1) holds, set $f_n(x) = n$, while if (2) holds, set $f_n(x) = -n$. If (3) holds, define $f_n(x)$ to be the first $r_i$ that is in the same relation to $f_1(x), \ldots, f_{n-1}(x)$ as $\varphi_n(x)$ is to $\varphi_1(x), \ldots, \varphi_{n-1}(x)$, where the order among the $\varphi_j(x)$'s is the order induced by $P$. It is easy to see that the $f_n$ satisfy the desired properties.

For each $x \in X$, let $n(x)$ be the integer $n$ such that $\varphi_n(x) = x$ and set $g(x) = f_n(x)(x)$. Let $B_n = \{(x, y) \in \mathbb{R} | \varphi_n(x) = \varphi_n(y)\}$, $n \geq 1$, and observe that $B_n$ is Borel and conull. By definition of the $f_n$, it is evident that for $(x, y) \in B := \bigcap B_n, f_n(x) = f_n(y)$ for all $n \geq 1$. So for $(x, y) \in P \cap B, \varphi_n(x)(y) = \varphi_n(x)(x) = x$, and $\varphi_n(y)(y) = y$. Hence $(\varphi_n(x)(y), \varphi_n(y)(y))$ lies in $P$. This implies that $g(x) = f_n(x)(x) = f_n(x)(y) \leq f_n(y)(y) = g(y)$. Therefore, $g(y) \geq g(x)$ for $\nu$-almost all $(x, y) \in P$. Equality holds, on $P \cap B$, if and only if $n(x) = n(y)$, and this can occur only if $x = y$.

All that remains to complete the proof is to show that $g$ is a Borel map into $\mathbb{Q}$. Since $g = f \circ \tilde{n}$ where $f: \mathbb{Z}_+ \times X \to \mathbb{Q}$ is given by the formula $f(m, x) = f_m(x)$ and $\tilde{n}: X \to \mathbb{Z}_+ \times X$ is given by the formula $\tilde{n}(x) = (n(x), x)$, it suffices to prove that $f$ and $n$ are Borel. But for $m \geq 0, \{x \in X | n(x) = m\} = \{x \in X | \varphi_m(x) = x\}$. Thus $n$ is Borel. To
prove that $f$ is Borel, fix $r \in \mathbb{Q}$ and note that

$$f^{-1}(r) = \{(m, x) | f_m(x) = r\} = \bigcup_m \{(m, x) | f_m(x) = r\}.$$ 

So, it suffices to show that the set $c(m, r) := \{x \in X | f_m(x) = r\}$ is a Borel set for all $m \geq 1, r \in \mathbb{Q}$. From the definition of $f_m$, one sees that $c(m, r)$ is the intersection of finitely many sets of the form \{x \in X | (\varphi_i(x), \varphi_j(x)) \in P\}. Since each of these sets is Borel by Lemma 2.4(2), it follows that $c(m, r)$ is Borel. This completes the proof.

Theorem 6 of [FM1] asserts that if $d \in Z^1(R, R)$ is essentially bounded, then $d$ is a coboundary. The following is a strengthened version of this fact. It follows from general principles of the cohomology theory of groupoids. However, we give an elementary, self-contained proof here.

**Proposition 3.7.** Suppose $d \in Z^1(R, R)$ and that there is a conull set $B \subseteq X$ with the properties that $R(B)$ is conull and that the restriction of $d$ to $R \cap (B \times B)$ is bounded. Then $d$ is a coboundary.

**Proof.** Fix a countable group $G$ acting on $X$, so that $R = R_G$ (see [FM1, Theorem 1]), and write $g \cdot x$ for the translate of $x \in X$ by $g \in G$. Then $R = R_G = \{(x, g \cdot x) | g \in G, x \in X\}$. For $g \in G$ and $n \in \mathbb{Z}$, set $c(g, n) = \{(x, g \cdot x) | d(x, g \cdot x) \leq n\}$. Evidently, $c(g, n)$ is the graph of a partial Borel isomorphism. Let $\mathcal{N}$ be the set of all partial Borel isomorphisms obtained in this manner. Then $\mathcal{N}$ is countable and $\bigcup\{\varphi(B) | \varphi \in \mathcal{N}\} = R(B)$—a conull set. Also, we have $\varphi^{-1} \in \mathcal{N}$ for all $\varphi \in \mathcal{N}$, and for each $\varphi \in \mathcal{N}$, $\text{sup}\{d(x, y) | (x, y) \in \Gamma(\varphi)\}$ is finite. Denote this supremum by $r(\varphi)$. Writing $B_0 = B$, let $\{B_j\}$ be a maximal family of pairwise disjoint Borel subsets of $X$, each having positive measure, such that for each $j$, there is a $\psi_j \in \mathcal{N}$ satisfying $\psi_j^{-1}(B_j) \subseteq B$. (Such a family exists by Zorn’s Lemma.) Since $\bigcup\{\varphi(B) | \varphi \in \mathcal{N}\}$ is conull, so is $\bigcup_{j=0}^{\infty} B_j$. Set $C_n = \bigcup_{j=0}^{n} B_j, n \geq 0, and set C_\infty = \bigcup_{j=0}^{\infty} B_j.$

We show that $d|_R \cap (C_n \times C_n)$ is essentially bounded for each $n$. By Theorem 6 of [FM1], then, each of these restrictions is a coboundary. We show, too, that the bounding functions for each of these coboundaries may be chosen in a consistent way yielding a global function that shows that $d$ is a coboundary. Let $M$ be a bound for $d|_R \cap (B \times B)$, fix $n$, choose $x, y \in C_n$, and choose $i, j \leq n$ and $z, w \in B$ with $x = \psi_i(z)$ and $y = \psi_j(w)$.
and $y = \psi_j(w)$. Then

$$|d(x, y)| = |d(\psi_i(z), \psi_j(w))|$$

$$\leq |d(\psi_i(z), z)| + |d(z, w)| + |d(w, \psi_j(w))|$$

$$\leq r(\psi_i^{-1}) + M + r(\psi_j) < \infty.$$ 

This shows that $d$ is bounded on $R \cap (C_n \times C_n)$. By Theorem 6 of [FM1], applied to $R \cap (C_n \times C_n)$, we may find functions $g_n^i: C_n \to \mathbb{R}$ such that

$$d(x, y) = g_n^i(y) - g_n^i(x), \quad (x, y) \in R \cap (C_n \times C_n).$$

Observe that for $x, y \in B_0 \subseteq C_n, n \geq 0, g_n^i(y) - g_n^i(x) = d(x, y) = g_0(y) - g_0(x)$. Hence, if we set $f_n = g_0^i(y) - g_0^i(x)$, we see that $f_n$ is invariant; i.e., $f_n(x) = f_n(y)$ for all $(x, y) \in R \cap (B_0 \times B_0)$. Next, we define functions $f_n', n \geq 0$, on $C_n$ by setting $f_n'(x) = f_n(y)$ for any $y \in R(x) \cap B_0$. Since $C_n \subseteq R(B_0)$ and since the $f_n$ are invariant, it follows that the $f_n'$ are well defined and invariant. It is easy to check that they are Borel functions. On $C_n, n \geq 1$, define $g_n$ to be $g_n' - f_n'$. Then by the invariance of $f_n', g_n(y) - g_n(x) = g_n'(y) - g_n'(x) = d(x, y)$. Now fix $m > n$, and let $h_{m,n}$ be defined on $C_n$ by the formula

$$h_{m,n} = g_m|C_n - g_n.$$ 

The argument just presented shows that $h_{m,n}$ is invariant and that $h_{m,n}$ vanishes on $B_0$. Since the saturation of $B_0$ is almost all of $X$, it follows that $h_{m,n} = 0$ a.e.; i.e., $g_m|C_n = g_n$ a.e. Thus, there is an almost everywhere, well-defined function $g$ on $X$ such that $g$ agrees with $g_n$ on $C_n$ and $g(y) - g(x) = d(x, y)$ a.e. This shows that $d \in B^1(R, \mathbb{R})$ as required.

Let $P \in \mathcal{P}$; i.e., assume that $P$ satisfies $(P_2)$ and $(P_3)$ of §3 and the equation $\nu(\Delta \setminus P) = 0$. If $F \subseteq X$ is a Borel set, we write $P(F) = \{x \in X|\text{there is } y \in F \text{ such that } (y, x) \in P\}$, and we say that $F$ is $P$-increasing, or increasing relative to $P$, or simply increasing if $P$ is understood, in case $\mu(P(F) \setminus F) = 0$. For an example of an increasing set, let $P = P(d)$, where $d \in B^1(R, \mathbb{R})$, choose $g$ so that $d = \delta g$ and let $r \in \mathbb{R}$. Then the set $\{x \in X|g(x) \geq r\}$ is increasing. The following lemma shows a partial converse. In a sense it is an analogue of the decomposition of a Markov process into recurrent and transient parts.

**Lemma 3.8.** Suppose that $d \in Z^1(R, \mathbb{R})$, that $P = P(d)$, and that $F \subseteq X$ is increasing. Let $F_\infty = \{x \in X|R(x) \cap F \text{ is empty}\}$, let
\[ F_{-\infty} = \{ x \in X \mid R(x) \subseteq F \}, \text{ and let } F_0 = X \setminus (F_\infty \cup F_{-\infty}). \text{ Then } F_\infty, F_{-\infty}, \text{ and } F_0 \text{ are all invariant Borel sets and the function} \]

\[ g(x) := \sup \{ d(y, x) \mid y \in F, (x, y) \in R \} \]

\[ d(x, y) = g(y) - g(x), \quad (x, y) \in R \cap (F_0 \times F_0). \]

In particular, if \( \nu(X \setminus R(F)) = \nu(X \setminus R(X \setminus F)) = 0 \), then \( d \in B^1(R, \mathbb{R}) \).

**Proof.** Evidently, the sets \( F_\infty, F_{-\infty}, \text{ and } F_0 \) are invariant. The fact that they are Borel is most easily seen if one writes \( R = R_G \) for a suitable countable group of transformations. Then \( F_\infty = \bigcap_{t \in G} t \cdot (X \setminus F) \) while \( F_{-\infty} = \bigcap_{t \in G} t \cdot F \). Let \( X_0 \) be the conull set \( X \setminus R(P(F) \setminus F) \). Then for each \( x \in X_0 \cap F_0 \), the set \( R(x) \cap F \) is nonempty. Also, since \( x \notin F_{-\infty} \), there is a \( w \in R(x) \) that is not in \( F \). Moreover, for any such \( w \) and any \( z = F \cap R(x) \), we see that \( (z, w) \notin P \). For, if \( (z, w) \in P \), then \( w \in P(F) \cap X_0 \subseteq F \). Assuming, as we may, that \( P \) satisfies \( (Q_2) \), we conclude that for all \( w \in R(x) \setminus F \) and all \( z \in R(x) \cap F \), we have \( (w, z) \in P \). Hence, for each \( x \) such that \( R(x) \cap F \neq \emptyset \), and for any fixed \( w \in R(x) \setminus F \), there results the inequality

\[ d(z, x) = d(z, w) + d(w, x) \leq d(w, x) < \infty \]

which is valid for all \( z \in R(x) \cap F \). This shows that for \( x \in X_0 \cap F_0 \), \( g(x) \) is well-defined and finite. To see that \( g \) is Borel, let \( \{ \varphi_k \} \) be the sequence of functions defined in Lemma 2.1 and for \( n = 1, 2, 3, \ldots, \infty \), let \( X_n = \{ x \in X \mid |R(x)| = n \} \). Then for \( t \in \mathbb{R} \),

\[
g^{-1}(-\infty, t] = \bigcap_{1 \leq n \leq \infty} \{ x \in F_0 \cap X_n \mid d(y, x) \leq t, \text{ for every } y \in F \cap R(x) \}
\]

\[
= \bigcap_{1 \leq n \leq \infty} \bigcap_{1 \leq k \leq n} \{ x \in F_0 \cap X_n \mid d(\varphi_k(x), x) \leq t \text{ whenever } \varphi_k(x) \in F \}
\]

\[
= \bigcap_{1 \leq n \leq \infty} \bigcap_{1 \leq k \leq n} \{ x \in F_0 \cap X_n \mid \text{either } \varphi_k(x) \notin F \text{ or } d(\varphi_k(x), x) \leq t \}
\]

\[
= \bigcap_{1 \leq n \leq \infty} \bigcap_{1 \leq k \leq n} \{ x \in F_0 \cap X_n \mid (\varphi_k(x), x) \in [(X \setminus F) \times X] \}
\]

\[ \cup d^{-1}(-\infty, t]. \]

Since the terms in this intersection are all Borel, it follows that \( g \) is a Borel function. To see that \( d = \delta g \) on \( R \cap ((X_0 \cap F) \times (X_0 \cap F)) \),
fix \((x, y)\) in this set and observe that for all \(z, w \in F \cap R(x) = F \cap R(y), d(z, y) \leq d(w, y)\) if and only if \(d(z, x) \leq d(w, x)\) because \(d(z, x) = d(z, y) + d(y, x)\) and \(d(w, x) = d(w, y) + d(y, x)\). Thus

\[
g(y) - g(x) = \sup\{d(z, y) | z \in F \cap R(y)\} - \sup\{d(z, x) | z \in F \cap R(x)\} = d(x, y).
\]

This completes the proof.

While the correspondence between cocycles and \(P\)'s giving rise to analytic algebras is not one to one, the following proposition shows, in a sense, that “the \(P\)'s are separated by cohomology”. It is a key ingredient in the proof of Theorem 4.9, below.

**Proposition 3.9.** If \(d_1 \in B^1(R, \mathbb{R}), \) if \(d_2 \in Z^1(R, \mathbb{R}), \) and if \(P(d_1) = P(d_2)\) a.e. \(\nu,\) then \(d_2 \in B^1(R, \mathbb{R}).\)

**Proof.** Suppose \(h\) is a real-valued Borel function on \(X\) that satisfies \(d_1 = \delta h,\) a.e. \(\nu.\) Let \(\{r_i\}_{i=1}^{\infty}\) be an enumeration of \(\mathbb{Q}\) and let \(F_i = \{x \in X | h(x) \geq r_i\}.\) Then \(F_i\) is an increasing subset of \(X\) with respect to \(P(d_1).\) Since \(P(d_1) = P(d_2)\) a.e. \(\nu,\) each \(F_i\) is increasing with respect to \(P(d_2).\) Using \(d_2\) we may apply Lemma 3.8 to each \(F_i\) to find a Borel function \(g_i,\) defined a.e. \(\nu\) on \(\tilde{F}_i := \{x \in X | R(x) \cap F_i, R(x) \cap (X \setminus F_i) \neq \emptyset\},\) such that

\[
d_2(x, y) = g_i(y) - g_i(x)
\]

for \(\nu\)-almost all \((x, y)\) in \(R \cap (\tilde{F}_i \times \tilde{F}_i).\) Since \(\mathbb{Q}\) is dense in \(\mathbb{R},\) we have \(\bigcup_{i=1}^{\infty} \tilde{F}_i = X.\) Set \(K_1 = \tilde{F}_1, K_2 = \tilde{F}_2 \cap (X \setminus \tilde{F}_1),\) etc. to arrive at a sequence of pairwise disjoint invariant sets with \(\bigcup_{i=1}^{\infty} K_i = X.\) If we define \(g\) to be \(g_i\) on \(K_i,\) we obtain a well defined function \(g\) on \(X\) such that \(d_2 = \delta g\) a.e. \(\nu.\)

**4. Periodic flows.** A special subclass of the class of analytic algebras are those for which the flow is periodic. Such analytic algebras are the most tractable, and the next proposition identifies the \(P\)'s in \(\mathfrak{P}\) that correspond to them. If \(\alpha\) is periodic, we shall write \(H^\infty(\alpha, T)\) instead of \(H^\infty(\alpha).\) This is because a periodic flow may be viewed as a \(\sigma\)-weakly continuous representation of the unit circle \(T\) as a group of automorphisms on \(M.\) We will see in this section how periodic flows can be used to construct algebras of the form \(\mathfrak{I}(P)\) with \(P \notin \mathfrak{P}(a)\) and how they relate to the general problem of deciding when \(\mathfrak{P} \neq \mathfrak{P}(a).\)
THEOREM 4.1. For $P \in \mathfrak{P}$, the following assertions are equivalent:

1. $\mathcal{F}(P) = H^\infty(\alpha, T)$ for some periodic flow $\alpha$.

2. For $\nu$-almost all $(x, y) \in P$, the set $\{z \in X \mid (x, z) \in P \setminus \Delta, (z, y) \in P\}$ is finite; i.e., the interval $(x, y]$ is finite.

3. If $(P \setminus \Delta)^n$ denotes the $n$-fold composition $(P \setminus \Delta) \circ \cdots \circ (P \setminus \Delta)$, then $\nu(\bigcap_{n \geq 1} (P \setminus \Delta)^n) = 0$.

4. There is a partial Borel isomorphism $\varphi$ such that $\Gamma(\varphi) \subseteq P \setminus \Delta$ and $P \setminus \Delta = \bigcup_{n=1}^{\infty} \Gamma(\varphi^n)$ a.e. $\nu$.

Proof. (1) implies (3). Since $\alpha$ is an action of $T$, there is a $d \in Z^1(R, Z)$ such that $P = P(d)$ a.e. $\nu$. Hence $P \setminus \Delta = \{(x, y) \mid d(x, y) \geq 1\}$ and $(P \setminus \Delta)^n \subseteq \{(x, y) \mid d(x, y) \geq n\}$. This proves (3).

(3) implies (4). Let $B = (P \setminus \Delta) \setminus (P \setminus \Delta)^2$. Then both $\pi_r|B$ and $\pi_l|B$ are one-to-one. (Recall $\pi_l(x, y) = x$, $\pi_r(x, y) = y$.) Indeed, if $(x, y), (x, z) \in B$, then either $(y, z) \in P \setminus \Delta, (z, y) \in P \setminus \Delta$, or $y = z$. (We’re assuming $P$ satisfies (Q2), as we may by Lemma 3.1 of [MSS].) If $(y, z) \in P \setminus \Delta$, then $(x, z) \in (P \setminus \Delta)^2$ and if $(z, y) \in P \setminus \Delta$, then $(x, y) \in (P \setminus \Delta)^2$. Hence the only way for $(x, y)$ and $(x, z)$ to be in $B$ is for $y$ to equal $z$; i.e., $\pi_l$ is injective. The injectivity of $\pi_r$ is proved similarly. Thus $B$ is the graph of a partial Borel isomorphism. For $n \geq 1$, we have $\Gamma(\varphi^n) = (P \setminus \Delta)^n \setminus (P \setminus \Delta)^{n+1}$ and so $P \setminus \Delta = (\bigcup_{n \geq 1} \Gamma(\varphi^n)) \cup (\cap_{n \geq 1} (P \setminus \Delta)^n)$. This shows that (4) follows from (3).

(4) implies (2). Let $\varphi$ be a partial Borel isomorphism satisfying the equation $P \setminus \Delta = \bigcup_{n=1}^{\infty} \Gamma(\varphi^n)$ a.e. $\nu$. Certainly $(x, x]$ is finite. So it suffices to prove that $(x, y]$ is finite for all $(x, y) \in \bigcup_{n=1}^{\infty} \Gamma(\varphi^n)$. But for $(x, y) \in \Gamma(\varphi^n)$, the interval $(x, y]$ is the finite ordered set $\{\varphi(x), \varphi^2(x), \ldots, \varphi^n(x)\}$.

(2) implies (1). Simply set

$$d(x, y) = |\{z \mid (x, z) \in P \setminus \Delta, (z, y) \in P\}|$$

$$- |\{z \mid (y, z) \in P \setminus \Delta, (z, x) \in P\}|.$$

Then $d(x, y)$ is the number of elements in $(x, y]$, if $(x, y) \in P$, and it is $-|(y, x]|$, if $(y, x) \in P$. It is evident that $d$ is a cocycle and $P(d)$ differs from $P$ by a null set.

REMARK 4.2. Let $P$ and $\varphi$ be as in the previous theorem and let $d$ be the cocycle defined in the last part of the proof. Then, except possibly for a $\nu$-null set, $R = \bigcup_{n=-\infty}^{\infty} \Gamma(\varphi^n)$, where $\varphi^0$ is the identity.
So for all $x$ in a $\mu$-conull set, $R(x) = \{\varphi^n(x) | n \in \mathbb{Z} \text{ and } \varphi^n(x) \text{ is defined} \}$. Moreover, we see that $d|\Gamma(\varphi^n) = n$. This is evident from the proof. It follows that the operator $L_{F(\varphi^n)}$ lies in the spectral subspace $M^\alpha(n) = \{T \in M|\alpha_t(T) = e^{int}T, \text{ for all } t \in \mathbb{R}\}$. (Recall that for $T \in M$, $a(\alpha_t((T))(x, y) = e^{itd(x, y)}a(T))(x, y)$.) In fact,

$$M^\alpha(n) = \{T \in M|a(T) \text{ is supported on } d^{-1}(n)\} = \{T \in M|\text{supp}(a(T)) \subseteq \Gamma(\varphi^n)\}.$$ 

A simple calculation shows that $T = E(TL_{F(\varphi^n)})L_{F(\varphi^n)}$ for all $T \in M^\alpha(n)$. Hence $M^\alpha(n) = AL_{F(\varphi^n)} = A(L_{F(\varphi)})^n$ for all $n \geq 0$. Since the $\sigma$-weakly closed linear span of $\bigcup_{n=0}^\infty M^\alpha(n)$ is $\mathcal{I}(P)$, it follows that $\mathcal{I}(P)$ is the $\sigma$-weakly closed algebra generated by $A$ and $L_{F(\varphi)}$.

It follows from [FM2] that $M$ is a hyperfinite II$_1$ factor if and only if $R$ is the orbit equivalence relation determined by a single invertible, ergodic, measure preserving transformation, say, $\tau$. In this case we may choose $s \equiv 1$.

Theorem 4.1, then, yields an easily checked sufficient condition for deciding when a $d \in Z^1(R, \mathbb{R})$, having the property that $P(d) \in \mathcal{P}$, satisfies $\mathcal{I}(P(d)) = H^\infty(\alpha, T)$ for a periodic flow $\alpha$. It turns out, because of Corollaries 11.2 and 11.3 of [Sc], that the following dichotomy holds: either $\lim_{|n| \to \infty} |d(x, \tau^n(x))| = \infty$ a.e. $\mu$ or $\lim_{|n| \to \infty} |d(x, \tau^n(x))| = 0$. In the first case $d$ is called transient; in the second, $d$ is called recurrent. These terms are usually defined differently, but thanks to the indicated corollaries, we can define them as we did.

**COROLLARY 4.3.** Let $R$ be the orbit equivalence relation determined by an ergodic measure preserving transformation $\tau$ and let $d \in Z^1(R, \mathbb{R})$ be such that $P(d) \in \mathcal{P}$. Then $\mathcal{I}(P(d))$ is of the form $H^\infty(\alpha, T)$ for a periodic flow $\alpha$ if and only if $d$ is transient. Moreover, if $c(x)$ is defined to be $d(x, \tau(x))$ and if $c$ is integrable, then this happens if and only if $\int c(x) d\mu(x) \neq 0$.

**Proof.** If $d$ is transient, then it is easily checked that

$$\lim_{n \to \infty} d(x, \tau^n(x)) = \infty \text{ or } -\infty \text{ a.e. } \mu.$$ 

Without loss of generality, we assume that this limit is $\infty$. Then $\lim_{n \to -\infty} d(x, \tau^n(x)) = -\infty$ a.e. $\mu$. Fix $(x, y) \in P(d)$ with the property that $\lim_{n \to -\infty} d(x, \tau^n(x)) = \infty$. Then we can find an $N$ such that for $n > N, d(x, \tau^n x) > d(x, y)$ and for $n < -N, d(x, \tau^n x) \leq 0$. It follows
that for all \( n \) with \(|n| > N\), \( \tau^n(x) \notin (x, y]\). For, if \( \tau^n(x) \in (x, y]\), then 
\((x, \tau^n(x)) \in P\), implying that \( n \geq -N\), and then

\[
\|d(x, y) = d(x, \tau^n(x)) + d(\tau^n(x), y) \geq d(x, \tau^n(x)),
\]

implying that \( n \leq N\). Thus \((x, y]\) is finite. Now apply Theorem 4.1. If \( d \) is not transient, it is recurrent; i.e., \( \lim_{|n| \to \infty} |d(x, \tau^n(x))| = 0 \) a.e. \( \mu \). Hence, for almost all \((x, y]\) in \( P \setminus \Delta\), we can find a sequence of positive integers \( \{n_k\}_{k=1}^\infty \) (depending on \( x \)) such that \( d(x, \tau^{n_k}(x)) > 0 \) for each \( k \) and \( \sum_{k=1}^\infty d(x, \tau^{n_k}(x)) \leq d(x, y) \). It follows that \( \{\tau^{n_k}(x)\}_{k=1}^\infty \subseteq (x, y]\); i.e., for almost all \((x, y]\) in \( P \setminus \Delta\), the interval \((x, y]\) is infinite. Now apply Theorem 4.1. For the last assertion, simply appeal to Theorem 11.4 of [Sc].

**Corollary 4.4.** Suppose that \( P \in \mathcal{P} \) and that statements (1)–(4) of Theorem 4.1 are satisfied. Then \( M = M(R, s) \) is hyperfinite, so that we may assume that \( s \equiv 1\), and we may write \( X \) as the disjoint union of two invariant Borel sets \( Y \) and \( Z \) satisfying the following conditions. (Of course either \( Y \) or \( Z \) may be empty.)

1. \( M(R \cap (Y \times Y)) \) is isomorphic to the crossed product \( L^\infty(Y) \rtimes_\varphi Z \), where \( \varphi \) is the restriction of the partial Borel isomorphism in Theorem 4.1(4) to \( Y \), and \( \mathcal{Z}(P \cap (Y \times Y)) \) is isomorphic to the analytic crossed product \( L^\infty(Y) \rtimes_\varphi Z_+ \), which is, by definition, \( H^\infty(\hat{\varphi}) \) where \( \hat{\varphi} \) is the dual action of \( \varphi \) on \( L^\infty(Y) \rtimes_\varphi Z \).

2. The algebra \( \mathcal{Z}(P \cap (Z \times Z)) \) is a nest subalgebra of \( M(R \cap (Z \times Z)) \).

**Proof.** Since, by hypothesis, the fixed point algebra \( M^\alpha \) of the periodic flow \( \alpha \) is \( A \), a hyperfinite von Neumann algebra, \( M \) is hyperfinite (see [SI, last remark]). Define \( Z \) to be \( \{x \in X| \text{there is an } n \in Z \text{ such that } x \notin d(\varphi^n)\} \). Then it is easy to see that \( Z \) is invariant and Borel, and that \( Z = \{x \in X| \text{either } [x, \infty) \text{ or } (-\infty, x] \text{ is finite}\} \), where \([x, \infty) = \{y \in X|(x, y) \in P\} \text{ while } (-\infty, x] = \{y \in X|(y, x) \in P\}\). Set \( Y = X \setminus Z \). Since \( \Gamma(\varphi) = (P \setminus \Delta)(P \setminus \Delta)^2 \), \( \varphi \) is defined on all of \( Y \) and maps \( Y \) onto all of \( Y \). Thus \( \varphi|Y \) is a Borel isomorphism on \( Y \) and \( R \cap (Y \times Y) \) is just the orbit equivalence relation determined by \( \varphi|Y \). Moreover, by definition, \( \varphi \) is freely acting on \( Y \). Hence \( M(R \cap (Y \times Y)) \) may be identified with \( L^\infty(Y) \rtimes_\varphi Z \). Also, since

\[
P \cap (Y \times Y) = \{(x, \varphi^n(x))|x \in Y, \ n \geq 0\}
= \{(x, y) \in R \cap (Y \times Y)|d(x, y) \geq 0\},
\]

where \( d \) is the cocycle in Theorem 4.1(4). Restricting \( d \) to \( R \cap (Y \times Y) \) yields a cocycle and automorphism group \( \beta \) such that

\[
\beta_t(L_{F(\varphi^n)}) = (e^{itn})L_{F(\varphi^n)}, \quad n \in \mathbb{Z}, \ t \in \mathbb{R}.
\]
It is thus evident that $\beta = \phi$ and $\mathcal{I}(P \cap (Y \times Y)) = H^\infty(\beta)$.

It remains to show that $\mathcal{I}(P \cap (Z \times Z))$ is a nest algebra. Write $Z_1 = \{x \in X| n > 0, x \in d(\phi^n)\}$. Then $Z_1$ is an invariant Borel set and $Z_1 = \{x \in X| [x, \infty) \text{ is finite}\}$. Set $Z_2 = Z \setminus Z_1$. Then $Z_2 \subseteq \{x \in X| (-\infty, x] \text{ is finite}\}$. Define the real-valued function $g$ on $Z$ by the formula

$$g(x) = \begin{cases} -|[x, \infty)|, & x \in Z_1, \\ |(-\infty, x]|, & x \in Z_2. \end{cases}$$

It is straightforward to check that for $(x, y)$ in $R \cap (Z \times Z) = (R \cap (Z_1 \times Z_1)) \cup (R \cap (Z_2 \times Z_2))$, $d(x, y) = g(y) - g(x)$, where $d(x, y) = |(x, y)] - |(y, x)]$, the cocycle that appears in Theorem 4.1(4). Now apply Corollary 3.4.

**Remark 4.5.** Theorem 4.1 says that for $P \in \Psi$, $\mathcal{I}(P) = H^\infty(\alpha, T)$ for a periodic flow $\alpha$ if and only if almost every equivalence class $R(x)$ is order isomorphic to a subset of $\mathbb{Z}$. Suppose next that $\mathcal{I}(P), P \in \Psi$, is contained in an algebra of the form $H^\infty(\alpha, T)$ and let $d \in Z^1(R, \mathbb{Z})$ be a cocycle that implements $\alpha$. Then $\Delta \subseteq d^{-1}(0)$ and $\mathcal{I}(P)$ is properly contained in $H^\infty(\alpha, T)$ if and only if $\Delta$ is properly contained in $d^{-1}(0)$. If we restrict $d$ to $R(x) \times R(x)$, the values that $d$ takes on there may be used to partition $R(x)$ into “blocks”: $y, z \in R(x)$ belong to the same block if and only if $d(y, z) = 0$. To say the same thing differently, $y, z \in R(x)$ belong to the same block if and only if for all $u \in R(x), d(u, y) = d(u, z)$. For $z \in R(x)$, we write $R_0(z)$ for the block it determines; i.e., $R_0(z) = \{y \in R(x) = R(z)|d(z, y) = 0\}$. Of course $d$ induces an ordering on the set of blocks in $R(x)$ and this ordering is order isomorphic to a subset of $\mathbb{Z}$. That is, $R_0(u) \leq R_0(v)$ if and only if $d(u, v) \geq 0$. The orderings that $P$ induces inside each block may, a priori, be quite arbitrary. However, as we shall see in our next proposition, if $P \in \Psi(a)$ and if the number of blocks in $R(x)$ is greater than one for almost all $x \in X$, then the order within the blocks is such that $\mathcal{I}(P) \cap M^\alpha$ is a nest subalgebra of $M^\alpha$; i.e., the triangular subalgebra $\mathcal{I}(P \cap d^{-1}(0))$ is a nest subalgebra of $M^\alpha = \mathcal{I}(d^{-1}(0))$.

**Proposition 4.6.** Suppose that $P \in \Psi$ and that

$$\mathcal{I} = \mathcal{I}(P) \subseteq H^\infty(\alpha, T)$$

for some periodic flow $\alpha$. Suppose also that there is no nonzero projection $L_e \in A$ such that $ML_e = M^\alpha L_e$. Then $P$ lies in $\Psi(a)$ if and only if $\mathcal{I} \cap M^\alpha$ is a nest subalgebra of $M^\alpha$.
Proof. Let $d$ be the cocycle implementing $\alpha$, let $L_e$ be a projection in $A$, and let $X_0$ be the subset of $X$ determined by $L_e$; i.e., $e = 1_{X_0}$. Then $ML_e = \{ T \in M | \text{supp} \, a(T) \subseteq R \cap (X \times X_0) \}$ while $M^\alpha L_e = \{ T \in M | \text{supp} \, a(T) \subseteq d^{-1}(0) \cap (X \times X_0) \}$. Our hypothesis on $d$, then, asserts that there is no subset $X_0 \subseteq X$ with $\mu(X_0) \neq 0$ and $\mu(X \setminus X_0) \neq 0$ such that $d|(X \times X_0) \cap R = 0$.

Suppose first that $P \in \mathcal{P}(a)$ and write $P = P(d_0)$ for a suitable $d_0 \in Z^1(R, R)$. Set $X_1 = \{ x \in X |$ there exists a $y \in X$ with $(x, y) \in P$ such that $d(x, y) > 0 \}$ and set $X_2 = \{ x \in X |$ there exists $y \in X$ with $(y, x) \in P$, and $d(y, x) > 0 \}$. In the notation of Remark 4.5, $X_1$ consists of those $x \in X$ such that the block $R_0(x)$ in $R(x)$ is not the largest among the blocks in $R(x)$; likewise, $X_2$ consists of those $x \in X$ such that the block $R_0(x)$ in $R(x)$ is not the smallest. If $X_0 = X \setminus (X_1 \cup X_2)$, then it is clear that $d$ vanishes on $(X \times X_0) \cap R$. Hence, by the preceding paragraph, $\mu(X_0) = 0$. We assume, without loss of generality, that $X = X_1 \cup X_2$. Define $g$ by the formula

$$g(x) = \begin{cases} \sup \{ d_0(y, x) | d(y, x) > 0 \}, & x \in X_1, \\ \inf \{ d_0(y, x) | d(y, x) > 0 \}, & x \in X_2 \setminus X_1. \end{cases}$$

To see that $g$ is Borel, note that for $t \in \mathbb{R}$, $(g^{-1}(-\infty, t]) \cap X_1 = \{ x \in X_1 |$ for all $y \in R(x)$, either $d(x, y) \leq 0$ or $d_0(y, \varphi(x)) \leq t \} = \bigcap_{n=1}^\infty \{ x \in X_1 |$ either $d(x, \varphi_n(x)) \leq 0$ or $d_0(\varphi_n(x), x) \leq t \}$, where the $\varphi_n$'s are as in Lemma 2.1. Thus the restriction $g|_{X_1}$ is Borel. A similar argument shows that $g|_{X_2 \setminus X_1}$ is Borel. Write $R_0 = d^{-1}(0)$. Then $R_0$ is an equivalence relation contained in $R$ and $M^\alpha$ may be identified with $M(R_0, s)$. (Actually, we have been a little cavalier with null sets; we might have to modify $R_0$ slightly to get an equivalence relation, but that is o.k. by Lemma 3.1 of [MSS].) Set $P_0 = P \cap R_0 = P(d_0) \cap R_0$. Then $\mathcal{T} \cap M^\alpha = \mathcal{T}(P_0)$. We claim that $P_0 = \{(x, y) \in R_0 | g(x) \leq g(y)\}$. By Corollary 3.4, this will show that $\mathcal{T} \cap M^\alpha$ is a nest algebra in $M^\alpha$. Observe that since $d$ vanishes on $R_0$, each of the sets $X_1$ and $X_2$ are invariant under $R_0$. So

$$R_0 = (R_0 \cap (X_1 \times X_1)) \cup (R_0 \cap ((X_2 \setminus X_1) \times (X_2 \setminus X_1))).$$

We therefore prove that for $(x, y) \in R_0 \cap (X_1 \times X_1), (x, y) \in P$ if and only if $g(y) \geq g(x)$; the argument for $R_0 \cap ((X_2 \setminus X_1) \times (X_2 \setminus X_1))$ is similar and will be omitted. So let $(x, y) \in R_0 \cap (X_1 \times X_1)$ and note
that since $d(x, y) = 0$, 
\[
g(y) = \sup\{d_0(z, y) | d(y, z) > 0\} = \sup\{d_0(z, x) + d_0(x, y) | d(y, x) + d(x, z) > 0\} = d_0(x, y) + \sup\{d_0(z, x) | d(x, z) > 0\} = d_0(x, y) + g(x).
\]
Thus for $(x, y) \in R_0 \cap (X_1 \times X_1)$, $g(y) \geq g(x)$ if and only if $d_0(x, y) \geq 0$; i.e., if and only if $(x, y) \in P(d_0) = P$.

For the converse implication, suppose that $\mathcal{Z} \cap M^\alpha$ is a nest subalgebra of $M^\alpha$. Then there is a real-valued Borel function $g$ on $X$ such that for $(x, y)$ in $R_0 = d^{-1}(0)$, $g(x) \leq g(y)$ if and only if $(x, y) \in P$. By replacing $g$ with $(1/\pi) \arctan(g)$, we may assume that $|g| < \frac{1}{2}$. Set 
\[
d_0(x, y) = d(x, y) + g(y) - g(x).
\]
Then since $d \in Z^1(R, Z) \subseteq Z^1(R, R)$, we see that $d_0 \in Z^1(R, R)$. To see that $P = P(d_0)$, suppose that $(x, y) \in P$. Then $d(x, y) \geq 0$, since $\mathcal{Z}(P) \subseteq H^\infty(\alpha, T) = \mathcal{Z}(P(d))$. If $d(x, y) = 0$, then $(x, y) \in R_0 \cap P$ and so $d_0(x, y) = 0 + g(y) - g(x) \geq 0$; i.e., $(x, y) \in P(d_0)$. If $d(x, y) > 0$, then since $d$ is $Z$-valued, $d(x, y) \geq 1$, and $d_0(x, y) \geq 1 + g(y) - g(x) \geq 0$, since $|g| < \frac{1}{2}$. Thus $P \subseteq P(d_0)$. To show the reverse inclusion, it suffices to show that $P(d_0) \in \mathcal{Z}$. But if $(x, y) \in P(d_0) \cap \theta(P(d_0))$, $d_0(x, y) = 0$. So $d(x, y) = 0$; i.e., $(x, y) \in R_0$, and the equation $d_0(x, y) = 0$ implies $g(y) = g(x)$. Thus $x = y$.

Suppose $L_e$ is a projection in $A$ different from 0 and $I$, and let $Y$ be the corresponding set in $X$. For $P \in \mathcal{Z}$ and $\mathcal{Z} = \mathcal{Z}(P)$, we write 
\[
\mathcal{Z}_e = L_e \mathcal{Z} L_e + L_e^\perp \mathcal{Z} L_e^\perp + L_e ML_e^\perp
\]
and 
\[
P_Y = (P \cap (Y \times Y)) \cup (P \cap ((X \setminus Y) \times (X \setminus Y)) \cup (R \cap (Y \times (X \setminus Y)))
\]
where $L_e^\perp = I - L_e$. It is clear that $\mathcal{Z}_e = \mathcal{Z}(P_Y)$, $P_Y \in \mathcal{Z}$, and so $\mathcal{Z}_e$ is a maximal subdiagonal subalgebra of $M$ with respect to $E$.

**Lemma 4.7.** Suppose that $P, L_e$, and $Y$ are as above and assume that $R(Y) = X = R(X \setminus Y)$ a.e. $\nu$. Then the following assertions are equivalent:

1. $P_Y \in \mathcal{Z}(a)$.
2. $L_e \mathcal{Z} L_e + L_e^\perp \mathcal{Z} L_e^\perp$ is a nest subalgebra of $L_e ML_e + L_e^\perp ML_e^\perp$.
3. $L_e \mathcal{Z} L_e$ and $L_e^\perp \mathcal{Z} L_e^\perp$ are nest subalgebras of $L_e ML_e$ and $L_e^\perp ML_e^\perp$, respectively.

**Proof.** (1) and (2) are equivalent. Clearly $\mathcal{Z}_e$ is contained in $M \cap \text{alg}\{0, L_e, I\}$. By Theorem 4.2.3 of [LM], this second algebra is of the
form $H^\infty(\alpha, T)$ for a periodic flow $\alpha$ on $M$. Since $M^\alpha = L_e \mathcal{M} L_e + L_e^+ \mathcal{M} L_e^+$ and $\mathcal{X} \cap M^\alpha = L_e \mathcal{X} L_e + L_e^+ \mathcal{X} L_e^+$, it suffices, by Proposition 4.6, to show that for no projection $L_f \in \mathcal{A}$, different from 0, is the equation $ML_f = M\alpha L_f$ satisfied. However, if $ML_f = M\alpha L_f$, then $L_e ML_e L_f = L_e ML_f$ and $L_e^+ ML_e^+ L_f = L_e^+ ML_f$. The assumption that $R(Y) = X$ implies that $L_e ML_e \phi = L_e ML_f \phi$ for every nonzero projection $L_p \in \mathcal{A}$. But the equation $L_e ML_e L_f = L_e ML_f$ implies $L_e M(L_f - L_f L_e) = 0$. Hence $L_f < L_e$, and it follows that $L_e^+ ML_f = L_e^+ ML_e^+ L_f = 0$. Using the fact that $R(X \setminus Y) = X$, we see that $L_f \leq L_e^+$. Thus $L_f = 0$.

(2) and (3) are equivalent. Suppose $L_e \mathcal{X} L_e + L_e^+ \mathcal{X} L_e^+$ is a nest subalgebra of $L_e ML_e + L_e^+ ML_e^+$, say the former is the intersection of the latter with $\text{alg}\{L_q\}$ for a totally ordered family of projections $\{L_q\}$ contained in the latter. Then, since $A \subseteq L_e ML_e + L_e^+ ML_e^+$, it follows that each $L_q_i \in A$, and so $L_e \mathcal{X} L_e = L_e ML_e \cap \text{alg}\{L_q, L_e\}$ while $L_e^+ \mathcal{X} L_e^+ = L_e^+ ML_e^+ \cap \text{alg}\{L_q, L_e\}$; i.e., (3) is satisfied. Conversely, if $L_e \mathcal{X} L_e = L_e ML_e \cap \text{alg}\{L_p\}$ and $L_e^+ \mathcal{X} L_e^+ = L_e^+ ML_e^+ \cap \text{alg}\{L_q\}$ where the $L_p$,’s are projections in $L_e ML_e$ and the $L_q$,’s are projections in $L_e^+ ML_e^+$, then the $L_p$, and $L_q$, are subprojections of $L_e$ and $L_e^+$, respectively, all belonging to $A$, and $L_e \mathcal{X} L_e + L_e^+ \mathcal{X} L_e^+ = (L_e ML_e + L_e^+ ML_e^+) \cap \text{alg}\{L_r\}$ where $\{L_r\} = \{L_p\} \cup \{L_e + L_q\}$ is ordered in the obvious way.

We come now to an example that shows that $\mathcal{P}(a)$ need not equal $\mathcal{P}$. It is followed by Theorem 4.9 that shows among other things that if $\mathcal{P} = \mathcal{P}(a)$ and if $M$ is hyperfinite, then $M$ is type I. This is the main result of the section.

**Example 4.8.** Let $X$ be the interval $[0, 1]$, let $\mu$ be Lebesgue measure, let $\tau$ be an irrational translation, let $R$ be the orbit equivalence relation determined by $\tau$, and let $P = \{(x, y) \in R| y = \tau^n(x), n \geq 0\}$. Then $P \in \mathcal{P}(a)$; in fact $P = P(d)$ where $d(x, \tau^n(x)) = n$. We let $M = M(R, 1)$. Let $Y \subseteq X$ be such that $\mu(Y) \neq 0 \neq \mu(X \setminus Y)$, and let $L_e$ be the corresponding projection in $A$. Since $\tau$ is ergodic, $Y$ and $L_e$ satisfy the hypotheses of Lemma 4.7. Also, the transformation $\tau_Y$ on $Y$ induced by $\tau$ is an ergodic measure preserving transformation on $Y$, and we have $R \cap (Y \times Y) = \{(x, \tau^n_Y(x))| n \in \mathbb{Z}, x \in Y\}$. We shall write $R_0$ for $R \cap (Y \times Y)$ and $P_0$ for $R_0 \cap P$. We then have $L_e ML_e = M(R_0, 1)$ and $L_e \mathcal{X} L_e = \mathcal{X}(P_0)$. Since $\tau_Y$ is ergodic and $(x, \tau^n_Y(x)) \in P_0$ for all $x \in Y$ and $n \geq 0$, there are no $P_0$-increasing subsets of $Y$. Hence $\mathcal{X}(P_0)$ is not a nest subalgebra of $L_e ML_e$. By Lemma 4.7, then, $P_Y \notin \mathcal{P}(a)$. 

Theorem 4.9. Suppose that $M$ is a factor, so, equivalently, $R$ is ergodic. Consider the following assertions:

1. $\mathcal{P} = \mathcal{P}(a)$.  
2. $\mathcal{P} = \mathcal{P}(n)$.  
3. $M$ is type I.

Then (1) and (2) are equivalent, (3) implies (2), and if $M$ is hyperfinite, then (3) is equivalent to (1) and (2).

Proof. It is trivial that (2) implies (1) and the fact that (3) implies (2) was proved in Theorem 3.6.

(1) implies (2). Fix $P \in \mathcal{P}$ and assume that $P = P(d)$ for some $d \in Z^1(R, R)$. Let $Y_0 \subseteq X$ be any Borel set with $\mu(Y_0) \neq 0 \neq \mu(X \setminus Y_0)$ and let $L_e$ be the corresponding projection in $A$. By Lemma 4.7, $L_e \Xi L_e$ and $L_e^\perp \Xi L_e^\perp$ are nest subalgebras of $L_eML_e$ and $L_e^\perp ML_e^\perp$, respectively, where $\Xi = \Xi(P)$. Writing $Y_1 = X \setminus Y_0$, we may find real-valued Borel functions $g_i$ on $Y_i$, $i = 0, 1$, such that

$$d(x, y) = g_i(y) - g_i(x), \quad (x, y) \in R \cap (Y_i \times Y_i) \setminus N_i$$

where $N_i$ is a $\nu$-null set of $R \cap (Y_i \times Y_i)$. We will find a constant $c$ such that if $g$ is defined by the formula

$$g(x) = \begin{cases} g_1(x), & x \in Y_1, \\ g_0(x) + c, & x \in Y_0, \end{cases}$$

then $d(x, y) = g(y) - g(x)$ a.e. $\nu$. We begin by paring away some null sets. Let $N = N_0 \cup N_1$ and $Y'_i = Y_i \setminus \pi_r(N)$. (Note that $\mu(\pi_r(N)) = 0$.) Also, let $B = \pi_l(R \cap (Y_0 \times Y'_1))$. Then $B$ is a subset of $Y_0$ and is invariant under $R \cap (Y_0 \times Y_0)$. Since $R \cap (Y_0 \times Y_0)$ is ergodic, by Proposition 3.5 of [FM1], we conclude that $B$ is a conull subset of $Y_0$. Therefore, so is $Y''_0 := Y'_0 \cap B$. For $y \in Y''_0$, there is an $x \in Y'_1$ such that $x \sim y$. For such a pair $(x, y)$, let $f(x, y) = d(x, y) + g_1(x) - g_0(y)$. If $z$ is another element in $Y'_1 \cap R(y)$, then

$$f(z, y) = d(z, y) + g_1(z) - g_0(y)$$

$$= d(z, x) + d(x, y) + g_1(z) - g_0(y)$$

$$= g_1(x) - g_1(z) + d(x, y) + g_1(z) - g_0(y) = f(x, y).$$

Thus $f$ is independent of the choice of $x \in Y'_1 \cap R(y)$ and we may write $f(y)$ for $f(x, y)$. Evidently, $f$ is a Borel function on $Y''_0$. Now choose $y, w \in Y''_0$, $y \sim w$, and choose $x \in Y'_1 \cap R(y) = Y'_1 \cap R(w)$. 


Then

\[ f(y) = f(x, y) = d(x, y) + g_1(x) - g_0(y) = d(x, w) + d(w, y) + g_1(x) - g_0(y) = d(x, w) + g_0(y) - g_0(w) + g_1(x) - g_0(y) = f(x, w) = f(w). \]

Thus \( f \) is invariant, and by ergodicity, there is a \( c \in \mathbb{R} \) and a conull set \( Y \subseteq Y_0' \subseteq Y_0 \) such that \( f \equiv c \) on \( Y \). With this \( c \), define \( g \) on \( X \) by equation (4.1). By construction, \( d(x, y) = g(y) - g(x) \) for almost all \((x, y) \in R \cap (Y_0 \times Y_0)\) and for almost all \((x, y) \in R \cap (Y_1 \times Y_1)\). So to prove that \( d(x, y) = g(y) - g(x) \) a.e. on all of \( R \), it suffices to check that \( d(x, y) = g(y) - g(x) \) a.e. on \( R \cap (Y_1 \times Y_0) \). (This is because \( R \cap (Y_0 \times Y_1) = \emptyset (R \cap (Y_1 \times Y_0)). \) Since \( Y_1' \) and \( Y \) are conull sets of \( Y_1 \) and \( Y_0 \), respectively, it suffices to assume that \((x, y) \in Y_1' \times Y \). But then, \( c = f'(x, y) = d(x, y) + g_1(x) - g_0(y), \) so \( d(x, y) = c + g_0(y) - g_1(x) = g(y) - g(x) \) by definition. Thus \( d(x, y) = g(y) - g(x) \) a.e. \( \nu \).

(2) implies (3) (assuming \( M \) is hyperfinite). Since \( M \) is hyperfinite, there is a transformation \( \tau \) on \( X \) such that \( R = \{(x, \tau^n(x))|n \in \mathbb{Z}\} \). By ergodicity, we may assume \(|R(x)|\) is constant. If this constant is finite, \( R \) is type I. So we may assume \(|R(x)| = \infty \) a.e. \( \mu \). As a consequence, we see that \( \tau \) is freely acting. Let \( P = \{(x, \tau^n(x))|n \geq 0\} \). So \( P = P(d) \) where \( d(x, \tau^n(x)) = n \). By hypothesis (2) and Corollary 3.4, \( P = P(d_0) \) where \( d_0 \in B^1(R, \mathbb{R}) \). By Proposition 3.9, \( d \in B^1(R, \mathbb{R}) \). Thus there is a real-valued Borel function \( g \) on \( X \) such that \( n = d(x, \tau^n(x)) = g(\tau^n(x)) - g(x) \) a.e.; equivalently, \( g(\tau^n(x)) = g(x) + n \). Consequently each of the sets \( g^{-1}(r, \infty), r \in \mathbb{R}, \) is invariant under \( \tau \). It follows that unless \( R \), and therefore, \( M \), is type I, each of these sets will be invariant under \( \tau^{-1} \), too. In this event each \( g^{-1}(r, \infty) \) is null or conull. Since this is absurd, we conclude that \( M \) is type I.

We believe that if \( \Psi = \Psi(a) \), then \( M \) is type I without the a priori assumption that \( M \) is hyperfinite. The best we are able to prove, however, is the assertion that if \( \Psi = \Psi(a) \), then \( H^1(R, \mathbb{R}) = 0 \) where \( H^1(R, \mathbb{R}) = Z^1(R, \mathbb{R})/B^1(R, \mathbb{R}) \). Of course, if \( \Psi = \Psi(a) \), then Theorem 4.9 coupled with Proposition 3.9 implies that a \( d \in Z^1(R, \mathbb{R}) \) such that \( d^{-1}(0) = \Delta \) must be a coboundary. The problem of handling the general cocycle is solved by the following theorem which is of independent interest. In Proposition 7.4 of [FM1], Feldman and Moore show that \( R \) is type I if and only if \( H^1(R, G) = 0 \) for all abelian polonais groups \( G \). It apparently is unknown if the vanishing of \( H^1(R, \mathbb{R}) \) implies that \( R \) is type I.
The following theorem can be dug out of [LS] and [S2], but we give a self-contained proof fashioned on the theory we are developing. Larson and the third author show in [LS] that whenever \( \mathcal{A} \) is a nest subalgebra of a \( \sigma \)-finite von Neumann algebra \( M \) and \( \mathcal{B} \) is a \( \sigma \)-weakly closed subalgebra of \( M \) that contains \( \mathcal{A} \), then \( \mathcal{B} \) is a nest subalgebra of \( M \). On the other hand, the third author shows in Theorem 2.19 of [S2] that under the same circumstances, if \( \mathcal{A} \) is an analytic subalgebra of \( M \), then so is \( \mathcal{B} \).

**Theorem 4.10.** Let \( P \in \mathfrak{P} \) and let \( Q \) be a transitive relation with \( P \subseteq Q \). Then

1. If \( \Xi(P) \) is an analytic subalgebra of \( M \), so is \( \Xi(Q) \).
2. If \( \Xi(P) \) is a nest algebra, so is \( \Xi(Q) \).

**Proof.** Suppose that \( P = P(d) \) for some \( d \in Z^1(R, R) \). We need to find a \( d_0 \in Z^1(R, R) \) so that \( Q = P(d_0) \). Define a Borel function \( g \) on \( X \) as follows. Set \( g(x) = \sup \{d(z, y) | (x, z), (x, y) \in Q \cap \theta(Q) \text{ and } (z, y) \in P \} \) provided the supremum is finite; otherwise, set \( g(x) = 1 \). For \((x, y) \in P\), let \( d_1(x, y) = \inf \{d(z, w) | (z, x), (y, w) \in Q \cap \theta(Q) \} \) and let

\[
\tilde{d}_0(x, y) = \begin{cases} d_1(x, y) + \frac{1}{2}(g(x) + g(y)), & \text{if } (x, y) \notin Q \cap \theta(Q), \\ 0, & \text{if } (x, y) \in Q \cap \theta(Q). \end{cases}
\]

Finally, define \( d_0 \) on \( R \) by letting \( d_0 = \tilde{d}_0 \) on \( P \) and letting \( d_0 = -\tilde{d}_0 \circ \theta \) on \( \theta(P) \). Note that since \( \tilde{d}_0|_\Delta = 0 \), \( d_0 \) is well defined on \( R \). To show that \( d_0 \) is a cocycle, it suffices to show that for \((x, y)\) and \((y, z)\) in \( P \),

\[
d_0(x, z) = d_0(x, y) + d_0(y, z).
\]

So fix \((x, y)\) and \((y, z)\) in \( P \). If \((x, y) \in Q \cap \theta(Q)\), then by definition, \( d_0(x, y) = 0, d_1(x, z) = d_1(y, z), \) and \( g(x) = g(y) \). Hence, in this case, \( d_0(x, z) = d_0(y, z) \), verifying (4.2). A similar argument verifies (4.2) when \((y, z) \in Q \cap \theta(Q)\). Thus we may assume that neither \((x, y)\) nor \((y, z)\) lies in \( Q \cap \theta(Q) \). But then \((x, z) \notin Q \cap \theta(Q) \) and we have

\[
d_0(x, z) = d_1(x, z) + \frac{1}{2}(g(x) + g(z))
\]

and

\[
d_0(x, y) + d_0(y, z) = d_1(x, y) + d_1(y, z)
+ \frac{1}{2}(g(x) + 2g(y) + g(z)).
\]

So, we need only prove that

\[
d_1(x, z) = d_1(x, y) + d_1(y, z) + g(y).
\]
If \( \sup\{d(w_1, w_2)|(y, w_1), (y, w_2) \in Q \cap \theta(Q) \text{ and } (w_1, w_2) \in P \} \) is infinite, then either there is a \( w_2 \in R(y) \) such that \( d(y, w_2) > d(y, z) \) \((\geq 0)\) and \((y, w_2) \in Q \cap \theta(Q) \) or there is a \( w_1 \in R(y) \) such that \( d(w_1, y) > d(x, y) \) \((\geq 0)\). In the first instance, \((y, z) = (y, w_2) \circ (w_2, z) \) lies in \([\theta(Q) \circ \theta(Q)] \cap P \subseteq \theta(Q) \cap P \subseteq \theta(Q) \cap Q \), while in the second, we see by a similar calculation that \((x, y) \in Q \cap \theta(Q) \). Since we have already handled both of these cases before, they may be excluded and we may assume that the supremum is finite. So, by definition, we have

\[
g(y) = \sup\{d(w_1, w_2)|(y, w_1), (y, w_2) \in Q \cap \theta(Q), (w_1, w_2) \in P\}.
\]

Now fix \( \varepsilon > 0 \) and \( w_1, w_2 \in X \) such that \((x, w_1) \) and \((w_2, z) \) lie in \( Q \cap \theta(Q) \). We may then find \( y_1, y_2 \in X \) with \((y_1, y), (y_2, y) \in Q \cap \theta(Q) \) and \( g(y) \leq d(y_1, y_2) + \varepsilon \). We then also have

\[
d_1(x, y) + d_1(y, z) + g(y) \\
\leq d(w_1, y_1) + d(y_2, w_2) + d(y_1, y_2) + \varepsilon = d(w_1, w_1) + \varepsilon.
\]

Since the choices of \( \varepsilon > 0 \) and \( w_1, w_2 \) were arbitrary, subject only to the condition that \((x, w_1), (w_2, z) \in Q \cap \theta(Q) \), we conclude that

\[
d_1(x, y) + d_1(y, z) + g(y) \leq d_1(x, z).
\]

For the reverse inequality, fix \( \varepsilon > 0 \). Then there are \( x_1, y_1, y_2, \) and \( z_2 \) in \( X \) such that \((x, x_1), (y, y_1), (y, y_2), \) and \((z, z_2) \) are all in \( Q \cap \theta(Q) \), \( d_1(x, y) \geq d(x_1, y_1) - \varepsilon, d_1(y, z) \geq d(y_2, z_2) - \varepsilon, \) and \( g(y) \geq d(y, y_2) \). Hence

\[
d_1(x, y) + d_1(y, z) + g(y) \geq d(x_1, y_1) + d(y_2, z_2) + (y_1, y_2) - 2\varepsilon = d(x, z_2) - 2\varepsilon \geq d(x, z) - 2\varepsilon.
\]

Since \( \varepsilon > 0 \) is arbitrary, equation (4.3) is satisfied and \( d_0 \) lies in \( Z^1(R, R) \).

To complete the proof of (1), we need to show that \( Q = \{(x, y) \in R|d_0(x, y) \geq 0\} \). Observe that since \( (Q \cap \theta(Q)) \circ (Q \setminus \theta(Q)) \circ (Q \cap \theta(Q)) \subseteq Q \setminus \theta(Q), d_1 \) must be nonnegative on \( Q \setminus \theta(Q), \) and, since \( g \geq 0, d_0 \) must be nonnegative on \( Q \setminus \theta(Q) = P \setminus (Q \cap \theta(Q)) \). Since \( d_0 \) is skew symmetric, \( d_0 \leq 0 \) on \( \theta(P) \setminus (Q \cap \theta(Q)), \) and by definition, \( d_0 \) vanishes on \( Q \cap \theta(Q). \) Recalling that \( Q = P \cup (Q \cap \theta(Q)), \) because \( Q \setminus P \subseteq Q \cap \theta(P) \subseteq \theta(Q) \cap Q, \) we see that \( Q \) is contained in \( \{(x, y) \in R|d_0(x, y) \geq 0\} \) which, in turn, is contained in \( \{(x, y) \in R|d_0(x, y) = 0\} \cup (Q \setminus \theta(Q)). \) Thus, to finish, all we need to show is that \( B := \{(x, y)|d_0(x, y) = 0\} \setminus (Q \cap \theta(Q)) \) is empty. But if \((x, y) \in B, \) then \( d_1(x, y) = g(x) = g(y) = 0 \) and using the definition of \( g, \) we see that \( \{z|(z, x) \in Q \cap \theta(Q)\} = \{x\} \) while \( \{w|(w, y) \in Q \cap \theta(Q)\} = \{y\}. \)
Consequently, \( d_1(x, y) = d(x, y) = 0 \). Since this implies that \( B \subseteq \Delta \subseteq Q \), we see that \( B \) is empty and that the proof of (1) is complete.

For (2), note that if \( P \in \mathfrak{P}(n) \), then we may assume that \( P = P(d) \) where \( |d(x, y)| < 1 \) a.e. \( \nu \). Then by the definition of \( d_0 \), we see that \( |d_0(x, y)| < 2 \). Hence by Theorem 6 of \([FM2]\), \( d_0 \) is a coboundary and \( \mathfrak{S}(Q) \) is a nest subalgebra of \( M \).

We note in passing that one can give a direct proof of part (2) of the preceding theorem along the following lines. Suppose that \( g \) is a real-valued Borel function on \( X \) such that \( P = \{ (x, y) \in R | g(y) \geq g(x) \} \) and assume, as we may, that \( |g| < 1 \). If for each \( x \in X \) we set \( G(x) = \{ g(y) | (x, y) \in Q \cap \theta(Q) \} \) and if we set \( g_0(x) = \sup G(x) + \inf G(x) \), then it is not difficult to see that \( Q = \{ (x, y) \in R | g_0(x) \leq g_0(y) \} \).

**Corollary 4.11.** If \( \mathfrak{P} = \mathfrak{P}(a) \), then \( H^1(R, \mathbf{R}) = 0 \).

**Proof.** As remarked after Theorem 4.9, Theorem 4.9 coupled with Proposition 3.9 show that each \( d \in Z^1(R, \mathbf{R}) \) with \( d^{-1}(0) = \Delta \) must be a coboundary. So let \( d \in Z^1(R, \mathbf{R}) \) be arbitrary and recall that since \( X \) is standard, there is a Borel isomorphism \( f \) from \( X \) onto a subset of \( \mathbf{R} \). Let \( d_0(x, y) = f(y) - f(x) \). Then \( d_0 \in Z^1(R, \mathbf{R}) \) and \( \Delta = d_0^{-1}(0) \).

Let \( P = \{ (x, y) | \text{either } d_0(x, y) \geq 0 \text{ and } d(x, y) \geq 0 \text{ or } d_0(x, y) \leq 0 \text{ and } d(x, y) > 0 \} \). Then it is easy to check that \( P \in \mathfrak{P} \) and \( P \subseteq P(d) \).

Since \( P \in \mathfrak{P} = \mathfrak{P}(n) \) (by Theorem 4.9), Theorem 4.10 implies that \( P(d) \in \mathfrak{P}(n) \). By Proposition 3.9, \( d \) is a coboundary.

5. **The order induced by \( P \).** Throughout this section, \( P \) will denote a fixed element of \( \mathfrak{P} \). As we have pointed out before, \( P \) induces a total ordering on each equivalence class. If \( (y, x) \in R \), we shall often write \( x \geq y \) if \( (y, x) \in P \) and we shall write \( x > y \) if \( (y, x) \in P \backslash \Delta \).

In \([MSS]\) we randomized the analysis of total orders made in \([R]\) in an effort to understand what possibilities there are for the order types of the equivalence classes \( R(x), x \in X \). Our objective here is to show that if \( P \in \mathfrak{P}(a) \), then the order type of each \( R(x) \) must be quite limited. We must recall a certain amount of technical information from \([MSS]\). We present only the definitions and a little discussion; the reader should consult \([MSS]\) for details.

Let \( \Lambda \) denote the collection of all ordinals with the usual order, and let \( \Lambda_0 \) be the set of all countable ordinals. For each \( \beta \in \Lambda \), we define a function \( C_\beta \) from \( R \) to \( \mathbf{Z} \cup \{ \pm \infty \} \) by transfinite induction. For \( \beta = 0 \)
we set

$$C_0(x, y) = \begin{cases} 
0, & \text{if } x = y, \\
\infty, & \text{if } (x, y) \in P \setminus \Delta, \\
-\infty, & \text{if } (x, y) \notin P.
\end{cases}$$

If $C_\beta$ has been defined and if $x \in X$, set $C_\beta^\gamma(x) = \{y \in X | (x, y) \in R, |C_\beta^\gamma(x, y)| < \infty \}$. Then define $C_{\beta + 1}$ by the formula

$$C_{\beta + 1}(x, y) = \{|C_\beta^\gamma(z) | x \leq z < y, C_\beta^\gamma(z) \neq C_\beta^\gamma(y)\}$$

$$-\{|C_\beta^\gamma(z) | y \leq z < x, C_\beta^\gamma(z) \neq C_\beta^\gamma(x)\},$$

where for a set $A$, $|A|$ denotes its cardinality. Note that because $P \in \mathfrak{P}$, one of the terms in the definition of $C_{\beta + 1}$ must be zero. Thus the possibility that $C_{\beta + 1}(x, y)$ is of the indeterminate form $\infty - \infty$ never arises, and $C_{\beta + 1}$ is well defined. Finally, if $\gamma$ is a limit ordinal and if $C_\beta$ has been defined for all $\beta < \gamma$, then $C_\gamma$ is defined by the formula

$$C_\gamma(x, y) = \begin{cases} 
\infty, & \text{if } C_\beta(x, y) = \infty \text{ for all } \beta < \gamma, \\
-\infty, & \text{if } C_\beta(x, y) = -\infty \text{ for all } \beta < \gamma, \\
0, & \text{otherwise}.
\end{cases}$$

Each of the maps $C_\gamma$ is Borel by Lemma 5.1 of [MSS]. Note that $C_0^0(x) = \{x\}$ for every $x \in X$, so $C_0^1(x, y) = |\{z | x \leq z < y\}| - |\{z | y \leq z < x\}|$. As a result, $C_1^1(x) = \{y | [x, y] \text{ is finite, if } y \geq x \} \cup \{y | [y, x] \text{ is finite, if } y \leq x \}$. It is clear that $C_1^1$ determines a condensation on each equivalence class of $X$, in the sense of [R] and that the $C_\beta^\gamma$'s, $\beta \in \Lambda$, also determine condensations on the equivalence classes of $X$—the $\beta$-fold iterates of the condensations determined by $C_1^1$ in the sense of [R, Definition 5.6]. Roughly speaking, a condensation is a homomorphism of a totally ordered set obtained by collapsing order intervals to points. The condensation $C_1^1$ collapses each finite order interval in each $R(x)$ to a point. Thus if the iterates of $C_1^1$ stabilize after a certain point, the image is either a single point or a densely ordered set. We define an analogue of the $F$-rank of a totally ordered set as follows. For $x_0 \in X$, let $r(x_0)$ be the ordinal of the set $\{\alpha \in \Lambda | C_{\alpha + 1}(x) \neq C_\alpha(x) \text{ for some } x \sim x_0\}$. Equivalently, $r(x_0)$ is the minimal ordinal $\beta$ satisfying $C_\gamma^\beta(x) = C_\beta^\gamma(x)$ for all $\gamma \geq \beta$ and all $x \in R(x_0)$. Observe that if $\beta$ is an ordinal such that $C_{\beta + 1}^\beta(x)$ is different from $C_\beta^\beta(x)$ for some $x \in R(x_0)$, then there is a $y \in R(x_0)$ with $C_\beta(x, y) = \infty$ and $C_{\beta + 1}(x, y)$ finite. It results, therefore, that there is an injective map from $\{\alpha | C_\alpha(x) \neq C_{\alpha + 1}(x) \text{ for some } x \in R(x_0)\}$ into $R(x_0) \times R(x_0)$. Hence $r(x) \in \Lambda_0$ for every $x \in X$. Each of the
sets $r^{-1}(\beta)$ is an invariant Borel set in $X$ by Lemma 5.2 of [MSS].

We say that $P$ is of type $D_\alpha$, $\alpha \in \Lambda_0$, if $r(x) = \alpha$ for almost every $x$. If there is an ordinal $\alpha \in \Lambda_0$ such that $r(x) \leq \alpha$ for almost all $x \in X$, then $X$ is the countable union of the disjoint, invariant, Borel subsets, $r^{-1}(\beta), \beta \leq \alpha$. It follows that if $R$ is ergodic and if there is some $\alpha \in \Lambda_0$ that majorizes $r(x)$ for almost all $x \in X$, then $P$ is of type $D_\beta$ for some $\beta \in \Lambda_0$. We suspect, but are unable to prove, that given $P$, with $R$ ergodic, there is a $\beta \in \Lambda_0$ that majorizes $r(x)$ for all $x$ in $X$. However, this point will not confront us here.

Our objective is the proof of the following theorem which shows that if $P \in \Psi(a)$, and if $R$ is hyperfinite, then $P$ is of type $D_0$ or $D_1$.

The example we gave in §4, Example 4.8, is easily seen to be of type $D_2$. In any case, it will follow that it is quite easy to construct $P$'s in $\Psi$ that are not given by cocycles; i.e., $\Psi(a) \neq \Psi$.

**Theorem 5.1.** Suppose that $R$ is finite and hyperfinite and let $P \in \Psi$ be given by an $R$-valued cocycle $d$ on $R$; i.e., suppose that $P = \{(x, y) \in R|d(x, y) \geq 0\}$. Then $P$ is of type $D_0$ or $D_1$.

**Proof.** Without loss of generality, we may assume that $R$ is given by an ergodic measure preserving transformation, say $\tau: R = \{(x, \tau^n x)|n \in \mathbb{Z}, x \in X\}$. If $d$ is a transient cocycle, then for almost all $(x, y) \in R, |C_1(x, y)| < \infty$ by Corollary 11.3 of [Sc]. Hence, in this case, $P$ is in $D_0$. On the other hand, if $d$ is recurrent then, for almost all $x \in X, C^1(x)$ has either one or two elements (i.e., almost every $R(x)$ is densely ordered or densely ordered “with some gaps”). To see this, suppose not and choose two points $(x, y)$ and $(y, z) \in P$ with $C_1(x, y) = C_1(y, z) = 1$. Set $\varepsilon = \min(d(x, y), d(y, z)) > 0$, set $x = \tau^n(y), z = \tau^k(y)$, and set $N = \max(|n|, |k|)$. Then for each integer $l$ with $|l| > N$, we have $|d(x, \tau^l(x))| > \varepsilon$, which contradicts the recurrence of $d$ by Corollary 11.2 of [Sc]. Hence $|C^1(x)| \leq 2$, a.e. so that $P$ is of type $D_0$ or $D_1$.

**Corollary 5.2.** If $\gamma$ is a countable ordinal greater than one, if $G = \mathbb{Z}^\gamma$, with the lexicographic order, acts freely and ergodically on the standard Borel space $X$, leaving invariant a probability measure, and if $P = \{(x, g \cdot x)|x \in X, g \geq 0\}$, then $P \not\in \Psi(a)$.

**Proof.** Since $R_G$ is finite and hyperfinite, and since $P$ is of type $D_\gamma$, by Lemma 5.4 of [MSS], the result is immediate from Theorem 5.1.
Remark 5.3. One might think, on the basis of Theorem 1 of [FM1], that given $R$ and $P$, it ought to be possible to find a totally ordered group $G$ with positive semigroup $\Sigma$ such that $R = R_G$ and $P = \{(x, g \cdot x) \in R_G|g \in \Sigma\}$. However, a moment's reflection reveals that this is not possible. Simply consider the usual ordering on the finite set $\{1, 2, \ldots, n\}$. On the other hand, there is a cocycle $c$ on $R$ with values in a totally ordered group, namely $\mathbb{R}$, such that this $P$ is $\{(x, y)|c(x, y) \geq 0\}$. It is natural to ask, therefore, whether a given $P$ is of this form; i.e. when does there exist a group $G$ with positive semigroup $\Sigma$ and a cocycle $c: R \to G$ such that $P = \{(x, y) \in R|c(x, y) \in \Sigma\}$? We suspect, on the basis of our analysis in [MSS], that if $P$ is of type $D_\alpha$, then it is possible to realize $P$ as $\{(x, y) \in R|c(x, y) \in \Sigma\}$ where $G$ is either $\mathbb{Z}^\alpha$ or $\mathbb{Z}^\alpha \mathbb{R}$, and these groups are given the lexicographical ordering. We intend to investigate this in the future.
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