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We give some inequalities for the volume of a connected compact
real hypersurface of a compact Kaehler manifold with strictly positive
holomorphic sectional and antiholomorphic Ricci curvatures and prove
that some of the corresponding equalities characterize the geodesic
spheres in $\mathbb{C}P^n(\lambda)$.

1. Introduction. Let $M$ be an $n$-dimensional connected compact
Riemannian manifold $M$. Let $P$ be a connected compact hypersurface
of $M$. Suppose that the Ricci curvature of $M$ is bounded from below
by a real number $(n-1)\lambda$, $\lambda > 0$. Let $\Lambda$ be an upper bound of the norm
of the mean curvature of $P$. Heintze and Karcher ([H-K]) proved that
the following inequality holds:

$$\text{vol}(M) \leq \frac{\text{vol}(S^n_\lambda)}{\text{vol}(S^n_{\lambda+\Lambda^2})}\text{vol}(P),$$

where $S^n_k$ denotes the $k$-sphere of constant sectional curvature $k$.

Moreover they showed that equality in (1.1) implies that both $M$
and $P$ are of constant curvature.

Observe that $S^n\lambda^{-1}_{\lambda+\Lambda^2}$ is isometric to a geodesic sphere of $S^n_\lambda$ of radius $r$
given by

$$\frac{1}{\sqrt{\lambda + \Lambda^2}} = \frac{1}{\sqrt{\lambda}}\sin(\sqrt{\lambda}r), \quad 0 \leq r \leq \frac{\pi}{\sqrt{\lambda}}.$$

Let $\mathcal{R}_{n,\lambda,\Lambda}$ be the family of pairs $(P, M)$ of connected compact Riemannian manifolds satisfying the hypothesis in the above statement of the Heintze-Karcher’s result. Let us consider the function “relative volume” $\mathcal{V}: \mathcal{R}_{n,\lambda,\Lambda} \rightarrow \mathbb{R}$ defined by $\mathcal{V}(P, M) = (\text{vol}(P))/(\text{vol}(M))$. Then Heintze-Karcher’s theorem is equivalent to: “For every triad $(n, \lambda, \Lambda)$, the function $\mathcal{V}$ defined on $\mathcal{R}_{n,\lambda,\Lambda}$ has a minimum $C(n, \lambda, \Lambda) = \mathcal{V}(S^n\lambda^{-1}_{\lambda+\Lambda^2}, S^n_\lambda)$, and this is the only pair on which the minimum is attained”.
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Then it seems to be interesting to find subsets $\mathcal{B} \subset \mathcal{H}_{n,\lambda,\Lambda}$ on which there is a lower bound $B$ of $\mathcal{V}$, $B > C(n,\lambda,\Lambda)$, to study if the bound $B$ is a minimum of $\mathcal{V}$ on $\mathcal{B}$ and, if this is the case, to know the elements in $\mathcal{B}$ realizing this minimum. We look for these subsets $\mathcal{B}$ in $\mathcal{H}_{n,\lambda,\Lambda} \cap \mathcal{H}_n$, where $\mathcal{H}_n$ is the family of pairs $(P, M)$ such that $M$ is a connected compact Kaehler manifold of real dimension $2n$ and $P$ is a connected compact real hypersurface of $M$.

The choice of $\mathcal{B}$ requires a bit of reflexion. We expect $\mathcal{V}$ to have a minimum on $\mathcal{B}$ and, if it is possible, to characterize the pairs on which this minimum is attained. In Heintze-Karcher's result, the set $\mathcal{H}_{n,\lambda,\Lambda}$ is determined by a bound $\lambda$ of a trace of the curvature operator of $M$ and a bound $\Lambda$ of the trace of the Weingarten map of $P$. Then the equality in (1.1) implies the equality of those traces with their bounds, and this makes the respective operators to be a multiple of the identity. Then the equality implies $M$ is of constant sectional curvature and $P$ is umbilical. Since there is no nonflat Kaehler manifold of constant sectional curvature, it is unlikely to find good results on sets determined by a bound of the Ricci curvature. On the other hand, it seems natural to expect the minima in some subsets of $\mathcal{H}_n$ to be among the nonflat Kaehler manifolds of constant holomorphic sectional curvature, but there is no umbilical real hypersurface in such Kaehler manifolds. All this forces us to choose carefully the invariants related to the curvature of $M$ and the Weingarten map of $P$ to be bounded to determine $\mathcal{B}$.

We adopt the following definition for the curvature and the tensor of Riemann-Christoffel:

$$R(X, Y)Z = -[\nabla_X, \nabla_Y]Z + \nabla_{[X, Y]}Z,$$

and

$$R_{XZW} = (R(X, Y)Z, W).$$

Let $(M; \langle \cdot, \cdot \rangle; J)$ be a Kaehler manifold. Recall that a holomorphic plane is that generated by two vectors of the form $X, JX$, and an antiholomorphic plane is that generated by two vectors, $X, Y$ such that $Y$ is orthogonal to both $X$ and $JX$.

1.1. Definition. The holomorphic (antiholomorphic) sectional curvature $K_H (K_A)$ of a $2n$-dimensional Kaehler manifold $(M; \langle \cdot, \cdot \rangle; J)$ is the restriction of the sectional curvature of $M$ to the holomorphic (antiholomorphic) planes. The antiholomorphic Ricci curvature is the
quadratic form \( \rho_A \) defined on \( T_xM \) for each \( x \in M \) by
\[
\rho_A(X) = \sum_{k=1}^{2n-2} R_{Xe_k}Xe_k, \quad \text{for every } X \in T_xM,
\]
where \( \{e_1, \ldots, e_{2n-2}, e_{2n-1}, je_{2n-1}\} \) is an orthonormal basis of \( T_xM \) such that \( e_{2n-1} = X/|X| \).

Observe that \( \rho_A \) is a sum of antiholomorphic sectional curvatures. We also remark that \( \rho(X, X) = \rho_A(X) + KH(X)|X|^2 \), where \( \rho \) is the Ricci curvature of \( M \) and \( KH(X) \) is the holomorphic sectional curvature of the plane generated by \( X \) and \( JX \).

Bounds on \( KH \) and \( KA \) have been used in [Gr2] for the related problem of getting comparison theorems for the volume of a tube about a complex submanifold of a Kaehler manifold.

1.2. Definition. Let \( P \) be a real hypersurface of a Kaehler manifold \( (M; \langle , \rangle; J) \) of real dimension \( 2n \). Let \( N \) be a unit vector field normal to \( P \) defined on an open \( U \) of \( P \). Let \( L \) be the Weingarten map of \( P \) associated to \( N \). We define the \( JN \)-normal curvature of \( P \) at \( p \in U \), \( k_{JN} \), as the normal curvature of \( P \) at \( p \) in the direction \( JN \) with the orientation given by \( N \), i.e. \( k_{JN}(p) = \langle LJN, JN \rangle(p) \). We define the \( JN \)-mean curvature of \( P \) at \( p \) as the real number
\[
H_{JN}(p) = \frac{1}{2n-2} (\text{tr } L - K_{JN})(p) = \frac{(2n-1)H - k_{JN}(p)}{2n-2},
\]
where \( H(p) \) is the mean curvature of \( P \) at \( p \).

From now on, unless otherwise stated, \( M \) will denote a connected compact Kaehler manifold of real dimension \( 2n \), with metric \( \langle , \rangle \) and almost-complex structure \( J \). \( P \) will denote a connected compact real hypersurface of \( M \).

We will denote by \( \mathbb{CP}^n(\lambda) \) the complex projective space of real dimension \( 2n \) and holomorphic (antiholomorphic) sectional curvature \( 4\lambda \) (\( \lambda \)). \( S^C_r (B^C_r) \) will denote the geodesic sphere (ball) of radius \( r \) in \( \mathbb{CP}^n(\lambda) \). \( T^C_{(\pi/2\sqrt{\lambda})-r} = \mathbb{CP}^n(\lambda) - B^C_r \) will denote the geodesic tube of radius \( (\pi/2\sqrt{\lambda}) - r \) about the complex submanifold \( \mathbb{CP}^{n-1}(\lambda) \) of \( \mathbb{CP}^n(\lambda) \).

The main results we shall prove here are

1.3. Theorem. Let \( \lambda, h, k \) be positive real numbers. Suppose that, on \( M \), \( KH \geq 4\lambda \), \( \rho_A \geq (2n-2)\lambda \). Suppose that, on \( P \), \( k_{JN}H_{JN} \geq 0 \),
\(|H_{JN}| \leq h, \ |k_{JN}| \leq k.\) Then

\[
(1.3.1) \quad \text{vol}(M) \leq \frac{\text{vol}(\mathbb{C}P^n(\lambda))}{\text{vol}(S_r^C)} \text{vol}(P),
\]

where \(r = \min\{r_k, r_h\}\), and \(r_k, r_h\) are defined by \(k = 2\sqrt{\lambda}\cot(2\sqrt{\lambda}r_k)\), and \(h = \sqrt{\lambda}\cot(\sqrt{\lambda}r_h)\), \(0 \leq \sqrt{\lambda}r_h, 2\sqrt{\lambda}r_k \leq \pi/2\). The equality holds if and only if \(r_k = r_h\) and there is a holomorphic isometry \(i: M \to \mathbb{C}P^n(\lambda)\) such that \(i(P) = S_r^C\).

Of course, when \(n = 1\), (1.1) and (1.3.1) are equivalent.

Let \(\mathbb{H}_{n,\lambda, h, k}\) be the family of pairs \((P, M)\) with \(M\) and \(P\) as in 1.3. Let \(B(n, \lambda, h, k) = (\text{vol}(S_r^C))/\text{vol}(\mathbb{C}P^n(\lambda))\). Denote \(\mathbb{H}_{n,\lambda, h, k}\) by \(\mathbb{H}_{n,\lambda, r}\) and \(B(n, \lambda, h, k)\) by \(B(n, \lambda, r)\) when \(r_k = r_h = r\) (then \(0 \leq r \leq \pi/(4\sqrt{\lambda})\)). Then 1.3 says: "\(B(n, \lambda, h, k)\) is a lower bound of \(\mathbb{V}\) restricted to \(\mathbb{H}_{n,\lambda, h, k}\). This bound is a minimum only when \(r_k = r_h = r\), and \((S_r^C, \mathbb{C}P^n(\lambda))\) is the only pair where this minimum is attained". Evidently \(\mathbb{H}_{n,\lambda, r} \subset \mathbb{R}_{2n, \lambda', \Lambda'}\), where \(\lambda' = ((2n + 2)/(2n - 1))\lambda\), \(\Lambda' = ((2n - 2)h + k)/(2n - 1)\) and, from the Heintze-Karcher's result, \(B(n, \lambda, r) > C(2n, \lambda', \Lambda')\). By continuity it follows that, if \((r_k, r_h)\) is in a sufficiently small neighbourhood of \((r, r)\), then \(B(n, \lambda, r, h, k) > C(2n, \lambda', \Lambda')\).

1.4. Theorem. Assume \(M\) satisfies the same hypotheses as in 1.3, and that \(P\) is orientable. Let \(h_i > 0, k_i\) \((i = 1, 2)\) be real numbers such that \(k_1 \leq k_{JN} \leq k_2\), \(h_1 \leq H_{JN} \leq h_2\) for a given orientation on \(P\). Then

\[
(1.4.1) \quad \text{vol}(M) \leq \left(\frac{\text{vol}(B_{r_1}^C)}{\text{vol}(S_{r_1}^C)} + \frac{\text{vol}(T_{(\pi/2\sqrt{\lambda})-r_2}^C)}{\text{vol}(S_{r_2}^C)}\right) \text{vol}(P),
\]

where \(r_1 = \max\{r_k, r_h\}\), \(r_2 = \min\{r_k, r_h\}\) and \(r_k, r_h\) are defined by \(k_1 = 2\sqrt{\lambda}\cot(2\sqrt{\lambda}r_k)\) and \(h_1 = \sqrt{\lambda}\cot(\sqrt{\lambda}r_h)\), \(0 < r_h, r_k < \pi/(2\sqrt{\lambda})\). The equality holds if and only if \(r_1 = r_2 = r_k = r_h \equiv r\) and there is a holomorphic isometry \(i: M \to \mathbb{C}P^n(\lambda)\) such that \(i(P) = S_r^C\).

Notice that if \(\mathbb{H}\) is the harmonic mean of

\[
\frac{\text{vol}(S_{r_1}^C)}{\text{vol}(B_{r_1}^C)} \quad \text{and} \quad \frac{\text{vol}(S_{r_2}^C)}{\text{vol}(T_{(\pi/2\sqrt{\lambda})-r_2}^C)},
\]
i.e.

\[ \frac{2}{R} = \frac{1}{\text{vol}(S_C^\xi)/\text{vol}(B_1^C)} + \frac{1}{\text{vol}(S_C^\eta)/\text{vol}(T^C_{(n/2\sqrt{\lambda})} - r_2)}, \]

then (1.4.1) can be written as \((\text{vol}(P)/\text{vol}(M)) > (J\lambda/2)\).

The hypothesis of the orientability of \(P\) in (1.4.1) is of technical nature: it is necessary to fix the direction of \(N\) at any point of \(P\) in order to give universal bounds of \(k_J\) and \(\Lambda/k_J\).

Let \(\mathcal{H}_{n,\lambda,h_i,k_i}\) be the family of pairs \((P,M)\) with \(M\) and \(P\) as in 1.4. Let \(B(n,\lambda,h_i,k_i) = \mathcal{H}/2\). Denote this \(\mathcal{H}\) and \(B\) by \(\mathcal{H}'_{n,\lambda,r}\) and \(B'(n,\lambda,r)\) when \(r_k = r_h = r\) (then \(0 < r < (\pi/(2\sqrt{\lambda}))\)). Then 1.4 says: \(\mathcal{H}'\) restricted to \(\mathcal{H}_{n,\lambda,h_i,k_i}\) has a lower bound \(B(n,\lambda,h_i,k_i)\). This bound is a minimum only when \(r_k = r_h = r\), and this minimum is attained only on the pair \((S_C^\xi, CP^n(\lambda))\). For \(0 < r \leq \pi/(4\sqrt{\lambda})\) we have \(\mathcal{H}'_{n,\lambda,r} \subset \mathcal{H}_{n,\lambda,r}\) and \(B'(n,\lambda,r) = B(n,\lambda,r)\). We recall that \(\mathcal{H}_{n,\lambda,r}\) and \(B(n,\lambda,r)\) are not defined for \(\pi/(4\sqrt{\lambda}) < r < \pi/(2\sqrt{\lambda})\). It is also obvious that \(\mathcal{H}_{n,\lambda,h_i,k_i} \subset \mathcal{H}_{2n,\lambda',\Lambda'}\) with \(\lambda' = ((2n + 2)/(2n - 1))\lambda, \Lambda' = (1/(2n - 1))\max\{(2n - 2)h_2 + k_2, -(2n - 2)h_1 - k_1\}\), and also, from Heintze-Karcher's result, \(B'(n,\lambda,r) > C(2n,\lambda',\Lambda')\). By continuity it follows that, if \((r_k, r_h, r_h, r_h)\) is in a sufficiently small neighborhood of \((r, r, r, r)\), then \(B(n,\lambda,h_i,k_i) > C(2n,\lambda',\Lambda')\).

We shall prove these theorems almost simultaneously in three steps. In the first one (§2), we shall obtain a comparison result for the volume element in Fermi coordinates around \(P\) following the ideas in [Gr1]. In a second step (§3) we shall do the corresponding integrations to obtain (1.3.1) and (1.4.1). Then (§4) we discuss the equalities.

Finally, in §5, we state two results on the relative volume of the boundary of a regular domain of a Kähler manifold which are obtained in the same form as 1.3 and 1.4 and may be useful to get isoperimetric inequalities for Kähler manifolds.

We wish to thank F. Carreras and O. Gil-Medrano for useful comments. We are specially indebted to A. Montesinos for his constructive criticisms on earlier versions of this paper.

2. The estimates for the volume element.

2.1. For every \(p \in P\) and every unit vector \(N \in T_pM\) orthogonal to \(T_pP\), let \(\gamma_N(s)\) be the geodesic such that \(\gamma_N(0) = p, \gamma'_N(0) = N\). Let
$f(N) = \inf\{t > 0|\gamma_N(t)\text{ is a focal point of } P\}$. For every $t \in ]0,f(N)[$, there is a neighbourhood $U$ of $\gamma_N(t)$ and a neighbourhood $V$ of $p$ in $P$ such that $P(t) = U \cap \{m \in M|d(m,V) = t\}$ is a real hypersurface of $M$. Let $S(t)$ be the Weingarten map of $P(t)$ associated to a unit normal vector field $N^t$ defined on $P(t)$ as an extension of $\gamma'_N(t)$. Then $S(t)$ satisfies the differential equation (see [Gr1]):

$$S'(t) = S(t)^2 + R(t),$$

where $S'(t) = \nabla_{\gamma'_N(t)} S(t)$, and $R(t)U = R(N'U)N^t$ for every $U \in T_mP(t)$, $m = \gamma_N(t)$, $R$ being the curvature tensor of $M$.

Denote by $(\mathcal{N}P)N^tP$ the (unit) normal bundle of $P$ in $M$. Let $\omega$ be the riemannian volume element of $M$, and $dp$ that of $P$. Let $\theta_N(p,t)$ be the real function on $\{(p,N,t) \in \mathcal{N}P \times \mathbb{R}: 0 \leq t < f(N)\}$ defined by $\omega(\gamma_N(t)) = \theta_N(p,t)dp \wedge dt$. Then $\theta_N$ satisfies the differential equation (see [Gr1]):

$$\frac{\theta'_N(p,t)}{\theta_N(p,t)} = -\text{tr } S(t).$$

### 2.2. Proposition

Suppose that, on $M, K_H \geq 4\lambda$, $\rho_A \geq (2n-2)\lambda$ ($\lambda > 0$). Denote by $\mathcal{N}_pP$ ($\mathcal{N}^tP$) the fibre of $\mathcal{N}P$ ($\mathcal{N}^tP$) at $p$. For each $p \in P$ and $N \in \mathcal{N}_pP$, let $\{e_i\}_{1 \leq i \leq 2n-1}$ be an orthonormal basis of $T_pP$ such that $e_{2n-1} = JN$, and let $\{E_i(t)\}_{1 \leq i \leq 2n-1}$ be parallel vector fields along $\gamma_N(t)$ such that $E_i(0) = e_i$ (this implies $E_{2n-1}(t) = J\gamma'_N(t)$). Then, if $L$ is the Weingarten map of $P$ at $p$ associated with the orientation given by $N$, and $L_{ij} = \langle Le_i,e_j\rangle$, we have

$$\theta_N(p,t) \leq \mu_N(\lambda,p,t), \quad \text{where}$$

$$\mu_N(\lambda,p,t) = \left(\cos 2\sqrt{\lambda}t - k_{JN}(p) \frac{\sin 2\sqrt{\lambda}t}{2\sqrt{\lambda}}\right) \times \left(\cos \sqrt{\lambda}t - H_{JN}(p) \frac{\sin \sqrt{\lambda}t}{\sqrt{\lambda}}\right)^{2n-2}$$

The equality in (2.2.1) is attained if and only if $L_{ii} = L_{jj} = \beta, 1 \leq i,j \leq 2n-2$, and with respect to $\{E_i(t)\}_{1 \leq i \leq 2n-1}, S(t)$ and $R(t)$ have
the matrix form

\[ S(t) = \begin{pmatrix} \frac{\delta'(\beta, t)}{\delta(\beta, t)} & 0 & \cdots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \cdots & \frac{\delta'(\beta, t)}{\delta(\beta, t)} & \zeta'(k_{JN}, t) \\ \zeta(\beta, t) & 0 & \cdots & \lambda \\ 0 & \cdots & \lambda & 0 \end{pmatrix}, \]

\[ R(t) = \begin{pmatrix} \lambda & 0 & \cdots & 0 \\ 0 & \cdots & \lambda & 0 \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \cdots & 0 & 4\lambda \end{pmatrix}, \]

where

\[ \delta_\lambda(\beta, t) = \cos(\sqrt{\lambda}t) - \frac{\beta}{\sqrt{\lambda}} \sin(\sqrt{\lambda}t), \]

\[ \zeta_\lambda(k_{JN}, t) = \cos(2\sqrt{\lambda}t) - \frac{k_{JN}}{2\sqrt{\lambda}} \sin(2\sqrt{\lambda}t), \]

and ' denotes the derivative with respect to \( t \).

\textbf{Proof}. Consider the functions

\[ f_i(t) = \langle S(t)E_i(t), E_i(t) \rangle. \]

Taking the derivative of both sides of (2.2.4), using (2.1.1) and the Cauchy-Schwarz inequality, we get

\[ f'_i = \langle S'E_i, E_i \rangle = \langle S^2E_i + R(t)E_i, E_i \rangle = \|SE_i\|^2 + \langle R(t)E_i, E_i \rangle \]

\[ \geq \langle SE_i, E_i \rangle^2 + \langle R(t)E_i, E_i \rangle = f_i^2 + \langle R(t)E_i, E_i \rangle. \]

But,

\[ \sum_{i=1}^{2n-2} \langle R(t)E_i, E_i \rangle \geq (2n - 2)\lambda \]

because, for \( i = 1, \ldots, 2n - 2 \), the \( E_i \) are perpendicular to both \( \gamma'_{JN} \) and \( J\gamma'_{JN} \), and \( \rho_A \geq (2n - 2)\lambda \). We have also

\[ \langle R(t)E_{2n-1}, E_{2n-1} \rangle \geq 4\lambda, \]

since \( K_H \geq 4\lambda \). Then, we have the differential inequalities

\[ \left( \frac{1}{2n - 2} \sum_{i=1}^{2n-2} f_i \right)' \geq \frac{1}{2n - 2} \sum_{i=1}^{2n-2} f_i^2 + \lambda \]

\[ \geq \left( \frac{1}{2n - 2} \sum_{i=1}^{2n-2} f_i \right)^2 + \lambda; \]
(2.2.7) \[ f'_{2n-1} \geq f^2_{2n-1} + 4\lambda; \]

with

(2.2.8) \[ f_i(0) = \langle Le_i, e_i \rangle = L_{ii}, \quad i = 1, \ldots, 2n - 1. \]

Then ([Gr1, page 211]),

(2.2.9) \[ \frac{1}{2n-2} \sum_{i=1}^{2n-2} f_i(t) \geq \frac{2 \sqrt{\lambda} \sin \sqrt{\lambda} t + H_{JN} \cos \sqrt{\lambda} t}{\cos \sqrt{\lambda} t - \frac{H_{JN}}{\sqrt{\lambda}} \sin \sqrt{\lambda} t}, \]

(2.2.10) \[ f'_{2n-1}(t) \geq \frac{2 \sqrt{\lambda} \sin 2\sqrt{\lambda} t + k_{JN} \cos 2\sqrt{\lambda} t}{\cos 2\sqrt{\lambda} t - \frac{k_{JN}}{2\sqrt{\lambda}} \sin 2\sqrt{\lambda} t}, \]

and the denominators of the right-hand sides of these inequalities are positive from \( t = 0 \) to the first zero of each one.

Then, from (2.1.2),

(2.2.11) \[ \frac{d}{dt} \ln \theta_N(p, t) = -\text{tr} S(t) = -\sum_{i=1}^{2n-1} \langle S(t)E_i(t), E_i(t) \rangle \leq \frac{d}{dt} \ln \mu_N(\lambda, p, t). \]

Then \( d(\ln(\theta_N(p, t)/\mu_N(\lambda, p, t))) dt \leq 0 \), and \( \theta_N(p, t)/\mu_N(\lambda, p, t) \) is a decreasing function of \( t \), whose value for \( t = 0 \) is 1, whence (2.2.1) follows.

If we have the equality in (2.2.1), then all the inequalities in this proof must be equalities. Equality in (2.2.6) implies \( f_i(t) = f_j(t) \equiv \beta(t), 1 \leq i, j \leq 2n - 2 \), and \( \beta(0) = \beta \equiv L_{ii} = L_{jj} \). Equalities in (2.2.5) and (2.2.9) imply that \( E_i(t) \) are eigenvectors of \( S(t) \) with eigenvalue \(-\delta_{\lambda}(\beta, t)/\delta_{\lambda}(\beta, t) \) for \( 1 \leq i \leq 2n - 2 \) and \(-\zeta_{\lambda}(k_{JN}, t)/\zeta_{\lambda}(k_{JN}, t) \) for \( i = 2n - 1 \). This fact, (2.1.1) and the equalities in (2.2.6) and (2.2.7) give the matrix form of \( R(t) \).

\[ \square \]

3. Proof of the inequalities (1.3.1) and (1.4.1).

3.1. Let \( \mathbb{R}^+ = \{ t \in \mathbb{R} : t \geq 0 \} \), \( \mathbb{R}_+^+ = \mathbb{R}^+ - \{0\} \). For \( i = 1, 2 \) let \( g_i : \mathbb{R}_+^+ \times \mathbb{R}^2 \times \mathbb{R}^+ \rightarrow \mathbb{R} \) be the functions defined by

(3.1.1) \[ g_i(\lambda, \alpha, \beta, t) = \zeta_{\lambda}(\varepsilon_i \alpha, t)\delta_{\lambda}(\varepsilon_i \beta, t)^{2n-2}, \]

with \( \varepsilon_1 = +1, \varepsilon_2 = -1. \)

In general, given a function \( q : X \times \mathbb{R}^+ \rightarrow \mathbb{R} \), where \( X \) is a given space, we denote by \( z(q) \) the function which to every \( x \in X \) associates the
first zero of the function \( t \rightarrow q(x, t) \). Then we define \( g: \mathbb{R}^+_0 \times \mathbb{R}^2 \times \mathbb{R}^2 \rightarrow \mathbb{R} \) by

\[
g(\lambda, \alpha_1, \beta_1, \alpha_2, \beta_2) = \sum_{i=1}^{2} \int_{0}^{z(g_i)} g_i(\lambda, \alpha_i, \beta_i, t) \, dt,
\]

and \( f: \mathbb{R}^+_0 \times \mathbb{R}^+ \times \mathbb{R}^+ \rightarrow \mathbb{R} \) by

\[
f(\lambda, \alpha, \beta) = g(\lambda, \alpha, \alpha, \beta, \beta).
\]

3.2. Lemma. \( f \) is an increasing function of \( \alpha \) and \( \beta \).

Proof. Since \( \alpha, \beta > 0 \), we have

\[
z(g_1(\lambda, \alpha, \beta, t)) \leq \pi/(4\sqrt{\lambda}) \leq z(g_2(\lambda, \alpha, \beta, t)).
\]

Then from the definition of \( f \):

\[
f(\lambda, \alpha, \beta) = \int_{0}^{z(g_1)} (g_1 + g_2)(\lambda, \alpha, \beta, t) \, dt
\]

\[+ \int_{z(g_1)}^{z(g_2)} g_2(\lambda, \alpha, \beta, t) \, dt.
\]

Evidently \( g_2 \) is an increasing function of \( \alpha \) and \( \beta \). For \( g_1 + g_2 \) we have, denoting

\[
a = \cos 2\sqrt{\lambda}t, \quad b = (\sin 2\sqrt{\lambda}t)/(2\sqrt{\lambda}),
\]

\[
a = \cos \sqrt{\lambda}t \quad \text{and} \quad b = (\sin \sqrt{\lambda}t)/\sqrt{\lambda},
\]

that

\[
(g_1 + g_2)(\lambda, \alpha, \beta, t) = (a - ab)(a - \beta b)^{2n-2} + (a + ab)(a + \beta b)^{2n-2}
\]

\[
= 2a \sum_{j=1}^{n-1} \binom{2n-2}{2j} a^{2n-2-2j} b^{2j} \beta^{2j}
\]

\[+ 2bab\alpha \sum_{j=1}^{n-1} \binom{2n-2}{2j-1} a^{2n-2-2j} b^{2j-2} \beta^{2j-1},
\]

\[a = \cos 2\sqrt{\lambda}t > 0, \quad \text{for } t < \frac{\pi}{4\sqrt{\lambda}},
\]

\[bab = \frac{\sin^2 2\sqrt{\lambda}t}{4\lambda} \geq 0.
\]
Then \( g_1 + g_2 \) is increasing in \( \alpha \) and \( \beta \) for \( 0 \leq t < z(g_1) \). Then \( \partial (g_1 + g_2)/\partial \alpha > 0 \) and \( \partial (g_1 + g_2)/\partial \beta > 0 \), which implies

\[
\frac{\partial}{\partial \alpha} f(\lambda, \alpha, \beta) = \frac{\partial}{\partial \alpha} \int_0^{z(g_1)} g_1 \, dt + \frac{\partial}{\partial \alpha} \int_0^{z(g_1)} g_2 \, dt
\]

\[
= \int_0^{z(g_1)} \frac{\partial}{\partial \alpha} (g_1 + g_2) \, dt + \int_0^{z(g_1)} \frac{\partial}{\partial \alpha} g_2 \, dt > 0,
\]

and, from a similar computation, \( \frac{\partial}{\partial \beta} f(\lambda, \alpha, \beta) > 0 \). Then \( f \) is an increasing function of \( \alpha \) and \( \beta \).

3.3. PROPOSITION. (a) If \( M \) and \( P \) satisfy the same conditions as in 1.3 with the same bounds for \( K_H, \rho_A, |H_{JN}| \) and \( |k_{JN}| \), then

\[
(3.3.1) \quad \text{vol}(M) \leq \int_P f(\lambda, |k_{JN}(p)|, |H_{JN}(p)|) \, dp \leq f(\lambda, k, h) \text{vol}(P).
\]

(b) If \( M \) and \( P \) satisfy the same conditions as in 1.4 with the same bounds for \( K_H, \rho_A, H_{JN} \) and \( k_{JN} \), then

\[
(3.3.2) \quad \text{vol}(M) \leq \int_P g(\lambda, k_{JN}(p), H_{JN}(p), k_{JN}(p), H_{JN}(p)) \, dp
\]

\[
\leq g(\lambda, k_1, h_1, k_2, h_2) \text{vol}(P).
\]

Proof. Let \( c(N) = \sup\{t > 0: d(P, \gamma_N(t)) = t\} \), cut \( P = \{\gamma_N(c(N)) : N \in \mathcal{N}P\} \). From the facts that

\[
M = \{\gamma_N(t) : N \in \mathcal{N}P, 0 \leq t < c(N)\} \cup \text{cut } P,
\]

\( \gamma_N \) is the only minimizing geodesic from \( P \) to \( \gamma_N(t) \) for all \( t \in ]0, c(N)[ \), \( c(N) \leq f(N) = z(\theta_N(p, t)) \), and the inequality (2.2.1), we have

\[
\text{vol}(M) = \int_P \left\{ \int_0^{c(N)} \theta_N(p, t) \, dt + \int_0^{c(-N)} \theta_{-N}(p, t) \, dt \right\} \, dp
\]

\[
\leq \int_P \left\{ \int_0^{z(\theta_N(p, t))} \theta_N(p, t) \, dt + \int_0^{z(\theta_{-N}(p, t))} \theta_{-N}(p, t) \, dt \right\} \, dp
\]

\[
\leq \int_P \left\{ \int_0^{z(\mu_N(\lambda, p, t))} \mu_N(\lambda, p, t) \, dt
\]

\[
+ \int_0^{z(\mu_{-N}(\lambda, p, t))} \mu_{-N}(\lambda, p, t) \, dt \right\} \, dp,
\]

and the first part of inequalities (3.3.1) and (3.3.2) follow from this one, if we have in mind that the Weingarten maps of \( P \) associated to
$N$ and $-N$ have opposite sign and, then, $k_{JN} = -k_{J(-N)}$ and $H_{JN} = -H_{J(-N)}$.

The second part of the inequality (3.3.2) follows immediately from the first, and the second of (3.3.1) follow from the first and Lemma 3.2. □

In order to prove (1.3.1) and (1.4.1) we need

3.4. Lemma. Let $S^C_r$ be the geodesic sphere of radius $r$ in $\mathbb{CP}^n(\lambda)$, $p \in S^C_r$ and $N \in \mathcal{N}_p S^C_r$ pointing toward the centre of $S^C_r$. Then there is an orthonormal basis of $T_p S^C_r$ of the form $\{e_i\}_{1 \leq i \leq 2n-1}$ such that $e_{2n-1} = JN$ in which the Weingarten map of $S^C_r$ associated to $N$ in $\mathbb{CP}^n(\lambda)$ has the matrix form

$$
\begin{pmatrix}
\sqrt{\lambda} \cot \sqrt{\lambda} r & \cdots & 0 \\
\cdots & \sqrt{\lambda} \cot \sqrt{\lambda} r & 2\sqrt{\lambda} \cot 2\sqrt{\lambda} r
\end{pmatrix}.
$$

Proof. An explicit expression for $\lambda = 1$ is given in [C-R]. It can also be obtained using the methods of [C-V].

3.5. Proof of (1.3.1). Let $M = \mathbb{CP}^n(\lambda)$, $P = S^C_r$ in 2.2. If we take $\{e_i\}_{1 \leq i \leq 2n-1}$ as the basis given in 3.4, then all the inequalities of the proof are equalities and, then

$$
\theta^{\mathbb{CP}^n(\lambda)}_N(p, t) = \mu_N(\lambda, p, t).
$$

Moreover $c(N) = z(\mu_N(\lambda, p, t))$, whence

$$
\text{vol}(\mathbb{CP}^n(\lambda)) = \int_{S^C_r} f(\lambda, 2\sqrt{\lambda} \cot 2\sqrt{\lambda} r, \sqrt{\lambda} \cot \sqrt{\lambda} r) \, du,
$$

where $du$ is the volume element of $S^C_r$. Then

$$
(3.5.1) \quad \text{vol}(\mathbb{CP}^n(\lambda)) = \text{vol}(S^C_r)f(\lambda, 2\sqrt{\lambda} \cot 2\sqrt{\lambda} r, \sqrt{\lambda} \cot \sqrt{\lambda} r).
$$

If $r, r_k, r_h$ have the values given in 1.3, then $2\sqrt{\lambda} \cot 2\sqrt{\lambda} r \geq k$ and $\sqrt{\lambda} \cot \sqrt{\lambda} r \geq h$, and, since $f$ is increasing in the last two arguments, we get (1.3.1) from (3.3.1) and (3.5.1). □

3.6. Proof of (1.4.1). First observe that for $M = \mathbb{CP}^n(\lambda)$, $P = S^C_r$,

$$
\mu_{\theta, N}(\lambda, p, t) = g_i(\lambda, 2\sqrt{\lambda} \cot 2\sqrt{\lambda} r, \sqrt{\lambda} \cot \sqrt{\lambda} r, t).
$$
Then, if $r_i, r_k, r_h$ are the quantities defined in 1.4,

\begin{align}
(3.6.1) \quad \text{vol}(B_C^r) &= \int_{S_{\Sigma}} \int_0^{r_1} g_1(\lambda, 2\sqrt{\lambda} \cot 2\sqrt{\lambda} r_1, \sqrt{\lambda} \cot \sqrt{\lambda} r_1, t) \, dt \, du,
\end{align}

\begin{align}
(3.6.2) \quad \text{vol} \left( T_{(\pi/2\sqrt{\lambda})-r_2} \right) &= \int_{S_{\Sigma}} \int_0^{(\pi/2\sqrt{\lambda})-r_2} g_2(\lambda, 2\sqrt{\lambda} \cot 2\sqrt{\lambda} r_2, \sqrt{\lambda} \cot \sqrt{\lambda} r_2, t) \, dt \, du.
\end{align}

From the definition of the $r_i$ and $g_i$:

\begin{align}
(3.6.3) \quad g_i(\lambda, 2\sqrt{\lambda} \cot 2\sqrt{\lambda} r_i, \sqrt{\lambda} \cot \sqrt{\lambda} r_i, t) \geq g_i(\lambda, k_i, h_i, t).
\end{align}

Then we get (1.4.1) from (3.6.1,2,3) and (3.3.2). □

4. Equality discussion. First we recall some known facts about Jacobi operators. We take them from [Ch].

4.1. Definition. Let $p \in P$, $N \in \mathcal{H}^P$, $\gamma_N(t)$ as in 2.1. Let $\tau_t$ be the parallel transport along $\gamma_N(t)$. Then the Jacobi operator $A(t, N): \{\gamma'_N(0)\}^\perp \rightarrow \{\gamma'_N(0)\}^\perp$ is defined by

\[ A(t, N)e = \tau_t^{-1} Y(t), \]

where $Y(t)$ is the transverse Jacobi field along $\gamma_N$ such that $Y(0) = e$, $\nabla_{\gamma'_N(0)} Y \equiv Y'(0) = -Le$.

4.2. Proposition [Ch]. $A(t, N)$ satisfies the differential equation:

\begin{align}
(4.2.1) \quad A''(t, N) + \mathcal{R}(t) A(t, N) = 0
\end{align}

with the initial conditions $A(0, N) = I$, $A'(0, N) = -L$, where $\mathcal{R}(t) = \tau_t^{-1} R(t) \tau_t$.

Observe that if $\{E_i\}$ is a basis of $\{\gamma'_N(0)\}^\perp$ obtained by parallel transport of a basis $\{e_i\}$ of $\{\gamma'_N(0)\}^\perp$, then the matrix of $R(t)$ in the basis $\{E_i\}$ and that of $\mathcal{R}(t)$ in the basis $\{e_i\}$ are the same.

4.3. Remark. For every subset $S$ of $TM$, denote by $\exp_S$ the restriction to $S$ of the exponential map on $TM$. Let $\mathcal{N}P(t) = \{X \in \mathcal{N}P \text{ such that } |X| = t\}$. From Definition 4.1 it is obvious that

\[ \text{rank}(A(t, N)) = \text{rank}(\exp_{\mathcal{N}P(t)^*} N). \]

4.4. Definition. Let $m \in M$, $\gamma_\xi(t)$ a geodesic parametrized by its arc length starting from $m$ ($\gamma_\xi(0) = m$), with $\gamma'_\xi(0) = \xi$. Then the Jacobi operator $A_m(t, \xi): \{\xi\}^\perp \rightarrow \{\xi\}^\perp$ is defined by

\begin{align}
(4.4.1) \quad A_m(t, \xi)e = \tau_t^{-1} Y(t),
\end{align}

where $Y(t)$ is the Jacobi field along $\gamma_\xi(t)$ such that $Y(0) = 0$, $Y'(0) = e$. 

4.5. Proposition [Ch]. \( A_m(t, \xi) \) satisfies the differential equation

\[
(4.5.1) \quad A_m'(t, \xi) + R_m(t)A_m(t, \xi) = 0
\]

with the initial conditions \( A_m(0, \xi) = 0, A_m'(0, \xi) = I \), where \( R_m(t) : \{\xi\}^\perp \to \{\xi\}^\perp \) is defined by

\[
R_m(t)e = \tau_t^{-1}R(\gamma_\xi'(t), \tau_t e)\gamma_\xi'(t).
\]

4.6. Proposition [Ch]. Let \( \xi^{-1} \) be a coordinate system of the euclidean sphere \( S^{2n-1} \) of \( T_m M \). Then \( x(t, u) = \exp_m t\xi(u) \) defines a system of polar geodesic coordinates \( x^{-1} \) around \( m \). In this coordinate system the metric tensor has the expression

\[
ds^2 = dt^2 + \sum_{i,j=1}^{2n-1} \left< A_m(t, \xi(u)) \frac{\partial \xi}{\partial u^i}(u), A_m(t, \xi(u)) \frac{\partial \xi}{\partial u^j}(u) \right> du^i du^j.
\]

4.7. Proposition [Ch]. Let \( \varphi^{-1} \) be a coordinate system of \( P \subset M \). Then \( v(t, u) = \exp_{\varphi(u)} tN(u) \) defines a system of Fermi coordinates \( v^{-1} \) around \( P \). In this coordinate system the metric tensor has the expression

\[
ds^2 = dt^2 + \sum_{i,j=1}^{2n-1} \left< A(t, N(\varphi(u))) \frac{\partial \varphi(u)}{\partial u^i}, A(t, N(\varphi(u))) \frac{\partial \varphi(u)}{\partial u^j} \right> du^i du^j.
\]

In order to prove 1.3 and 1.4 it only remains to know what happens when equality occurs in (1.3.1) or (1.4.1). To do it we observe the following facts:

4.8. To prove (1.3.1) we used in 3.5 that

\[
(4.7.1) \quad f(\lambda, k, h) \leq f(\lambda, 2\sqrt{\lambda} \cot 2\sqrt{\lambda}r, \sqrt{\lambda} \cot \sqrt{\lambda}r)
\]

and equality implies \( r = r_k = r_h \) (i.e. \( k = 2\sqrt{\lambda} \cot 2\sqrt{\lambda}r \) and \( h = \sqrt{\lambda} \cot \sqrt{\lambda}r \)).

4.9. Equality in (1.3.1) implies equality in (3.3.1) and then, looking at the proof of (3.3.1) we observe that equality implies \( c(N) = f(N) = z(\theta_N(\lambda, p, t)) = z(\mu_N(\lambda, p, t)) = r \).

4.10. Equality in (3.3.1) implies \( |k_{JN}(p)| = k, |H_{JN}(p)| = h \), because \( f \) is an increasing function. Then, for every \( p \in P \) we can take \( N \in \mathcal{KN} P \) such that, for the Weingarten map \( L \) of \( P \) associated to \( N \), \( k_{JN} = k \) and \( H_{JN} = h \). In particular, \( P \) is orientable, \( \mathcal{KN} P \) has two connected components and the subset \( \mathcal{A} \) of such \( N \) is one of them. With this choice, equality in (1.3.1) implies equality in
and, from (2.2), with respect to the basis given in 2.2, $L$ has a diagonal matrix with $L_{ii} = h = \sqrt{\lambda} \cot \sqrt{\lambda} r$ for $1 \leq i \leq 2n - 2$ and $L_{2n-1,2n-1} = k = 2\sqrt{\lambda} \cot 2\sqrt{\lambda} r$, and $\mathcal{A}(t)$ has the matrix expression given in (2.2.3).

4.11. Let $\mathcal{A}$ be the set of the $N \in \mathcal{W} P$ considered in 4.10. Then, from 4.2 and 4.10 we have that equality in (1.3.1) implies

$$A(t, \pm N) = \begin{pmatrix}
\delta_{2}(\pm \sqrt{\lambda} \cot \sqrt{\lambda} r, t) & \cdots & 0 \\
0 & \ddots & \delta_{2}(\pm \sqrt{\lambda} \cot \sqrt{\lambda} r, t) \\
\zeta_{2}(\pm 2\sqrt{\lambda} \cot 2\sqrt{\lambda} r, t)
\end{pmatrix}$$

The matrices $A(t, N), N \in \mathcal{A}$, have rank $2n - 1$ for $0 < t < r$, and rank $0$ for $t = r$. Then, from 4.3, rank($\exp_{\mathcal{W} P(r), rN}$) = 0 for every $N \in \mathcal{A}$. This implies that there is a point $m \in M$ such that $\exp_{\mathcal{W} P(rN, N \in \mathcal{A})} = \{m\}$.

In the following assertions we always assume the equality in (1.3.1) (and hence in (3.3.1)).

4.12. For $N \in \mathcal{A}$, equality in (3.3.1) implies (as in 4.9) $c(-N) = f(-N) = z(\mu_{-N}(\lambda, p, t)) = (\pi/2\sqrt{\lambda}) - r$. Then the focal set and the cut-focal points of $P$ in the direction of $-N$ are focal $-P = \text{cut}_{-}(P) = \{\gamma_{-N}((\pi/2\sqrt{\lambda}) - r); N \in \mathcal{A}\}$.

4.13. As a consequence of 4.11 every point $p \in P$ can be joined to $m$ by a geodesic $\gamma_{N}(t), N \in \mathcal{A}$, such that $\gamma_{N}(r) = m$, $m$ is the first focal point of $P$ in the direction $N$ and $r = c(N)$. Let $N(p) \in \mathcal{A}$ be the unique element of $\mathcal{A} \cap T_{p}M$. Let $S^{2n-1}$ be the unit sphere in $T_{m}M$. Let us consider the continuous map $\Phi: P \to S^{2n-1}$ given by $\Phi(p) = -\gamma'_{N(p)}(r) = -(d(\exp_{\mathcal{W} P} tN(p))/dt)(r)$. Since $P$ is compact, we have that $\Phi(P)$ is closed in $S^{2n-1}$.

Let $\varepsilon \in \mathbb{R}, 0 < \varepsilon < (\pi/2\sqrt{\lambda}) - r$ and $V = \exp_{\mathcal{W} P}\{tN: - \varepsilon < t < r, N \in \mathcal{A}\} = \exp_{m}\{s\xi: 0 < s < r + \varepsilon, \xi \in \Phi(P)\}$. Then it follows from 4.11 and 4.12 that $V$ is open. Let $z: \mathbb{R}^{+}_{*} \times S^{2n-1} \to T_{m}M - \{0\}$ be the diffeomorphism given by $z(s, \xi) = s\xi$. Then $\{0, r + \varepsilon[\times \Phi(P) = z^{-1}\exp_{m}^{-1}(V) \text{ is open}, then \Phi(P) \text{ is open in } S^{2n-1}$. Since $S^{2n-1}$ is connected, we have that $\Phi(P) = S^{2n-1}$ and, then, $P = S_{m}(r)$, the geodesic sphere of $M$ of center $m$ and radius $r$. 
4.14. From 4.5 and (2.2.3) we have, for every \( \xi \in S^{2n-1} \subset T_M M \),

\[
A_m(s, \xi) = 
\begin{pmatrix}
\frac{1}{\sqrt{\lambda}} \sin \sqrt{\lambda} s \\
0 & \ddots & \frac{1}{\sqrt{\lambda}} \sin \sqrt{\lambda} s \\
& \frac{1}{2\sqrt{\lambda}} \sin 2\sqrt{\lambda} s
\end{pmatrix}
\]

Then

\[
\text{rank } A_m(s, \xi) = 2n - 1 \quad \text{for } 0 < s < \pi/(2\sqrt{\lambda})
\]

and

\[
\text{rank } A_m(\pi/(2\sqrt{\lambda}), \xi) = 2n - 2
\]

which implies that \( c_0(\xi) := \min\{t > 0 : \gamma_\xi(t) \text{ is a conjugate point of } m \text{ along } \gamma_\xi \} = \pi/(2\sqrt{\lambda}) \). Then, the set of conjugated points of \( m \) is

\( \text{conj}(m) = \{ \gamma_\xi(\pi/(2\sqrt{\lambda}), \xi) \in S^{2n-1} \subset T_M M \} \) and, given \( \xi \in S^{2n-1} \subset T_M M \), if \( N \in S \) is such that \( \xi = -\gamma_N'(r) \), then \( \gamma_\xi(s) = \gamma_N(r - s) = \gamma_N'(s - r) \).

4.15. From 4.14, \( \gamma_\xi(\pi/(2\sqrt{\lambda})) = \gamma_N'(\pi/(2\sqrt{\lambda}) - r) \). Then from 4.12 and 4.14 \( \text{conj}(m) = \text{cut}(P) = \text{cut}(m) \), where \( \text{cut}(m) \) is the cut locus of \( m \). This allows us to define the map \( i' \)

\[
i': M - \text{cut}(m) \to \mathbb{C}P^n(\lambda) - \text{cut}(m')
\]

in the following form: Let \( j: T_M M \to T_{m'} \mathbb{C}P^n(\lambda) \) be a holomorphic isometry, then we define

\[
i'(\exp_m s\xi) = \exp_{m'} s j(\xi), \quad \text{for } 0 \leq s < \pi/2\sqrt{\lambda}, \quad \xi \in S^{2n-1}.
\]

Since \( S_m(t) \) is the same map for \( M \) and for \( \mathbb{C}P^n(\lambda) \), we have \( A_m(s, \xi) = A_{m'}(s, j(\xi)) \). If \( \xi^{-1} \) is a coordinate system in \( S^{2n-1} \subset T_M M \) which defines polar geodesic coordinates \( x^{-1} \) around \( m \) as in 4.6, \( \xi'^{-1} = (j \circ \xi)^{-1} \) defines polar geodesic coordinates \( x'^{-1} \) around \( m' \) such that \( i' \circ x^{-1} = x'^{-1} \). Then, from 4.6, \( i' \) is a holomorphic isometry.

4.16. Since the map \( i' \) in (4.15.1) is a holomorphic isometry, \( M - \text{cut}(m) \) has constant holomorphic sectional curvature. Moreover, \( M - \text{cut}(m) \) is dense in \( M \), whence by continuity, \( M \) has constant holomorphic sectional curvature, and, \( M \) being compact, there is a holomorphic isometry \( i: M \to \mathbb{C}P^n(\lambda) \) (cf. [K-N]). Let \( m' = i(m) \) and \( j = i_* \). Then \( i_{|M - \text{cut}(m)} = i' \), which implies (by 4.13) that \( i(P) = i'(S_m(r)) = S^C \). This finishes the proof of Theorem 1.3.
To prove 1.4, observe that equality in (1.4.1) implies that (3.6.3) are equalities, and, then, \( r_i = r_{k_i} = r_h \). Also, equality in (1.4.1) implies equalities in (3.3.2) and, then \( k_i = k_{JN}, h_i = H_{JN}, \) and \( r_i = r \). Then, \( H_{JN} = \sqrt{\lambda} \cot(\sqrt{\lambda} r), k_{JN} = 2\sqrt{\lambda} \cot(2\sqrt{\lambda} r), \) and, from here, the proof of 1.4 follows from similar arguments to those used in 1.3.

5. Inequalities on the relative volume of the boundary of a domain in a Kaehler manifold. The proof of 1.4 also proves, with slight modifications, the following result:

5.1. THEOREM. Let \( M \) be as in 1.3. Let \( \Omega \) be a compact regular domain of \( M \) with boundary \( \partial \Omega = P \). For every \( p \in P \) take \( N \in \mathcal{N}_p \) such that \( N \) points toward \( \Omega \) (i.e. \( \gamma_N(t) \in \Omega \) for small \( t > 0 \)).

(a) Let \( h_1 > 0, k_1 \) be real numbers such that \( k_1 \leq k_{JN}(p), h_1 \leq H_{JN}(p) \) for every \( p \in P \). Then:

\[
\frac{\text{vol}(\partial \Omega)}{\text{vol}(\Omega)} \geq \frac{\text{vol}(S_{r_i}^C)}{\text{vol}(B_{r_i}^C)},
\]

where \( r_k, r_h, r_i \) are defined as in 1.4. When \( \Omega \) and \( \partial \Omega \) are connected, the equality holds if and only if \( r_1 \equiv r_h \equiv r_{k_i} \) and there is a holomorphic isometry \( i : \Omega \to \mathcal{B}_r^C \) such that \( i(\partial \Omega) = S_r^C \).

(b) Let \( h_2, k_2 \) be real numbers such that \( k_{JN}(p) \leq k_2, H_{JN}(p) \leq h_2 \). Then

\[
\frac{\text{vol}(\partial \Omega)}{\text{vol}(M - \Omega)} \geq \frac{\text{vol}(S_{r_2}^C)}{\text{vol}(T_{(\pi/2\sqrt{\lambda}) - r_2}^C)},
\]

where \( r_2 = \min\{r_{h_2}, r_{k_2}\}, r_{k_2} \) is defined as in 1.4, and \( r_2 \) is defined by \( h_2 = \sqrt{\lambda} \cot(\sqrt{\lambda} r_{h_2}), 0 < r_{h_2} < \pi/\sqrt{\lambda} \). The equality in (5.1.2) implies \( r_{h_2} = r_{k_2} = r_2 \).

5.2. COROLLARY. Let \( M, \Omega, \partial \Omega \) and \( N \) be as in 5.1 (a), but now \( h_1 \leq 0 \). Then

\[
\frac{\text{vol}(\partial \Omega)}{\text{vol}(\Omega)} \geq \frac{\text{vol}(S_{r_1}^C)}{\text{vol}(T_{(\pi/2\sqrt{\lambda}) - r_1}^C)},
\]

where \( r_1 = \min\{r_{k_i}, r_{h_i}\} \), and \( r_{k_i}, r_{h_i} \) are defined by \( -h_1 = \sqrt{\lambda} \cot(\sqrt{\lambda} r_{h_i}), -k_1 = 2\sqrt{\lambda} \cot(2\sqrt{\lambda} r_{k_i}) \), \( 0 < r_{h_i}, r_{k_i} < \pi/2\sqrt{\lambda} \). The equality in (5.2.1) implies \( r_{k_i} = r_{h_i} \).

Proof. \( M - \Omega, \partial \Omega \) and \( -N \) satisfy the condition of 5.1 (b) with \( h_2 = -h_1 \) and \( k_2 = -k_1 \). Then the \( r_{h_2} \) defined in 5.1(b) is less than
or equal to $\pi/2\sqrt{\lambda}$, because $h_2 = -h_1 \geq 0$. Then the result of 5.1(b) holds and we get 5.2.
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