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For a shift σ on the hyperfinite II i factor R, we define the derived
shift Ooo to be the restriction of σ to the von Neumann algebra gener-
ated by the (σk(R))' ΠR. Outer conjugacy of shifts implies conjugacy
of derived shifts. In the case of n-shifts with n prime, we calculate
Ooo explicitly. Combining this with the known classification of n-
shifts up to conjugacy, we obtain useful outer-conjugacy invariants for
n -shifts.

Following Powers [5], we define a shift σ on a von Neumann al-
gebra ¥ to be a unit-preserving *-endomorphism of M such that
V\T=\ Qk(M) — C, the complex numbers. We define the derived shift
Ooo to be the restriction of a to the von Neumann algebra Moo gener-
ated by all the (σk(M))f Π M. When two shifts on a factor of type Hi
are outer conjugate, their derived shifts are conjugate (Theorem 1.2,
below). This gives us a useful outer-conjugacy invariant. In particular,
for shifts σ such that Goo = cr, this shows that outer-conjugacy implies
conjugacy (when specialized to binary shifts, this is the affirmative
answer to a conjecture of Enomoto and Watatani [3]).

In §2, we compute Goo explicitly when σ is an ft-shift on the hyper-
finite Hi factor R and n is prime. 2-shifts, called binary shifts in [5],
were introduced by R. Powers in [5]. ^-shifts have been studied in [1],
[2] and [7]. In the notation of [1], every «-shift can be associated with
a doubly-infinite sequence {a{k))keZ in Zn which is odd and fails to be
periodic mod/? for all primes p dividing n. Furthermore, every such
sequence occurs. In case n is square-free, two shifts with sequences
{a\{k)) and (aiik)) are conjugate if and only if there exists an m in
Zn such that a^ik) = m2{a\(k)) for all k. Thus, up to multiplication
by a square, the sequence associated with σoo is an outer conjugacy
invariant for σ.

The computation of α^ breaks down into three cases. First, if (a(k))
fails to be ultimately periodic then Roo = C; in this case α^ is trivial
and contains no information. Secondly, at the opposite extreme, if
a(k) = 0 for all but finitely many k then Roo = R and α^ = σ; in
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this case outer conjugacy is equivalent to conjugacy. Finally, the most
interesting case occurs when (a(k)) is ultimately periodic but doesn't
end in O's: here i?oo is a factor not equal to C or R and σoo is an
Λz-shift; we are able (Theorem 2.1) to calculate explicitly the sequence
associated with σ^ from (a(k)).

PROBLEM. If σ\ and σ2 are n-shifts with i?oo φ C, does conjugacy
of the derived shifts (σi)oo and {02)00 imply outer conjugacy of O\ and
σ2? Equivalently, if σ is an n-shift with i?oo ψ C, are σ and a^ outer
conjugate?

In attempting to answer this problem, we present in §3 a method
for producing many shifts outer conjugate to a given shift. This yields
many interesting examples. But even in simple specific cases, given
that (σi)oo = (#2)00 ft *s s t ^l n o t c ^ e a r whether o\ and σ2 are outer
conjugate.

Acknowledgment. The second named author wishes to thank Ed
Granirer for support through NSERC.

1. Definition and properties of σoo As in [5], a shift σ on a von
Neumann algebra M is defined to be a unital *-endomorphism of M
such that Π£Li ok{M) = C. Two shifts o\ and 02, on M\ and M2 re-
spectively, are said to be conjugate when there exists a *-isomorρhism
φ of M2 onto M\ such that σi o </> = 0 o σ2, and outer conjugate when
there exists a unitary u in Afi such that (adu)oσ\ and σ2 are conjugate.

Let σ be a shift on M. Define

Mk = (σk{M))fΓ)M ΐoτk = 0,1,2,... .

Evidently Mo is the center of M and MQ c M\ c M 2 c . Let M ^
be the von Neumann subalgebra of M generated by the Mk and let
σoo be the restriction of σ to M^. We call α^ the derived shift of σ.

LEMMA 1.1. σ^ w α shift on M^.

Proof. First note that σ^M^) c Moo, since x e A/̂  implies that
for all y e M,

σ(x)σk+ι(y) = σ(xσ^(j;)) = <j(σ*(y)x) = ^ + 1 ( j ;)σ(x),

which shows that σ(x) e Mk+i c MQQ.

Then σoo is a shift because f|Γ=i ^ ( ^ 0 0 ) c f)h=ι °k{M) = C.

THEOREM 1.2. 2>£ σi απrf σ2 be shifts on the type \l\-factors Mγ and
M2 respectively. If θ\ and σ2 are outer conjugate then their derived
shifts (σi)oo and (σ2)oo are conjugate.
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Proof. Evidently if σx and σ2 are conjugate then so are (σi)oo and
(02)00. Hence given that σx and σ2 are outer conjugate we may assume
without loss of generality that Mx = M2 — M and that σ2 = (Adw)oσ\
for some unitary w in M. Set wx = w and for k = 2,3,... set
wk = wσx(w)σf(w) σk~x(w). Then we can see that:

(1.1) (Adwk)oσϊ = σξ for k = 1,2,... .

For (1.1) holds for k = 1, and, for all yeM,

= (Adwk_x) o σk

χ-\wσx{y)w*) = [{Adwk_x) o

Thus (1.1) follows by induction.

From (1.1), Adw k maps of (Λf) isomorphically onto a\{M)\ there-

fore Adwk maps M^ = (σf(M))' n M isomorphically onto M^ =

(σ![(M))' n M. For all x e M{

k

ι\

(Adwk+ι)(x) = {Adwk){σk

x{w)x{σk

x{wγ)) = (Adwk)(x).

Hence the isomorphisms Ad^^ are compatible with the inclusions
M^ c M^lχ and M^ c M^χ\ the following diagram is commuta-
tive:

Adii;ft

Thus there exists a unique *-isomorphism 0 from the C*-algebra gen-
erated by the M^ onto the C*-algebra generated by the M^ such
that

φ{x) = {Adwk){x) for all xeM^.

Because Ad wk preserves the trace τ on M, so does φ. Hence φ extends
to an isomorphism φ of von Neumann algebras from (Afi)oo onto

(M2)oo.
Finally we check that φ o (σi)oo = (σ2)oo ° Φ For x e M^:

Φ° (σi)ooW = Φ{σ\{x)) = (Adwk+ι)(σι(x))

= {aάw)(σλ{wkxw*k)) = σ2(wkxw*k) = {(σ2)oo°Φ)(x)

COROLLARY 1.3. Suppose that σ\ and σ2 are shifts on the type
ϊli-factors Mj and M2 respectively. Suppose that (Λfi)oo = M\ and
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oo = M2. Then ϋ\ and σ2 are outer conjugate if and only if they
are conjugate.

The following are examples of shifts σ such that Moo = M so that
σoo = σ and Corollary 1.3 applies.

EXAMPLE 1. Let σ be an «-shift with determining sequence (a(k))keZ

such that a(k) = 0 for all but finitely many k (see §2 for details).
Corollary 1.3 applied in this case demonstrates a conjecture of [3].

EXAMPLE 2. Let a be the canonical shift of the hyperfinite IIi -factor
R realized as the von Neumann algebra of the GNS-representation
associated with the unique tracial state on a UHF-algebra of type n°°.

EXAMPLE 3. Let R be realized as the von Neumann algebra gener-
ated by a sequence of projections P\,Pi,... satisfying the Jones rela-
tions

(i) PiPjPi = τPi for \i - j \ = l
(ii) PtPj =PjPi for \i - j \ > 2.

(iii) There is a trace on R for which the conditional expectation En

onto the *-algebra generated by p\,. ..,pn and 1 satisfies: En(pn+\) = τ.
Let σ be the shift σ(p, ) = /?/+i (see [4] and [1, §5]).

The common feature of these examples is the existence of a e R
such that the a^ = σk(a) generate R and that each aj commutes with
all ak for all k > ko(j). Then aj e Rko(j) c J^°°' s o ^°° = ^ a n c ^
OQQ = σ. We have shown:

LEMMA 1.4. Suppose that σ is a shift on M and that there exists an
a in M such that:

(i) α,α(α) ? σ
2 (α) 5 . . . generateMf and

(ii) there is a k0 such that a commutes wHh σk(a) for all k > k$.
Then MQO = M and Ooo = β>

L E M M A 1.5. (Afoo)oo = Mx» (0Όo)oo = σoo.

Proof. Let Sk = (σk(Roo))' ni?oo- Then

Sk D (σk(R)ϊ nRoo = ((σk(R)Y nR)nRoo = RknRoo = Rk.

Thus (i?oo)oo5 the W*-algebra generated by the 5^, contains i?oo. Since
the opposite inclusion is evident, (i?oo)oo = Roo-

LEMMA 1.6. Suppose that σ is a group shift, σ = σ(G,s9ω) in the
notation of [1], where s is a shift on the abelian group G, and ω is
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an s-invariant cocycle on G. Define p(g Ah) = ω(g, h)ω{h, g) for all
h,geG. Letjork = 0,1,2,...,

Dk = {geG\p(gAsk(G)) = l}

and let A ^ = U5b=o A: Let s and ώ be the restrictions ofs and ω to
Doo. Then a^ is the group shift σ(Doo,s, ώ).

Proof. Use Proposition 1.2 of [1].

COROLLARY 1.7. There exist shifts on the hyperfinite II 1:factor R
which fail to be outer conjugate to any group shift.

Proof. By Lemma 1.6 and Theorem 1.2, it suffices to display a shift
σ on R which is not a group shift and for which GQO = σ. In Example
3 above, take τ = \jp where p is a prime > 4. Then σ^ = a and σ is
not conjugate to a group shift by Proposition 5.4 of [1].

2. n-shifts on the hyperfinite factor: calculation of σoo. Fix an integer

n>2. For the main results of this section n will be assumed prime.
Fix γ = exp(2π//n).

An n-shift σ on the hyperfinite factor R may be characterized (see
[1], [7], [2]) by the existence of a unitary u in R such that:

(i) un = l,um#Cfoτm = l,2,...,n-l,

(ii) R is generated by the σk(u) for k = 0,1,2,..., and
(iii) u and σk{u) commute up to scalars:

u{σk{ύ))u*(σk{u)γ eC for k = 1,2,... .

We write:

uk = σk(u), UjUku)u% = γa{k~j) for all j , k = 0 ,1, . . .

where a(k) € Zn. Then we call (a(k))keZ a determining sequence for
σ. The sequence {a(k)) is odd and fails to be periodic mod/? for
every prime p dividing n\ furthermore all such sequences occur as
the determining sequence of an «-shift σ on R (see [1]). When n is
square-free, two sequences (a\(k)) and (^(A:)) determine conjugate
shifts if and only if there is an m E Zn such that α2(fc) = m2(a\(k))
for all k (see [1]).

Here we are concerned with the calculation of σ^ and R^. σ is
a group shift σ(G,s,p) with G = 0£Lo(^«)^> ^ t ' i e canonical shift
5: β£ —• ek+x on G, and p(ej Λ ̂ ) = γa<<k~^ for 7, A: = 0,1,2, From
Lemma 1.6 we know that a^ is a group shift, namely σ(Z)oo, £, p) where
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s and p are the restrictions of s and p to Doo and Doo = \J^L0Dk. As
in Lemma 1.6,

Dk = {geG\p(gΛsk(G)) = l}.

Goo is not always an ra-shift (see Example 7 at the end of §2). If,
however, n is a prime, then Ooo is an rc-shift. Theorem 2.1 summarizes
the calculation of Ooo in this case.

THEOREM 2.1. Let n be a prime and let σ be an n-shift on the hy-
perfinite l\\-factor R with determining sequence (a{k)). Let a^ on Roo
be the derived shift of a.

Part A. (i) R^ = R if and only if a(k) = 0 for all but finitely
many k.

(ii) RQO ψ C if and only if (a(k)) is ultimately periodic; i.e. there
exist T > 0 and K such that a(k + T) = a(k) for all k>K.

(iii) In all cases i?oo is a factor. If Roo φ C then σoo is an π-shift
and Roo is isomorphic to R.

Part B. Suppose now that (a(k)) is ultimately periodic so that Roo φ
C. Let #o be the smallest integer such that Rqo Φ C. Define the length
of a nonzero υ in G to be L when υ = Σ ^ o Vjβj with vL Φ 0. Then
we have:

(iv) Let v Φ 0 be in DQo. Then v spans Dqo and i ; ,^?;) ,^ 2 ^), . . . ,
sk(v) is a basis for 2)^0+^. Hence Z)^ is isomorphic to C7 = 0£Lo(Z«) (^
by the mapping sk(v) —> ̂ .

(v) g has minimal length in Doo ~ {0} if and only if g spans Dqo.

Part C. Let v be a vector of minimal length L in Z ^ - {0}. Suppose
that a(k) commences its ultimate periodicity at k0 so that

a(k + T) = a(k) fov<d\k>k0 and a(k0-I+ T) φ a(k0-\).

Then

(vi) qo = ko + L.
(vii) ko is the smallest integer such that ϋ _L Ak for all A: > k$, where

Ό = [ ^ L ? ^ L - I 5 ? ^O] and ^ = [α(/c),^(/c + l)9...,a(k + L)] are in
(Zn)

L+ι with the usual inner product.
(viii) L is the rank of the T x T matrix A with y'th row Aj =

(ix) σoo has determining sequence (fc(fc)) given by
p(v Λ skv). Then 6(^0 - 1) φ 0 and ft(fc) = 0 for all k > q0.

(x) The Jones index [R:Roo] is nL.
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Proof, (i) Roo = R if and only if Ax, = G if and only if βQ e Z>oo.
That happens if and only if, for some ra, p{e$ί\ek) = 1 for all k > m,
i.e. Λ(fc) = 0 for k > m.

(ii) Suppose that a(k + Γ) = α(&) for all fc > ΛQ. Then g = e0 - eτ

is in Dko c Z>oo and R^ φ C.
Conversely, suppose that R^ Φ C. Then Dko Φ 0 for some k$.

Taking g = Σ gjβj φ 0 in Dko, we get (Lemma 3.2 of [1])

From here, as in the proof of Lemma 3.4 of [1], we easily see that
a(k) is ultimately periodic.

(iii) See the proof of (ix).

(iv) LEMMA. If g = Σ%o8jej i s i n Dq*+k and if g0 = gι = •-=
gk = 0 then g = 0.

Proof of the Lemma. Assume that #o = g\ = = gk — 0
and g e Dqo+k. Then g = sk+ιgf for some g' e G, so ^(g' Λ ef) =
/?(,? Λ ̂ 7 +^+i) = 0 for all 7 with j + k+l >qo + korfoτ all 7 with j >
q0 - 1. Hence g' is in Dqo_x = 0 so g ; = 0 and # = 0.

Proof of'(iv). Suppose v,w e Dqo with v ^ 0. Then ^ 0 ^ 0 and there
exists λ e Zn such that (w - /U;)o = 0. Then w = λv by the lemma.
We have shown that υ spans Z) ô.

Evidently Ϊ ; , ^ ? ; ) , . . . , ^ ? ; ) are linearly independent (they are in
row echelon form) in Dqo+k. For w e Dqo+k we can successively find
λo9λ\9...9λk such that wf = w - Σkj=-$λjSJv has w'o = w[ = -- =

w'k = 0. Then the lemma shows that wf = 0, and we have shown that
υ,sv9...9s

kv spanZ^ 0 + £.

(v) By (iv), every non-zero g in D^ can be written in the form

k

g = Y^λjSjv with 4 φθ.
7=0

Evidently the length of g is equal to k + L where L is the length of υ.
Hence g is of minimal length in Doo - {0} if and only if g = λv for
λφO.

(vi) Write υ = Σk=o vkek with vo,υLφ 0. Then because i; is in Dqo,

L

Σ Vja{k - j) = 0 for all k > q0.
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As in the proof of Lemma 3.4 of [1], that implies periodicity of a(k)
commencing at q$ - L. Hence k0 < q$ - L or fc0 + L < q$.

To prove the opposite inequality use a(k + T) = a{k) for all k > k0.

Combining that with Σf=0 Vjd(k-j) = 0foτk large enough we obtain

Σf=o Vjd{k -j) = 0 for all k such that k - L > k0 or k > k0 + L. That

shows v is in Dko+L and therefore that ko + L > q0.
(vii) q0 is the smallest integer such that, for all k > q0, p(v/\ek) = 1.

This is equivalent to

7=0 7=0

Hence q$ is the smallest integer such that ϋ _L Ak~L for all k > #o, and
k0 = q0 - L is the smallest integer such that ϋ _L Ak for all k > k0.

(viii) From a(k + T) = a(k) for all k > k0 it follows that
eo — ej is in D^ so L < T. If r = rank A < T choose T — r linearly
independent vectors ϋ(l),ϋ(2), ...9ϋ(T — r) in (Zn)

τ perpendicular to
A\9A2,.. ,-^r Taking a suitable linear combination of the ΰ(fc) we
can find a vector £ of the form [gngr-i,---,g\>go>Q,>->Q]- τ h e n

g = Σl=o Skek is i n Doo so I < r. In all cases, then, we have proved
L < r. If L = T then L = r = Γ, so to complete the proof we need
only show that r <L provided L < T.

Suppose then that L < T. let ϋ = [VL,VL-I,...,VQ,0,...,0] in
(Zn)

τ where υ has minimal length in D^. Then £,£#,.. .,5 Γ~(jL+1)/0
are T-L linearly independent vectors perpendicular to A\, A2,..., Aτ.
Hence r = rank A < T - (T - L) = L.

(ix) Doo is isomorphic to G by skυ —• ^ . Under this isomorphism
the restriction of s to Z>oo corresponds to s and the restriction of p to
Z)oo corresponds to p(eo Aek) = p(v Askv). Hence Ooo has defining
sequence (b(k)) given by:

yb{k) _ p^v /\skvy

Because v G DQo and DQo-\ = 0, /)(v Λ ek) — 1 for all k > q$ and
/ι(v Λ eqo-\) Φ 1. That implies /?(t; Λ ^ v ) = 1 for all k > q0 and
p(v Λ .s^-1^) 7̂  1, where we use the fact that υ0 Φ 0. Thus b(k) = 0
for k > qo and £(#o - 1 ) ^ 0 .

Then (b(k)) is not periodic; therefore i?^ is a factor and is in fact
isomorphic to R by [1]. This also proves (iii).

(x) The span of eo, β\,..., βL_ i is a complement for A ^ in G. Hence
is isomorphic to (Zn)

L, and, by Proposition 1.4 of [1], [i?:i?oo]
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EXAMPLES. In each case we specify σ by giving the determining
sequence (α(fc))kez: we write a = a(0),a(l),a(2) Similarly we
specify σoo by giving its determining sequence (b(k)). n can be taken
to be an arbitrary prime with the noted exceptions: it is understood
that integers are to be reduced mod«. The first repeating period is
underlined.

1. a = 0 , I , U , l , ...
k0 = 1, L = T = 1, q0 = 2, v = e0 - ex,
6 = 0,1,0,0,...

2. α = 0,0,1^,1,2,...,/! ^2,3.
ko = 2, T = 2, A = [\ \] has rank 2,
L = r = 2, q0 = 4.
Then v = e0 - e2, b{k) = 2a(k) - [a(k + 2) + a(k - 2)].
6 = 0,-2,1,2,0,0,...

3. α = 0,0,_l22,l,2,... with n = 3.
As in Example 2, k^ = 2 and T = 2 but now A has rank 1, so
L = r = 1 and qo = 3. v = eo - 2e\,
b{k) = 2a(k) + a(k - 1) + a(k + 1),
6 = 0,1,1,0,0,...

4. 0 = 0,0,1,-1,1,-1,...
ko = 2,v =eo + e\, qo = 3,
b{k) = 2a{k) + (a(k + 1) + a(fc - 1))
6 = 0,1,1,0,0,...

5. α = 0,0,l,2,3,4,...
T = n, ko = 1, v = eo - 2e\ + β2 is of minimal length in D^
because
[23] has rank 2.

^ = 2, (ft = 3,
b(k) = 6a(k) - 4[a(k +l) + a(k-\)] + [a(k + 2) + a(k - 2)]
6 = 0,-2,1,0,0,...

6. «! =0,0,1,0,0,1,...
α2 = 0,1,0,0,1,0,... ΐotnφl
α3 = 0,2,2,0,2,2,... for « ?έ 2
all have L = Γ = 3, fc0 = 0, q0 = 3, υ = ̂  - e3.
6 = 0,1,1,0,0,...

In the calculation of 63 we use the fact that multiplying a deter-
mining sequence by a square does not change its conjugacy class (see
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7. α = 0,3,0,0,..., 0,6,18,... for n φ 3, N arbitrary > 3 where
α(0) = 0, α(l) = 3, a(k) = 0 for 2 < fc < N - 1,

and for k> N:

k-\

(2.1) α(*) = 2

Then (2.1) holds for all k > 2 but not for k = 1 since 2 E/LI-TV
 α ( 0 =

2α(—1) = —6 and n Φ 3. Hence α(/c) is not periodic, but is ultimately
periodic commencing with k$ = —N + 2. A minimal υ in D^ is given

by v = ^ o - 2 E £ i ^ i
Therefore L = N and qo = 2. A direct calculation of £(1) gives

9 = 3 2 so
6 = 0,1,0,0,0,... .

8. A 4-shift σ on R such that σoo is not an m-shift for any m:

Since (α(fc)) fails to be periodic mod 2 the factor condition is satisfied
and σ is a shift on R by [1]. In G = θ£Lo( z4) ( /° t a k e ^o = 2e0?

^ = ^ _ j + βk for /c > 1. Then 5(^0) = ^0 + 2i>i, ^ ( ^ ) = ^ + i for

k > 1. We see easily (as in the proof of Theorem 2.1) that D2 — Z2v0,
Z)3 = Z2υ0 0 Z4V1 and finally that

DQO = Z2V0 © Z4V1 φ Z 4 ^ 2 φ . . . .

Hence σ^ is the group shift σ(Doo,s, p) where s and p are the restric-
tions to Z>oo of s and /? on G. If α^ were an m-shift, there would exist
a g G £>oo such that gr,5i(5r),52(<gr),... generate Doo (see Proposition
5.2 of [1]). It is easy to check that this is impossible. It is also easy to
check that p is non-degenerate on Doo so that i?oo is a factor.

3. Outer conjugacies. Given an Λz-shift σ with determining sequence
(a(k)) we give one method for calculating determining sequences of
^-shifts outer conjugate to σ. Although this method produces some in-
teresting examples we are unable to exploit it to the extent of showing
when σ and σ^ are outer conjugate in general.

A basic lemma from operator theory follows.

LEMMA 3.1. Suppose that n is an integer > 2 and that u is a unitary
operator with un = 1. Then there exists a unitary y in the *-algebra
generated by u with the following properties:

1. yn = 1 in case n is odd; y2n = 1 in case n is even.
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2. Let γ = exρ(2πi/n). For all unitaries v such that uvu*v* = γa

where aeZn,
yvy* = uav for n odd,

yvy*(uaυ)* e C for n even.

Proof. Suppose first that n is odd. Let Tn = {λ e C\λn = 1}. It
suffices to produce a function / : Tn —» Tn such that

(3.1) f(γz) = zf(z) for all Z G Γ ,

For given such a function, let y = f(u). Then y is unitary and yΛ = 1.
If uvu*υ* = γa then vuv* = γ~au so vf(u)v* = f{y~au) = F(u)
where F(z) = /(y"βz) = z"/(z) by (3.1). Then F(u) = (u*)af{u) so
tjyii* = w~Λy or yΐ y* = wα^.

To show that a function / satisfying (3.1) exists, let

(3.2) / ( / ) = yIΦ-0/2] forj = 0 , l , . . . , n - l .

We confirm that (3.2) holds for s = n also, since (n-l)/2 is an integer,
and then easily check that / satisfies (3.1).

Suppose now that n is even. (Then of course a function / satisfying
(3.1) cannot exist.) Let δ = e x p ( τ π » and define f(γs) = <y*y[Φ-i)/2]
for s = 0,1, . . . , n - 1. Then /(yz) = Szf(z) for all z eTn and, as in
the case when rc is odd, y = f(u) has the required properties.

COROLLARY 3.2. Suppose that σ is an n-shift on M, σ = σ(G,s,p)
where G = 0£Lo(Z«)(/^ ^ ί g ^ ug be the canonical twisted repre-
sentation ofG in M, and define a bilinear map [, ] from Gx G to Zn

by:
γl*M = p(gΛh) = uguhu*gu*h forg,heG.

Fix geG and define φg:G-+Gby: φg{h) = h + [g, h]g for all heG.
Then there exists a unitary yg in M such that

= Kg, h)uφg{h) for all heG

where λ{g,h) e C.

PROPOSITION 3.3. Suppose that n is a prime and that the n-shift
σ on the hyperfinite factor R has determining sequence (a(k)). Let
G = (B£=0(Zn)(k\ let s be the shift ek -• ek+ϊ on G, let p on G be
defined by (a(k)), and let [ , ] and φg be defined as in Corollary 3.2,
so that

[ehej] = a(j-i) for all ij = 0,1,2,... .
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Suppose that g(l), g(2),..., g(m) are in G and let φ be φg^ o φg^2) o
Φg(3) ° ''' ° Φg(m) Suppose that υ(0) in G is such that G is generated
by v(ΰ),v(\\v{2\... where v(k) = φ(s(v(k - 1))). Then b(k) =
[v(0),υ(k)] defines a determining sequence (b(k)) of an n-shift σ' on
R which is outer conjugate to σ.

Proof. We may assume that σ = σ(G,s, p) and that R = W*(G, p).
Let y — y^(i)y^(2) -yg(n) where yg^ is given by Corollary 3.2. Then
yuhy* = λ(h)Uφψ) for all h e G, where λ(h) e C. Hence

[(Ady) o σ](uυ{k)) = λkuv{k+ι)

for λk e C. Now let σf = (Ady) o σ and let ^o = «υ(0)- Then

1. wξ = 1 and ^ ^ 1 for fc = l , . . . ,n - 1;

2. the ^ = (σ')kw0 generate i?;
3. W0WkW*W* = γM0)Mk)]m

Therefore (Proposition 4.1 of [1]), σ' is an /i-shift on R with deter-
mining sequence b(k) = [^(0),

EXAMPLES. 1. Take σo given by the sequence 0,1,0,0,••• (i.e.
α(0) = 0, α(l) = 1 α(2) = 0. . . ) . Then the shifts given by each of the
following sequences are outer conjugate to σo, and hence, for each,
the derived shift is σo a n d <7o = 2.

(a) 0,1,1,1,...
(b) 02,0,2,0, . . . , for nφ 2,

(c) O, l , t f ,0 2 , . . . ,

(d) 0,λ + l,λ2 - M 3 + 1,..., for λ φ - 1 , n φ λ + 1,
(e) 0, 1-λμ, (l-λμ)(λ2-μ2)/λ -//, . . . , ( 1 - ^ ) ( Λ Λ - μn)/λ-

The g(/)'s in Proposition 3.3 which demonstrate the above outer con-
jugacies are

(a) g\ = e0,
(b) ^i = - ^ i , gi = e0,

(c) ^ = ( l

(e) gj =

In each case we can take v(0) = e§.

REMARKS. Given a shift σ of forms (c), (d) or (e) for example, the
calculation of σ^ or q0 by the methods of §2 might be very difficult
even for one prime n. There are, however, shifts which have derived
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shift OQ which are not obviously outer conjugate to σ (see Example 7
of §2).

2. Take σ0 given by b = 0,0,1,0,0, Then the shifts given by
the following denning sequences are outer conjugate to σo:

(a)0,0J_,0,l, . . . ,
(b) 0,0,2,0,0,0,2,0,..., for n ψ 2 (note &b = -1),

(c)0,0, ί,0,λ,0,λ2,0,....
The g(i)'s in Proposition 3.3 which demonstrate the above outer con-
jugacies are as follows: (a) £(0) = eo; (b) g{0) = -e2, g(l) = eo; (c)
g(0)=λe0.
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