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The mod 2 equivariant cohomology algebras of configuration spaces are determined by means of the Dickson characteristic classes, which are derived from the modular invariants of the general linear groups $GL(n, \mathbb{Z}_2)$ and closely related to the Stiefel-Whitney classes.

**Introduction.** Let us consider the configuration space $F(\mathbb{R}^q, m) = \{(x_1, \ldots, x_m) : x_i \in \mathbb{R}^q, x_i \neq x_j \text{ if } i \neq j, 1 \leq i, j \leq m\}$ as a free $\mathfrak{S}_m$-space, where the action of the symmetric group $\mathfrak{S}_m$ of degree $m$ is given by permutations of the factors. As is well known, the limit of the spaces of orbits

$$F(\mathbb{R}^\infty, m)/\mathfrak{S}_m = \lim_{q \to \infty} F(\mathbb{R}^q, m)/\mathfrak{S}_m$$

becomes a classifying space of $\mathfrak{S}_m$. Meanwhile the limit

$$H^*(F(\mathbb{R}^q, \infty)/\mathfrak{S}_\infty; \mathbb{Z}_p) = \lim_{m \to \infty} H^*(F(\mathbb{R}^q, m)/\mathfrak{S}_m; \mathbb{Z}_p)$$

is equipped with the Hopf algebra structure introduced essentially by M. Nakaoka [12; §2] for $1 \leq q \leq \infty$. Here $\mathbb{Z}_p$ denotes the prime field of $p$ elements.

Let

$$J_{\text{odd}}(q) = \{(h_0, \ldots, h_{n-1}) \neq 0; n > 0, h_i \in \mathbb{Z}_+, h_0 + \cdots + h_{n-1} < q, \text{ there exists } j \text{ such that } h_j \text{ is odd}\}$$

for $1 \leq q \leq \infty$. Then, in [13], [15] for each $H = (h_0, \ldots, h_{n-1}) \in J_{\text{odd}}(\infty)$ we have introduced the universal Dickson characteristic class

$$W^H \in H^*(\mathfrak{S}_\infty; \mathbb{Z}_2) = \lim_{m \to \infty} H^*(\mathfrak{S}_m; \mathbb{Z}_2)$$

of degree $\dim(W^H) = \sum_{s=0}^{n-1} h_s(2^n - 2^s)$. Here we use the name of L. E. Dickson because these classes are related to his modular invariant theory as seen in [15]. We have proved the following.
Theorem A [13; 3.4], [15; 4.10]. As algebras we have

\[ H^*(\mathfrak{S}_\infty; \mathbb{Z}_2) = \mathbb{Z}_2[W^H; H \in J_{\text{odd}}(\infty)]. \]

A direct consequence of this theorem is the determination of the algebra \( H^*(\mathfrak{S}_m; \mathbb{Z}_2) \) for every \( m \) by means of the well-known Steenrod epimorphism \( H^*(\mathfrak{S}_\infty; \mathbb{Z}_2) \to H^*(\mathfrak{S}_m; \mathbb{Z}_2) \). Nakaoka [12], of course, computed \( H^*(\mathfrak{S}_\infty; \mathbb{Z}_2) \) as a Hopf algebra. Our result is a new description of the generators in the framework of the invariant theory.

The spaces \( F(\mathbb{R}^q, m) / \mathfrak{S}_m \) have been studied by many authors (cf. E. Fadell-L. Neuwirth [4], J. P. May [9], G. Segal [19], D. B. Fuks [5], F. Cohen [2], Huỳnh Mùi [7]) because of their deep relations to the symmetric groups, the iterated loop spaces and the homotopy of the spheres. In particular, F. R. Cohen ([2], p. 226–231, 237–243) gave a map \( \theta: F(\mathbb{R}^q, \infty) / \mathfrak{S}_\infty \to \Omega_0^q S^q \) which induces an isomorphism in homology as Hopf algebras. Moreover, Huỳnh Mùi in [7; 10.8] has computed the modules \( H^*(F(\mathbb{R}^q, m) / \mathfrak{S}_m; \mathbb{Z}_p) \) by use of H. Cartan's works on \( H^*(K(\mathbb{Z}, q); \mathbb{Z}_p) \) and the classical Steenrod decomposition theorem.

In the present paper, we shall determine the algebras

\[ H^*(F(\mathbb{R}^q, m) / \mathfrak{S}_m; \mathbb{Z}_p) \]

for \( p = 2 \) by means of Theorem A. For \( p > 2 \), these algebras will be studied in a subsequent paper by means of our result on the algebra \( H^*(\mathfrak{S}_\infty; \mathbb{Z}_p) \) (see [16, 16b for our result with \( p > 2 \), and 16c]). So from now on, the coefficient ring is always assumed to be \( \mathbb{Z}_2 \).

According to Huỳnh Mùi [7; 10.8], the canonical inclusion \( i(F, q): F(\mathbb{R}^q, \infty) / \mathfrak{S}_\infty \to F(\mathbb{R}^\infty, \infty) / \mathfrak{S}_\infty \) induces the epimorphism

\[ i^*(F, q): H^*(\mathfrak{S}_\infty) = H^*(F(\mathbb{R}^\infty, \infty) / \mathfrak{S}_\infty) \to H^*(F(\mathbb{R}^q, \infty) / \mathfrak{S}_\infty). \]

As we shall see later, for \( H \in J_{\text{odd}}(q) \)

(B) \quad \quad i^*(F, q)W^H \neq 0 \iff H \in J_{\text{odd}}(q).

Let us simply denote \( i^*(F, q)W^H \) by \( W^H \). Now we can state the main result of this paper as follows.

Theorem C. As algebras we get for \( 1 \leq q \leq \infty \)

\[ H^*(F(\mathbb{R}^q, \infty) / \mathfrak{S}_\infty) = \mathbb{Z}_2[W^H; H \in J_{\text{odd}}(q)] / ((W^H)^{2^{h(q, H)}}; H \in J_{\text{odd}}(q)). \]
Here

\[ h(q, H) = \min\{h \in \mathbb{N} ; 2^h(h_0 + \cdots + h_{n-1}) \geq q \} \]

for \( H = (h_0, \ldots, h_{n-1}) \).

For \( q = 2 \), this result was obtained by D. B. Fuks [5] and independently by G. Segal (see E. Brieskorn [1]). A result of this sort can also quickly be derived from [21], as the referee notes at the end of this introduction. However, it should be noted that the brief form [14] of this paper appeared exactly at the same time as [21]. Furthermore, our result which was derived from the invariant theory is much useful, for instance, in computing the action of the Steenrod algebra on the cohomology of configuration spaces, because it allows us to avoid the Nishida relations. (It is shown in [16c] and our subsequent paper.)

Again, by the Steenrod decomposition theorem we have the epimorphism \( H^*(F(\mathbb{R}^q, \infty)/\mathcal{G}_\infty) \rightarrow H^*(F(\mathbb{R}^q, m)/\mathcal{G}_m) \) (see Huỳnh Mùi [7; 3.2 and 10.8]). From this we determine the algebras \( H^*(F(\mathbb{R}^q, m)/\mathcal{G}_m) \) as an application of Theorem C.

We shall define the wreath product \( M(q, n) \) of projective spaces and imbed it in the space \( F(\mathbb{R}^q, 2^n)/\mathcal{G}_{2^n} \). As a consequence \( M(\infty, n) = \lim_{q \to \infty} M(q, n) \) is a classifying space of the Sylow 2-subgroup \( \mathcal{G}_{2^n,2} \) of the group \( \mathcal{G}_{2^n} \). Naturally we have the commutative diagram of restriction homomorphisms

\[
\begin{array}{ccc}
H^*(\mathcal{G}_{2^n}) & \longrightarrow & H^*(\mathcal{G}_{2^n,2}) \\
\downarrow & & \downarrow \\
H^*(F(\mathbb{R}^q, 2^n)/\mathcal{G}_{2^n}) & \longrightarrow & H^*(M(q, n)).
\end{array}
\]

By means of Dickson’s and Huỳnh Mùi’s invariant theories we shall prove

**Theorem D.** The restriction \( H^*(F(\mathbb{R}^q, 2^n)/\mathcal{G}_{2^n}) \rightarrow H^*(M(q, n)) \) is a monomorphism.

This is the main step in proving assertion (B) and implying Theorem C from Theorem A.

The paper is divided into four sections. In §1 we define the manifold \( M(q, n) \) and the embedding \( i(q, n): M(q, n) \to F(\mathbb{R}^q, 2^n)/\mathcal{G}_{2^n} \). Section 2 deals with the cohomology of \( M(q, n) \) following Steenrod’s
theory on cohomology of wreath products of finite groups. Particularly, we get a geometrical significance of Huỳnh Mùi's invariants by certain submanifolds of \( M(q, n) \). We prove Theorem D in §3 and Theorem C in §4.

The main results of this paper were announced in [14].

It is a pleasure for me to acknowledge here my deep gratitude to Professor Huỳnh Mùi, from whom I have received an inspiring guidance and a generous help in the proof as well as in the description of the results.

A comment on Theorem C.

R. Wellington [21] computes \( PH_*(\Omega_0^q S^q) \). Let \( \chi_i = Q_i[1]^*[-2], i > 0 \), and define Newton polynomials \( f_k \) by \( f_1 = x_1 \), and for \( k > 1, f_k = kx_k + \sum_{i=1}^{k-1} x_i f_{k-i} \).

Let \( I = (i_1, \ldots, i_k) \) be admissible, that is, \( 1 \leq i_1 \leq i_2 \leq \cdots \leq i_k < q \). \( I \) is said to be odd if some \( i_j \) is odd. Let \( \hat{f}_I = Q_I(f_k), \) with \( I = (J, i_k). \) Wellington shows that \( \{ \hat{f}_I : I \) is admissible and odd\} forms a basis for \( PH_*(\Omega_0^q S^q) \).

Let \( \{ \hat{f}_I^* \} \) be the dual basis of \( QH^*(\Omega_0^q S^q) \).

**Theorem.** One can lift the elements \( \hat{f}_I^* \) to \( H^*(\Omega_0^q S^q) \), in such a way that

\[
H^*(\Omega_0^q S^q) \cong \mathbb{Z}_2[\hat{f}_I^*]/(\hat{f}_I^*)^{\theta(I)}
\]

where \( \theta(I) \) is the smallest integer \( 2^m \) such that \( i_k 2^m > q - 1 \).

**Proof.** Let \( \xi: H_*(\Omega_0^q S^q) \rightarrow H_*(\Omega_0^q S^q) \) be the Verschiebung or squareroot map, as in [21, p. 26]. Then [21], Lemma 3.5 gives \( \xi(\chi_{2i}) = \chi_i, \xi(\chi_i) = 0 \)

If \( i \) is odd; and \( \xi(ab) = \xi(a)\xi(b) \). Given \( \hat{f}_I \), let \( y \) be the sum of monomials in the \( \chi_i \) gotten by multiplying all the subscripts by \( 2^{m-1} \). Thus \( \xi^{m-1}y = \hat{f}_I \). In his Lemma 3.5, Wellington shows that there is no \( z \) with \( \xi^m(z) = \hat{f}_I \), and the result follows.

1. The wreath products of projective spaces and the configuration spaces. Let \( S^q, 0 \leq q < \infty \), denote the unit sphere in the Euclid space \( \mathbb{R}^{q+1} \) with the base point

\[
* = \left( 1, 0, \ldots, 0 \right)
\]

We have the canonical base point preserving embeddings

\[
S^0 \subset S^1 \subset \cdots \subset S^q \subset \cdots
\]
Set

\[(S^\infty, \ast) = \lim_{q \to \infty} (S^q, \ast).\]

Let the cyclic group \(E\) of order 2 act on \(S^q\) by the antipodal map. We define the projective space \(\mathbb{P}^q\), \(0 \leq q \leq \infty\), by putting

\[\mathbb{P}^q = S^q / E \quad \text{for} \quad 0 \leq q < \infty, \quad \mathbb{P}^\infty = \lim_{q \to \infty} \mathbb{P}^q.\]

The image of the base point \(\ast\) of \(S^q\) under the canonical projection \(S^q \to \mathbb{P}^q\) is taken to be that of \(\mathbb{P}^q\).

Motivated by the Steenrod theory on cohomology of wreath products of finite groups (see Steenrod [20; VIII.3]), we have

1.1. DEFINITION. (i) Let \(K\) be a topological space with the base point \(\ast\). Let the group \(E\) act on \(K \times K\) by permutations of the factors. Then the quotient space \(K^2 \times S^q\), where \(E\) operates diagonally on \(K^2 \times S^q\), is called the wreath product of \(K\) by \(\mathbb{P}^q\) and denoted by \(K \wr \mathbb{P}^q\). The point \([\ast, \ast, \ast]\) is considered as the base point of \(K \wr \mathbb{P}^q\).

Obviously, the canonical projection \(K \wr \mathbb{P}^q \to \mathbb{P}^q\) is a splitting (i.e. having a cross section) fibre bundle with fibre \(K \times K\).

(ii) Let \(q\) be a natural number or \(\infty\). We define the \(n\)-iterated wreath product \(M(q, n)\) of projective spaces by induction as follows.

\[M(q, 0) = \{\ast\}, \quad \text{the space consisting of exactly one point,}\]

\[M(q, n) = M(q, n - 1) \int \mathbb{P}^{q-1} = \mathbb{P}^{q-1} \int \ldots \int \mathbb{P}^{q-1} (n \text{ times}).\]

Evidently, \(M(q, n)\) admits a natural structure of real analytic manifold. It is compact if \(q\) is finite. When \(q < q'\), we have the natural embedding \(M(q, n) \subset M(q', n)\) constructed via the inclusion \(S^q \subset S^{q'}\).

We are going to describe \(M(q, n)\) by the other way, which seems to be more useful later. Set

\[\widetilde{M}(q, 0) = \{\ast\}, \quad \widetilde{M}(q, n) = \widetilde{M}(q, n - 1)^2 \times S^{q-1}.\]

The action of \(\mathbb{S}^n_{2, \ast} = E \int \ldots \int E\) \((n \text{ times})\), the \(n\)-iterated wreath product of \(E\), on \(\widetilde{M}(q, n)\) will be defined by induction. Let the group \(\mathbb{S}^0_{2, \ast} = 1\) act trivially on \(\tilde{M}(q, 0)\). Suppose that we are given the action of \(\mathbb{S}^{n-1}_{2, \ast}\) on \(\widetilde{M}(q, n - 1)\), and then that of \(\mathbb{S}^n_{2, \ast} = \mathbb{S}^{n-1}_{2, \ast} \int E\) on \(\tilde{M}(q, n)\) is defined as follows. Let \(x, y \in \tilde{M}(q, n - 1)\),
\[ z \in S^{q-1}; \text{then} \quad (g, h)(x, y, z) = (gx, hy, z) \quad \text{for} \quad (g, h) \in \mathfrak{S}^2_{2n-1, 2} \subset \mathfrak{S}^2_{2n-1, 2} \int E = \mathfrak{S}^2_{2n}, 2, \quad t(x, y, z) = (y, x, -z) \quad \text{for} \quad t \quad \text{is the generator of} \quad E \subset \mathfrak{S}^2_{2n-1, 2} \int E. \quad \text{Notice that this is a free action. Further, we have} \]
\[ M(q, n) = \tilde{M}(q, n)/\mathfrak{S}^2_{2n, 2}. \]

To compute the fundamental group of \( M(q, n) \), we need

1.2. **Definition.** Let \( G \) be a group. By the mod 2 wreath product \( G \int \mathbb{Z} \) of \( G \) by \( \mathbb{Z} \) we mean the semi-direct product \((G \times G) \ltimes \mathbb{Z}\), where the generator of \( \mathbb{Z} \) acts on \( G \times G \) by permutation of the factors.

1.3. **Proposition.** We have isomorphisms
\[
\pi_1(M(q, n)) \cong \begin{cases} 
E \int \cdots \int E \ (n \text{ times}), & q > 2, \\
\mathbb{Z} \int_2 \cdots \int_2 \mathbb{Z} \ (n \text{ times}), & q = 2, \\
1 & q = 1. 
\end{cases}
\]

**Proof.** Let \( q > 1 \) and \( K \) be an arcwise connected space with base point. Let us consider the homotopy exact sequence of the fibre bundle \( K \int \mathbb{P}^q \to \mathbb{P}^q \):
\[
\cdots \to \pi_2(\mathbb{P}^2) \to \pi_1(K \times K) \to \pi_1(K \int \mathbb{P}^q) \to \pi_1(\mathbb{P}^q) \to \pi_0(K \times K) \to \cdots \\
\cdots \to 1 \to \pi_1(K) \times \pi_1(K) \to \pi_1(K \int \mathbb{P}^q) \to E \to 1.
\]

Since the fibre bundle \( K \int \mathbb{P}^q \to \mathbb{P}^q \) is splitting, then so is the above exact sequence. Further, via the split, the group \( \pi_1(\mathbb{P}^q) = E \) operates on the fibre \( \pi_1(E) \times \pi_1(E) \) by permutations of the factors. Hence, we obtain
\[
\pi_1 \left( K \int \mathbb{P}^q \right) = \pi_1(K) \int E.
\]
The first part of the proposition follows by induction on \( n \). The remaining parts are proved by similar argument using the fact that
\[
\pi_1(\mathbb{P}^1) \cong \mathbb{Z}, \quad \pi_1(\mathbb{P}^0) \cong 1.
\]
The proof is completed.

1.4. **Proposition.** \( M(\infty, n) \) and \( M(2, n) \) are respectively classifying spaces of the groups \( \mathfrak{S}^2_{2n}, 2 \) and \( \mathbb{Z} \int_2 \cdots \int_2 \mathbb{Z} \ (n \text{ times}) \).

**Proof.** Note that \( K \times K \times S^q \) is a covering space over \( K \int \mathbb{P}^q \). Hence by use of the homotopy exact sequence for the covering we have
\[
\pi_i \left( K \int \mathbb{P}^q \right) \cong \pi_i(K \times K \times S^q) \\
\cong \pi_i(K) \times \pi_i(K) \times \pi_i(S^q),
\]
for $i > 1$. From this, we obtain by induction on $n$
$$\pi_i(M(q, n)) \cong \pi_i(S^{q-1}) \times \cdots \times \pi_i(S^{q-1}) \ (2^n - 1 \text{ times}), \quad \text{for } i > 1.$$  
In particular, we have $\pi_i(M(\infty, n)) = \pi_i(M(2, n)) = 0$ for $i > 1$.

From 1.3 and these isomorphisms the proposition follows. Now is the time to construct the continuous embedding

$$i(q, n): M(q, n) \to F(\mathbb{R}^q, 2^n)/\mathbb{S}_2^n.$$  
To do this, we first define the embedding

$$\tilde{i}(q, n): \tilde{M}(q, n) \to F(\mathbb{R}^q, 2^n)$$

by induction on $n$ as follows. Remember that $S^{q-1}$ is always considered as the unit sphere in $\mathbb{R}^q$. We fix a positive constant $\epsilon < 1/3$.

The map $\tilde{i}(q, 0): \tilde{M}(q, 0) = \{\ast\} \to F(\mathbb{R}^q, 2^0) = \mathbb{R}^q$ is given by $i(q, 0)(\ast) = 0$. Suppose that the embedding

$$\tilde{i}(q, n - 1) = (\tilde{i}(q, n - 1)_1, \ldots, \tilde{i}(q, n - 1)_{2^n - 1}): \tilde{M}(q, n - 1) \to F(\mathbb{R}^q, 2^{n - 1})$$

has been defined, where $\tilde{i}(q, n - 1)_j$ denotes the $j$th factor of $\tilde{i}(q, n - 1)$. Then we define

$$\tilde{i}(q, n) = (\tilde{i}(q, n)_1, \ldots, \tilde{i}(q, n)_{2^n}): \tilde{M}(q, n) \to F(\mathbb{R}^q, 2^n)$$

by the formula

$$(1.5) \quad \tilde{i}(q, n)_j(x, y, z) = \begin{cases} \epsilon \tilde{i}(q, n - 1)_j(x) + z, & j \leq 2^{n-1}, \\ \epsilon \tilde{i}(q, n - 1)_{j-2^{n-1}}(y) - z, & j > 2^{n-1}, \end{cases}$$

for $(x, y, z) \in \tilde{M}(q, n - 1) \times \tilde{M}(q, n - 1) \times S^{q-1} = \tilde{M}(q, n)$. Since $\epsilon < 1/3$, it is easy to show that

$$\tilde{i}(q, n)_j(v) \neq \tilde{i}(q, n)_k(v) \quad \text{for } j \neq k, \ v \in \tilde{M}(q, n).$$

Hence, the map $\tilde{i}(q, n)$ is well defined. We have clearly

1.6. LEMMA. $\tilde{i}(q, n)$ is a continuous injection.

Proof. The continuity of $\tilde{i}(q, n)$ is implied easily from (1.5) by induction on $n$.

To show that $\tilde{i}(q, n)$ is an injection, we note the following simple property, which can also be proved by induction

$$(1.7) \quad \sum_{j=1}^{2^n} \tilde{i}(q, n)_j(v) = 0 \quad \text{for } v \in \tilde{M}(q, n).$$
Obviously, $i(q, 0)$ is injective. Suppose that so is $i(q, n - 1)$. Let $(x_k, y_k, z_k) \in \widetilde{M}(q, n)$ for $k = 1, 2$ such that

$$i(q, n)(x_1, y_1, z_1) = i(q, n)(x_2, y_2, z_2).$$

From this and (1.7) we have

$$z_1 = \frac{1}{2^{n-1}} \sum_{j=1}^{2^n-1} i(q, n)_j(x_1, y_1, z_1) = \frac{1}{2^{n-1}} \sum_{j=1}^{2^n-1} i(q, n)_j(x_2, y_2, z_2) = z_2.$$

This implies, by (1.5), that

$$i(q, n - 1)(x_1) = i(q, n - 1)(x_2), \quad i(q, n - 1)(y_1) = i(q, n - 1)(y_2).$$

Using the inductive hypothesis we obtain

$$x_1 = x_2, \quad y_1 = y_2.$$}

The lemma follows.

Let $q < \infty$. $i(q, n)$ is a continuous injection from the compact space $\widetilde{M}(q, n)$ into the Hausdorff space $F(\mathbb{R}^q, 2^n)$; then it is a homeomorphism between its domain and its image. Passing to the direct limit when $q \to \infty$, we observe that so is $i(\infty, n)$.

$i(q, n)\widetilde{M}(q, n)$ is not $\mathcal{G}_{2^n}$-invariant subspace of $F(\mathbb{R}^q, 2^n)$, but so is the following

$$\mathcal{G}\widetilde{M}(q, n) = \bigcup_{\sigma \in \mathcal{G}_{2^n}} \sigma i(q, n)\widetilde{M}(q, n) \subset F(\mathbb{R}^q, 2^n).$$

The map

$$\widetilde{M}(q, n)/\mathcal{G}_{2^n}, 2 \to \mathcal{G}\widetilde{M}(q, n)/\mathcal{G}_{2^n},$$

$$[v] \mapsto [i(q, n)v]$$

is clearly a homeomorphism. It induces the embedding

$$i(q, n): M(q, n) \to F(\mathbb{R}^q, 2^n)/\mathcal{G}_{2^n}. \quad (1.8)$$

When $q = 2$, the subspace $i(2, n)M(2, n)$ of $F(\mathbb{R}^2, 2^n)/\mathcal{G}_{2^n}$ has been used in Fuks [5] in another formulation.

We have the commutative diagram

$$\begin{array}{cccc}
M(q', n) & \xrightarrow{i(q', n)} & F(\mathbb{R}^{q'}, 2^n)/\mathcal{G}_{2^n} \\
\uparrow & & \\
M(q, n) & \xrightarrow{i(q, n)} & F(\mathbb{R}^q, 2^n)/\mathcal{G}_{2^n}
\end{array} \quad (1.9)$$
for \( q < q' \), where the vertical arrows are the natural embeddings.

Remember that, for \( q > 2 \), \( \pi_1(M(q, n)) = \mathbb{S}_2^n,2 \) (Proposition 1.3),

\[
\pi_1(F(\mathbb{R}^q, 2^n)/\mathbb{S}_2^n) = \mathbb{S}_2^n \quad (\text{see } [4]).
\]

Via these isomorphisms, we are going to describe the homomorphism

\[
i_\#(q, n): \pi_1(M(q, n)) \to \pi_1(F(\mathbb{R}^q, 2^n)/\mathbb{S}_2^n), \quad \text{for } q > 2.
\]

Let us consider \( \mathbb{S}_2^n \) as the symmetric group on (the point set of) the vector space \( \mathbb{Z}_2^n \) of dimension \( n \) over \( \mathbb{Z}_2 \). Let \( E_i, 1 \leq i \leq n \), denote the cyclic group of order 2 generated by the translation defined by the \( i \) th unit vector \( e_i \) of \( \mathbb{Z}_2^n \). The map \( i_\#(q, 0) \) is clearly the identity on the group 1. Suppose that \( i_\#(q, n - 1) \) has been known. Then, by (1.5), the homomorphism

\[
i_\#(q, n): \mathbb{S}_2^n,2 = \mathbb{S}_2^{n-1},2 \int E \to \mathbb{S}_2^n
\]
is described as follows.

\[
i_\#(q, n)|_{\mathbb{S}_2^{n-1},2} : \mathbb{S}_2^{n-1},2 \to \mathbb{S}_2^{n-1},2 \subseteq \mathbb{S}_2^n,
\]

\[
i_\#(q, n)|_E: E \approx E_n.
\]

So we obtain

\[
i_\#(q, n): \mathbb{S}_2^n,2 \approx E_1 \int E_2 \cdots \int E_n \subset \mathbb{S}_2^n.
\]

Via this injection, \( \mathbb{S}_2^n,2 \) becomes a Sylow 2-subgroup of \( \mathbb{S}_2^n \). Furthermore, we have the identification

\[
H^*(\mathbb{S}_2^n) \xrightarrow{\text{Res}(\mathbb{S}_2^n,2, \mathbb{S}_2^n)} H^*(\mathbb{S}_2^n,2)
\]

\[
H^*(F(\mathbb{R}^\infty, 2^n)/\mathbb{S}_2^n) \xrightarrow{i^*(\infty, n)} H^*(M(\infty, n)).
\]

As is well known, the restriction \( \text{Res}(\mathbb{S}_2^n,2, \mathbb{S}_2^n) \) is a monomorphism. In §3 we shall prove that so is \( i^*(q, n) \) for \( q \) finite.

2. Cohomology of wreath products of projective spaces. Suppose that the sphere \( S^q \) is endowed with the following CW-complex structure

\[
S^q = \bigcup_{k=0}^{q} (e_k \cup te_k),
\]

where

\[
e_k = \{ (x^1, \ldots, x^{k+1}, 0, \ldots, 0) \in S^q; x^{k+1} > 0 \},
\]

\[
te_k = \{ x \in S^q; tx \in e_k \},
\]
\( t \) is the generator of \( E \). Further, let \( K \) be a CW-complex. Then the product CW-structure on \( K^2 \times S^q \) is stable under the diagonal action of the group \( E \). This induces a CW-structure on \( K \int \mathbb{P}^q = K^2 \times_F S^q \).

Denote by \( C_*(K) \) the chain complex of \( K \) with integer coefficients. We have evidently

\[
C_* \left( K \int \mathbb{P}^q \right) = C_* (K^2 \times S^q) \otimes_E \mathbb{Z} = C_* (K)^2 \otimes_E C_* (S^q).
\]

In particular, \( M(q, n) \) is equipped with the natural CW-complex structure. Further we obtain

\[
C_* (M(q, n)) = C_* (M(q, n-1))^2 \otimes_E C_* (S^q).
\]

Note that, for \( q_1, q_2, \ldots, q_n < q \), the complex

\[
M_{q_1, \ldots, q_n} = \mathbb{P}^{q_1} \int \ldots \int \mathbb{P}^{q_n}
\]

is a subcomplex of \( M(q, n) \).

Now we recall the fundamental result

2.1. Theorem (Steenrod [20, VIII.3.4], May [8]). Let \( K \) be a complex, and \( H_*(K) \) the vector space over \( \mathbb{Z}_2 \) with the basis \( \{x_i; i \in I\} \), where \( I \) is a set ordered linearly. Set \( H_*(\mathbb{P}^{q-1}) = \bigoplus_{i=0}^{q-1} \mathbb{Z}_2 e_i \). Then \( H_*(K \int \mathbb{P}^{q-1}) \) is the vector space over \( \mathbb{Z}_2 \) with the basis consisting of all elements either of the forms (i), (ii) if \( q = \infty \), or of the forms (i), (ii), (iii) if \( q < \infty \) as follows.

(i) \( x_i^2 \otimes E e_j, \ i \in I, \ 0 \leq j < q \),
(ii) \( x_{i_1} \otimes x_{i_2} \otimes E e_0, \ i_1 < i_2, \ i_1, i_2 \in I \),
(iii) \( x_{i_1} \otimes x_{i_2} \otimes E (e_{q-1} + te_{q-1}), \ i_1 < i_2, \ t_1, i_2 \in I \).

Using this theorem with \( M(q, n-1) \) instead of \( K \) we may define

2.2. Definition. The Steenrod basis \( St(q, n) \) of the \( \mathbb{Z}_2 \)-module \( H_*(M(q, n)) \) is defined by induction on \( n \) as follows. Denote by \( St(q, 0) \) the basis of \( H_*(M(q, 0)) = H_*(\{\ast\}) = \mathbb{Z}_2 \cdot 1 \) consisting of exactly one vector 1. Suppose that we have had \( St(q, n-1) = \{x_1, x_2, \ldots\} \). Then the basis \( St(q, n) \) consists of all vectors either of the forms (i), (ii) if \( q = \infty \), or of the forms (i), (ii), (iii) if \( q < \infty \) as follows.

(i) \( x_i^2 \otimes E e_j, \ i = 1, 2, \ldots, \ 0 \leq j < q \),
(ii) \( x_{i_1} \otimes x_{i_2} \otimes E e_0, \ i_1 < i_2 \),
(iii) \( x_{i_1} \otimes x_{i_2} \otimes E (e_{q-1} + te_{q-1}), \ i_1 < i_2 \).
Since the homotopy commutativity of the "multiplication"

\[(2.3) \quad \phi_{n-1} : M(q, n-1) \times M(q, n-1) \to M(q, n), \quad (x, y) \to [(x, y, *))]\]

it implies that \(\text{St}(q, n)\) does not depend on the order given in \(\text{St}(q, n-1)\).

\(H_*(M(q, n))\) contains the "stable" subspace \(S(q, n)\) and the "unstable" one \(U(q, n)\) with respect to increasing dimension \(q\). They are defined by induction as follows.

Set \(S(q, 0) = \text{St}(q, 0) = \{1\}\). Suppose we are given \(S(q, n-1) = \{v_1, v_2, \ldots\}\). Then \(S(q, n)\) is the subset of \(\text{St}(q, n)\) consisting of all elements of the forms (i), (ii) given in Definition 2.2, in which we put \(y_1, y_2, y_3 \in S(q, n-1)\) instead of \(x_i, x_1, x_2\) respectively. Set \(S(q, n) = \text{St}(q, n) \setminus S(q, n)\). Denote by \(S(q, n), U(q, n)\) the vector subspaces of \(H_*(M(q, n))\) spanned by \(S(q, n)\) and \(U(q, n)\) respectively. We have

\(H_*(M(q, n)) = S(q, n) \oplus U(q, n).\)

Let \(i_*(M, q) : H_*(M(q, n)) \to H_*(M(\infty, n))\) be the homomorphism induced by the canonical embedding \(i(M, q) : M(q, n) \to M(\infty, n)\). From 2.1 we observe that \(i_*(M, q)U(q, n) = 0\) and \(i_*(q, n)|_{S(q, n)}\) is injective. Further, we have

\[(2.4) \quad i_*(M, q)S(q, n) = \text{Span}\{x \in \text{St}(\infty, n) : h(x) < q\}.\]

Here the height function \(h : \text{St}(\infty, n) \to \mathbb{Z}\) is defined by induction on \(n\) by the formulae

\[h(1) = 0,\]
\[h(x_i^2 \otimes_E e_j) = \max\{h(x_i), j\},\]
\[h(x_i \otimes x_i \otimes_E e_0) = \max\{h(x_i), h(x_i)\},\]

for \(x_i, x_i, x_i \in \text{St}(\infty, n - 1)\).

From now on, for each cell complex \(K\) we denote its chain complex \(C_*(K)\) also by \(K\).

According to Steenrod [20; V.5.1] we have the \(E\)-equivariant chain map

\[d_{q,1} : \tilde{M}(q, 1) \to \tilde{M}(q, 1) \otimes \tilde{M}(q, 1),\]
\[d_{q,1}(e_k) = \sum_{i=0}^{k} (-1)^{i(k-i)} e_i \otimes t^i e_{k-i} \quad \text{for } k < q.\]

(Recall that \(\tilde{M}(q, 1) = S^{p-1}\).)
We obtain the following well-known result (see Nakaoka [12; 3.3] in the case of $q = \infty$).

2.5. **Proposition.** The diagonal approximation $\Delta_{q,n}: M(q, n) \to M(q, n) \otimes M(q, n)$ is computed by induction as follows.

\[
\Delta_{q,n}(e_n) = \sum_{i=0}^{k} (-1)^i (k-i) e_i \otimes e_{k-i} \quad \text{for } k < q.
\]

\[
\Delta_{q,n} = \tau(\Delta_{q,n-1}^2 \otimes E d_{q,1}) \quad \text{as seen in the diagram}
\]

\[
\begin{array}{ccc}
M(q, n) &=& M(q, n - 1)^2 \otimes E \tilde{M}(q, 1) \\
\downarrow \Delta_{q,n-1}^2 \otimes E d_{q,1} && \Delta_{q,n} \Rightarrow M(q, n)^2 \\
M(q, n - 1)^4 \otimes E \times E \tilde{M}(q, 1)^2 && \tau(\tilde{M}(q, n - 1)^2 \otimes E \tilde{M}(q, 1)^2).
\end{array}
\]

Here $\tau$ is the chain map twisting two sets of 3 factors.

**Proof.** According to Nakaoka [12; 3.3] the map $d_{\infty,n}: \tilde{M}(\infty, n) \to \tilde{M}(\infty, n)^2$ defined by the inductive formula $d_{\infty,n} = \tau(d_{\infty,n-1}^2 \otimes d_{\infty,1})$ is an $\mathcal{S}_{2^n, 2}$-equivariant chain map. Hence

\[
d_{q,n} = d_{\infty,n} \mid \tilde{M}(q,n): \tilde{M}(q, n) \to \tilde{M}(q, n)^2
\]

is also an $\mathcal{S}_{2^n, 2}$-equivariant chain map satisfying the formula

(2.6) \[
d_{q,n} = \tau(d_{q,n-1}^2 \otimes d_{q,1}).
\]

It is easy to verify that $\tilde{M}(q, n)$ is a regular $\mathcal{S}_{2^n, 2}$-free complex and $d_{q,n}$ is carried by the $\mathcal{S}_{2^n, 2}$-equivariant acyclic diagonal carrier $C(\sigma) = \bar{\sigma} \times \bar{\sigma}$, where $\sigma$ denotes a cell of $\tilde{M}(q, n)$ and $\bar{\sigma}$ is the closure of $\sigma$. Thus $d_{q,n}$ induces the diagonal approximation $\Delta_{q,n}$ of $M(q, n)$ (see e.g. Steenrod [20; V.4.1]). From (2.6) and the definition of $d_{q,1}$ we get the formulas for computing $\Delta_{q,n}$ given in the proposition. The proof is completed.

We denote by $\mathcal{M}(q, n)$, $\mathcal{M}^\perp(q, n)$ the $\mathbb{Z}_2$-submodules of $H_*(M(q, n))$ generated respectively by $\mathcal{M}(q, n)$ and $\mathcal{M}^\perp(q, n)$, which are defined by induction as follows.

\[
\mathcal{M}(q, 0) = \text{St}(q, 0),
\]

\[
\mathcal{M}(q, n) = \{x^2 \otimes E e_j; x \in \mathcal{M}(q, n - 1), 0 \leq j < q\} \subset \text{St}(q, n),
\]

\[
\mathcal{M}^\perp(q, n) = \text{St}(q, n) \setminus \mathcal{M}(q, n).
\]

So we get

\[
H_*(M(q, n)) = \mathcal{M}(q, n) \oplus \mathcal{M}^\perp(q, n).
\]
Define by induction for \( q_1, \ldots, q_n < q \)
\[
m_{q_1, \ldots, q_n} = m_{q_1, \ldots, q_{n-1}}^2 \otimes e_{q_n}.
\]
It is easily seen that \( m_{q_1, \ldots, q_n} \) is the unique cell of highest dimension in the subcomplex \( M_{q_1, \ldots, q_n} = \mathbb{P}^d \cdots \mathbb{P}^d \) of \( M(q, n) \). Thus \( m_{q_1, \ldots, q_n} \) is the fundamental class of the submanifold \( M_{q_1, \ldots, q_n} \) in the manifold \( M(q, n) \). Obviously we have
\[
\mathcal{M}(q, n) = \{ m_{q_1, \ldots, q_n} ; \ 0 \leq q_1, \ldots, q_n < q \}.
\]
By a simple computation based on Proposition 2.5 we obtain easily

2.7. Lemma. The comultiplication \( \Delta \) of the coalgebra \( H^*(M(q, n)) \) satisfies the formulas

(i) \[
\Delta(m_{q_1, \ldots, q_n}) = \sum_{r_i + s_i = q_i} m_{r_1, \ldots, r_n} \otimes m_{s_1, \ldots, s_n}
\]
for \( 0 \leq q_i, \ r_i, \ s_i < q, \ 1 \leq i \leq n. \)

(ii) \[
\Delta \mathcal{M}^\perp(q, n) \subset H^*(M(q, n)) \otimes \mathcal{M}^\perp(q, h)
+ \mathcal{M}^\perp(q, n) \otimes H^*(M(q, n)).
\]

As a consequence, we have the following proposition essentially due to Steenrod [20], Nakaoka [12].

2.8. Proposition (cf. [6], [12]).
\[
H^*(M(q, n)) = \mathcal{M}^\perp(q, n)^* \oplus \mathcal{M}(q, n)^*,
\]
where \( \mathcal{M}^\perp(q, n)^* \) is an ideal and \( \mathcal{M}(q, n)^* \) is a subalgebra. Here \( * \) denotes the dual defined by the Steenrod basis.

Now we study the structure of the algebra \( \mathcal{M}(q, n)^* \). Set
\[
\overline{V}_{n, s} = m_{0, \ldots, 0, 1, 0, \ldots, 0}^{n-s, s} \in H^*(M(q, n)), \quad \text{for } 1 \leq s \leq n, \ q \geq 1.
\]
According to Lemma 2.7 we have in \( H^*(M(q, n)) \)
\[
(2.9) \quad m_{q_1, \ldots, q_n}^* = \overline{V}_{n, 1}^{q_n} \cdots \overline{V}_{n, n}^{q_1},
\]
for \( q_1, \ldots, q_n < q \). Clearly, the algebra \( \mathcal{M}(\infty, n)^* \) has the following simple structure
\[
\mathcal{M}(\infty, n)^* = \mathbb{Z}_2[\overline{V}_{n, 1}, \ldots, \overline{V}_{n, n}].
\]
The natural embedding \( M(q, \eta) \subset M(\infty, n) \) induces the surjection of algebras \( \mathcal{M}(\infty, n)^* \to \mathcal{M}(q, n)^* \), whose kernel is

\[
\text{Span}\{m_{q_1}, \ldots, q_n : h(m_{q_1}, \ldots, q_n) = \max\{q_1, \ldots, q_n\} \geq q\}.
\]

This coincides with the ideal

\[
(V_n^q, \ldots, V_n^q) \quad \text{of} \quad \mathbb{Z}_2[V_n, \ldots, V_n].
\]

By the above discussion, we get

2.10. **Theorem.** There is an isomorphism of algebras

\[
\mathcal{M}(q, n)^* \cong \mathbb{Z}_2[V_n, \ldots, V_n]/(V_n^q, \ldots, V_n^q).
\]

For latter use, we recall Huỳnh Mũi's result on the homomorphism

\[
H^*(M(\infty, n)) \to H^*(\mathbb{P}_1^\infty \times \cdots \times \mathbb{P}_n^\infty).
\]

Let \( \mathbb{P}_k^\infty \), for \( k = 1, \ldots, n \), be the real projective space of infinite dimension. It is easily seen that

\[
\mathbb{P}_1^\infty \times \cdots \times \mathbb{P}_n^\infty = BE^n.
\]

\( \mathbb{P}_k^\infty \) has been equipped with the CW-complex structure as noted at the beginning of §2. It has exactly one cell \( e_i^k \) in each dimension \( i \), for \( 0 \leq i < \infty \). Further, we have

\[
H_* (\mathbb{P}_k^\infty) = \bigoplus_{i=0}^{\infty} \mathbb{Z}_2 \cdot e_i^k.
\]

Let \( y_k \in H^*(\mathbb{P}_k^\infty) \) be the dual element of \( e_i^k \in H_*(\mathbb{P}_k^\infty) \) via the basis \( \{e_i^k : 0 \leq i < \infty\} \). As it is well known, we get

\[
H^*(E^n) = H^*(\mathbb{P}_1^\infty \times \cdots \times \mathbb{P}_n^\infty) = \mathbb{Z}_2[y_1, \ldots, y_n].
\]

We define the injection \( i_n : E^n \to \mathcal{S}_{2^n} \) by induction as follows.

\[
i_1 = \text{id}_{E^1} : E^1 \to \mathcal{S}_{2,2} = E^1,
\]

\[
i_n : E^n = E^{n-1} \times E \to \mathcal{S}_{2^n,2} = \mathcal{S}_{2^{n-1},2} \int E,
\]

\[
(a, b) \mapsto (i_{n-1}a, i_{n-1}a; b),
\]

for \( a \in E^{n-1}, b \in E \).
The homomorphism \( i_n \) induces the homotopy class of the map of classifying spaces \( d_n: \mathbb{P}^\infty \times \cdots \times \mathbb{P}^\infty_n \to M(\infty, n) \) which is constructed also by induction.

\[
d_1 = \text{id}: \mathbb{P}^\infty_1 \to M(\infty, 1) = \mathbb{P}^\infty_1,
\]

\[
d_n: \mathbb{P}^\infty_1 \times \cdots \times \mathbb{P}^\infty_n \to M(\infty, n) = M(\infty, n - 1) \int \mathbb{P}^\infty_n,
\]

\[(a, b) \mapsto (d_{n-1}a, d_{n-1}a; b),\]

for \( a \in \mathbb{P}^\infty_1 \times \cdots \times \mathbb{P}^\infty_{n-1}, b \in \mathbb{P}^\infty_n \). So we obtain the identification

\[
\begin{array}{ccc}
H^*(\mathbb{S}^2_n) & \xrightarrow{\text{Res}(E^n, \mathbb{S}^2_n)} & H^*(E^n) \\
\downarrow & & \downarrow \\
H^*(M(\infty, n)) & \xrightarrow{d_n^*} & H^*(\mathbb{P}^\infty_1 \times \cdots \times \mathbb{P}^\infty_n).
\end{array}
\]

Under this, we set

\[
V_{n,s} = d_n^*V_{n,s} = \text{Res}(E^n, \mathbb{S}^2_n)\overline{V}_{n,s}, \quad 1 \leq s \leq n.
\]

The following allows us to compute \( V_{n,s} \) by induction.

2.11. **Proposition.** Let \( d^* = \text{Res}(E^n, E^{n-1} \int E) \), and let \( P: H^*(E^{n-1}) \to H^*(E^{n-1} \int E) \) be the Steenrod map (see [20; VII.2]). Then we have

\[
d^*_n m_{q_1, \ldots, q_{n-1}, 0} = d^* Pd_{n-1}^* m_{q_1, \ldots, q_{n-1}}.
\]

Particularly, we get \( V_{n,s} = d^* P V_{n-1,s-1} \) for \( 1 < s \leq n \). Meanwhile \( V_{n,1} = y_n \).

**Proof.** We recall that

\[
m_{q_1, \ldots, q_{n-1}, 0} = m_{q_1, \ldots, q_{n-1}}^2 \otimes_E e_0.
\]

Passing it to the dual, from the definition of the map \( P \), we obtain

(2.12) \[
m_{q_1, \ldots, q_{n-1}, 0}^* = P m_{q_1, \ldots, q_{n-1}}^*.
\]

On the other hand, we have the commutative diagram

\[
\begin{array}{ccc}
H^*(\mathbb{S}^2_{n-1}, 2) & \xrightarrow{\text{Res}} & H^*(\mathbb{S}^2_{n}, 2) \\
\downarrow d_{n-1}^* & & \downarrow \text{Res} \\
H^*(E^{n-1}) & \xrightarrow{P} & H^*(E^{n-1} \int E) \xrightarrow{d_n^*} \text{Res} \\
& & \downarrow \text{Res} \\
& & H^*(E^n).
\end{array}
\]

So we get

\[
d^*_n m_{q_1, \ldots, q_{n-1}, 0} = d^*_n P m_{q_1, \ldots, q_{n-1}}^* = d^* P d_{n-1}^* m_{q_1, \ldots, q_{n-1}}^*.
\]
Apply this formula with
\[(q_1, \ldots, q_{n-1}, 0) = (0, \ldots, 0, 1, 0, \ldots, 0)\]
to obtain
\[V_{n,s} = d^* PV_{n-1,s-1} \quad \text{for } 1 < s \leq n.\]

At last, we note that
\[m_{0,\ldots,0,1}^n = m_{0,\ldots,0}^{n-1} \otimes e_1 = 1^2 \otimes_E e_1.\]

Hence, we have
\[m_{0,\ldots,0,1}^n = P(1) \otimes y_n.\]

Since \(d_n^*\) is a homomorphism of \(H^*(E)\)-modules, we obtain
\[V_{n,1} = d_n^* m_{0,\ldots,0,1}^n = d_n^* (P(1) \otimes y_n) = y_n.\]

This completes the proof.

In principle, Proposition 2.11 allows us to determine completely \(V_{n,s}\) as a polynomial of \(y_1, \ldots, y_n\). But, it is rather difficult to realize the direct computation. To overcome this difficulty, we need the following well-known fact. Let \(G\) be a finite group and \(S\) a subgroup of \(G\). The Weyl group \(W_G(S) = N_G(S)/C_G(S)\) of \(S\) in \(G\) operates on \(H^*(S)\) by the adjoint isomorphisms. We have (see e.g. Steenrod [20; V.7])
\[\text{Im}[\text{Res}(S, G) : H^*(G) \to H^*(S)] \subset H^*(S)^{W_G(S)}.\]

In [6; II.5] Huỳnh Mũi showed that
\[W = W_{S_n,2}(E^n) = \text{GL}_{n,2},\]
\[H^*(E^n)^W = \mathbb{Z}_2[y_1, \ldots, y_n]^{\text{GL}_{n,2}}.\]

Here \(\text{GL}_{n,2}\) denotes the subgroup of \(\text{GL}(n; \mathbb{Z}_2)\) consisting of all lower triangular matrices with 1 in the diagonal entries, and the group \(\text{GL}(n, \mathbb{Z}_2)\) acts canonically on \(\mathbb{Z}_2[y_1, \ldots, y_n]\).

Note that \(V_{n,s}\) is an invariant under the action of \(\text{GL}_{n,2}\) (since \(V_{n,s} \in \text{Im Res}(E^n, S_n, 2)\)) and contains \(y_{n-s+1}\) as a factor (according to 2.11). So we obtain (see Huỳnh Mũi [6; II.5.4])
\[(2.14) \quad V_{n,s} = \prod_{\lambda \in \mathbb{Z}_2} (\lambda_1 y_n + \cdots + \lambda_{s-1} y_{n-s+2} + y_{n-s+1}).\]
This implies directly that \( V_{n,1}, \ldots, V_{n,s} \) are algebraically independent (see also [6; I.3.4]).

2.15. **Definition.** The injection of modules \( \alpha: \mathbb{Z}[V_{n,1}, \ldots, V_{n,n}] \to H^*(S^2, 2) \) is defined by
\[
\alpha(V_{n,1}^{q_1} \cdots V_{n,n}^{q_n}) = m_{q_1, \ldots, q_n}.
\]
From (2.9), \( \alpha \) is a homomorphism of graded algebras.

2.16. **Proposition** (Huỳnh Mùi [6; II.5.2]). We have the exact sequence of algebras which is splitting via the homomorphism \( \alpha \)
\[
0 \to \mathcal{M}^0(\infty, n)^* \to H^*(S^2, 2)^d_n \to \mathbb{Z}[V_{n,1}, \ldots, V_{n,n}] \to 0,
\]
where \( j \) denotes the natural embedding.

3. The monomorphisms \( i^*(q, n) \). The purpose of this section is to prove

3.1. **Theorem.** \( i^*(q, n): H^*(F(R^q, 2^n)/\mathcal{G}_n) \to H^*(M(q, n)) \) is a monomorphism for \( q \geq 1, n \geq 0 \).

At first, we recall some things about the (Hopf) algebra
\[
H_*(F(R^q, \infty)/\mathcal{G}_\infty).
\]
For a finite positive integer \( q \), we define the embeddings
\[
l_m: F(R^q, m)/\mathcal{G}_m \to F(R^q, m + 1)/\mathcal{G}_{m+1},
\]
\[
[(x_1, \ldots, x_m)] \mapsto [(x_1, \ldots, x_m, x)],
\]
where
\[
x = \frac{1}{m} \sum_{i=1}^{m} x_i - \left( R + 1, 0, \ldots, 0 \right), \quad R = \max_k \left\| x_k - \frac{1}{m} \sum_{i=1}^{m} x_i \right\|.
\]
Here and in what follows, \( \| \cdot \| \) denotes the Euclid metric in \( \mathbb{R}^q \).
(Compare with Fuks [5], when \( q = 2 \).) Via these embeddings, we set
\[
F(R^q, \infty)/\mathcal{G}_\infty = \lim_{m} F(R^q, m)/\mathcal{G}_m.
\]
Let us consider in this space a product induced by the maps
\[
(3.3) \quad \mu_{m,n}: F(R^q, m)/\mathcal{G}_m \times F(R^q, n)/\mathcal{G}_n \to F(R^q, m + n)/\mathcal{G}_{m+n},
\]
\[
[(x_1, \ldots, x_m)] \times [(y_1, \ldots, y_n)]
\]
\[
\mapsto [(x_1, \ldots, x_m, y_1 + z, \ldots, y_n + z)],
\]
where

\[
z = \frac{1}{m} \sum_{i=1}^{m} x_i - \frac{1}{n} \sum_{j=1}^{n} y_i - \left( R_1 + R_2 + 1, 0, \ldots, 0 \right),
\]

\[
R_1 = \max_k \left\| x_k - \frac{1}{m} \sum_{i=1}^{m} x_i \right\|, \quad R_2 = \max_k \left\| y_k - \frac{1}{n} \sum_{j=1}^{n} y_i \right\|.
\]

(Compare to Fuks [5] when \( q = 2 \).)

\( F(\mathbb{R}^q, \infty)/\mathcal{S}_\infty \) equipped with this product is not an \( H \)-space. However, \( H_*(F(\mathbb{R}^q, \infty)/\mathcal{S}_\infty) \) is a Hopf algebra (see [10, §5]). The direct limits when \( q \to \infty \) of the systems of map (3.2), (3.3) belong to the homotopy classes of maps on classifying spaces induced respectively by the canonical injections

\[
\mathcal{S}_m \to \mathcal{S}_{m+1}, \quad \mathcal{S}_m \times \mathcal{S}_n \to \mathcal{S}_{m+n}.
\]

Hence, \( H_*(F(\mathbb{R}^q, \infty)/\mathcal{S}_\infty) \) is a Hopf subalgebra of the Hopf algebra \( H_*(F(\mathbb{R}^\infty, \infty)/\mathcal{S}_\infty) = H_*(\mathcal{S}_\infty) \) introduced by Nakaoka in [12, §2]. The structure of this Hopf algebra will be studied in §4.

Besides this, the algebra \( H_*(F(\mathbb{R}^q, \infty)/\mathcal{S}_\infty) \) is equipped with the multiplicity such that

\[
m H_*(F(\mathbb{R}^q, \infty)/\mathcal{S}_\infty) = H_*(F(\mathbb{R}^q, m)/\mathcal{S}_m, F(\mathbb{R}^q, m-1)/\mathcal{S}_{m-1})
\]

(see e.g. Nguyễn H. V. Hung [15; §2]). The reader who is not familiar with the notion of “algebra with multiplicity” can refer to T. Nakamura [11]. For such an algebra \( A = \bigoplus_{n \geq 0} nA \), we set

\[
A(m) = \bigoplus_{n \leq m} nA.
\]

Particularly, we have

\[
H_*(F(\mathbb{R}^q, \infty)/\mathcal{S}_\infty)(m) = H_*(F(\mathbb{R}^q, m)/\mathcal{S}_m).
\]

Let

\[
N_{k_0, \ldots, k_{n-1}} \in H_*(F(\mathbb{R}^q, \infty)/\mathcal{S}_\infty), \quad k_0, \ldots, k_{n-1} \geq 0,
\]

be the Nakamura elements [15; §2]. These are of multiplicity \( 2^n \). Then we have (see [15; 2.15]).

3.4. Theorem (Nakamura [11], May [10], Huỳnh Mùi [7]).

(i) Let \( q > 0 \) and

\[
J^+(q) = \left\{ K = (k_0, \ldots, k_{n-1}); n > 0, k_0 > 0, k_i \in \mathbb{Z}_+, \sum_{i=0}^{n-1} k_i < q \right\}.
\]
Then $H_*(F(\mathbb{R}^q, \infty)/\mathcal{G}_\infty) = \mathbb{Z}_2[N_K; K \in J^+(q)]$ as algebras with multiplicity. So we have $H_*(F(\mathbb{R}^q, m)/\mathcal{G}_m) = \mathbb{Z}_2[N_K; K \in J^+(q)](m)$, for $0 \leq m \leq \infty$. In other words, $H_*(F(\mathbb{R}^q, m)/\mathcal{G}_m)$ has the $\mathbb{Z}_2$-basis consisting of all monomials in $\mathbb{Z}_2[N_K; K \in J^+(q)]$ of multiplicities $\leq m$. This is called the Nakamura basis.

(ii) The homomorphism

$$i_*(F, q): H_*(F(\mathbb{R}^q, \infty)/\mathcal{G}_\infty) \to H_*(F(\mathbb{R}^\infty, \infty)/\mathcal{G}_\infty)$$

induced by the canonical embeddings $F(\mathbb{R}^q, m) \subset F(\mathbb{R}^\infty, m)$, $0 \leq m < \infty$, is an injection. It sends $N_K$ to the element denoted by the same notation $N_K$ for $K \in J^+(q)$.

On the other hand, let $\rho_{2^n} : \mathcal{G}_{2^n} \to O(2^n)$ denote the natural representation of the symmetric group $\mathcal{G}_{2^n}$ in the orthogonal group $O(2^n)$. As is well known:

$$H^*(O(2^n)) = \mathbb{Z}_2[W_1, \ldots, W_{2^n}],$$

where $W_i$ denotes the $i$th universal Stiefel-Whitney class (of dimension $i$). We define the $(2^n - 2^s)$th Stiefel-Whitney class of $\rho_{2^n}$ by putting

$$W_{n,s} = \rho_{2^n}^*(W_{2^n - 2^s}) \in H^*(\mathcal{G}_{2^n}), \quad 0 \leq s < n.$$

Further, we set

$$\overline{Q}_{n,s} = \text{Res}(\mathcal{G}_{2^s}, \mathcal{G}_{2^n})W_{n,s} \in H^*(\mathcal{G}_{2^n}), \quad 0 \leq s < n.$$

3.5. PROPOSITION. Let

$$i(M, q): M(q, n) \to M(\infty, n),$$
$$i(\infty, n): M(\infty, n) \to F(\mathbb{R}^\infty, 2^n)/\mathcal{G}_{2^n}$$

be the well-known embeddings. Then we have

$$i^*(M, q)i^*(\infty, n)\text{Ker Res}(\mathcal{G}_{2^{n-1}}, \mathcal{G}_{2^n})$$

$$= \overline{Q}_{n,0}\mathbb{Z}_2[\overline{Q}_{n,0}, \ldots, \overline{Q}_{n,n-1}]/I(\overline{Q}, q).$$

Here $I(\overline{Q}, q)$ denotes the ideal of $\overline{Q}_{n,0}\mathbb{Z}_2[\overline{Q}_{n,0}, \ldots, \overline{Q}_{n,n-1}]$ generated by monomials of degree $q$.

The proof of this proposition will be given in the end of the section. Now using this result we prove the main theorem of this section.

Proof of Theorem 3.1. The proof proceeds by induction on $n$. Obviously, $i^*(q, 0): H^*(\mathbb{R}^q) \to H^*(\{\})$ is a monomorphism. Suppose
that so is $i^*(q, n - 1)$. By means of (2.3), (3.3) and the definition of $i(q, n)$ we have the homotopy commutative diagram

$$
\begin{array}{ccc}
F(\mathbb{R}^q, 2^n)/\mathbb{S}_2^n & \xrightarrow{\varphi = \varphi_{n-1}} & (F(\mathbb{R}^q, 2^{n-1})/\mathbb{S}_{2^{n-1}})^2 \\
\uparrow i(q, n) & & \uparrow i(q, n - 1)^2 \\
M(q, n) & \xleftarrow{\mu = \mu_{n-1, 2^{n-1}}} & M(q, n - 1)^2.
\end{array}
$$

So we get the commutative diagram in which each row is exact (according to 2.1 and 3.4)

$$
\begin{array}{ccc}
0 & \rightarrow & \text{Ker} \mu^* \\
& \downarrow i^*(q, n) & \downarrow i^*(q, n) \\
H^*(F(\mathbb{R}^q, 2^n)/\mathbb{S}_2^n) & \xrightarrow{\phi^*} & H^*(F(\mathbb{R}^q, 2^{n-1})/\mathbb{S}_{2^{n-1}})^2 \\
& \downarrow i^*(q, n - 1)^2 & \\
H^*(M(q, n)) & \xrightarrow{\varphi^*} & H^*(M(q, n - 1))^2 \\
& \rightarrow & 0.
\end{array}
$$

(3.6)

By the inductive hypothesis,

$$
i^*(q, n - 1)^2 = i^*(q, n - 1) \otimes i^*(q, n - 1)
$$

is an injection. According to the 5-lemma, to prove Theorem 3.1, we need only to show that $i^*(q, n)\big|_{\text{Ker} \mu^*}$: Ker $\mu^* \rightarrow$ Ker $\varphi^*$ is a monomorphism.

Let us consider the commutative diagram

$$
\begin{array}{ccc}
H^*(F(\mathbb{R}^\infty, 2^n)/\mathbb{S}_2^n) & \xrightarrow{\text{Res}(\mathbb{S}_{2^{n-1}}, \mathbb{S}_2^n)} & H^*(F(\mathbb{R}^\infty, 2^{n-1})/\mathbb{S}_{2^{n-1}})^2 \\
\downarrow i^*(F, q) & & \downarrow i^*(F, q)^2 \\
H^*(F(\mathbb{R}^q, 2^n)/\mathbb{S}_2^n) & \xrightarrow{\mu^*} & H^*(F(\mathbb{R}^q, 2^{n-1})/\mathbb{S}_{2^{n-1}})^2,
\end{array}
$$

where the vertical arrows are induced from the canonical embeddings $F(\mathbb{R}^q, m) \rightarrow F(\mathbb{R}^\infty, m)$ for $m = 2^{n-1}, 2^n$. By means of Theorem 3.4 and the definition of the algebra structure on $H_*(F(\mathbb{R}^q, \infty)/\mathbb{S}_\infty)$ we have

- $\text{Ker Res}(\mathbb{S}_{2^{n-1}}, \mathbb{S}_2^n) = \text{Span}\{N_{k_0, \ldots, k_{n-1}}^*; k_0 > 0\}$,
- $\text{Ker} \mu^* = \text{Span}\{N_{k_0, \ldots, k_{n-1}}^*; (k_0, \ldots, k_{n-1}) \in J^+(q)\}$
  $= i^*(F, q) \text{Span}\{N_{k_0, \ldots, k_{n-1}}^*; k_0 > 0\}$
  $= i^*(F, q) \text{Ker Res}(\mathbb{S}_{2^{n-1}}, \mathbb{S}_2^n)$. 


From Proposition 3.5 and the commutative diagram

\[
\begin{align*}
H^*(F(\mathbb{R}^\infty, 2^n)/\mathbb{S}_2^n) & \xrightarrow{i^*(\infty, n)} H^*(M(\infty, n)) \\
\downarrow i^*(F, q) & \quad \downarrow i^*(M, q) \\
H^*(F(\mathbb{R}^q, 2^n)/\mathbb{S}_2^n) & \xrightarrow{i^*(q, n)} H^*(M(q, n))
\end{align*}
\]

it implies that the following is an epimorphism

\[i^*(q, n)|_{\text{Ker} \mu^*} : \text{Ker} \mu^* \to \overline{Q}_{n,0} \mathbb{Z}_2[\overline{Q}_{n,0}, \ldots, \overline{Q}_{n,n-1}]/I(\overline{Q}, q).\]

Note that the domain and the image of this epimorphism are isomorphic to each other as graded modules of finite type over \(\mathbb{Z}_2\) via the formal correspondence

\[
N_{k_0, \ldots, k_{n-1}}^* \leftrightarrow \overline{Q}_{n,0}^{k_0} \cdots \overline{Q}_{n,1-1}^{k_{n-1}} \quad \text{for} \quad k_0 > 0, \quad \sum_{i=0}^{n-1} k_i < q.
\]

Hence, the above epimorphism is an isomorphism. As a consequence, \(i^*(q, n)|_{\text{Ker} \mu^*} : \text{Ker} \mu^* \to \text{Ker} \varphi^*\) is a monomorphism. Theorem 3.1 is proved.

The remaining part of this section is devoted to prove Proposition 3.5.

Let \(G\) be a finite group, and \(E(G)\) a set of representatives for the conjugacy classes of maximal elementary abelian 2-subgroups of \(G\). We recall

3.8. PROPOSITION (Quillen [17]). Let \(G = \mathbb{S}_m\) or \(\mathbb{S}_{m, 2}\), the Sylow 2-subgroup of \(\mathbb{S}_m\). Then the homomorphism

\[\text{Res}: H^*(G) \to \prod_{A \in E(G)} H^*(A)\]

given by the restrictions \(\text{Res}(A, G): H^*(G) \to H^*(A)\) for \(A \in E(G)\) is a monomorphism.

In [6; II.6.2], Huynh Mùi has computed the image of \(\text{Res}(A, \mathbb{S}_m)\) for \(m = 2^n\) and \(A = E^n\) by means of Dickson's invariant theory. Namely, he has shown that

\[(3.9) \quad W_{\mathbb{S}_2^n}(E^n) \cong \text{GL}(n, \mathbb{Z}_2), \]

\[
\text{Im} \text{Res}(E^n, \mathbb{S}_2^n) = H^*(E^n) W_{\mathbb{S}_2^n}(E^n) = \mathbb{Z}_2[y_1, \ldots, y_n]^{\text{GL}(n, \mathbb{Z}_2)}.\]
Here the Weyl group $W_{\mathfrak{S}_n}(E^n)$ of $E^n$ in $\mathfrak{S}_2^n$ acts on $H^*(E^n)$ by the adjoint isomorphisms, and $GL(n, \mathbb{Z}_2)$ acts canonically on $\mathbb{Z}_2[y_1, \ldots, y_n]$.

The invariant ring of $GL(n, \mathbb{Z}_2)$ has been determined previously by Dickson [3] as follows. Let $Q_{k,0}, \ldots, Q_{k,k-1}$ be the polynomials of $y_1, \ldots, y_k$ given by the inductive formula

$$Q_{n,s} = (\eta_n Q_{n-1,s}) \cdot V_{n,n} + \eta_n Q_{n-1,s-1}, \quad 0 \leq s < n,$$

where $V_{n,n}$ is defined in (2.14), $Q_{k,k} = 1$ ($k \geq 0$) by convention, and $\eta_n$ is the following transformation of variable

$$\eta_n = \begin{pmatrix} 0 & 1 \\ & \ddots \\ & & 0 \\ 1 & & & \end{pmatrix} \in GL(n, \mathbb{Z}_2).$$

Then, $Q_{n,0}, \ldots, Q_{n,n-1}$ are $GL(n, \mathbb{Z}_2)$-invariants and Dickson has proved that

$$\mathbb{Z}_2[y_1, \ldots, y_n]^{GL(n, \mathbb{Z}_2)} = \mathbb{Z}_2[Q_{n,0}, \ldots, Q_{n,n-1}].$$

Further, according to Quillen, Milgram, Huỳnh Mũi (see [18], [6; Appendix]) we have

$$\text{Res}(E^n, \mathfrak{S}_2^n)W_{n,s} = Q_{n,s}, \quad 0 \leq s < n.$$

3.14. Lemma. Let $(W_{n,0})$ denote the ideal of $H^*(\mathfrak{S}_2^n)$ generated by $W_{n,0}$. Then we have

$$\text{Res}(\mathfrak{S}_2^n, \mathfrak{S}_2^n)((W_{n,0})) \subset \mathbb{Z}_2[V_{n,1}, \ldots, V_{n,n}].$$

Proof. Suppose that we get

$$\overline{Q}_{n,0} \cdot H^*(\mathfrak{S}_2^n) = 0,$$

Then, combining these with 2.8 and 2.10, we prove the lemma as follows.

$$\text{Res}(\mathfrak{S}_2^n, \mathfrak{S}_2^n)((W_{n,0})) = \text{Res}(\mathfrak{S}_2^n, \mathfrak{S}_2^n)(W_{n,0} \cdot H^*(\mathfrak{S}_2^n))$$

$$\subset \overline{Q}_{n,0} \cdot H^*(\mathfrak{S}_2^n) = \overline{Q}_{n,0}(-\mathfrak{M}(\infty, n)^* \oplus \mathfrak{M}(\infty, n)^*)$$

$$= \overline{Q}_{n,0} \cdot \mathbb{Z}_2[\overline{V}_{n,1}, \ldots, \overline{V}_{n,n}] \subset \mathbb{Z}_2[\overline{V}_{n,1}, \ldots, \overline{V}_{n,n}].$$

Hence, it suffices to verify (3.15). To this end, following Proposition 3.8 we consider the restrictions of the elements in (3.15) to every maximal elementary abelian 2-subgroup of $\mathfrak{S}_2^n$. 

According to Nakamura (see [6; II.2.7]) such a subgroup is conjugate in $\mathfrak{S}_{2^n, 2}$ to a certain group $A$ being of the following two kinds:

(a) First kind: $A$ is a maximal elementary abelian 2-subgroup of $\mathfrak{S}_{2^{n-1}, 2}$,

(b) Second kind: $A = A' \times E_n$, where $A'$ is a maximal elementary abelian 2-subgroup of the diagonal $\mathfrak{S}_{2^{n-1}, 2}$ in $\mathfrak{S}_{2^{n-1}, 2}$.

First we show that

\[(3.16) \quad \text{Res}(A, \mathfrak{S}_{2^n, 2})Q_n, 0 = 0\]

for every maximal elementary abelian 2-subgroup $A$ which is not conjugate to $E^n$ in $\mathfrak{S}_{2^n, 2}$.

By [6; II.2.8] and by a simple computation of rank of groups, we note that such a group $A$ is a subgroup of a certain maximal elementary 2-subgroup $A_1$ of $\mathfrak{S}_{2^n}$ which is not conjugate to $E^n$ in $\mathfrak{S}_{2^n}$. By [6; II.2.3], $A_1$ is conjugate in $\mathfrak{S}_{2^n}$ to a subgroup $A_2$ of $\mathfrak{S}_{2^{n-1}}$. Since $\mathfrak{S}_{2^{n-1}, 2}$ is a Sylow 2-subgroup of $\mathfrak{S}_{2^{n-1}}$ so $A_2$ is conjugate in $\mathfrak{S}_{2^{n-1}}$ to a subgroup of $\mathfrak{S}_{2^{n-1}, 2}$. Thus, $A$ is conjugate in $\mathfrak{S}_{2^n}$ to a certain subgroup of $\mathfrak{S}_{2^{n-1}, 2}$.

In [15; 3.4] we have proved that

\[\text{Res}(\mathfrak{S}_{2^{n-1}}, \mathfrak{S}_{2^n})W_n, 0 = 0.\]

Since the diagram of restrictions

\[\begin{array}{ccc}
H^*(\mathfrak{S}_{2^n}) & \longrightarrow & H^*(\mathfrak{S}_{2^n, 2}) \\
\downarrow & & \downarrow \\
H^*(\mathfrak{S}_{2^{n-1}}) & \longrightarrow & H^*(\mathfrak{S}_{2^{n-1}, 2})
\end{array}\]

is commutative, we obtain

\[\text{Res}(\mathfrak{S}_{2^{n-1}, 2}, \mathfrak{S}_{2^n, 2})Q_n, 0 = \text{Res}(\mathfrak{S}_{2^{n-1}, 2}, \mathfrak{S}_{2^n})W_n, 0 = 0.\]

By the above discussion and from the fact that

\[Q_n, 0 \in \text{Im Res}(\mathfrak{S}_{2^n, 2}, \mathfrak{S}_{2^n}),\]

it implies (3.16).

Combine (3.16) with

\[\text{Res}(E^n, \mathfrak{S}_{2^n, 2})\mathcal{M}^\perp(\infty, n)^* = 0\]

as seen in 2.16, we obtain the first equality of (3.15).
Next we prove that
\[(3.17) \quad \text{Res}(A, \mathfrak{G}_2^{\alpha}, 2)\overline{V}_{n, 1} \cdots \overline{V}_{n, n} = 0,\]
for \(A\) as in 3.16.

From 2.2 and 2.3 we note that \(m_{0, \ldots, 0, 1} = \overline{V}_{n, 1}^*\) does not belong to the image of the homomorphism
\[H_*^{2^n} \mathfrak{G}_n \to H_*^{2^n} \mathfrak{G}_2^{\alpha}\]
induced by the inclusion \(\mathfrak{G}_n^{2^n} \subset \mathfrak{G}_2^{\alpha}\). So we have
\[\text{Res}(\mathfrak{G}_2^{2^n-1, 2}, \mathfrak{G}_2^{n, 2})\overline{V}_{n, 1} = 0.\]

This implies (3.17) in the case where \(A\) is of the first kind.

Let \(A = A' \times E_n\) be of the second kind and not conjugate to \(E^n\) in \(\mathfrak{G}_2^{\alpha}\). So \(A'\) is not conjugate to \(E^{n-1}\) in \(\mathfrak{G}_2^{2^n-1}\). We prove (3.17) by induction on \(n\). For \(n = 1\), the problem is trivial because there exists no such subgroup \(A\) in \(\mathfrak{G}_2, 2 = E\). Suppose \(n > 1\) and (3.17) is true for \(n - 1\). Let us regard the commutative diagram
\[
\begin{array}{ccc}
H^*(\mathfrak{G}_2^{2^n-1, 2}) & \xrightarrow{P} & H^*(\mathfrak{G}_2^{n, 2}) \\
\downarrow \text{Res} & & \downarrow \text{Res} \\
H^*(A') & \xrightarrow{d^* = \text{Res}} & H^*(A' \times E_n)
\end{array}
\]

where \(P\)'s denote the Steenrod maps. As seen in (2.12), we have
\[\overline{V}_{n, r} = P(\overline{V}_{n-1, r-1}), \quad 1 < r \leq n.\]

Using the diagram and the inductive hypothesis, we obtain
\[
\begin{align*}
\text{Res}(A, \mathfrak{G}_2^{\alpha}, 2)\overline{V}_{n, 1} \cdots \overline{V}_{n, n} &= \text{Res}(A, \mathfrak{G}_2^{\alpha}, 2)(\overline{V}_{n, 1} \cdot P(\overline{V}_{n-1, 1} \cdots \overline{V}_{n-1, n-1})) \\
&= \text{Res}(A, \mathfrak{G}_2^{\alpha}, 2)(\overline{V}_{n, 1})d^* P \text{Res}(A', \mathfrak{G}_2^{2^n-1, 2})(\overline{V}_{n-1, 1} \cdots \overline{V}_{n-1, n-1}) \\
&= 0.
\end{align*}
\]

This completes the proof of (3.17).

At last, we prove
\[(3.18) \quad \text{Res}(E^n, \mathfrak{G}_2^{n, 2})\overline{Q}_{n, 0} = \text{Res}(E^n, \mathfrak{G}_2^{n, 2})\overline{V}_{n, 1} \cdots \overline{V}_{n, n}.
\]

In the other words, we must show that
\[Q_{n, 0} = V_{n, 1} \cdots V_{n, n}.
\]
We set $V_r = \eta_n V_{n,r}$ for $1 \leq r \leq n$. From (2.14) we note that $V_r$ depends only on $y_1, \ldots, y_r$. By means of (3.10) we get

$$Q_{n,0} = Q_{n-1,0} V_n = V_1 \cdots V_n.$$ 

This implies

$$Q_{n,0} = \eta_n Q_{n,0} = V_{n,1} \cdots V_{n,n}.$$ 

Combining (3.16), (3.17) and (3.18) we have the second equality of (3.15). The proof of the lemma is completed.

**Proof of Proposition 3.5.** According to [15; 3.4 and 3.8] we get

$$\text{Ker Res}(\mathbb{S}^2_{2n-1}, \mathbb{S}^n_*) = (W_{n,0}) = W_{n,0} \mathbb{Z}_2[W_{n,0}, \ldots, W_{n,n-1}].$$

It implies from (3.14) that

$$i^*(\infty, n)((W_{n,0})) = \overline{Q}_{n,0} \mathbb{Z}_2[\overline{Q}_{n,0}, \ldots, \overline{Q}_{n,n-1}]$$

$$\subset \mathbb{Z}_2[\overline{V}_{n,1}, \ldots, \overline{V}_{n,n}].$$

On the other hand, by Theorem 2.10, we obtain

$$i^*(M, q) \mathbb{Z}_2[\overline{V}_{n,1}, \ldots, \overline{V}_{n,n}]$$

$$= \mathbb{Z}_2[\overline{V}_{n,1}, \ldots, \overline{V}_{n,n}]/(\overline{V}_{q,1}, \ldots, \overline{V}_{q,n}).$$

By Proposition 2.16, the homomorphism

$$d^*_n|_{\mathcal{R}(\infty, n)} : \mathbb{Z}_2[\overline{V}_{n,1}, \ldots, \overline{V}_{n,n}] \rightarrow \mathbb{Z}_2[V_{n,1}, \ldots, V_{n,n}]$$

is an isomorphism. Further, we have

$$d^*_n(\overline{V}_{n,r}) = V_{n,r} \quad (1 \leq r \leq n), \quad d^*_n(\overline{Q}_{n,s}) = Q_{n,s} \quad (0 \leq s < n).$$

From the above discussion, Proposition 3.5 is proved by the following.

### 3.19. Lemma. Let

$$pr : \mathbb{Z}_2[V_{n,1}, \ldots, V_{n,n}] \rightarrow \mathbb{Z}_2[V_{n,1}, \ldots, V_{n,n}]/(V^q_{n,1}, \ldots, V^q_{n,n})$$

be the projection. Then, for the subring $\mathbb{Z}_2[Q_{n,0}, \ldots, Q_{n,n-1}]$ of $\mathbb{Z}_2[V_{n,1}, \ldots, V_{n,n}]$, we have

$$pr \mathbb{Z}_2[Q_{n,0}, \ldots, Q_{n,n-1}] = \mathbb{Z}_2[Q_{n,0}, \ldots, Q_{n,n-1}]/I(Q, q).$$

Here $I(Q, q)$ denotes the ideal of $\mathbb{Z}_2[Q_{n,0}, \ldots, Q_{n,n-1}]$ generated by monomials of degree $q$.

**Proof.** Let $\eta_n : \mathbb{Z}_2[y_1, \ldots, y_n] \xrightarrow{\cong} \mathbb{Z}_2[y_1, \ldots, y_n]$ be the ring isomorphism induced by the transformation of variable $\eta_n$ given in
(3.11). Since $Q_{n,s}$ is an invariant of $\text{GL}(n, \mathbb{Z}_2)$, we observe that $\eta_n Q_{n,s} = Q_{n,s}$ for $0 \leq s < n$. We set

$$V_r = \eta_n V_{n,r}, \quad 1 \leq r \leq n.$$ 

Then, the lemma admits the equivalent form as follows. Let

$$\text{pr}: \mathbb{Z}_2[V_1, \ldots, V_n] \to \mathbb{Z}_2[V_1, \ldots, V_n]/(V_1^q, \ldots, V_n^q)$$

be the projection. We must prove that

$$\text{pr} \mathbb{Z}_2[Q_{n,0}, \ldots, Q_{n,n-1}] = \mathbb{Z}_2[Q_{n,0}, \ldots, Q_{n,n-1}]/I(Q, q).$$

The proof proceeds by induction on $n$. The lemma is trivial for $n = 1$. Suppose that $n > 1$ and it is true for $n - 1$. Note that $Q_{n-1,0}, \ldots, Q_{n-1,n-2}$ are algebraically independent and they depend only on $y_1, \ldots, y_{n-1}$. Meanwhile, $V_n$ depends not only on $y_1, \ldots, y_{n-1}$ but also $y_n$. Hence, the system $Q_{n-1,0}, \ldots, Q_{n-1,n-2}, V_n$ is algebraically independent.

From the Dickson formula (3.10) and the fact that $\eta_n^2 = 1$, we get

$$Q_{n,s} = Q_{n-1,s} V_n + Q_{n-1,s-1}^2.$$ 

It implies that

$$\mathbb{Z}_2[Q_{n,0}, \ldots, Q_{n,n-1}] \subset \mathbb{Z}_2[Q_{n-1,0}, \ldots, Q_{n-1,n-2}, V_n] \subset \mathbb{Z}_2[V_1, \ldots, V_n].$$

Further, we have the commutative diagram

$$\begin{array}{ccc}
\mathbb{Z}_2[V_1, \ldots, V_{n-1}] & \xrightarrow{\text{pr}} & \mathbb{Z}_2[V_1, \ldots, V_{n-1}]/(V_1^q, \ldots, V_{n-1}^q) \\
\downarrow & & \downarrow \\
\mathbb{Z}_2[V_1, \ldots, V_n] & \xrightarrow{\text{pr}} & \mathbb{Z}_2[V_1, \ldots, V_n]/(V_1^q, \ldots, V_n^q),
\end{array}$$

where the vertical arrows are the canonical injections. From this diagram and the inductive hypothesis, we obtain

$$\text{pr} \mathbb{Z}_2[Q_{n-1,0}, \ldots, Q_{n-1,n-s}, V_n] = \mathbb{Z}_2[Q_{n-1,0}, \ldots, Q_{n-1,n-2}, V_n]/I$$

where $I$ denotes the ideal of $\mathbb{Z}_2[Q_{n-1,0}, \ldots, Q_{n-1,n-2}, V_n]$ generated by $V_n^q$ and monomials of $Q_{n-1,0}, \ldots, Q_{n-1,n-2}$ of degree $q$.

At last, using the Dickson formula (3.20), we can verify directly that

$$\mathbb{Z}_2[Q_{n,0}, \ldots, Q_{n,n-1}] \cap I = I(Q, q).$$

This completes the proof of Lemma 3.19. Proposition 3.5 follows.
4. The algebras $H^*(F(\mathbb{R}^q, m)/\mathcal{G}_m)$. In this section, we shall determine the algebras $H^*(F(\mathbb{R}^q, m)/\mathcal{G}_m)$ by means of the universal Dickson characteristic classes introduced in [15].

Remember that, according to Huynh Mụi's result on $\text{Res}(E^n, \mathcal{G}_{2^n})$ (see (3.9), (3.12), (3.13)), we get

$$H^*(\mathcal{G}_{2^n}) = \text{Ker} \text{Res}(E^n, \mathcal{G}_{2^n}) \bigoplus \mathbb{Z}_2[W_{n,0}, \ldots, W_{n,n-1}].$$

We defined in [13; 2.4] and [15; 3.5] the Dickson elements $D_{k_0, \ldots, k_{n-1}}$ in $H_*(\mathcal{G}_{2^n}) \subset H_*(\mathcal{G}_{\infty})$, for $k_i \geq 0$, by the conditions

$$(4.1) \quad \langle D_{k_0, \ldots, k_{n-1}}, \text{Ker} \text{Res}(E^n, \mathcal{G}_{2^n}) \rangle = 0,$$

$$\left\langle D_{k_0, \ldots, k_{n-1}}, \prod_{s=0}^{n-1} W_{n,s}^h \right\rangle = \begin{cases} 1, & (k_0, \ldots, k_{n-1}) = (h_0, \ldots, h_{n-1}), \\ 0, & \text{otherwise}. \end{cases}$$

Here and from now on, $\langle \cdot, \cdot \rangle$ denotes the dual pairing. Then we obtained

4.2 Theorem [13; 2.5], [15; 3.7 and 3.8].

(i) $H_*(\mathcal{G}_m) = \mathbb{Z}_2[D_K; K \in J^+(\infty)]$ as algebras with multiplicity. Here the multiplicity of $D_{k_0, \ldots, k_{n-1}}$ is given to be $2^n$. So we have an isomorphism of $\mathbb{Z}_2$-modules for arbitrary $m$

$$H_*(\mathcal{G}_m) \cong \mathbb{Z}_2[D_K; K \in J^+(\infty)](m).$$

The basis of this module consisting of all monomials in

$$\mathbb{Z}_2[D_K; K \in J^+(\infty)]$$

of multiplicities $\leq m$ will be called the Dickson basis.

(ii) The comultiplication $\Delta$ of the Hopf algebra $H_*(\mathcal{G}_{\infty})$ satisfies the formula

$$\Delta D_{k_0, \ldots, k_{n-1}} = \sum_{l_0, \ldots, l_{n-1}} D_{l_0, \ldots, l_{n-1}} \otimes D_{m_0, \ldots, m_{n-1}}$$

for $k_i, l_i, m_i \geq 0$, $0 \leq i < n$.

(iii) We have the reduction formula

$$D_{0, \ldots, 0, k_0, \ldots, k_{n-1}} = D_{2^s}^{k_0, \ldots, k_{n-1}}.$$

In [15; 3.4] we have shown that, under the identification $H^*(\mathcal{G}_{2^n}) = H^*(F(\mathbb{R}^\infty, 2^n)/\mathcal{G}_{2^n})$, $W_{n,s}$ coincides with the $(2^n - 2^s)$-the Stiefel-Whitney class of the vector bundle

$$\text{pr}: \mathbb{R}^{2^n} \times \mathcal{G}_{2^n} F(\mathbb{R}^\infty, 2^n) \to F(\mathbb{R}^\infty, 2^n)/\mathcal{G}_{2^n}.$$
for $0 \leq s < n$. Here the group $\mathfrak{S}_{2^n}$ acts on $\mathbb{R}^{2^n}$ by permutations of coordinates. So we shall denote also by $W_{n,s}$, for $0 \leq s < n$, the $(2^n - 2^s)$th Stiefel-Whitney class of the vector bundle

$$
\text{pr}: \mathbb{R}^{2^n} \times \mathfrak{S}_{2^n} \rightarrow F(\mathbb{R}^q, 2^n) / \mathfrak{S}_{2^n}.
$$

Obviously we have

$$(4.3) \quad i^*(F, q): H^*(F(\mathbb{R}^\infty, 2^n) / \mathfrak{S}_{2^n}) \rightarrow H^*(F(\mathbb{R}^q, 2^n) / \mathfrak{S}_{2^n}),
$$

$$(W_{n,s}) \mapsto W_{n,s}, \quad 0 \leq s < n.
$$

To describe the structure of the Hopf algebra $H_*(F(\mathbb{R}^q, \infty) / \mathfrak{S}_\infty)$ we need the following two lemmas, which will be proved by use of the embeddings $i(q, n): M(q, n) \rightarrow F(\mathbb{R}^q, 2^n) / \mathfrak{S}_{2^n}$ as a main tool.

4.4. Lemma.

$$
i^*(F, q)((W_{n,0})) = W_{n,0}z_2[W_{n,0}, \ldots, W_{n,n-1}] / I(W, q),
$$

where $I(W, q)$ denotes the ideal of $W_{n,0}z_2[W_{n,0}, \ldots, W_{n,n-1}]$ generated by monomials of degree $q$.

Proof. From Diagram (3.7) and Proposition 3.5 it implies

$$
i^*(q, n)i^*(F, q)((W_{n,0})) = i^*(M, q)i^*(\infty, n)((W_{n,0}))
$$

$$
= i^*(M, q)i^*(\infty, n) \text{Ker Res}(\mathfrak{S}_{2^{n-1}}, \mathfrak{S}_{2^n}) \quad \text{(see [15; 3.4 and 3.8])},
$$

$$
= \overline{Q}_{n,0}z_2[\overline{Q}_{n,0}, \ldots, \overline{Q}_{n,n-1}] / I(\overline{Q}, q).
$$

According to 3.1, $i^*(q, n)$ is a monomorphism. So we get

$$
i^*(F, q)((W_{n,0})) = W_{n,0}z_2[W_{n,0}, \ldots, W_{n,n-1}] / I(W, q).
$$

The lemma is proved.

4.5. Lemma. The image of the monomorphism

$$
i_*(F, q): H_*(F(\mathbb{R}^q, \infty) / \mathfrak{S}_\infty) \rightarrow H_*(F(\mathbb{R}^\infty, \infty) / \mathfrak{S}_\infty).
$$

is given by

$$
\text{Im } i_*(F, q) = \mathbb{Z}_2[D_K; K \in J^+(q)], \quad 1 \leq q \leq \infty.
$$

Via this monomorphism, $H_*(F(\mathbb{R}^q, \infty) / \mathfrak{S}_\infty)$ becomes a Hopf subalgebra as well as a subalgebra with multiplicity of $H_*(F(\mathbb{R}^\infty, \infty) / \mathfrak{S}_\infty)$.
Hence as a consequence of 4.2 and 4.5 we have

4.6. THEOREM. (i) $H_*(F(R^q, \infty)/\mathcal{G}_\infty) = \mathbb{Z}_2[D_K; K \in J^+(q)]$ as algebras with multiplicity for $q > 0$. Here $D_{k_0, \ldots, k_{n-1}}$ is of multiplicity $2^n$. So we have the isomorphism of $\mathbb{Z}_2$-modules for every $m$

$$H_*(F(R^q, m)/\mathcal{G}_m) = \mathbb{Z}_2[D_K; K \in J^+(q)](m).$$

The Dickson basis for this module is defined similarly as in 4.2.

(ii) Let

$$J(q) = \{(k_0, \ldots, k_{n-1}) \neq 0; \ n > 0, \ k_i \in \mathbb{Z}_+, \ k_0 + \cdots + k_{n-1} < q\}.$$

The comultiplication $\Delta$ of the Hopf algebra $H_*(F(R^q, \infty)/\mathcal{G}_\infty)$ is given by

$$\Delta D_{k_0, \ldots, k_{n-1}} = \sum_{l_i + m_i = k_i} D_{l_0, \ldots, l_{n-1}} \otimes D_{m_0, \ldots, m_{n-1}}$$

for $(k_0, \ldots, k_{n-1}) \in J(q)$, $l_i, m_i \geq 0$, $0 \leq i < n$.

(iii) $D_{0, \ldots, 0, k_0, \ldots, k_{n-1}} = D_{k_0, \ldots, k_{n-1}}^{2^s}$

for $s \geq 0$, $(k_0, \ldots, k_{n-1}) \in J(q)$.

Proof of Lemma 4.5. Set

$$R = \text{Ker Res}(E^n, \mathcal{G}_2^n) \oplus \mathbb{Z}_2[W_{n,1}, \ldots, W_{n,n-1}].$$

We obtain clearly $H^*(\mathcal{G}_2^n) = R \oplus (W_n, 0)$.

First, we are going to show

$$H^*(F(R^q, 2^n)/\mathcal{G}_2^n) = i^*(F, q)R \oplus i^*(F, q)((W_n, 0)).$$

By Theorem 3.4, $i^*(F, q)$ is an epimorphism. So it suffices to prove

$$i^*(F, q)R \cap i^*(F, q)((W_n, 0)) = \{0\}.$$

Since $i^*(q, n)$ is a monomorphism, this is equivalent to

$$i^*(q, n)i^*(F, q)R \cap i^*(q, n)i^*(F, q)((W_n, 0)) = \{0\},$$

or equivalent to (by Diagram (3.7))

$$i^*(M, q)i^*(\infty, n)R \cap i^*(M, q)i^*(\infty, n)((W_n, 0)) = \{0\}.$$

From Propositions 3.5 and 2.16 it implies

$$i^*(M, q)i^*(\infty, n)((W_n, 0)) = \overline{Q}_{n,0}\mathbb{Z}_2[\overline{Q}_{n,0}, \ldots, \overline{Q}_{n,n-1}]/I(\overline{Q}, q),$$

(4.8) $i^*(M, q)i^*(\infty, n)\text{Ker Res}(E^n, \mathcal{G}_2^n)$

$$\subset i^*(M, q)\mathcal{M}^\perp(\infty, n) \subset \mathcal{M}^\perp(q, n)*.$$
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Let us consider the diagram

\[
\begin{array}{c}
H^*(M(\infty, n)) \\
\downarrow i^*(M, q)
\end{array}
\xleftarrow{\alpha}
\begin{array}{c}
\mathbb{Z}_2[V_n, 1, \ldots, V_n, n] \\
\downarrow \text{pr}
\end{array}
\begin{array}{c}
H^*(M(q, n))
\end{array}
\alpha'
\begin{array}{c}
\mathbb{Z}_2[V_n, 1, \ldots, V_n, n]/(V_n^q, 1, \ldots, V_n^q, n),
\end{array}
\]

where \( \alpha \) denotes the split given in 2.15 and \( \alpha' \) is defined so that the diagram is commutative (see 2.10). We have

\[
\begin{align*}
\alpha(Q_n, s) &= \overline{Q}_n, s \mod \mathcal{M}^\perp(\infty, n)^*, \\
\alpha'(\text{pr } Q_n, s) &= i^*(M, q)\overline{Q}_n, s \mod \mathcal{M}^\perp(q, n)^*,
\end{align*}
\]

for \( 0 \leq s < n \). From this and Lemma 3.19 we obtain

\[
i^*(M, q)i^*(\infty, n)\mathbb{Z}_2[W_n, 1, \ldots, W_n, n-1] = i^*(M, q)\mathbb{Z}_2[\overline{Q}_n, 1, \ldots, \overline{Q}_n, n-1] = \mathbb{Z}_2[\overline{Q}_n, 1, \ldots, \overline{Q}_n, n-1]/J \mod \mathcal{M}^\perp(q, n)^*,
\]

where \( J \) is the ideal of \( \mathbb{Z}_2[\overline{Q}_n, 1, \ldots, \overline{Q}_n, n-1] \) generated by monomials of degree \( q \).

Combining (4.8) and (4.9) we get (4.7).

Now for \( K = (k_0, \ldots, k_{n-1}) \in J^+(q) \) we can define the element (which is also denoted by) \( D_K = D_{k_0, \ldots, k_{n-1}} \in H_*(F(\mathbb{R}^q, 2^n)/\mathcal{G}_2^n) \subset H_*(F(\mathbb{R}^q, \infty)/\mathcal{G}_\infty) \) by the conditions

\[
\langle D_{k_0, \ldots, k_{n-1}}, i^*(F, q)R \rangle = 0,
\]

\[
\left\langle D_{k_0, \ldots, k_{n-1}}, \prod_{s=0}^{n-1} W_{n, s}^{h_s} \right\rangle = \begin{cases} 1, & (k_0, \ldots, k_{n-1}) = (h_0, \ldots, h_{n-1}), \\ 0, & \text{otherwise.} \end{cases}
\]

From (4.1), (4.3) and (4.10) it is easy to see that

\[
i_*(F, q): H_*(F(\mathbb{R}^q, \infty)/\mathcal{G}_\infty) \rightarrow H_*(F(\mathbb{R}^\infty, \infty)/\mathcal{G}_\infty),
\]

\[D_K \mapsto D_K,\]

for \( K \in J^+(q) \).

Combining this with Theorem 4.2 it implies that

\[
\text{Im } i_*(F, q) \supset \mathbb{Z}_2[D_K; K \in J^+(q)],
\]

since the image is a subalgebra of \( H_*(F(\mathbb{R}^\infty, \infty)/\mathcal{G}_\infty) \). Moreover, by Theorem 3.4, both domains of this inclusion are isomorphic to each other as graded \( \mathbb{Z}_2 \)-modules of finite type via the formal corresponding

\[N_K \mapsto D_K, \quad K \in J^+(q).\]
So they are coincident. The proof of Lemma 4.5 is completed.

Recall that in [13; §3] and [15; §4] we have introduced the universal Dickson class $W^H$ in $H^*(\mathcal{S}_\infty)$, for $H \in J(\infty)$, which is dual to $D_H$ via the Dickson basis of $H_*(\mathcal{S}_\infty)$. We recall that

$$\text{Res}(\mathcal{S}_2^n, \mathcal{S}_\infty)W^H = \prod_{s=0}^{n-1} W^{h_s}_{n,s}$$

if $H = (h_0, \ldots, h_{n-1})$. Further, we have proved in [15; 4.10]

$$H^*(\mathcal{S}_\infty) = \mathbb{Z}_2[W^H; H \in J_{\text{odd}}(\infty)]$$

as algebras, with $J_{\text{odd}}(\infty)$ as mentioned in the introduction.

Note that from Lemma 4.5 it implies

$$i^*(F, q)W^H \neq 0 \iff H \in J(q).$$

For simplicity, the Dickson class $i^*(F, q)W^H$ of the map $i(F, q)$ will be denoted also by $W^H$, for $H \in J(q)$. This is dual to $D_H$ via the Dickson basis of $H_*(F(\mathbb{R}^q, \infty)/\mathcal{S}_\infty)$, according to Lemma 4.5. Further, by (4.3) and (4.11), we have

$$W^H|_{F(\mathbb{R}^q, 2^n)/\mathcal{S}_2^n} = \prod_{s=0}^{n-1} W^{h_s}_{n,s},$$

for $H = (h_0, \ldots, h_{n-1}) \in J(q)$. We are now ready to get the main result of the paper.

### 4.15. Theorem

We have an isomorphism of algebras

$$H^*(F(\mathbb{R}^q, \infty)/\mathcal{S}_\infty)$$

$$\cong \mathbb{Z}_2[W^H; H \in J_{\text{odd}}(q)]/(W^H)^{2^k(H)}; H \in J_{\text{odd}}(q))$$

for $1 \leq q \leq \infty$. Here $J_{\text{odd}}(q)$ is as given in the introduction, and

$$h(q, H) = \min\{h \in \mathbb{N}: 2^h(h_0 + \cdots + h_{n-1}) \geq q\}$$

for $H = (h_0, \ldots, h_{n-1})$

**Proof.** According to Theorem 3.4, the restriction

$$i^*(F, q): H^*(\mathcal{S}_\infty) = H^*(F(\mathbb{R}^\infty, \infty)/\mathcal{S}_\infty) \to H^*(F(\mathbb{R}^q, \infty)/\mathcal{S}_\infty)$$

is an epimorphism. By (4.12) and (4.13), this induces the surjection

$$\mathbb{Z}_2[W^H; H \in J_{\text{odd}}(q)] \to H^*(F(\mathbb{R}^q, \infty)/\mathcal{S}_\infty).$$

In [15; 4.9] by passing Theorem 4.2 to the dual we obtained in $H^*(\mathcal{S}_\infty)$

$$(W^H)^{2^k} = W^{2^k \cdot H} \text{ for } H \in J(\infty), \quad k \geq 0,$$
where $2^k \cdot H = H + \cdots + H$ ($2^k$ terms). Here we must recall that, in [15; §4] we equipped $J(\infty)$ with a partial addition by agreeing that the sum $H + K$, where $H = (h_0, \ldots, h_{n-1})$, $K = (k_0, \ldots, k_{m-1})$, is defined iff $n = m$; and in this case $H + K = (h_0 + k_0, \ldots, h_{n-1} + k_{n-1})$. Since $2^h(q, H) \cdot H$ is not in $J(q)$, from (4.13), (4.16) we have

$$i^* (F, q)(W^H)^{2^h(q, H)} = 0.$$ 

So we get the epimorphism induced by $i^* (F, q)$

$$Z_2[W^H; H \in J_{odd}(q)]/((W^H)^{2^h(q, H)}; H \in J_{odd}(q))$$
$$\rightarrow H^* (F(\mathbb{R}^q, \infty)/\mathcal{G}_\infty).$$

To prove that this is an isomorphism, it remains to show that both sides are isomorphic as graded modules (of finite type) over $Z_2$.

There are isomorphisms of graded modules

$$H^* (F(\mathbb{R}^q, \infty)/\mathcal{G}_\infty) \cong H^* (F(\mathbb{R}^q, \infty)/\mathcal{G}_\infty) = Z_2[D_K; K \in J^+(q)]$$
$$\cong Z_2[D_{2^h, K}; K \in J^+_{odd}(q), h < h(q, K)],$$

where $J^+_{odd}(q) = J^+(q) \cap J_{odd}(q)$.

Note that we have

$$Z_2[x] \cong \bigotimes_{n \geq 0} Z_2[x^d^n]/(x^{d^{n+1}}), \quad \text{for } d \in \mathbb{N},$$

as graded modules. Applying this with $x = D_{2^h, K}$, $d = 2^h(q, K)$ we obtain an isomorphism of graded modules

$$H^* (F(\mathbb{R}^q, \infty)/\mathcal{G}_\infty)$$
$$\cong \bigotimes_{n \geq 0} Z_2[2^h(q, K)^n; K \in J^+_{odd}(q), h < h(q, K)]$$
$$\cong Z_2[W^H; H \in J_{odd}(q)]/((W^H)^{2^h(q, H)}; H \in J_{odd}(q)).$$

Hinted by 4.6(iii) we define formally

$$K^{2^h} = (0, \ldots, 0, k_0, \ldots, k_{n-1}) \quad \text{for } K = (k_0, \ldots, k_{n-1}).$$

As is easily seen, each $H \in J_{odd}(q)$ can be written uniquely in the form

$$(4.17) \quad H = K^{2^{h+q(q, K)n}}$$

for $K \in J^+_{odd}(q), h < h(q, K), n \geq 0$. This implies $h(q, H) = h(q, K)$. So we have an isomorphism of graded modules

$$H^* (F(\mathbb{R}^q, \infty)/\mathcal{G}_\infty)$$
$$\cong Z_2[W^H; H \in J_{odd}(q)]/((W^H)^{2^h(q, H)}; H \in J_{odd}(q)).$$
The theorem is proved.

Now we prepare for determination of the algebras 

\[ H^*(F(\mathbb{R}^q, m)/\mathcal{G}_m). \]

For each \( (\mathcal{H}, T) = (H_1, \ldots, H_r) \times (t_1, \ldots, t_r) \in J(q)^r \times \mathbb{N}^r \) we set

\[ W_\mathcal{H} = W_{H_1, \ldots, H_r} = (D_{H_1}^{t_1} \cdots D_{H_r}^{t_r})^* \in H^*(F(\mathbb{R}^q, \infty)/\mathcal{G}_\infty), \]

where the dual is defined by the Dickson basis. If \( T = (1, \ldots, 1) \) \( (r \text{ times}) \) we write simply \( W_\mathcal{H} = W_{H_1} \cdots H_r \) instead of \( W_\mathcal{H} \). This is compatible with the notation \( W^H \) above.

For \( \sigma \in \mathcal{G}_r \) we have

\[ W_\mathcal{H} = W_{\sigma \mathcal{H}}, \]

where

\[ \sigma \mathcal{H} = (H_{\sigma^{-1}(1)}, \ldots, H_{\sigma^{-1}(n)}), \quad \sigma T = (t_{\sigma^{-1}(1)}, \ldots, t_{\sigma^{-1}(r)}) \]

by the commutativity of the homology algebra \( H_*(F(\mathbb{R}^q, \infty)/\mathcal{G}_\infty) \). This leads us to define the equivalence relation \( \sim \) on \( \coprod_{t \geq 0} J(q)^t \times \mathbb{N}^t \) as follows. Suppose \( (\mathcal{H}, T) \in J(q)^r \times \mathbb{N}^r \), \((\mathcal{H}', T') \in J(q)^s \times \mathbb{N}^s \). Then \( (\mathcal{H}, T) \sim (\mathcal{H}', T') \) iff \( r = s \) and there exists \( \sigma \in \mathcal{G}_r \) such that \( (\mathcal{H}', T') = (\sigma \mathcal{H}, \sigma T) \). Each equivalence class in this relation is called an \( \mathcal{G} \)-orbit.

As is easily seen, \( H^*(F(\mathbb{R}^q, \infty)/\mathcal{G}_\infty) \) admits the additive basis consisting of the elements

\[ W_\mathcal{H}, (\mathcal{H}, T) = (H_1, \ldots, H_r) \times (t_1, \ldots, t_r) \in J^+(q)^r \times \mathbb{N}^r \]

with \( H_1 < \cdots < H_r, \ r \geq 0 \). Here \( < \) denotes a certain order in \( J(q) \) defined by length and by the lexicographic order for elements of the same length; where by the length of \( H = (h_0, \ldots, h_{n-1}) \) we mean the number \( l(H) = n \).

Again, the above basis is called the Dickson basis of

\[ H^*(F(\mathbb{R}^q, \infty)/\mathcal{G}_\infty). \]

In \cite{13}; 3.5], we defined for \( (\mathcal{H}, T) \in J(\infty)^r \times \mathbb{N}^r \) and \( (\mathcal{H}, U) \in J(\infty)^s \times \mathbb{N}^s \) the subset \( (\mathcal{H}, T) \vee (\mathcal{H}, U) \) of \( \coprod_{t \geq 0} J(\infty)^t \times \mathbb{N}^t \). We put

\[ (\mathcal{H}, T) \vee (\mathcal{H}, U) = ((\mathcal{H}, T) \vee (\mathcal{H}, U)) \cap \left( \coprod_{t \geq 0} J(q)^t \times \mathbb{N}^t \right). \]
4.21. **Lemma.** In terms of the Dickson basis, the structure of the Hopf algebra $H^*(F(R^q, \infty)/\mathcal{S}_\infty)$ is described as follows.

(i) For $(\mathcal{X}, T), (\mathcal{X}, U) \in \prod_{i \geq 0} J(q)^i \times \mathbb{N}^i$ we have

$$W^{\mathcal{X}}_T \cdot W^{\mathcal{X}}_U = \sum_{(\mathcal{Y}, Z)} W^{\mathcal{X}}_Z,$$

where the summation runs over the representatives of $\mathcal{S}$-orbits of $(\mathcal{X}, T) \vee (\mathcal{X}, U)$.

(ii) $\Delta W^{H_1, \ldots, H_r} = \sum_{u_i + v_i = t_i} W^{H_1, \ldots, H_i} \otimes W^{H_{i+1}, \ldots, H_r}$ for $H_1, \ldots, H_r \in J^+(q)$ and $H_1 < \cdots < H_r$.

The lemma can be implied from its special case where $q = \infty$ shown in [13; 3.6] by means of Lemma 4.5.

4.22. **Definition.** (i) The depth $\theta(z)$ of an element $z$ in the Dickson basis of $H^*(F(R^q, \infty)/\mathcal{S}_\infty)$ is defined by the formulas

$$\theta(1) = 0, \quad \theta(W^{H_1, \ldots, H_r}) = \sum_{i=1}^r t_i 2^{l(H_i)}.$$

(ii) Suppose that $z = \sum_{(\mathcal{X}, T)} W^{\mathcal{X}}_T$ is the linear decomposition of $z \in H^*(F(R^q, \infty)/\mathcal{S}_\infty)$ in terms of the Dickson basis. Then we put

$$\theta(z) = \min_{(\mathcal{X}, T)} \theta(W^{\mathcal{X}}_T).$$

Note that Lemma 4.21 enables us to compute death of arbitrary $z$.

4.23. **Theorem.** Let $J_{\text{odd}}(q, m) = \{ H \in J_{\text{odd}}(q); 2^{l(H)} \leq m \}$. Then we have an isomorphism of algebras for arbitrary natural number $m$

$$H^*(F(R^q, m)/\mathcal{S}_m) \cong \mathbb{Z}_2[W^H; H \in J_{\text{odd}}(q, m)]/I(q, m),$$

where $I(q, m)$ denotes the ideal generated by

$$\{(W^H)^{2^{l(H)}}; H \in J_{\text{odd}}(q, m)\} \quad \text{and} \quad \{z \in \mathbb{Z}_2[W^H; H \in J_{\text{odd}}(q, m)]; \theta(z) > m\}. $$
The theorem can be proved easily by use of the epimorphism

\[ i^*(F, q): H^*(\mathfrak{S}_m) = H^*(F(\mathbb{R}^\infty, m)/\mathfrak{S}_m) \to H^*(F(\mathbb{R}^q, m)/\mathfrak{S}_m) \]

and the result on \( H^*(\mathfrak{S}_m) \) due to the author (see [13; 3.8]).

REMARK. From Theorems 4.15 and 4.23 we obtain the results of D. B. Fuks [5], G. Segal (see [1]) on \( H^*(F(\mathbb{R}^2, m)/\mathfrak{S}_m) \) and of F. Cohen [2] on \( H^*(F(\mathbb{R}^q, 2)/\mathfrak{S}_2) \).
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