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Let \( B \) be the set of holomorphic functions \( f \) with \( |f| \leq 1 \) in the open unit disc \( D = \{ z \in \mathbb{C} : |z| < 1 \} \). Let \( \sigma = \{ z_1, z_2, \ldots \} \) be a finite or infinite sequence of distinct points in \( D \) and, for each point \( z_i \in \sigma \), \((c_{i0}, \ldots, c_{in_i-1}) \) be an ordered \( n_i \)-tuple of complex numbers \( (0 < n_i < +\infty) \). The problem is to find a function \( f \) which belongs to \( B \) and satisfies the extended interpolation conditions

\[
(E) \quad f(z) = \sum_{\alpha=0}^{n_i-1} c_{i\alpha} (z - z_i)^\alpha + O((z - z_i)^{n_i}) \quad (\forall z_i \in \sigma).
\]

Let \( \mathcal{E} \) denote the set of all solutions of this problem (EI) in \( B \) and assume the hypothesis

\[
(H) \quad \mathcal{E} \text{ has at least two elements.}
\]

A bijection \( \pi : B \rightarrow \mathcal{E} \) is called Nevanlinna parametrization of \( \sigma \) if there exist four functions \( P, Q, R, \) and \( S \) holomorphic in \( D \) and such that \( Rg + S \neq 0 \), \( \pi(g) = (Pg + Q)/(Rg + S) \) for any \( g \in B \). The existence, some properties and some applications of such parametrizations are shown. One has a bijection between the set of Nevanlinna parametrizations of \( \mathcal{E} \) and the group of Möbius transformations.

In our previous paper [24], \( \sigma = \{ z_1, \ldots, z_k \} \) being finite, we constructed in a simple manner an Hermitian \( n \times n \) matrix \( A \) from the given data \( \{ z_i \} \) and \( \{ c_{i\alpha} \} \) \((1 \leq i \leq k, 0 \leq \alpha \leq n_i - 1)\), where \( n = \sum_{i=1}^{k} n_i \), and established the following theorems which unify the coefficient theorem of Carathéodory-Toeplitz-Schur [3], [26], and [19] and the interpolation theorem of Pick [17]:

**Theorem E.** The problem (EI) admits a solution in \( B \) if and only if \( A \geq 0 \) (positive semidefinite). If so, among the solutions, there is a finite Blaschke product of degree \( \leq n \).

**Theorem U.** The solution of the problem (EI) in \( B \) is unique if and only if \( A \geq 0 \) and \( \det A = 0 \). In this case, the unique solution is a finite Blaschke product whose degree is equal to the rank of \( A \).
Conversely, if a finite Blaschke product of degree < n is a solution of (El) in \( B \), then it is the unique solution of (El) in \( B \).

In the case where \( \sigma \) is infinite, we shall treat briefly the existence of solutions and Denjoy's uniqueness theorem in §7 below.

Now, we proceed to the case in which the problem (El) has more than one solution in \( B \). As we said above, we shall assume, always in this paper except in §7, the hypothesis (H). Nevanlinna parametrizations are very powerful for our study of the present case.

In §5, we shall prove that, under the hypothesis (H), there exists a Nevanlinna parametrization of \( E \), somewhat more axiomatically than Nevanlinna [13] did in the classical case where all \( n_i \) reduce to 1, that is, only the values at \( z_i \) are prescribed.

After having studied some properties of Nevanlinna parametrizations in §3, we shall proceed in §4 to consider the totality \( P \) of Nevanlinna parametrizations of \( E \). In [13], Nevanlinna introduced some parameters in each step of his algorithm and then specialized them conveniently for his purpose. It is natural to ask how many parameters are essentially efficient to induce different parametrizations. Our answer is as follows:

The group \( G \) of Möbius transformations

\[
\tau(z) = \frac{\lambda z + a}{1 + \bar{a}z} \quad (|\lambda| = 1, |a| < 1),
\]

here regarded as analytic automorphisms of the closed unit disc \( \bar{D} = D \cup \partial D \), operates canonically on \( P \) in such a way that

\[
(\tau^*(\pi))(g) = \pi(\tau \circ g) \quad (\pi \in P, g \in B).
\]

We shall prove in §4 that, under the hypothesis (H), for any \( \pi_0, \pi \in P \), there exists one and only one \( \tau \in G \) such that \( \pi = \tau^*(\pi_0) \). Thus, with \( \pi_0 \in P \) fixed, \( P \) and \( G \) correspond bijectively.

Finally, we want to mention that the existence theorem of Nevanlinna parametrizations in §5 and some parts of the results in §6 and §7 are reported in [25].

2. Preliminaries. Schur's triangular matrices will make easy and transparent our calculations of coefficients in the sequel. To a function

\[
f(z) = \sum_{\alpha=0}^{\infty} c_\alpha (z - z_0)^\alpha
\]
holomorphic at $z_0$ and to a positive integer $m$, we associate the following $m \times m$ triangular matrix

$$\Delta(f; z_0; m) = \begin{pmatrix} c_0 & c_0 & \ldots & c_0 \\ c_1 & c_0 & \ldots & \ldots \\ \vdots & \vdots & \ddots & \ldots \\ c_{m-1} & \ldots & c_1 & c_0 \end{pmatrix}.$$  

For each $z_i \in \sigma$, replacing $m$ by $n_i$ and $c_\alpha$ by $c_i\alpha$ ($0 \leq \alpha \leq n_i - 1$), we obtain an $n_i \times n_i$ triangular matrix $C_i$. Then we may say that for an $f \in \mathcal{B}$ to belong to $\mathcal{E}$ it is necessary and sufficient that $\Delta(f; z_i; n_i) = C_i$ for any $z_i \in \sigma$. One sees immediately

**Proposition 1.** Let $f$ and $g$ be holomorphic at $z_0$. Then we have

(a) $\Delta(f + g; z_0; m) = \Delta(f; z_0; m) + \Delta(g; z_0; m)$;

(b) $\Delta(fg; z_0; m) = \Delta(f; z_0; m) \cdot \Delta(g; z_0; m) = \Delta(g; z_0; m) \cdot \Delta(f; z_0; m)$;

(c) $\Delta(1; z_0; m) = I_m$ (the unit matrix of order $m$).

Next, to our extended interpolation problem (EI), we assign the Blaschke product

$$B(z) = \prod_{z_i \in \sigma} \left( \lambda_i \frac{z - z_i}{1 - \overline{z_i}z} \right)^{n_i},$$

where $\lambda_i = 1$ if $z_i = 0$; and $\lambda_i = -|z_i|/z_i$ if $z_i \neq 0$. We point out here that, when $\sigma$ is infinite, the hypothesis (H) implies the convergence of this infinite product. In fact, if $f_1, f_2 \in \mathcal{E}$ and $f_1 \neq f_2$, then $f_1 - f_2$ is bounded and $\neq 0$ (does not vanish identically). Each $z_i \in \sigma$ is its zero of order $\geq n_i$, so that $\sum_{z_i \in \sigma} n_i(1 - |z_i|) < +\infty$ and the infinite product converges in $D$. Thus, $\sigma$ being finite or infinite, $B$ is holomorphic in $D$ and vanishes exactly on $\sigma$ with the order $n_i$ at $z_i \in \sigma$.

We recall the following well-known properties of linear transformations.

**Proposition 2.** Let

$$\tau(z) = \frac{pz + q}{rz + s} \quad (p, q, r, s \in \mathbb{C}; ps - qr \neq 0)$$

be a linear transformation. If $\tau(D)$ is bounded, then $|r| < |s|$ and $\tau(D)$ is the open disc of center $(q\overline{s} - p\overline{r})/(|s|^2 - |r|^2)$ and of radius
3. Basic properties of Nevanlinna parametrizations. Until §7, we consider always the extended interpolation problem (EI) under the hypothesis (H). For each \( z_0 \in D \), let

\[
W(z_0) = \{ f(z_0) : f \in \mathcal{E} \}
\]

denote the set of values taken at \( z_0 \) by all solutions of (EI) in \( \mathcal{B} \). We have \( W(z_0) \subset D \). In fact, \( W(z_0) \subset \overline{D} \) is evident. If there were an \( f \in \mathcal{E} \) such that \( f(z_0) \in \partial D \), then \( f \) is constant by the maximum principle, so that \( |c_{10}| = 1 \). All solutions of (EI) in \( \mathcal{B} \) reduce to the constant \( c_{10} \), contrary to (H). For any \( z_i \in \sigma \), \( W(z_i) \) reduces to a point: \( W(z_i) = \{ c_{10} \} \).

As we defined in the Introduction, a Nevanlinna parametrization of \( \mathcal{F} \) is a bijective mapping \( \pi : \mathcal{B} \to \mathcal{E} \) such that there exist four holomorphic functions \( P, Q, R, \) and \( S \) in \( D \) satisfying

\[
\pi(g) = \frac{Pg + Q}{Rg + S}, \quad Rg + S \neq 0 \quad (\forall g \in \mathcal{B}).
\]

We shall say that the quadruple \( (P, Q, R, S) \) represents \( \pi \). To this \( \pi \) and to each \( z_0 \in D \), we associate the mapping \( \pi_{z_0} : \overline{D} \to W(z_0) \) defined by

\[
\pi_{z_0}(\zeta) = \pi(\zeta)(z_0) \quad (\zeta \in \overline{D}),
\]

where each \( \zeta \in \overline{D} \) is regarded as a constant function. If \( P(z_0)S(z_0) - Q(z_0)R(z_0) \neq 0 \), then we have

\[
\pi_{z_0}(\zeta) = \frac{P(z_0)\zeta + Q(z_0)}{R(z_0)\zeta + S(z_0)} \quad (\forall \zeta \in \overline{D})
\]

and, taking account of constant functions, we see that \( \pi_{z_0} : \overline{D} \to W(z_0) \) is bijective and hence \( W(z_0) \) is a nondegenerate closed disc in \( D \).

Using Proposition 2, we observe now some basic properties of quadruples representing Nevanlinna parametrizations.

Propositions 3. Let \( (P, Q, R, S) \) represent Nevanlinna parametrization of \( \mathcal{E} \). Then we have

(a) \( S \neq 0 \) in \( D \);
(b) \( PS - QR \neq 0 \);
(c) \( P/S, Q/S, \) and \( R/S \) are all holomorphic in \( D \);
(d) $|P/S| < 1$, $|Q/S| < 1$, and $|R/S| < 1$ in $D$;
(e) $Q/S \in \mathcal{E}$.

Proof. Taking $g \equiv 0$, one sees $S \not\equiv 0$ and $Q/S \in \mathcal{E}$. If $PS - QR \equiv 0$, the bijection $\pi$ would be a constant mapping, which is impossible. To see (c) and (d), take $z_0 \in D \setminus \sigma$ such that $S(z_0) \neq 0$ and $P(z_0)S(z_0) - Q(z_0)R(z_0) \neq 0$. Then, since $W(z_0) \subset D$, Proposition 2 shows that the inequalities in (d) hold at $z_0$ and hence in $D$ with the exception of a discrete set. Riemann’s theorem of removable singularities yields (c) and the maximum principle implies (d). □

By virtue of this proposition, for any representing quadruple $(P, Q, R, S)$, we shall assume always $S \not\equiv 0$ in $D$ ($S$ has no zeros in $D$) and sometimes $S \equiv 1$. Notice that by this assumption we have $Rg + S \not\equiv 0$ in $D$ for any $g \in \mathfrak{B}$. Moreover, for any $z_0 \in D$, $\pi_{z_0}$ is surjective and we have the relation (*).

4. Totality of Nevanlinna parametrizations. As in the Introduction, let $\mathcal{P}$ denote the set of Nevanlinna parametrizations of $\mathfrak{E}$ and $G$ the group of Möbius transformations. For $\tau \in G$ and $\pi \in \mathcal{P}$, we have by definition

$$(\tau^*(\pi))(g) = \pi(\tau \circ g) \quad (g \in \mathfrak{B}),$$

and, for $\tau_1, \tau_2 \in G$,

$$(\tau_1 \circ \tau_2)^* = \tau_2^* \circ \tau_1^* \quad \text{and} \quad id^* = id.$$

Thus $G$ operates on $\mathcal{P}$.

In the next §5, $\mathcal{P} \neq \emptyset$ will be shown. In this section, we shall prove that there is a bijective correspondence between $\mathcal{P}$ and $G$, provided that $\mathcal{P} \neq \emptyset$. For this purpose, we need two lemmas.

**Lemma 1.** Let $z_0 \in D$, $w_0 \in \partial W(z_0)$, and $\pi \in \mathcal{P}$. Assume that $W(z_0)$ does not reduce to a point. Then there is a unique $f \in \mathfrak{B}$ such that $f(z_0) = w_0$. This unique function $f$ is of the form $f = \pi(\zeta)$ ($\zeta \in \partial D$).

In fact, as $W(z_0)$ is closed, there is an $f \in \mathcal{E}$ such that $f(z_0) = w_0$. Take $g \in \mathfrak{B}$ with $\pi(g) = f$. Since $\pi_{z_0}(g(z_0)) = f(z_0) \in \partial W(z_0)$, $g(z_0) \in \partial D$ and $g$ reduces to a constant $\zeta$ with $\pi_{z_0}(\zeta) = w_0$. The uniqueness is trivial. □

**Lemma 2.** Let $z_0 \in D$ and $\pi_1, \pi_2 \in \mathcal{P}$. If $W(z_0)$ does not reduce to a point and if $\pi_{1z_0} = \pi_{2z_0}$ then we have $\pi_1 = \pi_2$. 

To see this, let $\pi_v (v = 1, 2)$ be represented by $(P_v, Q_v, R_v, 1)$ and put

$$F_v(z, \zeta) = \frac{P_v(z)\zeta + Q_v(z)}{R_v(z)\zeta + 1} \quad ((z, \zeta) \in D \times \overline{D}).$$

Note that $F_1$ and $F_2$ are holomorphic on $D \times \overline{D}$ and that, for any fixed $\zeta \in \overline{D}$, they belong to $\mathcal{F}$ as functions of $z$. By assumption, $F_1 = F_2$ on $\{z_0\} \times \overline{D}$. By Lemma 1, $F_1 = F_2$ on $D \times \partial D$ and hence on $D \times \overline{D}$. Therefore, for any $g \in \mathcal{B}$, we have $F_1(z, g(z)) = F_2(z, g(z))$, which shows $\pi_1 = \pi_2$. \hfill \Box

**Theorem 1.** Assume the hypothesis (H) and let $\pi, \pi_0 \in \mathcal{P}$. Then there exists one and only one $\tau \in G$ such that $\pi = \tau^*(\pi_0)$.

**Proof.** Take one $z_0 \in D$ such that $W(z_0)$ does not reduce to a point. There exists one and only one $\tau \in G$ such that $\pi_{z_0} = \pi_{0z_0} \circ \tau$. Since $\pi_0z_0 \circ \tau = (\tau^*(\pi_0))_{z_0}$, Lemma 2 shows $\pi = \tau^*(\pi_0)$. The uniqueness is now clear. \hfill \Box

Note that if we fix one $\pi_0 \in \mathcal{P}$ as a base point, $\tau \mapsto \tau^*(\pi_0)$ gives a bijective mapping of $G$ onto $\mathcal{P}$, so that the totality $\mathcal{P}$ of Nevanlinna parametrizations has only three real parameters.

**5. Existence of Nevanlinna parametrizations.** By means of Schur-Nevanlinna’s algorithm, let us establish the existence theorem of parametrizations.

**Theorem 2.** For the extended interpolation problem (EI) and under the hypothesis (H), there exists a Nevanlinna parametrization represented by a quadruple $(P, Q, R, S)$ such that

(a) $S$ has no zeros in $D$;
(b) we can write

$$\frac{PS - QR}{S^2} = BU,$$

where $B$ is the Blaschke product assigned to the problem (EI) in §2 and $U$ is a holomorphic function with $0 < |U| \leq 1$ in $D$. For any $z_0 \in D$ and $w_0 \in D$ we may require moreover the condition

(c) $R(z_0)/S(z_0) = w_0$.

**Proof.** 1°. Let us prove the first statement of the theorem in the case where $\sigma = \{z_1, \ldots, z_k\}$ is finite, by induction on the total order $n = n_1 + \cdots + n_k$. 
Suppose $n = 1$. The equality

$$\frac{f(z) - c_{10}}{1 - \overline{c}_{10}f(z)} = \frac{z - z_1}{1 - \overline{z}_1 z} \cdot g(z)$$

is equivalent to

$$f(z) = \frac{P(z)g(z) + Q(z)}{R(z)g(z) + S(z)} ,$$

where

$$\begin{pmatrix} P(z) & Q(z) \\ R(z) & S(z) \end{pmatrix} = \begin{pmatrix} z - z_1 & c_{10}(1 - \overline{z}_1 z) \\ \overline{c}_{10}(z - z_1) & 1 - \overline{z}_1 z \end{pmatrix}.$$

It is easy to see that $f \in \mathcal{B}$ if and only if $g \in \mathcal{B}$. Clearly $S(z) \neq 0$ in $D$. We have

$$\frac{PS - QR}{S^2} = (1 - |c_{10}|^2) \cdot \frac{z - z_1}{1 - \overline{z}_1 z} = BU.$$

By (H), one sees $|c_{10}| < 1$ and $|U| = 1 - |c_{10}|^2$, so that (b) holds.

Suppose $n > 1$ and that the first statement is valid for the problem of total order $< n$. Consider the transformation

$$(1) \quad \frac{f(z) - c_{10}}{1 - \overline{c}_{10}f(z)} = \frac{z - z_1}{1 - \overline{z}_1 z} \cdot \hat{f}(z),$$

and, corresponding to $\hat{f}$, the following extended interpolation problem of total order $n - 1$:

$$(\text{EI})^\wedge \quad \hat{f}(z) = \sum_{\alpha = 0}^{n - 1} \hat{c}_{i\alpha}(z - z_i)^\alpha + O((z - z_i)^{\hat{n}_i}) \quad (i = 1, \ldots, k),$$

where $\hat{n}_1 = n_1 - 1$ (if $\hat{n}_1 = 0$, there is no condition for $i = 1$), $\hat{n}_i = n_i$ for $i = 2, \ldots, k$, and the coefficients $\hat{c}_{i\alpha}$ ($\alpha = 0, \ldots, \hat{n}_i - 1$) are defined with the notations in §2 by

$$\begin{pmatrix} 0 \\ \hat{c}_{10} \\ \vdots \\ \hat{c}_{1\hat{n}_1 - 1} \end{pmatrix} = \Delta \left( (1 - \overline{z}_1 z) \frac{f(z) - c_{10}}{1 - \overline{c}_{10}f(z)} ; z_1 ; n_1 \right);$$

and, for $i = 2, \ldots, k$,

$$\begin{pmatrix} \hat{c}_{i0} \\ \vdots \\ \hat{c}_{i\hat{n}_i - 1} \end{pmatrix} = \Delta \left( \frac{1 - \overline{z}_1 z}{z - z_1} \frac{f(z) - c_{10}}{1 - \overline{c}_{10}f(z)} ; z_i ; n_i \right).$$
Notice that, in this definition, it is enough to suppose that $f$ is holomorphic in the neighborhood of the set $\{z_1, \ldots, z_k\}$ and satisfies (EI). Recalling the formulas in §2 and rewriting (1) at $z_1$ in the form

$$(1 - z_1 z) \frac{f(z) - c_{10}}{1 - c_{10} f(z)} = (z - z_1) \cdot \sum_{\alpha=0}^{\hat{n} - 1} \hat{c}_\alpha (z - z_1)^\alpha + \cdots ,$$

we see that $f$ is solution of (EI) in $\mathcal{B}$ if and only if $\hat{f}$ is solution of $(\text{EI})^\wedge$ in $\mathcal{B}$. The relation (1) is equivalent to

$$f(z) = \frac{(z - z_1) \hat{f}(z) + c_{10} (1 - z_1 z)}{c_{10} (z - z_1) \hat{f}(z) + (1 - z_1 z)}.$$

Evidently, the problem $(\text{EI})^\wedge$ satisfies the hypothesis (H) as well as the problem (EI).

By the hypothesis of induction, choose a parametrization for the problem $(\text{EI})^\wedge$ represented by a quadruple $(\hat{P}, \hat{Q}, \hat{R}, \hat{S})$ satisfying (a) and (b). Put

$$P(z) \quad Q(z) \quad R(z) \quad S(z) \quad \frac{P(z) Q(z) - R(z) S(z)}{S(z)^2} = \frac{\hat{P}(z) \hat{Q}(z) - \hat{R}(z) \hat{S}(z)}{\hat{S}(z)^2}.$$

The function

$$S(z) = (1 - z_1 z) \hat{S}(z) \left( \frac{z - z_1}{c_{10} (1 - z_1 z)} \right) \hat{S}(z) + 1$$

has no zeros in $D$, because $|c_{10}| < 1$ by (H) and $|\hat{Q}| < |\hat{S}|$ in $D$ by Proposition 3. From (3) one derives directly

$$PS - QR = (1 - |c_{10}|^2) (z - z_1)(1 - z_1 z) (\hat{P} \hat{S} - \hat{Q} \hat{R}).$$

Taking account of the Blaschke product assigned to $(\text{EI})^\wedge$, we can write $(PS - QR)/S^2 = BU$, where $U$ is holomorphic and has no zeros in $D$. Since, for any $z_0 \in D$, the radius

$$\rho(z_0) = |P(z_0)S(z_0) - Q(z_0)R(z_0)|/(|S(z_0)|^2 - |r(z_0)|^2)$$

of disc $W(z_0)$ is smaller than 1 by Proposition 2, we have $|BU| < 1$ and hence $0 < |U| \leq 1$ in $D$. Thus (b) holds. Finally, a function $\hat{f}$ is solution of $(\text{EI})^\wedge$ in $\mathcal{B}$ if and only if $\hat{f}$ is of the form

$$\hat{f} = \frac{\hat{P}g + \hat{Q}}{\hat{R}g + \hat{S}} \quad \text{for some } g \in \mathcal{B}.$$

This assertion and the relations (2) and (3) show that $(P, Q, R, S)$ represents a Nevanlinna parametrization of $\mathcal{E}$. 
Let us show that the first statement yields the second. Let
\((P_0, Q_0, R_0, 1)\) represent a \(\pi_0 \in \mathcal{P}\) and take a \(\tau \in G\) of the form
\[
\tau(z) = \lambda \frac{z + a}{1 + \bar{a}z} \quad (|\lambda| = 1, |a| < 1).
\]

Put
\[
\begin{pmatrix} P & Q \\ R & S \end{pmatrix} = \begin{pmatrix} P_0 & Q_0 \\ R_0 & 1 \end{pmatrix} \begin{pmatrix} \lambda & \lambda a \\ \bar{a} & 1 \end{pmatrix}.
\]

Then \((P, Q, R, S)\) represents \(\tau^*(\pi_0)\). We can choose \(\lambda\) and \(a\) so that
\[
\frac{R(z_0)}{S(z_0)} = \lambda \frac{R_0(z_0) + \bar{a}a}{1 + \lambda a R_0(z_0)} = w_0,
\]
because \(|R_0(z_0)| < 1\).

3°. We proceed to prove the first statement in the case in which \(\sigma\) is infinite. To each finite section \(\sigma_k = \{z_1, \ldots, z_k\}\) of \(\sigma\) \((k = 1, 2, \ldots)\), we associate the following extended interpolation problem:
\[
(\text{EI})_k \quad f(z) = \sum_{i=0}^{n_i-1} c_{i\alpha}(z - z_i)^\alpha + O((z - z_i)^{n_i}) \quad (i = 1, \ldots, k).
\]

Let \(\mathcal{E}_k\) denote the set of all solutions of \((\text{EI})_k\) in \(\mathbb{B}\). Clearly \(\mathcal{E} = \bigcap_{k \in \mathbb{N}} \mathcal{E}_k\). By assumption, \(\mathcal{E}_k\) has at least two elements.

Fix a point \(z_0 \in D\) and take, for each \(k\), by 1° and 2°, a Nevanlinna parametrization of \(\mathcal{E}_k\) represented by \((P_k, Q_k, R_k, 1)\) such that the condition (b) holds and \(R_k(z_0) = 0\). By Proposition 3, we can choose a subsequence \(\{k_j\}\) of \(\mathbb{N}\) such that \(\{P_{k_j}\}, \{Q_{k_j}\}\), and \(\{R_{k_j}\}\) converge to holomorphic functions \(P, Q, R\) and \(R\in D\) respectively. We have \(R \in \mathbb{B}\) and \(R(z_0) = 0\), and hence \(|R| < 1\) and \(Rg + 1 \neq 0\) in \(D\) for any \(g \in \mathbb{B}\). A normal families argument shows immediately that \((P, Q, R, 1)\) represents a parametrization of \(\mathcal{E}\).

It remains to verify (b). Write for each \(k\)
\[
P_k - Q_k \cdot R_k = B_k \cdot U_k,
\]
where \(B_k\) is the Blaschke product assigned to \((\text{EI})_k\) and \(U_k\) is holomorphic function with \(0 < |U_k| \leq 1\) in \(D\). The subsequence \(\{U_{k_j}\}\) converges evidently to a function \(U \in \mathbb{B}\). If \(U \equiv 0\) in \(D\), then \(P - QR \equiv 0\) and all solutions in \(\mathcal{E}\) would be reduced to a same constant, contrary to \((H)\). Thus \(0 < |U| \leq 1\). Since \(\{B_{k_j}\}\) converges to \(B\), this completes the proof of Theorem 2. \(\square\)
By (b) of Theorem 2 and the note at the end of §3, we have

**COROLLARY 1.** Under the hypothesis (H), let \( \pi \in \mathcal{P} \) and \( z_0 \in D \setminus \sigma \). Then \( \pi_{z_0} : \overline{D} \to W(z_0) \) is bijective and \( W(z_0) \) is a nondegenerate closed disc contained in \( D \). If \( (P, Q, R, S) \) represents \( \pi \) then the center and the radius of \( W(z_0) \) are

\[
\frac{(Q(z_0)\overline{S(z_0)} - P(z_0)\overline{R(z_0)})}{(|S(z_0)|^2 - |R(z_0)|^2)}
\]

and

\[
\frac{|P(z_0)S(z_0) - Q(z_0)R(z_0)|}{(|S(z_0)|^2 - |R(z_0)|^2)}
\]

respectively.

**COROLLARY 2.** Under the hypothesis (H), let \( \pi \in \mathcal{P} \). If \( (P, Q, R, S) \) represents \( \pi \) then we can write

\[
\frac{PS - QR}{S^2} = BU,
\]

where \( U \) is a holomorphic function with \( 0 < |U| \leq 1 \) in \( D \).

To see Corollary 2, let \( \pi_0 \in \mathcal{P} \) be represented by a \( (P_0, Q_0, R_0, S_0) \) satisfying the conditions (a) and (b) of Theorem 2. By Theorem 1, there exists \( \tau \in G \) such that \( \pi = \tau^*(\pi_0) \). Write

\[
\tau(z) = \frac{pz + q}{qz + p} \quad (|p|^2 - |q|^2 = 1).
\]

Put

\[
\begin{pmatrix} P' & Q' \\ R' & S' \end{pmatrix} = \begin{pmatrix} P_0 & Q_0 \\ R_0 & S_0 \end{pmatrix} \begin{pmatrix} p & q \\ \overline{q} & \overline{p} \end{pmatrix}.
\]

Then \( (P', Q', R', S') \) represents \( \pi \) also and we have

\[
\frac{PS - QR}{S^2} = \frac{P'S' - Q'R'}{S'^2} = \left( \frac{S_0}{S'} \right)^2 \frac{P_0S_0 - Q_0R_0}{S_0^2}.
\]

Since \( |S_0| > |R_0| \) in \( D \) and \( |p| > |q| \), \( S' \) has no zeros in \( D \). Thus we can write \( (PS - QR)/S^2 = BU \), where \( U \) is holomorphic and has no zeros in \( D \). For each \( z_0 \in D \), the radius of \( W(z_0) \) is smaller than 1, so that we have \( |BU| < 1 \) in \( D \). The well-known theorem on the factorization of bounded analytic functions yields \( 0 < |U| \leq 1 \) in \( D \).

**Notes.** (i) In Theorem 1, we see by 1° of its proof that, in the finite case, we may require moreover the fourth condition

(d) \( P, Q, R, \) and \( S \) are polynomials in \( z \) of degree \( \leq n \).
(ii) In the finite case, by (1) in 1° and from the fact that if \( f \) is a finite Blaschke product of degree \( m \) then \( \tau \circ f \) is also such that for any \( \tau \in G \), we see by induction that, for any \( \pi \in \mathcal{P} \) and \( \zeta \in \partial D \), \( \pi(\zeta) \) is a Blaschke product of degree \( n \).

(iii) In the infinite case, the argument of Nevanlinna used in [13] shows that, for any \( \pi \in \mathcal{P} \) and \( \zeta \in \partial D \), \( \pi(\zeta) \) is an inner function.

6. Discs \( W'(z_i) \). In this section, we study the closed discs \( W'(z_i) = \{ f^{(n_i)}(z_i) : f \in \mathcal{E} \} \) by means of a Nevanlinna parametrization. Let \( \pi \in \mathcal{P} \) be represented by \( (P, Q, R, S) \) such that \( S \neq 0 \) in \( D \). For the sake of simplicity, for each \( z_i \in \sigma \) and \( f \in \mathcal{B} \), we shall denote the value of the \( n_i \)th derivative of \( f \) at \( z_i \) by

\[
d_i f = f^{(n_i)}(z_i).
\]

The following lemma shows that, for \( g \in \mathcal{B} \), \( d_i(\pi(g)) \) depends only on \( \pi \) and the value of \( g \) at \( z_i \).

**Lemma 3.** Let \( g, g_0 \in \mathcal{B} \). For any \( z_i \in \sigma \) we have

\[
d_i(\pi(g)) - d_i(\pi(g_0)) = \frac{(g(z_i) - g_0(z_i)) \cdot d_i(PS - QR)}{(R(z_i)g(z_i) + S(z_i))(R(z_i)g_0(z_i) + S(z_i))}.
\]

In fact, a simple calculation yields

\[
\pi(g) - \pi(g_0) = \frac{g - g_0}{(Rg + S)(Rg_0 + S)}(PS - QR).
\]

Since \( |S| > |R| \) and \( PS - QR \) vanishes at \( z_i \) with the order \( n_i \), we have at once the relation of the lemma.

**Theorem 3.** Under the hypothesis (H), let \( \pi \) be a Nevanlinna parametrization of \( \mathcal{E} \) represented by a quadruple \( (P, Q, R, S) \) such that \( S \) has no zeros in \( D \). Then we have, for each \( z_i \in \sigma \), with the notation \( d_i \) defined above,

\[
W'(z_i) = \left\{ d_i(\frac{Q}{S}) + \frac{d_i(PS - QR) \cdot \zeta}{(R(z_i)\zeta + S(z_i))S(z_i)} : \zeta \in \overline{D} \right\}.
\]

Thus, \( W'(z_i) \) is a nondegenerate compact disc of radius

\[
\frac{|d_i(PS - QR)|}{|S(z_i)|^2 - |R(z_i)|^2}.
\]

To see this, it is enough to put \( g_0 \equiv 0 \) in Lemma 3 and recall Proposition 2.
Note that in the case where \( \sigma \) is finite we showed in our recent report [25] that \( W'(z_i) \) is a nondegenerate compact disc without using Nevanlinna parametrizations.

From Lemma 1 in §3, Corollary 1 in §5, and the above expression of \( W'(z_i) \) of Theorem 3, we sum up the following properties of the extremal solutions of (EI) in \( \mathcal{B} \).

**Corollary 3.** Under the hypothesis (H), let \( \pi \in \mathcal{P} \) and \( f \in \mathcal{C} \). The following conditions are equivalent:

(a) \( f(z_0) \in \partial W(z_0) \) for some \( z_0 \in D \setminus \sigma \).
(b) \( f(z) \in \partial W(z) \) for any \( z \in D \).
(c) \( f^{(n_1)}(z_i) \in \partial W'(z_i) \) for some \( z_i \in \sigma \).
(d) \( f^{(n_1)}(z_i) \in \partial W'(z_i) \) for any \( z_i \in \sigma \).
(e) There exists a \( \zeta \in \partial D \) such that \( f = \pi(\zeta) \).

If one of (and hence all of) these conditions is satisfied, \( \zeta \) in (e) is uniquely determined by \( \pi \) and \( f \).

**7. Remarks on the existence and the uniqueness of solutions.** In this section, we state some remarks on the existence and the uniqueness of solutions of (EI) in \( \mathcal{B} \), in the case where the sequence \( \sigma \) is infinite.

As in §5, for each finite section \( \sigma_k = \{ z_1, \ldots, z_k \} \) of \( \sigma \) \((k = 1, 2, \ldots)\), we consider the problem \((EI)_k\), and the set \( \mathcal{C}_k \) of solutions of \((EI)_k\) in \( \mathcal{B} \). Clearly \( \mathcal{C}_k \supset \mathcal{C}_{k+1} \) and \( \mathcal{C} = \bigcap_{k \in \mathbb{N}} \mathcal{C}_k \). Let \( A_k \) be the Hermitian matrix of \((EI)_k\), mentioned in the Introduction and defined in [24].

A normal families argument shows immediately that there exists a solution of (EI) in \( \mathcal{B} \), that is, \( \mathcal{C} \neq \emptyset \), if and only if \( A_k \geq 0 \), that is, \( \mathcal{C}_k \neq \emptyset \), for all \( k \in \mathbb{N} \).

Assuming \( \mathcal{C} \neq \emptyset \), we proceed to the uniqueness. We distinguish two cases:

Case I where \( \det A_k = 0 \) for some \( k \);
Case II where \( \det A_k > 0 \) for all \( k \).

In Case I, by Theorem U in the Introduction, the solution of (EI) in \( \mathcal{B} \) is evidently unique and it is a Blaschke product of degree \( < n_1 + \cdots + n_k \). In Case II, each \((EI)_k\) has an infinite number of solutions in \( \mathcal{B} \). But it happens that the solution of (EI) in \( \mathcal{B} \) may be unique. From now on we restrict ourselves to the Case II.

For any \( z_0 \in D \), let \( W_k(z_0) = \{ f(z_0) : f \in \mathcal{C}_k \} \). By Corollary 1, \( W_k(z_0) \) is a nondegenerate closed disc in \( D \), provided that \( z_0 \notin \sigma_k \).
We easily see $W_k(z_0) \supset W_{k+1}(z_0)$ and $W(z_0) = \bigcap_{k \in \mathbb{N}} W_k(z_0)$. The radius $\rho_k(z_0)$ of $W_k(z_0)$ converges to the radius $\rho(z_0)$ of $W(z_0)$ as $k \to \infty$.

By Corollary 1, we observe at once that if $\rho_k(z_0) \to 0$ (as $k \to \infty$) for some $z_0 \in D \setminus \sigma$ then $\rho_k(z) \to 0$ for all $z \in D$ and hence the solution of (EI) in $\mathcal{B}$ is unique.

Finally, we note that, by means of Schur-Nevanlinna's algorithm [13], we obtain Denjoy's criterion of uniqueness [4], in our extended case too. This criterion involves unhappily a sequence of constants that we cannot determine directly in terms of the given data $\{z_i\}$ and $\{c_{i\alpha}\}$. Here we are content to indicate only the first step of the algorithm.

Fix a point $z_0 \in D \setminus \sigma$ and consider the following transformation

$$f_1 - c_{10} \over 1 - c_{10}f_1 = \frac{z - z_1}{1 - \overline{z}_1 z} \cdot \frac{f_2 - a}{1 - \overline{a} \over f_2}$$

with the constant $a = c_{10}(z_0 - \overline{z}_1)/(1 - z_1 \overline{z}_0)$. As in §5, we see that $f_1 \in \mathcal{B}$ (resp $f_1 \in \mathcal{B}_k$) if and only if $f_2$ is a solution in $\mathcal{B}$ of another extended interpolation problem (EI)$^{(2)}$ (resp (EI)$^{(2)}_k$) defined from (EI) by means of (4), analogously to (EI)$^{\wedge}$ in §5. The order $n_i^{(2)}$ of (EI)$^{(2)}$ at $z_i$ is equal to $n_1 - 1$ for $i = 1$ and to $n_i$ for $i \geq 2$. Put $z^{(1)} = z_1$, $c^{(1)} = c_{10}$; $z^{(2)} = z_2$ if $n_1 = 1$, and $z^{(2)} = z_1$ if $n_1 \geq 2$; and $c^{(2)} = f_2(z^{(2)})$ for some solution $f_2$ of (EI)$^{(2)}$. Rewrite (4) in the form

$$f_1 = \frac{Pf_2 + Q}{Rf_2 + 1}$$

with

$$u = \frac{z - z_1}{1 - \overline{z}_1 z}, \quad P = \frac{u - c_{10}\overline{a}}{1 - \overline{c}_{10} au}, \quad Q = \frac{c_{10} - au}{1 - \overline{c}_{10} au}, \quad R = \frac{\overline{c}_{10} u - \overline{a}}{1 - \overline{c}_{10} au}.$$ 

By the definition of $a$, we have $R(z_0) = 0$. Put

$$\eta^{(1)} = \frac{|P(z_0)|}{|u^{(1)}|} = \frac{1 - |c^{(1)}|^2}{1 - |c^{(1)}|^2 |u^{(1)}|^2},$$

where $|u^{(1)}| = |z_0 - z^{(1)}|/|1 - z^{(1)} z_0|$ is the noneuclidean pseudodistance between $z_0$ and $z^{(1)}$. The relation (5) shows that $\eta^{(1)}$ is the ratio of the radius of $W_k(z_0)$ to that of $W^{(2)}_k(z_0) = \{f_2(z_0) : f_2$ is solution of (EI)$^{(2)}_k$ in $\mathcal{B}\}$; and so on. Thus,

$$\rho_k(z_0) = \prod_{j=1}^{n_1 + \ldots + n_k} \eta^{(j)}.$$
Denjoy's criterion in our case says that the uniqueness is equivalent to the divergence of the infinite product \( \prod_{j \in \mathbb{N}} \eta^{(j)} \) or the divergence of
\[
\sum_{j \in \mathbb{N}} \frac{1 - |u^{(j)}|}{1 - |c^{(j)}|}.
\]
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