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We study holomorphic families of compact Riemann surfaces over the punctured unit disk. For every genus \( p \geq 3 \) we define a family whose relative canonical bundle has no roots of order \( n > 2 \). The monodromy group of that family is generated by a product of powers of commuting Dehn twists. We give necessary and sufficient conditions for such a product to generate the monodromy group of a family over the punctured disk.

1. Introduction. By definition an \( n \)th root (or root of order \( n \)) of a holomorphic line bundle \( K \) over a complex manifold \( M \) is a holomorphic line bundle \( L \to M \) such that the line bundles \( L^\otimes n \to M \) and \( K \to M \) are equivalent. (Every line bundle in this paper will be holomorphic, and equivalence will always be holomorphic equivalence.) In this paper, which continues the study initiated by the second author in [15] and [17], we shall be interested primarily in \( n \)th roots of the relative canonical bundle \( K_{\text{rel}}(V) \to V \) of a holomorphic family \( \pi: V \to B \) of compact Riemann surfaces \( p \geq 2 \). Readers who are unfamiliar with holomorphic families and their relative canonical bundles can find the basic facts about them in §1 of [17]. The most important feature of \( K_{\text{rel}}(V) \to V \) is that its restriction to each fiber \( X_t = \pi^{-1}(t) \subset V \) is the canonical line bundle of the Riemann surface \( X_t \).

For every genus \( p \geq 3 \), examples were given in [17] of holomorphic families whose relative canonical bundles have no roots of order \( n > 2 \). The base space of each of these families is a quotient space of the Teichmüller space \( T_p \) of compact Riemann surfaces of genus \( p \), and has complex dimension \( 3p - 3 \). The simplest base space for such examples would be the punctured unit disk

\[ \Delta' = \{ z \in \mathbb{C}; 0 < |z| < 1 \}. \]

This paper presents examples with base space \( \Delta' \) for every genus \( p \geq 3 \). We define the required families in the next section.

To prove Theorem 1, which states that the relative canonical bundles of these families have no roots of order \( n > 2 \), we study their
monodromy groups in §§4 and 6. Because it is a subgroup of the Teichmüller modular group, the monodromy group of a family acts on the set $E_n$ of equivalence classes of $n$th roots of the relative canonical bundle of the Teichmüller curve (see §§3 and 5). Theorem 2 in §5 uses that action to give a necessary condition for the existence of $n$th roots. The relative canonical bundle of a family cannot have a root of order $n$ unless the monodromy group leaves some point of $E_n$ fixed.

Among the simplest elements of the modular group that act without fixed points on every $E_n$ with $n > 2$ are products of opposite Dehn twists about two homologous curves (like $A_2$ and $D_2$ in Figure 1c) that separate the surface into two pieces of positive genus; see [15] and [17] for details. We first tried to construct families over $\Delta'$ whose monodromy groups are generated by such elements. To our surprise we found that task impossible and had to make a slight adjustment in our strategy (see Remark 1 in §6). The obstruction to our first plan is described by Theorem 3 in §7, which gives necessary and sufficient conditions for a product of powers of commuting Dehn twists to generate the monodromy of a family over $\Delta'$. Theorem 3 is a special case of a more general result (see Remark 1 in §7) that characterizes all elements of the modular group that generate the monodromy of some family over $\Delta'$. That result will be proved in our forthcoming paper [7].

We are grateful to Claude LeBrun for pointing out an error in our original formulation of Theorem 2. In addition, the second author thanks the Mathematics Department at Universidad Técnica Federico Santa María in Valparaíso, Chile, for its hospitality during the 1987–88 academic year, when this research was completed.

2. The examples. Given $p \geq 3$, choose compact Riemann surfaces $X$ and $Y$ of genus 1 and $p - 2$ respectively. Choose distinct points $P_1, P_2$ on $X$ and $Q_1, Q_2$ on $Y$, disjoint open neighborhoods $U_1, U_2 \subset X$ and $V_1, V_2 \subset Y$ of these points (see Figure 1a), and local coordinates $z_1, z_2$ and $w_1, w_2$ that map these neighborhoods onto the open unit disk and satisfy

$$z_1(P_1) = z_2(P_2) = w_1(Q_1) = w_2(Q_2) = 0.$$ 

Using a standard construction (cf. p. 37 of [8]) we define a holomorphic family $\pi: W \to \Delta'$ as follows. Let

$$(2.1a) \quad X^* = \{(t, P) \in \Delta' \times X; |z_1(P)| > |t| \text{ if } P \in U_1 \text{ and } |z_2(P)| > |t|^{2p-3} \text{ if } P \in U_2\}$$
and

\[(2.1b) \quad Y^* = \{(t, Q) \in \Delta' \times Y; |w_1(Q)| > |t| \text{ if } Q \in V_1 \text{ and} \]
\[|w_2(Q)| > |t|^{2p-3} \text{ if } Q \in V_2.\]

The complex manifold \(W\) is obtained from \(X^* \cup Y^*\) by identifying \((s, P) \in X^*\) with \((t, Q) \in Y^*\) if \(s = t\) and either

\[(2.2a) \quad P \in U_1, \ Q \in V_1, \text{ and } z_1(P)w_1(Q) = t\]
or

\[(2.2b) \quad P \in U_2, \ Q \in V_2, \text{ and } z_2(P)w_2(Q) = t^{2p-3}.\]
The projections \((t, P) \mapsto t\) and \((t, Q) \mapsto t\) from \(X^*\) and \(Y^*\) to \(\Delta'\) induce a well-defined holomorphic map \(\pi: W \to \Delta'\), which defines a holomorphic family of compact Riemann surfaces of genus \(p\). Our principal result is

**Theorem 1.** The relative canonical bundle of the family \(\pi: W \to \Delta'\) defined above has no roots of order \(n > 2\).

We shall prove Theorem 1 in \(\S 6\). The proof will rely on the results in \(\S 5\) about the action of the Teichmüller modular group on roots of order \(n\). The necessary background material about the Teichmüller curve, the modular group, and monodromy is presented in \(\S\S 3\) and 4.

3. The modular group and the Teichmüller curve. The material in this section and the next is well known. The primary reference is [9]; see also Chapter 5 of Nag [14]. For any integer \(p \geq 2\) the Teichmüller curve \(\pi_p: V_p \to T_p\) (see Nag [14] or \(\S 2\) of [11]) is a holomorphic family of compact Riemann surfaces of genus \(p\). Let \(S\) be any smooth oriented compact surface of genus \(p\). Since the Teichmüller space \(T_p\) is smoothly contractible, there is a diffeomorphism \(\theta: T_p \times S \to V_p\) such that \(\pi_p(\theta(t, x)) = t\) for all \((t, x)\) in \(T_p \times S\). Since each fiber \(\pi_p^{-1}(t)\) has a natural orientation induced by its complex structure, we can and do require that the diffeomorphisms \(x \mapsto \theta(t, x)\) from \(S\) to \(\pi_p^{-1}(t)\) respect the given orientations. For a simple construction of \(\theta\), see [4].

Let \(\mathcal{H}^+ (S)\) be the group of sense-preserving homeomorphisms of \(S\) onto itself. By definition, the Teichmüller modular group \(\text{Mod}_p\) is \(\mathcal{H}^+ (S)\) modulo the normal subgroup of homeomorphisms that are isotopic to the identity. The diffeomorphism \(\theta\) above leads to an identification between \(\text{Mod}_p\) and the automorphism group of the Teichmüller curve, which we shall now describe.

By definition, a map of holomorphic families from the family \(\pi': V' \to B'\) to the family \(\pi: V \to B\) is a holomorphic map \(\tilde{f}: V' \to V\) with the following two properties:

(i) there is a (necessarily holomorphic) map \(f: B' \to B\) such that \(f \circ \pi' = \pi \circ \tilde{f}\),

(ii) for each \(t\) in \(B'\), \(\tilde{f}\) restricts to a bijective map from \((\pi')^{-1}(t)\) to \(\pi^{-1}(f(t))\).

The map of holomorphic families \(\tilde{f}: V' \to V\) is an isomorphism if \(\tilde{f}\) (and therefore \(f\)) is biholomorphic. An isomorphism is an automorphism if \(V' = V\), \(B' = B\), and \(\pi' = \pi\).
If \( f: V_p \to V_p \) is an automorphism of the Teichmüller curve, the diffeomorphism \( \theta^{-1} \circ f \circ \theta: T_p \times S \to T_p \times S \) is fiber preserving. Therefore, for each \( t \) in \( T_p \) there is a diffeomorphism \( f_t \) in \( \mathcal{H}^+(S) \) such that

\[
\tilde{f}(\theta(t, x)) = \theta(f(t), f_t(x)) \quad \text{for all } (t, x) \in T_p \times S.
\]

The image \([f_t]\) of \( f_t \) in \( \text{Mod}_p \) is independent of \( t \), so formula (3.1) determines a homomorphism \( f^* \mapsto [f_t] \) from the automorphism group of the Teichmüller curve to \( \text{Mod}_p \). That homomorphism is a surjective isomorphism (see [9] or Corollary 2 on p. 265 of [5]) and provides the desired identification of \( \text{Mod}_p \) with the automorphism group.

4. The monodromy of a holomorphic family. Let \( \pi: V \to B \) be any holomorphic family of compact Riemann surfaces of genus \( p \geq 2 \). We recall the definition of its monodromy. Choose a basepoint \( b_0 \) in \( B \) and a homeomorphism \( \eta_0: S \to \pi^{-1}(b_0) \) that respects the given orientations. Let \( I = [0, 1] \). If \( h: I \to B \) is any loop with \( h(0) = h(1) = b_0 \), choose a continuous map \( \eta: I \times S \to V \) such that

\[
\pi(\eta(u, x)) = h(u) \quad \text{for all } (u, x) \in I \times S,
\]

the map \( \eta(u, \cdot) \) from \( S \) to \( \pi^{-1}(h(u)) \) is a homeomorphism for each \( u \) in \( I \), and \( \eta(0, \cdot) \) is the homeomorphism \( \eta_0 \) chosen above. We set \( \eta_u = \eta(u, \cdot) \) for each \( u \) in \( I \). It is well known and easy to prove that the isotopy class of the homeomorphism \( \eta_1^{-1} \circ \eta_0 \) of \( S \) onto itself depends only on the homotopy class \( \gamma \) of the loop \( h \) (and the isotopy class of \( \eta_0 \) ), and that

\[
\gamma \mapsto \mu(\gamma) = [\eta_1^{-1} \circ \eta_0]
\]

is a homomorphism of the fundamental group \( \Gamma = \pi_1(B, b_0) \) into \( \text{Mod}_p \). We call \( \mu \) the monodromy homomorphism of the family \( \pi: V \to B \); its monodromy group is the subgroup \( \mu(\Gamma) \) of \( \text{Mod}_p \).

Now let \( \omega: B^\# \to B \) be a holomorphic universal covering map, and let \( \pi^*: V^\# \to B^\# \) be the pullback of \( \pi: V \to B \) by \( \omega \). Thus

\[
V^\# = \omega^{-1}(V) = \{(t, v) \in B^\# \times V; \omega(t) = \pi(v)\}
\]

and \( \pi^*(t, v) = t \). We identify \( \Gamma = \pi_1(B, b_0) \) with the group of cover transformations \( \gamma: B^\# \to B^\# \) of \( B^\# \) over \( B \) in the usual way, by choosing a point \( t_0 \) in \( B^\# \) with \( \omega(t_0) = b_0 \). Each \( \gamma \) in \( \Gamma \) then induces an automorphism \( \tilde{\gamma} \) of the family \( \pi^*: V^\# \to B^\# \), given by

\[
\tilde{\gamma}(t, v) = (\gamma(t), v) \quad \text{for all } \gamma \in \Gamma \text{ and } (t, v) \in V^\#.
\]
Since $B^*$ is simply connected, the homeomorphism $x \mapsto (t_0, \eta_0(x))$ of $S$ onto $(\pi^*)^{-1}(t_0)$ determines a "marking", or "structure of Teichmüller" (see §2 of [9] or Chapter 5 of [14]) on the family $\pi^*: V^* \to B^*$. Similarly, the diffeomorphism $\theta: T_p \times S \to V_p$ of §3 determines such a structure on the Teichmüller curve $\pi_p: V_p \to T_p$. By Theorem 3.1 of [9] (or Theorem 5.4.3 of [14]) there is a unique map of holomorphic families $\tilde{f}: V^* \to V_p$ such that the homeomorphisms

$$x \mapsto \tilde{f}(t_0, \eta_0(x)) \quad \text{and} \quad x \mapsto \theta(f(t_0), x)$$

of $S$ onto $\pi_p^{-1}(f(t_0))$ are isotopic. The uniqueness of $\tilde{f}$ implies the important formula

$$\tag{4.4} \tilde{f} \circ \tilde{\gamma} = \mu(\gamma) \circ \tilde{f} \quad \text{for all } \gamma \in \Gamma.$$

For the reader's convenience we shall outline a proof of (4.4). Put $t_1 = \gamma(t_0)$ and choose a path $u \mapsto t_u$, $u \in I = [0, 1]$, from $t_0$ to $t_1$ in $B^*$. The loop $u \mapsto \omega(t_u)$ in $B$ belongs to the homotopy class $\gamma$ in $\Gamma$. For each $u$ in $I$ let $\varphi_u$ be the unique homeomorphism of $S$ onto $\pi^{-1}(\omega(t_u))$ such that

$$\tag{4.5} \tilde{f}(t_u, \varphi_u(x)) = \theta(f(t_u), x) \quad \text{for all } x \in S.$$

Then $\mu(\gamma) = [\varphi_1^{-1} \circ \varphi_0]$ by the definition of monodromy, since $\varphi_0$ and $\eta_0$ are isotopic.

Let $\tilde{g}: V^* \to V_p$ be the map of holomorphic families $\mu(\gamma)^{-1} \circ \tilde{f} \circ \tilde{\gamma}$. We must show that the homeomorphisms

$$x \mapsto \tilde{g}(t_0, \eta_0(x)) \quad \text{and} \quad x \mapsto \theta(g(t_0), x)$$

from $S$ to $\pi_p^{-1}(g(t_0))$ are isotopic (so that $\tilde{g} = \tilde{f}$ as required). Now (4.3) and (4.5) imply that

$$(\mu(\gamma) \circ \tilde{g})(t_0, \eta_0(x)) = \tilde{f}(t_1, \eta_0(x)) = \theta(f(t_1), (\varphi_1^{-1} \circ \eta_0)(x)).$$

In addition, by (3.1) we can write

$$(\mu(\gamma) \circ \theta)(g(t_0), x) = \theta(f(t_1), \psi(x)),$$

with $\psi \in \mathcal{H}^+(S)$ and $[\psi] = \mu(\gamma)$. The desired isotopy now follows from the fact that $\mu(\gamma) = [\varphi_1^{-1} \circ \varphi_0] = [\varphi_1^{-1} \circ \eta_0]$.

**Remark.** Formula (4.4) makes it possible to reconstruct the family $\pi: V \to B$ from the map $f: B^* \to T_p$ and the monodromy homomorphism $\mu$ (cf. Theorem 4.1 of [9]).
5. Monodromy and nth roots. The action of Mod$_p$ as a group of automorphisms $\tilde{f}: V_p \to V_p$ of the Teichmüller curve induces an action on line bundles $L \to V_p$ by pullback:

$$ (5.1) \quad \tilde{f} \cdot L = (\tilde{f}^{-1})^*(L) \quad \text{for all } \tilde{f} \in \text{Mod}_p. $$

Since $(\tilde{f}^{-1})^*K_{\text{rel}}(V_p)$ and $K_{\text{rel}}(V_p)$ are equivalent (see Proposition 1 of [17]) and pullbacks preserve tensor products, (5.1) determines an action of Mod$_p$ on the finite set $E_n$ of equivalence classes of nth roots of $K_{\text{rel}}(V_p)$ for each $n \geq 2$. This action on $E_n$ can be used to study nth roots of $K_{\text{rel}}(V)$ for any holomorphic family of closed Riemann surfaces $\pi: V \to B$.

**Theorem 2.** The map of holomorphic families $\tilde{f}$ in formula (4.4) induces a map from the set of equivalence classes of nth roots of $K_{\text{rel}}(V)$ into the set of elements of $E_n$ that are fixed by every member of the monodromy group.

We shall describe that map in §8 when we prove Theorem 2.

To use the theorem effectively we must know how to compute the action of Mod$_p$ on $E_n$. We recall some results from [15]. Let $T_0(S)$ be the bundle of non-zero tangent vectors to the smooth surface $S$ of genus $p$. For each $\tilde{f}$ in Mod$_p$, let $\sigma_n(\tilde{f})$ be the automorphism of $H_1(T_0(S), \mathbb{Z}_n)$ induced by (any diffeomorphism of $S$ that represents) $\tilde{f}$. Let $\alpha$ be the homology class in $H_1(T_0(S), \mathbb{Z}_n)$ determined by the positive (counterclockwise) loop around the origin in the fiber $\mathbb{R}^2\setminus\{\text{origin}\}$ of $T_0(S)$, and let $\Phi_n$ be the set of all homomorphisms $\varphi: H_1(T_0(S), \mathbb{Z}_n) \to \mathbb{Z}_n$ such that $\varphi(\alpha) = -1$. Then Mod$_p$ acts on $\Phi_n$ by

$$ (5.2) \quad \tilde{f} \cdot \varphi = \varphi \circ \sigma_n(\tilde{f})^{-1} \quad \text{for all } \tilde{f} \in \text{Mod}_p. $$

Formula (2a) in Proposition 2.2 of [15] shows that $K_{\text{rel}}(V_p)$ and the canonical bundle $K(V_p)$ are equivalent, so Theorem 1 of [15] provides a natural bijection between the sets $E_n$ and $\Phi_n$, which is equivariant with respect to the actions (5.1) and (5.2) of Mod$_p$. That result is very useful because it is easy to determine the set $\Phi_n$ and some important automorphisms $\sigma_n(\tilde{f})$. For instance it is well known (see Proposition 2.5 of [15]) that $(2p - 2)\alpha = 0$, so $\Phi_n$ is empty unless (as we shall assume for the remainder of this section) $n$ divides $2p - 2$.

The automorphisms $\sigma_n(\tilde{f})$ are described by their matrices with respect to a basis for the group $H_1(T_0(S), \mathbb{Z}_n)$, which is isomorphic to $(\mathbb{Z}_n)^{2p+1}$ since $n$ divides $2p - 2$ (see p. 74 of [15]). To obtain a
convenient basis we choose a Riemannian metric on $S$ and smooth simple loops \{A_1, \ldots, A_p, B_1, \ldots, B_p\} in $S$ that define a canonical basis for $H_1(S, Z)$, as illustrated in Figure 1c. We also choose a diffeomorphism $r_p : S \to S$ of order $p$ that satisfies $r_p(A_p) = A_1$, $r_p(B_p) = B_1$, and $r_p(A_i) = A_{i+1}$ and $r_p(B_i) = B_{i+1}$ if $1 \leq i \leq p-1$.

If $\gamma$ is a smooth loop in $S$, parametrize $\gamma$ by arc length and let $\overline{\gamma}$ be the homology class in $H_1(T_0(S), Z_n)$ of the smooth loop $t \mapsto (\gamma(t), \gamma'(t))$ in $T_0(S)$. The collection

\begin{equation}
\{A_1 + \alpha, A_2 + \alpha, \ldots, A_p + \alpha, B_1 + \alpha, \ldots, B_p + \alpha, \alpha\}
\end{equation}

is the desired basis for $H_1(T_0(S), Z_n)$.

For any simple loop $\gamma$ in $S$, let $f_\gamma$ denote the positive Dehn twist (turn right at $\gamma$) about $\gamma$. If $C_1$ is a simple loop such that $A_1 C_1$ is freely homotopic to $A_2$, then $[f_{A_1}], [f_{B_1}], [f_{C_1}]$, and $[r_p]$ generate $\text{Mod}_p$ (see pp. 76 and 77 of [15]). Our first proposition describes $\sigma_n(f)$ for these generators. We must introduce some notation. We write

$e_i =$ the row vector in $(Z_n)^p$ with $i$th entry 1, all other entries zero,

$E_i =$ the $p \times p$ matrix with $i$th row $e_i$, all other rows zero,

$I =$ the $p \times p$ identity matrix,

$R =$ \( (r_{ij}) = \) the $p \times p$ permutation matrix with

\[ r_{ij} = \delta_{i,j+1} \text{ if } 1 \leq j \leq p-1, \]

\[ r_{ip} = \delta_{i,1}, \]

$M =$ \( (m_{ij}) = \) the $p \times p$ matrix with $m_{11} = m_{22} = 1$,

\[ m_{12} = m_{21} = -1, \] all other entries zero.

**PROPOSITION 5.1.** With respect to the basis (5.3) for $H_1(T_0(S), Z_n)$ we have

\[
\sigma_n([f_{A_1}]) = \begin{pmatrix} I & E_1 & 0 \\ 0 & I & 0 \\ -e_1 & 1 \end{pmatrix}, \quad \sigma_n([f_{B_1}]) = \begin{pmatrix} I & 0 & 0 \\ -E_1 & I & 0 \\ e_1 & 0 & 1 \end{pmatrix},
\]

\[
\sigma_n([f_{C_1}]) = \begin{pmatrix} I & M & 0 \\ 0 & I & 0 \\ (e_1 - e_2) & 1 \end{pmatrix}, \quad \sigma_n([r_p]) = \begin{pmatrix} R & 0 & 0 \\ 0 & R & 0 \\ 0 & 0 & 1 \end{pmatrix}.
\]

**Proof.** Proposition 3.2 of [15] gives the matrices of these automorphisms with respect to a slightly different basis for $H_1(T_0(S), Z_n)$. Conjugation of those matrices by the matrix for the change of basis gives the matrices above. \(\square\)
The proof of Theorem 1 will rely on the following proposition and its corollaries.

**Proposition 5.2.** Let $A_2$ and $D_2$ be the simple loops illustrated in Figure 1c on the surface of genus $p \geq 3$. The matrix of 
\[ \sigma_n([(f_{D_2}^{2p-3} \circ f_{A_2})]) \]
with respect to the basis (5.3) is
\[
\begin{pmatrix}
I & 0 & 0 \\
0 & I & 0 \\
0 & 2e_2 & 1
\end{pmatrix}.
\]

**Proof.** Since $[r_p \circ f_{A_1}] = [f_{D_2} \circ r_p]$, Proposition 5.1 implies
\[
\sigma_n([f_{A_2}]) = \begin{pmatrix}
I & E_2 & 0 \\
0 & I & 0 \\
0 & -e_2 & 1
\end{pmatrix}.
\]

According to p. 520 of [16],
\[
\sigma_n([(f_{D_2}^{-1} \circ f_{A_2})]) = \begin{pmatrix}
I & 0 & 0 \\
0 & I & 0 \\
0 & 2e_2 & 1
\end{pmatrix}.
\]

An easy calculation now establishes the proposition. \(\Box\)

**Corollary 5.3.** If $p \geq 3$ and $n > 2$, the element
\[
\tilde{f} = [f_{A_2}^{-1} \circ (f_{D_2})^{-(2p-3)}]
\]
of $\text{Mod}_p$ has no fixed points in $\Phi_n$.

**Proof.** Consider the basis element $\tilde{B}_2 = B_2 + \alpha$ in $H_1(T_0(S), \mathbb{Z}_n)$. If $\varphi \in \Phi_n$, (5.2) and (5.4) give
\[
(\tilde{f} \cdot \varphi)(\tilde{B}_2) = \varphi(\sigma_n(\tilde{f}^{-1})(\tilde{B}_2)) = \varphi(\tilde{B}_2 + 2\alpha) = \varphi(\tilde{B}_2) - 2,
\]
so $\tilde{f} \cdot \varphi \neq \varphi$. \(\Box\)

As an immediate consequence of Corollary 5.3 and Theorem 2 we have

**Corollary 5.4.** Let $\pi: V \to B$ be a holomorphic family of compact Riemann surfaces of genus $p \geq 3$. If $[f_{A_2}^{-1} \circ (f_{D_2})^{-(2p-3)}]$ belongs to the monodromy group of the family, then the relative canonical bundle has no roots of order $n > 2$.

**Remarks.** (1) In Corollaries 5.3 and 5.4 we tacitly assumed that $n$ divides $2p - 2$. If $n$ does not divide $2p - 2$, both corollaries are vacuously true.
6. Proof of Theorem 1. We must prove that $K_{\text{rel}}(W)$ has no roots of order $n > 2$ if $\pi: W \to \Delta'$ is the family of genus $p \geq 3$ defined in §2. By Corollary 5.4, it suffices to prove that $[f_{A_2}^{-1} \circ (f_{D_2})^{-(2p-3)}]$ belongs to the monodromy group. For that purpose we must study the geometry of the family. We use the notation of §2. In addition, for each $t$ in $\Delta'$ we put

\begin{align*}
(6.1a) & \quad X_t = \{P \in X; |z_1(P)|^2 \geq |t| \text{ if } P \in U_1 \text{ and } |z_2(P)|^2 \geq |t|^{2p-3} \text{ if } P \in U_2\} \\
(6.1b) & \quad Y_t = \{Q \in Y; |w_1(Q)|^2 \geq |t| \text{ if } Q \in V_1 \text{ and } |w_2(Q)|^2 \geq |t|^{2p-3} \text{ if } Q \in V_2\} 
\end{align*}

and we define $S_t$ to be the compact Riemann surface of genus $p$ obtained from $X_t \cup Y_t$ by attaching $\partial X_t$ and $\partial Y_t$ (see Figures 1b and 1c) so that $P$ in $\partial X_t$ and $Q$ in $\partial Y_t$ are identified when either

\begin{align*}
(6.2a) & \quad P \in U_1, \quad Q \in V_1, \quad \text{ and } \quad z_1(P)w_1(Q) = t \\
(6.2b) & \quad P \in U_2, \quad Q \in V_2, \quad \text{ and } \quad z_2(P)w_2(Q) = t^{2p-3}.
\end{align*}

Comparing (6.1) and (6.2) with (2.1) and (2.2) we see that the map $P \mapsto (t, P)$ from $X_t \cup Y_t$ into $X^* \cup Y^*$ induces a conformal map of $S_t$ onto the fiber $\pi^{-1}(t)$ in $W$.

Observe that $X_t$ and $Y_t$ depend only on the absolute value of $t$. The argument of $t$ determines how the boundaries $\partial X_t$ and $\partial Y_t$ are attached to each other.

To compute the monodromy, fix $r$ in the open interval $(0, 1)$ and let $\gamma$ be the generator of $\pi_1(\Delta', r)$ represented by the loop

$$h(u) = re^{2\pi i u}, \quad u \in I = [0, 1].$$

Let $A_2$ and $D_2$ be the respective images in $S_r$ of the boundary curves $|w_1(Q)|^2 = r$ and $|w_2(Q)|^2 = r^{2p-3}$ in $Y_r$ (see Figures 1b and 1c). Theorem 1 follows at once from Corollary 5.4 and

**Lemma 6.1.** For each $p \geq 3$, the monodromy group of the family $\pi: W \to \Delta'$ defined in §2 is generated by

$$\mu(\gamma) = [f_{A_2}^{-1} \circ (f_{D_2})^{-(2p-3)}].$$
Proof. Choose \( s \) with \( r < s < 1 \). We shall produce a family of homeomorphisms \( \eta_u : S_r \to \pi^{-1}(h(u)) \subseteq W \), depending continuously on \( u \) in \( I \), by mapping \( X_r \) into \( X^* \) and \( Y_r \) into \( Y^* \) in such a way that

\[
\eta_u(P) = (h(u), P) \quad \text{if } P \in X_r
\]

and

\[
\eta_u(Q) = (h(u), Q) \quad \text{if } Q \in Y_s.
\]

It remains to define \( \eta_u \) in \( Y_r \setminus Y_s \), which is the union of the disjoint annuli

\[
R_1 = \{ Q \in V_1 ; r \leq |w_1(Q)|^2 < s \}
\]

and

\[
R_2 = \{ Q \in V_2 ; r^{2p-3} \leq |w_2(Q)|^2 < s^{2p-3} \}.
\]

However that is done, \( \eta_1^{-1} \circ \eta_0 \) will be the identity outside \( R_1 \cup R_2 \), so it must be the composition of a power of \( f_A^2 \) and a power of \( f_D^2 \). To determine these powers, observe that in \( R_j \), \( j = 1 \) or \( 2 \), \( \eta_u \) has the form

\[
\eta_u(Q) = (h(u), \varphi_u(Q)),
\]

where \( \varphi_u \) is a homeomorphism of \( R_j \) onto itself. Formulas (6.3) and the identifications (2.2) and (6.2) determine the boundary values of \( \varphi_u \). For \( j = 1 \) the boundary conditions are

\[
w_1(\varphi_u(Q)) = w_1(Q) \quad \text{when } |w_1(Q)|^2 = s
\]

and

\[
w_1(\varphi_u(Q)) = e^{2\pi i u} w_1(Q) \quad \text{when } |w_1(Q)|^2 = r.
\]

It is easy to extend \( \varphi_u \) to \( R_1 \) so that these boundary conditions are satisfied and \( \varphi_u \) depends continuously on \( u \). When that is done we find that

\[
\eta_1^{-1} \circ \eta_0 = \varphi_1^{-1} \circ \varphi_0 = f_A^{-1} \quad \text{in } R_1.
\]

Similarly, \( \eta_1^{-1} \circ \eta_0 = (f_D^{-1})^{-2p-3} \) in \( R_2 \), so

\[
\mu(\gamma) = [\eta_1^{-1} \circ \eta_0] = [(f_A^{-1} \circ f_D^2)^{-2p-3}]. \quad \square
\]

Remarks. (1) Our first plan was to construct a family with a monodromy group generated by \( [f_A^{-1} \circ f_D^2] \). Theorem 3 in \( \S 7 \) explains why this plan failed; it also suggested to us a successful modification. Since \( f^{-2p-2} \) induces the identity map on \( H_1(T_0(S), \mathbb{Z}_n) \), the composition

\[
\mu(\gamma) = [f_A^{-1} \circ f_D^2] \circ [f_D^{-(2p-2)}] = [f_A^{-1} \circ f_D^{-(2p-3)}]
\]
acts on $E_n$ in the same way as $[f_{A_2}^{-1} \circ f_{D_2}]$. The exponents of $f_{A_2}$ and $f_{D_2}$ in $\mu(\gamma)$ are both negative, so we were able to construct families whose monodromy groups are generated by $\mu(\gamma)$.

(2) Theorem 1 asserts that the relative canonical bundles of our examples have no roots of order $n > 2$, but says nothing about square roots. The situation for square roots is quite different. Indeed, according to Theorem 4 of Atiyah [1], the relative canonical bundle of any holomorphic family of compact Riemann surfaces of genus $p \geq 2$ over the punctured unit disk has at least one square root. In the case of our families $\pi: W \to \Delta'$ every square root of $K_{rel}(V_p)$ corresponds to a square root of $K_{rel}(W)$. That is true because the matrix (5.4) reduces to the identity when $n = 2$, and the map in Theorem 2 is bijective when $B = \Delta'$ (see the remark at the end of §8).

7. Characterizing some monodromy homomorphisms. Our final theorem places new restrictions on the monodromy of a holomorphic family over $\Delta'$. As in §6, let $\gamma$ be the generator of $\pi_1(\Delta')$ determined by the positive loop around the origin in $\Delta'$.

**Theorem 3.** Let $\tau_1, \ldots, \tau_k$ in $\text{Mod}_p$ correspond to the negative Dehn twists about $k$ homotopically independent simple loops on the surface $S$ of genus $p \geq 2$. A necessary and sufficient condition for the existence of a holomorphic family $\pi: V \to \Delta'$ of compact Riemann surfaces of genus $p$ whose monodromy homomorphism $\mu$ satisfies

$$
\mu(\gamma) = \tau_1^{n_1} \tau_2^{n_2} \cdots \tau_k^{n_k}
$$

is that all the integers $n_j$ be non-negative.

**Proof.** The sufficiency is easy. If all $n_j = 0$, any trivial family $\Delta' \times X \to \Delta'$ has the required monodromy. If some $n_j$ are positive and none are negative, a construction like the one in §2 produces a family with the desired property. We leave the details to the reader.

To prove the necessity we use some special coordinate functions on the Teichmüller space $T_p$. Let $U$ be the upper half plane in $\mathbb{C}$. According to Kra [12] (see also [2], [6], and [13]) there is a holomorphic embedding $\Phi: T_p \to \mathbb{C}^{3p-3}$ with the following two properties:

$$
\Phi(T_p) \subset U^{3p-3},
$$

$$
\Phi(\tau_j(t)) = \Phi(t) + e_j \quad \text{for all } t \in T_p \quad \text{and} \quad 1 \leq j \leq k \ (\leq 3p - 3).
$$
Here as usual $e_1, \ldots, e_{3p-3}$ are the standard basis vectors for $\mathbb{C}^{3p-3}$, and $\tau_j: T_p \to T_p$ is the biholomorphic map induced by $\tau_j \in \text{Mod}_p$.

Let $\omega: U \to \Delta'$ be the universal covering map

$$\omega(z) = \exp(2\pi iz),$$

so that $\gamma$ in $\pi_1(\Delta')$ corresponds to the cover transformation $\gamma(z) = z + 1$ of $U$, and let $\tilde{f}: \omega^{-1}(V) \to V_p$ be a map of holomorphic families that satisfies (4.4). The induced holomorphic map $f: U \to T_p$ then satisfies

$$f(z + 1) = \mu(\gamma)(f(z)) \quad \text{for all } z \in U.$$

If $\mu(\gamma)$ is given by equation (7.1), then $\Phi \circ f: U \to U^{3p-3}$ satisfies

$$(\Phi \circ f)(z + 1) = (\Phi \circ f)(z) + \sum_{j=1}^{k} n_j e_j.$$

The conclusion that each $n_j \geq 0$ therefore follows at once from the following elementary fact.

**Lemma 7.1.** Let $\varphi: U \to U$ be a holomorphic function. Suppose there is an integer $n$ such that

$$\varphi(z + 1) = \varphi(z) + n \quad \text{for all } z \in U.$$

Then $n \geq 0$.

**Proof.** By hypothesis there is a holomorphic function $\psi: \Delta' \to \Delta'$ such that $\psi \circ \omega = \omega \circ \varphi: U \to \Delta'$. Since $\psi$ is bounded, it has a holomorphic extension (still called $\psi$) that maps $\Delta$ into itself. Let $m \geq 0$ be the order of vanishing of $\psi$ at the origin. Fix $r$ in $(0, 1)$ and $c$ in $U$ so that $\omega(c) = r$. Then

$$0 \leq m = \frac{1}{2\pi i} \int_{|\zeta| = r} \frac{\psi'(\zeta) d\zeta}{\psi(\zeta)} = \frac{1}{2\pi i} \int_{z = c}^{\zeta = c+1} \frac{\psi'(\omega(z)) \omega'(z) dz}{\psi(\omega(z))} = \varphi(c + 1) - \varphi(c) = n.$$

That proves the lemma and the theorem. \qed

**Remarks.** (1) Theorem 3 places restrictions on the monodromy of any family $\pi: V \to \Delta'$ whose monodromy group has infinite order. Imayoshi [10] has shown that every such family has a central fiber, which is the quotient of a noded Riemann surface by a (finite cyclic) group of automorphisms. This noded Riemann surface is obtained
topologically by pinching a set of homotopically independent simple loops on $S$. (For instance, in the examples of §2 the central fiber is $X \cup Y$ with $P_1$ and $P_2$ attached respectively to $Q_1$ and $Q_2$. The pinched loops are the curves $A_2$ and $D_2$ in Figure 1c.) Let $\tau_1, \ldots, \tau_k$ in $\text{Mod}_p$ correspond to the negative Dehn twists about these pinched loops.

According to [10, p. 297] some positive power $\rho$ of $\mu(\gamma)$ satisfies

$$\mu(\gamma^\rho) = \mu(\gamma)^\rho = \tau_1^{n_1} \cdots \tau_k^{n_k}.$$ 

Applying Theorem 3 to the pullback of $\pi: V \to \Delta'$ by the map $z \mapsto z^\rho$ of $\Delta'$ onto itself, we conclude that $n_j \geq 0$ for all $j$. This condition in fact characterizes infinite monodromy groups of families over $\Delta'$. Let $\alpha \in \text{Mod}_p$ be an element of infinite order. In our forthcoming paper [7] we prove that there is a holomorphic family $\pi: V \to \Delta'$ with $\mu(\gamma) = \alpha$ if and only if some positive power $\alpha^\rho$ is a product of positive powers of negative Dehn twists about a set of homotopically independent loops on $S$.

(2) The special coordinates used in the proof of Theorem 3 have the additional property

$$U^{3p-3} + c \subset \Phi(T_p) \quad \text{for some } c \in U^{3p-3}.$$ 

That property makes possible a more formal proof of the sufficiency of (7.1). Define $f: U \to T_p$ by putting

$$f(z) = \Phi(z) \left(2c + z \sum_{j=1}^k n_j e_j \right) \quad \text{for all } z \in U.$$ 

Then $f(z + 1) = \mu(\gamma)(f(z))$, and we can construct a family over $\Delta'$ with the required monodromy as a quotient of the pullback of the Teichmüller curve by $f$. (See Theorem 4.1 of [9] or Theorem 7.1 of [3].)

8. Proof of Theorem 2. We use the notations of §§4 and 5. Recall that $\pi^*: V^* \to B^*$ is the pullback of $\pi: V \to B$ by the holomorphic universal covering map $\omega: B^* \to B$. The action (4.3) of $\Gamma (= \pi_i(B, b_0))$ on $V^*$ induces the usual pullback action on line bundles $L^*$ over $V^*$:

$$(8.1) \quad \gamma \cdot L^* = (\tilde{\gamma}^{-1})^*(L^*) \quad \text{for all } \gamma \in \Gamma.$$ 

Since $(\tilde{\gamma}^{-1})^*K_{rel}(V^*)$ and $K_{rel}(V^*)$ are equivalent and pullbacks preserve tensor products, (8.1) determines an action of $\Gamma$ on the set $F_n^*$ of equivalence classes of $n$th roots of $K_{rel}(V^*)$ for each $n \geq 2$. 

Let \( \tilde{\omega} : V^* \to V \) be the map \( \tilde{\omega}(t, v) = v \). (Recall that \( V^* \) is defined by equation (4.2).) We need a routine preliminary result.

**Lemma 8.1.** If \( L \) is an \( n \)th root of \( K_{\text{rel}}(V) \), then \( L^* = \tilde{\omega}^*(L) \) is an \( n \)th root of \( K_{\text{rel}}(V^*) \), and \( \gamma \cdot L^* \) is equivalent to \( L^* \) for every \( \gamma \) in \( \Gamma \).

**Proof.** \( L^* \) is an \( n \)th root of \( K_{\text{rel}}(V^*) \) because \( K_{\text{rel}}(V^*) \) and \( \tilde{\omega}^*(K_{\text{rel}}(V)) \) are equivalent (see Proposition 1 of [15]) and pullbacks preserve tensor products. \( L^* \) and \( \gamma \cdot L^* \) are equivalent because \( \tilde{\omega} \circ \gamma = \tilde{\omega} \) for all \( \gamma \) in \( \Gamma \). \( \square \)

**Corollary 8.2.** Let \( F_n \) be the set of equivalence classes of \( n \)th roots of \( K_{\text{rel}}(V) \). The map \( L \mapsto \tilde{\omega}^*(L) \) induces a well-defined map of \( F_n \) into the set of elements of \( F_n^* \) that are fixed by every member of \( \Gamma \).

We also need a result from [15]. For any line bundle \( \pi : L \to M \), let \( \pi_0 : L_0 \to M \) be the fiber bundle obtained by removing from \( L \) the image of the zero section. (Thus \( \pi_0 : L_0 \to M \) is the principal \( \mathbb{C}^* \)-bundle associated to \( \pi : L \to M \).) Every self-equivalence \( F : L \to L \) restricts to a biholomorphic map \( F|L_0 : L_0 \to L_0 \).

For each \( n \geq 2 \) let \( \Lambda_n(L_0) \) be the set of homomorphisms \( \lambda : H_1(L_0, \mathbb{Z}_n) \to \mathbb{Z}_n \) such that \( \lambda(\beta) = 1 \), where \( \beta \) is the homology class of the positive loop around the origin in the fiber \( \mathbb{C}^* \) of \( L_0 \).

**Proposition 8.3** (Sipe [15]). Let \( \pi : K \to M \) be any line bundle such that the restriction \( F|K_0 \) of every self-equivalence \( F : K \to K \) is homotopic (in \( K_0 \)) to the identity map of \( K_0 \). There is a natural bijective map \( \lambda \mapsto L_\lambda \) between \( \Lambda_n(K_0) \) and the set of equivalence classes of \( n \)th roots of \( K \).

This result is proved in Section 5.1 of [15], where it is stated as Theorem 1a. In that statement \( K = K_{\text{rel}}(V_p) \) and \( M = V_p \), but the proof in [15] caries over verbatim to the general case stated here. The natural bijection is given as follows. Each \( \lambda \) in \( \Lambda_n(K_0) \) determines an \( n \)-fold covering space of \( K_0 \). That covering space is \( (L_\lambda)_0 \), and the \( n \)-fold covering map \( (L_\lambda)_0 \to K_0 \) is the map \( v \mapsto v \otimes \cdots \otimes v \) from \( (L_\lambda)_0 \) to \( (L_\lambda^{\otimes n})_0 \).

**Lemma 8.4.** The map of holomorphic families \( \tilde{f} : V^* \to V_p \) in (4.4) induces a bijection between \( \Lambda_n(K_{\text{rel}}(V_p)_0) \) and \( \Lambda_n(K_{\text{rel}}(V^*)_0) \).
Proof. The map $\tilde{f}$ determines a bundle map $g: K_{\text{rel}}(V^\#) \to K_{\text{rel}}(V_p)$ such that the diagram
\begin{equation}
\begin{array}{ccc}
K_{\text{rel}}(V^\#)_0 & \xrightarrow{g} & K_{\text{rel}}(V_p)_0 \\
\downarrow & & \downarrow \\
V^\# & \xrightarrow{\tilde{f}} & V_p
\end{array}
\end{equation}
(8.2)
commutes (cf. Proposition 1 of [17]). Let $g_*: H_1(K_{\text{rel}}(V^\#)_0, Z_n) \to H_1(K_{\text{rel}}(V_p)_0, Z_n)$ be the induced map of homology groups. Since $g$ maps fibers to fibers isomorphically, it is obvious that $g_*(\beta) = \beta$ and that $\lambda \mapsto \lambda \circ g_*$ maps $\Lambda_n(K_{\text{rel}}(V_p)_0)$ into $\Lambda_n(K_{\text{rel}}(V^\#)_0)$. To see that this map is bijective, we shall prove that $g$ induces an isomorphism of fundamental groups.

The exact homotopy sequences of the fibrations in (8.2) produce a commutative diagram
\begin{equation*}
\begin{array}{c}
\pi_2(V^\#) \\
\xrightarrow{i_*} \\
\pi_1(C^*) \\
\downarrow \\
\pi_1(K_{\text{rel}}(V^\#)_0) \\
\xrightarrow{g_*} \\
\pi_1(V^\#) \\
\downarrow \\
1
\end{array}
\begin{array}{c}
\pi_2(V_p) \\
\xrightarrow{\tilde{f}_*} \\
\pi_1(C^*) \\
\downarrow \\
\pi_1(K_{\text{rel}}(V_p)_0) \\
\xrightarrow{g_*} \\
\pi_1(V_p) \\
\downarrow \\
1
\end{array}
\end{equation*}
with exact rows. Here $i_*$ is induced by the inclusion map $i$ from the fiber $C^*$ to $K_{\text{rel}}(V^\#)_0$. We know that $T_p$ is contractible and $V_p$ is diffeomorphic to $T_p \times S$. Therefore $\pi_2(V_p) = 1$, $g_*i_*$ is injective, and we have a commutative diagram
\begin{equation*}
\begin{array}{c}
1 \\
\xrightarrow{\text{id}} \\
\pi_1(C^*) \\
\downarrow \\
\pi_1(K_{\text{rel}}(V^\#)_0) \\
\xrightarrow{g_*} \\
\pi_1(V^\#) \\
\downarrow \\
1
\end{array}
\begin{array}{c}
\pi_1(C^*) \\
\downarrow \\
\pi_1(K_{\text{rel}}(V_p)_0) \\
\xrightarrow{g_*} \\
\pi_1(V_p) \\
\downarrow \\
1
\end{array}
\end{equation*}
whose rows are short exact sequences. Since $\pi^*: V^\# \to B^\#$ is (equivalent to) the pullback of the Teichmüller curve by $f: B^\# \to T_p$, $V^\#$ is diffeomorphic to $B^\# \times S$ and $\tilde{f}_*: \pi_1(V^\#) \to \pi_1(V_p)$ is an isomorphism. Hence so is $g_*$. \hfill $\square$

Recall that $E_n$ is the set of equivalence classes of $n$th roots of $K_{\text{rel}}(V_p)$. The action of the monodromy group on $E_n$ produces an action of $\Gamma$; we put
\begin{equation}
\gamma \cdot [L] = \mu(\gamma) \cdot [L]
\end{equation}
if $\gamma \in \Gamma$ and $[L]$ is the equivalence class of an $n$th root $L$ of $K_{\text{rel}}(V_p)$.

Lemma 8.5. The map of holomorphic families $\tilde{f}: V^\# \to V_p$ induces the $\Gamma$-equivariant bijective map $[L] \mapsto [\tilde{f}^*(L)]$ from $E_n$ to $F^*_n$. 

Proof. Since $B^#$ and $T_p$ are simply connected, the relative canonical bundles of the families $V^# \to B^#$ and $V_p \to T_p$ satisfy the hypothesis of Proposition 8.3 (cf. §2.3 of [15]). Therefore the bijections of Proposition 8.3 and Lemma 8.4 establish a bijection between $E_n$ and $F_n^#$. Explicitly, $[L]$ in $E_n$ is represented by $L_{\lambda}$ for some $\lambda$ in $\Lambda_n(K_{rel}(V_p)0)$, and its image under the bijection is $[L_{\lambda \log}]$ in $F_n^#$. To see that the bijection is given by pullback, we shall verify that $\tilde{f}^*(L_{\lambda})$ is equivalent to $L_{\lambda \log}$. The definition of the covering spaces $(L_{\lambda \log})_0$ and $(L_{\lambda})_0$ shows that the map $g$ in (8.2) lifts to a map $\tilde{g}$ from $(L_{\lambda \log})_0$ to $(L_{\lambda})_0$, producing a commutative diagram

$$
\begin{array}{ccc}
(L_{\lambda \log})_0 & \xrightarrow{\tilde{g}} & (L_{\lambda})_0 \\
\downarrow & & \downarrow \\
V^# & \xrightarrow{\tilde{f}} & V_p.
\end{array}
$$

Since $\tilde{g}$ is holomorphic and maps fibers to fibers biholomorphically (cf. §5.1 of [15]), it extends to a bundle map that covers $\tilde{f}$. Therefore $L_{\lambda \log} \cong \tilde{f}^*(L_{\lambda}) \cong \tilde{f}^*(L)$, as we claimed.

Finally, the $\Gamma$-equivariance follows from (4.4), since

$$
\tilde{\gamma}^*(\tilde{f}^*(L)) \cong (\tilde{f} \circ \tilde{\gamma})^*(L) = (\mu(\gamma) \circ \tilde{f})^*(L) \cong \tilde{f}^*(\mu(\gamma)^*(L))
$$

for all $\gamma$ in $\Gamma$. \hfill $\square$

Proof of Theorem 2. We must define a map from $F_n$ to the subset of $E_n$ on which $\Gamma$ acts trivially by (8.3). The required map is obtained by composing the map from $F_n$ to $F_n^#$ defined in Corollary 8.2 with the inverse of the bijective map from $E_n$ to $F_n^#$ defined in Lemma 8.5. \hfill $\square$

Remark. It is not hard to prove that the map in Corollary 8.2 from $F_n$ to the subset of $F_n^#$ on which $\Gamma$ acts trivially is bijective if $B = \Delta'$ or any noncompact Riemann surface. Neither injectivity nor surjectivity holds in general. Injectivity fails if there are nontrivial flat line bundles of order $n$ over the base space $B$. For example, suppose $B$ is a compact Riemann surface of genus $p \geq 2$, $V = B \times B$, and $\pi: V \to B$ is projection onto the first factor. If $K$ is the canonical bundle of $B$, then $K_{rel}(V) \cong B \times K$ and Proposition 8.3 shows that $F_n$ is much larger than $F_n^#$ for any $n \geq 2$ that divides $2p - 2$. We shall give examples of nonsurjectivity in a sequel to this paper. We are grateful to Claude LeBrun for bringing the question of surjectivity to our attention.
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