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In this note we determine the discriminant of the period polynomial for certain binomial periods in the nth cyclotomic field, where \( n = pq \) and \( p, q \) are distinct, odd primes.

1. Introduction. The binomial cyclotomic periods \( \eta_j \) for an odd prime \( p \) are defined as

\[
\eta_j = \theta_j = \zeta^j + \zeta^{-j}, \quad 1 \leq j \leq \frac{p-1}{2},
\]

where \( \zeta = \zeta_p \) denotes a primitive \( p \)th root of unity, which in the standard Gaussian notation is the case where \( e = (p-1)/2 \) and \( f = 2 \). The associated period polynomial is defined to be

\[
\Psi_p(x) = \prod_{j=1}^{\frac{p-1}{2}} (x - \theta_j) = x^e + a_1 x^{e-1} + \cdots + a_e,
\]

where

\[
a_k = (-1)^{\frac{k}{2}} \left( e - \left\lfloor \frac{k+1}{2} \right\rfloor \right), \quad 1 \leq k \leq e.
\]

(Here we use \( \theta_j \) when \( \eta_j \) is real. The square bracket is the greatest integer function.)

The formula for the discriminant of this polynomial is

\[
D(\Psi_p(x)) = p^{\frac{e-1}{2}}.
\]

It is also useful to introduce the polynomial

\[
\Psi_p^{(m)}(x) = \prod_{j=1}^{\frac{p-1}{2}} (x - \theta_j^m), \quad m \geq 0.
\]

(See [4] for references to the above.)

In [4], the Lehmers investigated the period polynomial for another species of binomial period, the case where \( n = pq \), \( p \) and \( q \) being distinct, odd primes. As in the prime case, \( \zeta = \zeta_n \) denotes a primitive \( n \)th root of unity and \( f = 2 \). Here \( e = \phi(n)/2 = (p - 1)(q - 1)/2 \).
To define the periods in this case, first solve the congruence $x^2 \equiv 1 \pmod{n}$ for the two values of $x = a \not\equiv \pm 1 \pmod{n}$. (Sylvester [7] had investigated the case in which $a \equiv -1 \pmod{n}$.) In what follows, we will only treat the case where $a \equiv -1 \pmod{p}$ and $a \equiv 1 \pmod{q}$ as in [4]. (The other case is the same with the values of $p$ and $q$ interchanged.) Then the binomial periods $\eta_j(a)$ are defined by

$$\eta_j(a) = \zeta^j + \zeta^{-j}, \quad 1 \leq j \leq \frac{n-1}{2}, \quad (j, n) = 1,$$

and the associated period polynomial is

$$\Psi_n(a, x) = \prod_{j=1}^{\frac{n-1}{2}} (x - \eta_j(a)).$$

Also established is the useful formula

$$\Psi_n(a, x) = \Psi_p^{(q)}(x^q)/\Psi_p(x).$$

(Observe that the polynomial division on the right is exact.) It is also shown in [4] that $D(\Psi_n(a, x))$ is divisible by the product $p^{(p-3)(q-1)/2}q^{(p-1)(q-2)/2}$.

This note had its origin in the observation that when the quotient

$$D(\Psi_n(a, x))/p^{(p-3)(q-1)^2/2}q^{(p-1)(q-2)^2/2}$$

was computed for small values of $p$ and $q$, it was always found to be a power of some integer. In what follows, we will prove that this is true in general by showing that the quotient is actually $(U_q^{(p)})^{2q-4}$, where the integer $U_q^{(p)}$ is a particular function of the $\theta_i$’s, a function mentioned by E. Lucas in [6, p. 317]. Unfortunately, Lucas never fully discussed these and related functions before his tragic and untimely death in 1891 or explained their uses in developing the properties of a certain species of elliptic-like functions he claimed he had discovered and their connection with Fermat’s Last Theorem. (See Bell [1].)

The multiplicative properties of the resultant were used in this note, instead of the more usual direct arguments based on the discriminant defined in terms of the roots, because this “exterior” approach gives the results almost automatically when the discriminant is computed in terms of the resultant using (7). (The form of (12) was originally found in this way.)
2. The discriminant formula. In the following derivation we will use some of the familiar properties of the discriminant and the resultant. (See [7, pp. 279-289], [2, p. 51].)

Let \( f(x) = a_0 x^r + \cdots + a_r \) and \( g(x) = b_0 x^s + \cdots + b_s \), \( r, s \geq 1 \). Then it is not difficult to prove that

\[
D(f(g(x))) = (-1)^{r(s-1)} a_0^{r-1} b_0^{r(s-r-1)} [D(f)]^s R(f(g(x)), g'(x)),
\]

from which we get the special case

\[
D(f(x^s)) = (-1)^{r(s-1)} (a_0 a_r)^{s-1} s^{r s} [D(f)]^s, \quad s \geq 1.
\]

We will also need the following

**Lemma.** Let \( h(x) = c_0 x^k + \cdots + c_k \), \( k \geq 1 \), and suppose that \( f(x) = g(x) h(x) \) has no multiple zeros. Then

\[
D \left( \frac{f}{g} \right) = b_0^2 \frac{D(f)D(g)}{R^2(f', g)}.
\]

**Proof.** Since \( f \) has no multiple zero, we have that \( 0 \neq D(f) = D(g)D(h) R^2(g, h) \), so

\[
D(h) = \frac{D(f)}{D(g) R^2(g, h)}.
\]

Also, \( f'(x) = g(x) h'(x) + g'(x) h(x) \), so, if \( \alpha_i \) are the (distinct) zeros of \( g(x) \), then \( f'(\alpha_i) = g'(\alpha_i) h(\alpha_i) \). Since \( g'(\alpha_i) \neq 0 \),

\[
R(g, h) = b_0^k \prod_{i=1}^n h(\alpha_i) = b_0^k \prod_{i=1}^s f'(\alpha_i) = \frac{b_0^k \prod_{i=1}^s f'(\alpha_i)}{g'(\alpha_i)} = \frac{(\prod_{i=1}^s f'(\alpha_i))}{(-1)^{\frac{s(s-1)}{2}} b_0^{2s} D(g)}
\]

\[
= \frac{(\prod_{i=1}^s f'(\alpha_i))}{D(g)} = \frac{(-1)^{\frac{s(s-1)}{2}} R(g, f')}{b_0 D(g)}.
\]

(Note \( \deg f' = s + k - 1 \).) Substituting this result into (11) gives (10).

**Theorem 1.**

\[
D(\Psi_n(a, x)) = (-1)^{\frac{(p-1)(q-1)}{4}} p^{\frac{(p-1)(q-1)}{2}} q^{\frac{(p-1)(q-2)}{2}} (U_q^{(p)})^{2q-4},
\]
where
\[ U_q^{(p)} = \prod_{1 \leq i < j \leq \frac{p-1}{2}} \left( \frac{\theta_j^q - \theta_i^q}{\theta_j - \theta_i} \right) \]
is a rational integer.

Proof. Since \( \Psi_n(a, x) = \Psi_p^{(q)}(x^q)/\Psi_p(x) \), then (10) gives
\[
D(\Psi_n(a, x)) = \frac{D(\Psi_p(x))D(\Psi_p^{(q)}(x^q))}{[R(\Psi_p(x), (\Psi_p^{(q)}(x^q)))^q]^2}.
\]
In the numerator, \( D(\Psi_p(x)) = p^{(p-3)/2} \) by (3), and using (9) with \( s = q \) and \( r = (p - 1)/2 \),
\[
D(\Psi_p^{(q)}(x^q)) = (-1)^{\frac{p-1}{2} \frac{q-1}{2}} q^q [D(\Psi_p^{(q)}(x))]^q.
\]
In the denominator, the second argument in the resultant will have the factor \( qx^{q-1} \) because of the chain rule. Thus, we can use the multiplicativity of the resultant to obtain:
\[
(13) \quad R(\Psi_p^{(q)}(x^q)) = q^\frac{q-1}{2} D(\Psi_p^{(q)}(x)).
\]
Now, using the properties in [2, p. 51],
\[
R(\Psi_p(x), qx^{q-1}) = q^\frac{q-1}{2} \Psi_p(0)^{q-1} = q^\frac{q-1}{2}.
\]
Thus, (13) becomes
\[
R(\Psi_p^{(q)}(x^q)) = q^\frac{q-1}{2} D(\Psi_p^{(q)}(x)).
\]
Substituting these results in (11) gives:
\[
(14) \quad D(\Psi_n(a, x)) = (-1)^{\frac{(p-1)(q-1)}{4}} p^{\frac{p-3}{2} q} q^\frac{(p-1)(q-2)}{2} [D(\Psi_p^{(q)}(x))]^{q-2}.
\]
But
\[
D(\Psi_p^{(q)}(x)) = \prod_{1 \leq i < j \leq \frac{p-1}{2}} (\theta_j^q - \theta_i^q)^2 \]
\[
= \prod_{1 \leq i < j \leq \frac{p-1}{2}} (\theta_j - \theta_i)^2 \prod_{1 \leq i < j \leq \frac{p-1}{2}} \left( \frac{\theta_j^q - \theta_i^q}{\theta_j - \theta_i} \right)^2
\]
\[
= D(\Psi_p(x))(U_q^{(p)})^2 = p^\frac{p-3}{2} (U_q^{(p)})^2.
\]
Substituting this result into (14) gives the theorem. Note that $U^{(p)}_q$ is symmetric in the $\theta$'s, so it is a rational integer. \hfill $\Box$

In [5] the Lehmers published the special case when $p = 5$, i.e. when $n = 5q$. They observed in this case that the polynomial $P_n(x) = \Psi_n(a, x)$ has the Fibonacci numbers $F_n$ as their coefficients. They also established that $5^{n-1}n^{2n-4}$ divides $D(P_n(x))$. In [3] we proved that the discriminant in this case has the simple formula

$$D(P_n(x)) = 5^{n-1}n^{2n-4}F_{1}^{2n-4}.$$  
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