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We give an explicit formula for the solution of complete second order Cauchy problems in Banach spaces. Using this formula we derive an estimate for the growth of the solution in terms of an associated scalar ODE. Finally these results are applied to singular perturbations of second order Cauchy problems.

1. Introduction. We are concerned with the second order Cauchy problem

\[(ACP_{\varepsilon}) \quad \varepsilon u''(t) + 2Bu'(t) = Au(t), \quad t \geq 0, \]
\[u_\varepsilon(0) = u_0 \in D(A), \quad u'_\varepsilon(0) = u_1 \in D(A)\]

in a Banach space \(E\) where \(A\) is the generator of a strongly continuous cosine family \((C_A(t))\) commuting with the bounded operator \(B \in \mathcal{L}(E)\). It is well known that for \(\varepsilon > 0\) \((ACP_{\varepsilon})\) is well-posed, i.e., it admits a unique solution which depends continuously on the initial conditions \(u_0\) and \(u_1\).

This paper is organized as follows. We first give (in case \(\varepsilon = 1\)) an explicit representation of the solution \(u(\cdot)\) of \((ACP_1)\) in terms of \(C_A(t)\) and \(B\). Then we use this formula to derive an estimate for the growth of \(u(t)\). In fact, we associate with \((ACP_1)\) a scalar ODE and show that its solution dominates \(\|u(t)\|\). Finally these results are used to show convergence of \(u_\varepsilon(\cdot)\) as \(\varepsilon \downarrow 0\) to the unique solution of

\[(ACP_0) \quad 2Bu'_0(t) = Au_0(t), \quad t \geq 0, \]
\[u_0(0) = u_0\]

provided that the spectral bound of \(-B\) is less than zero. Moreover, from the proof of this result we conclude that under the above assumptions \(AB^{-1}\) generates an analytic semigroup.

2. The explicit formula. In order to state the main result of this section we need the following definitions. For a bounded operator \(Q \in \mathcal{L}(E)\) we define the modified Bessel function of order zero by

\[I_0(Q) := \sum_{n=0}^{\infty} \left(\frac{Q}{2}\right)^{2n} \frac{2^n}{(n!)^2}.\]
Moreover, for two functions $F$ and $G$ defined on $\mathbb{R}^+$ we denote by $F*G$ the convolution of $F$ and $G$, i.e., $F*G(t) := \int_0^t F(s)G(t-s)\,ds$.

Using this notation we can show the following result. All integrals are understood in the strong operator topology.

**Theorem 1.** Let $A$ be the generator of a strongly continuous cosine family $(C_A(t))$ which commutes with $B \in \mathcal{L}(E)$. Then the unique solution of the well-posed second order Cauchy problem

\[ u''(t) + 2Bu'(t) = Au(t), \quad t \geq 0, \]

\[ u(0) = u_0 \in D(A), \quad u'(0) = u_1 \in D(A) \]

is given by

\[ u(t) = M_{A,B}(t)u_0 + N_{A,B}(t)u_1. \]

Here

\[
M_{A,B}(t) := e^{-tB} \cdot S_{A+B^2}(t), \\
N_{A,B}(t) := e^{-tB} \cdot (C_A(t) + B \cdot S_{A+B^2}(t) + B^2 \cdot C_A \cdot S_{A+B^2}(t)),
\]

where

\[ S_{A+B^2}(t) := \int_0^t I_0(2B \sqrt{s(t-s)}) \cdot C_A(2s-t)\,ds. \]

**Proof.** By [10, Thm. 6] (or see [6, Chap. 2.7 & 2.8]) (1) is well-posed. First we show that $(S_{A+B^2}(t))$ is the sine family generated by $A + B^2$. For this it suffices to verify that the Laplace transform

\[ \mathcal{L}(S_{A+B^2})(\lambda) := \int_0^\infty e^{-\lambda t} \cdot S_{A+B^2}(t)\,dt \]

satisfies the equality

\[ \mathcal{L}(S_{A+B^2})(\lambda) = R(\lambda^2, A + B^2) = \sum_{n=0}^\infty B^{2n} R(\lambda^2, A)^{n+1} \]

for $\lambda$ sufficiently large. Indeed,

\[ \mathcal{L}(S_{A+B^2})(\lambda) = \int_0^\infty e^{-\lambda t} \int_0^t \sum_{n=0}^\infty B^{2n} \frac{s^n (t-s)^n}{n!} \cdot C_A(2s-t)\,ds\,dt \]

\[ = \sum_{n=0}^\infty B^{2n} \int_0^\infty e^{-\lambda t} \int_0^t \frac{s^n (t-s)^n}{n!} \cdot C_A(2s-t)\,ds\,dt \]

and (2) follows from the convolution theorem for the Laplace transform and the following lemma.

\[ \text{For similar arguments see [1, Thm. 1].} \]
**Lemma 2.** If $S_A^{(n+1)}(t)$ denotes the $(n + 1)$-fold convolution of the sine family $(S_A(t))$ generated by $A$, then

$$\int_0^t \frac{s^n}{n!} \left(\frac{t-s}{n!}\right)^n \cdot C_A(2s-t) \, ds = S_A^{(n+1)}(t).$$

**Proof of Lemma 2.** The case $n = 0$ is trivial. The general case is obtained by induction from the following computation.

$$(n!)^2 S_A^{(n+1)}(t) = n^2 ((n - 1)!)^2 \int_0^t S_A^n(u) \cdot S_A(t-u) \, du$$

$$= n^2 \int_0^t \int_0^u s^{n-1}(u-s)^{n-1} \cdot C_A(2s-u) \, ds \cdot S_A(t-u) \, du$$

$$= \frac{n^2}{2} \int_0^t \int_0^u s^{n-1}(u-s)^{n-1} (S_A(t-2s) + S_A(t+2s-2u)) \, ds \, du$$

$$= n^2 \int_0^t \int_0^u s^{n-1}(u-s)^{n-1} \cdot S_A(t-2s) \, ds \, du$$

$$= n^2 \int_0^t \cdot S_A(t-2s) \int_s^t (u-s)^{n-1} \, du \, ds$$

$$= n \int_0^t s^{n-1}(t-s)^n \cdot S_A(t-2s) \, ds$$

$$= \frac{1}{2} \int_0^t n(s^{n-1}(t-s)^n - s^n(t-s)^{n-1}) \cdot S_A(t-2s) \, ds$$

$$= \frac{1}{2} [s^n(t-s)^n \cdot S_A(t-2s)]_{s=0}^t + \int_0^t s^n(t-s)^n \cdot C_A(t-2s) \, ds$$

$$= \int_0^t s^n(t-s)^n \cdot C_A(2s-t) \, ds.$$

This completes the proof of Lemma 2. □

We proceed with the proof of Theorem 1 and show that

$$C_{A+B^2}(t) := C_A(t) + B^2 \cdot C_A * S_{A+B^2}(t)$$

is the cosine family generated by $A + B^2$. Again it is sufficient to verify that the Laplace transform of $C_{A+B^2}(\cdot)$ satisfies

$$\mathcal{L}(C_{A+B^2})(\lambda) = \lambda R(\lambda^2, A + B^2)$$

for $\lambda$ sufficiently large. In fact, by the convolution theorem and the resolvent equation we have

$$\mathcal{L}(C_{A+B^2})(\lambda) = \lambda R(\lambda^2, A) + B^2 \lambda R(\lambda^2, A) R(\lambda^2, A + B^2)$$

$$= \lambda R(\lambda^2, A + B^2).$$
Let $x, y \in D(A)$, then the above results imply
\[
(S_{A+B^2}(t)x)'' - (A + B^2)(S_{A+B^2}(t)x) = 0,
\]
\[
S_{A+B^2}(0)x = x, \quad (S_{A+B^2}(\cdot)x)'(0) = x,
\]
\[
(C_{A+B^2}(t)y)'' - (A + B^2)(C_{A+B^2}(t)y) = 0,
\]
\[
C_{A+B^2}(0)y = y, \quad (C_{A+B^2}(\cdot)y)'(0) = 0
\]
for all $t \geq 0$. Using this one easily verifies (or see [10, Proof of Thm. 6]) that for $N_{A,B}(t) := e^{-tB \cdot S_{A+B^2}(t)}$ and $\widetilde{M}_{A,B}(t) := e^{-tB \cdot C_{A+B^2}(t)}$ we have
\[
(N_{A,B}(t)x)'' + 2B(N_{A,B}(t)x)' - A(N_{A,B}(t)x) = 0,
\]
\[
N(0)x = 0, \quad (N(\cdot)x)'(0) = x,
\]
\[
(\widetilde{M}_{A,B}(t)y)'' + 2B(\widetilde{M}_{A,B}(t)y)' - A(\widetilde{M}_{A,B}(t)y) = 0,
\]
\[
\widetilde{M}(0)y = y, \quad (\widetilde{M}(\cdot)y)'(0) = -By
\]
for all $t \geq 0$. Hence the solution of (1) is given by
\[
\widetilde{M}_{A,B}(t)u_0 + N_{A,B}(t)u_1 + M_{A,B}(t)Bu_0 = \widetilde{M}_{A,B}(t)u_0 + N_{A,B}(t)u_1,
\]
where $M_{A,B}(t) = e^{-tB \cdot (C_{A}(t) + B \cdot S_{A+B^2}(t) + B^2 \cdot C_{A} \ast S_{A+B^2}(t))}$.

3. Asymptotics. In this section we estimate the growth of the solution of (1) in terms of an associated scalar ODE (see (3) below). For this purpose we first have to find an estimate for the growth of $\|I_0(tQ)\|$ for a bounded operator $Q \in \mathcal{L}(E)$ and all $t \geq 0$. By definition of the Bessel function it is clear that $\|I_0(tQ)\| \leq I_0(t\|Q\|)$ which turns out to be a very rough result. The following lemma relates the Bessel function to the exponential function for which very sharp estimates exist. In fact it is well known (see, e.g., [9, A-III.1]) that for $Q \in \mathcal{L}(E)$ the spectral bound
\[
s(Q) := \sup\{\Re \lambda : \lambda \in \sigma(Q)\}
\]
and the growth bound
\[
\omega(Q) := \inf\{\omega \in \mathbb{R} : \text{ there exists } M_\omega
\]
\[
such that \|e^{tQ}\| \leq M_\omega \cdot e^{t\omega} \text{ for } t \geq 0\}
\]
coincide. Combining these results will give a significant improvement of the above estimate.

**Lemma 3.** Let $Q \in \mathcal{L}(E)$. Then
\[
I_0(Q) = \frac{1}{2\pi} \int_{-\pi}^\pi e^{Q \cos s} ds.
\]
Proof. As in the scalar case (see [14, Chap. II, 2.21]) the lemma can be proved by expanding \( e^{i \theta \cos s} \) into a Taylor series and using the fact that for all \( n \in \mathbb{N} \)
\[
\int_{-\pi}^{\pi} (\cos s)^{2n+1} ds = 0,
\]
\[
\int_{-\pi}^{\pi} (\cos s)^{2n} ds = 2\pi \frac{1 \cdot 3 \cdot \ldots \cdot (2n-1)}{2 \cdot 4 \cdot \ldots \cdot 2n}.
\]
The formula then follows without difficulty.

Before we can state the main result of this section we need some further notations. For \( \alpha \in \mathbb{R}_+ \) we denote by
\[
 c_\alpha(t) := \cosh(\sqrt{\alpha} t) \quad \text{and} \quad s_\alpha(t) := 1 * c_\alpha(t)
\]
the cosine and the sine family, respectively, generated by \( \alpha \). Then by [13, Thm. 2.5] (or see [3, Chap. II.5]) there exist constants \( M_A \geq 1 \), \( \omega \geq 0 \) such that
\[
 \|C_A(t)\| \leq M_A \cdot c_\omega(t) \quad \text{for all } t \geq 0.
\]
Moreover, for \( b < -s(-B) \) there is a constant \( M_B \geq 1 \) such that
\[
 \|e^{-tB}\| \leq M_B \cdot e^{-tb} \quad \text{for all } t \geq 0.
\]
Now consider the scalar ODE
\[
 v''(t) + 2|b|v'(t) = \sqrt{\omega} v(t), \quad v(0) = v_0, v'(0) = v_1.
\]
By Theorem 1 the solution of (3) is given by
\[
 v(t) = m_{\omega,b}(t)v_0 + n_{\omega,b}(t)v_1,
\]
where
\[
 n_{\omega,b}(t) := e^{-t|b|} \cdot s_{\omega+b^2}(t) \quad \text{and} \quad m_{\omega,b}(t) := e^{-t|b|} \cdot (c_{\omega}(t) + |b| s_{\omega+b^2}(t)) + |b|^2 \cdot c_{\omega} * s_{\omega+b^2}(t)).
\]
The following result relates the growth of the solution of (1) to the solution of (3).

**Theorem 4.** Let \( \|e^{-tB}\| \leq M_B \cdot e^{-tb} \) and \( \|C_A(t)\| \leq M_A \cdot c_\omega(t) \) for all \( t \geq 0 \). Then for the solution families \((N_{A,B}(t))\) and \((M_{A,B}(t))\) of (1) the following estimates hold.

(a) If \( b \neq 0 \), then
\[
 \|N_{A,B}(t)\| \leq M_A M_B \cdot e^{t(|b|-b)} n_{\omega,b}(t),
\]
\[
 \|M_{A,B}(t)\| \leq M_A M_B \max \left\{ 1, \frac{\|B\|}{|b|}, \frac{\|B^2\|}{|b|^2} \right\} \cdot e^{t(|b|-b)} m_{\omega,b}(t),
\]
where \( n_{\omega,b}(t) \) and \( m_{\omega,b}(t) \) are defined as in (4).
(b) If \( b \neq 0 \), then
\[
\|N_{A,B}(t)\| \leq M_A M_B \cdot s_\omega(t),
\]
\[
\|M_{A,B}(t)\| \leq M_A M_B \cdot \left( c_\omega(t) + \|B\| \cdot s_\omega(t) + \|B^2\| \cdot \frac{t^2}{2} s_\omega(t) \right).
\]

**Proof.** (a) By Theorem 1 and Lemma 3 we obtain
\[
N_{A,B}(t) = e^{-tB} \int_0^t I_0(2B \sqrt{s(t-s)}) \cdot C_A(2s-t) \, ds
\]
\[
= \int_0^t \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{B(2\sqrt{s(t-s)} \cos(r)-t)} \, dr \ C_A(2s-t) \, ds.
\]
Hence
\[
\|N_{A,B}(t)\| \leq M_A M_B \int_0^t \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{b(2\sqrt{s(t-s)} \cos(r)-t)} \, dr \ c_\omega(2s-t) \, ds
\]
\[
= M_A M_B \cdot e^{t(|b|-b)} n_\omega, b(t),
\]
where we used the fact that \( 2\sqrt{s(t-s)} \cos(r) - t \leq 0 \) for all \( s \in [0, t] \) and \( r \in [-\pi, \pi] \). Using similar arguments we obtain
\[
\|M_{A,B}(t)\| \leq M_A M_B \cdot e^{-tb} \left( c_\omega(t) + \frac{\|B\|}{|b|} |b| \cdot s_{\omega+b^2}(t) \right.
\]
\[
\left. + \frac{\|B^2\|}{|b|^2} |b|^2 \cdot c_\omega \ast s_{\omega+b^2}(t) \right)
\]
\[
\leq M_A M_B \max \left\{ 1, \frac{\|B\|}{|b|}, \frac{\|B^2\|}{|b|^2} \right\} \cdot e^{-tb} (c_\omega(t) + |b| \cdot s_{\omega+b^2}(t) + |b|^2 \cdot c_\omega \ast s_{\omega+b^2}(t))
\]
\[
= M_A M_B \max \left\{ 1, \frac{\|B\|}{|b|}, \frac{\|B^2\|}{|b|^2} \right\} \cdot e^{t(|b|-b)} m_\omega, b(t).
\]

(b) If \( b = 0 \) we conclude from Lemma 3 that \( \|I_0(sB)\| \leq M_B \); hence
\[
\|N_{A,B}(t)\| \leq M_A M_B \cdot s_\omega(t) \quad \text{and}
\]
\[
\|M_{A,B}(t)\| \leq M_A M_B \cdot (c_\omega(t) + \|B\| \cdot s_\omega(t) + \|B^2\| \cdot c_\omega \ast s_\omega(t))
\]
\[
= M_A M_B \cdot \left( c_\omega(t) + \|B\| \cdot s_\omega(t) + \|B^2\| \cdot \frac{t^2}{2} s_\omega(t) \right). \quad \Box
\]

From Theorem 4 we easily derive the following result.
COROLLARY 5. Let \( \|e^{-tB}\| \leq M_B \cdot e^{-tb} \) where \( b > 0 \) and \( \|C_A(t)\| \leq M_A \cdot c_\omega(t) \) for all \( t \geq 0 \). Then the following estimates for the solution families \( (M_{A,B}(t)) \) and \( (N_{A,B}(t)) \) of (1) hold.

\[
\|N_{A,B}(t)\| \leq \frac{M_A M_B}{2\sqrt{\omega + b^2}} \cdot e^{t(-b + \sqrt{\omega + b^2})},
\]

\[
\|M_{A,B}(t)\| \leq M_A M_B \max \left\{ 1, \frac{\|B\|}{b}, \frac{\|B^2\|}{b^2} \right\} \cdot e^{t(-b + \sqrt{\omega + b^2})}.
\]

4. Singular perturbations. There is a substantial literature on singular perturbation problems involving strongly continuous semigroups or cosine families. For details we refer to [3, 4, 5] and the references therein.

Here we consider singular perturbation problems of the type

\[
(A_{CP_\varepsilon}) \quad \varepsilon u''_\varepsilon(t) + 2Bu'_\varepsilon(t) = Au_\varepsilon(t), \quad t \geq 0,
\]

\[
u_\varepsilon(0) = u_0 \in D(A), \quad u'_\varepsilon(0) = u_1 \in D(A),
\]

where it is assumed that \( A \) generates a strongly continuous cosine family on some Banach space \( E \). While in various papers (e.g. [4, 7, 12]) convergence of the solution \( u_\varepsilon(\cdot) \) to the solution \( u_0(\cdot) \) of

\[
2Bu'_0(t) = Au_0(t), \quad t \geq 0, \quad u_0(0) = u_0
\]

is shown only for \( 2B = \text{Id} \) or \( B = b > 0 \) and \( A \) the square of a group generator we extend these results to the following situation.

THEOREM 6. Let \( A \) be the generator of a strongly continuous cosine family \( (C_A(t)) \) on \( E \) and \( B \in \mathcal{L}(E) \) a bounded operator which commutes with \( (C_A(t)) \) and satisfies \( s(-B) < 0 \). Then the unique solution of the second order Cauchy problem \( (ACP_\varepsilon) \) converges as \( \varepsilon \downarrow 0 \) to the unique solution of the well-posed first order Cauchy problem

\[
(A_{CP_0}) \quad 2Bu_0(t) = Au_0(t), \quad t \geq 0, \quad u_0(0) = u_0.
\]

Moreover, if \( u_0 \in D(A^2), \ -b \in (s(-B), 0) \) and

\[
\|e^{-tB}\| \leq M_B \cdot e^{-tb} \quad \text{and} \quad \|C_A(t)\| \leq M_A \cdot c_\omega(t)
\]

for all \( t \geq 0 \), then

\[
\|u_0(t) - u_\varepsilon(t)\| \leq \varepsilon \cdot \frac{M_A M_B}{2b} \cdot e^{\omega_0 t} \left( \|Au_0\| + M_A M_B \cdot \max \left\{ 1, \frac{\|B\|}{b}, \frac{\|B^2\|}{b^2} \right\} t \|A_0^2 u_0\| + \|u_1\| \right),
\]

where \( \omega_0 := \frac{\omega}{2b}, \quad A_0 := \frac{1}{2} AB^{-1} \).
Proof. As shown in Theorem 1 the Cauchy problem \((ACP_\varepsilon)\) is well posed. We proceed in several steps. First we show that the solution family \((N_\varepsilon(t))\) of \((ACP_\varepsilon)\) converges to zero as \(\varepsilon \downarrow 0\). Here and in the sequel we use the simplified notation
\[ N_\varepsilon(t) := N_{\varepsilon, \varepsilon}(t) \quad \text{and} \quad M_\varepsilon(t) := M_{\varepsilon, \varepsilon}(t). \]

If \(-b \in (s(-B), 0)\), then there exists \(M_B \geq 1\) such that \(\|e^{-tB}\| \leq M_B \cdot e^{-tb}\) for all \(t \geq 0\). Let \(\|C_A(t)\| \leq M_A \cdot c_\omega(t)\) for \(t \geq 0\); then by Corollary 5
\[ \|N_\varepsilon(t)\| \leq \varepsilon \cdot \frac{M_A M_B}{2\sqrt{\varepsilon \omega + b^2}} \cdot e^{t\sqrt{\varepsilon \omega + b^2}}. \]

Since \(-b < 0\) an easy calculation shows that
\[ \frac{1}{\varepsilon} (-b + \sqrt{\varepsilon \omega + b^2}) \leq \frac{\omega}{2b} := \omega_0 \quad \text{for all} \quad \varepsilon > 0. \]

Hence (5) implies
\[ \|N_\varepsilon(t)\| \leq \varepsilon \cdot \frac{M_A M_B}{2b} \cdot e^{t\omega_0} \quad \text{for all} \quad \varepsilon > 0. \]

In the next step we show that \(A_0 := \frac{1}{2} AB^{-1}\) generates a strongly continuous semigroup \((M_0(t))\) which turns out to be the limit of \((M_\varepsilon(t))\) as \(\varepsilon \downarrow 0\). As above we obtain from Corollary 5 and (6) the estimate
\[ \|N_\varepsilon(t)\| \leq \varepsilon \cdot \frac{M_A M_B}{2b} \cdot e^{t\omega_0} \quad \text{and} \quad \|M_\varepsilon(t)\| \leq C \cdot e^{t\omega_0}. \]

Put \(C := M_A M_B \max\{1, \frac{\|B\|}{b^2}, \frac{\|B^2\|}{b^2}, \frac{1}{2b}\}\). Then by (7), (8)
\[ \|N_\varepsilon(t)\| \leq \varepsilon \cdot C \cdot e^{t\omega_0} \quad \text{and} \quad \|M_\varepsilon(t)\| \leq C \cdot e^{t\omega_0}. \]

Therefore the Laplace transforms
\[ Q_\varepsilon(\lambda) := \mathcal{L}(N_\varepsilon(\cdot))(\lambda) \quad \text{and} \quad R_\varepsilon(\lambda) := \mathcal{L}(M_\varepsilon(\cdot))(\lambda) \]
exist for all \(\lambda\) with \(\Re \lambda > \omega_0\) and satisfy the estimates
\[ \|Q_\varepsilon(\lambda)\| \leq \frac{\varepsilon \cdot C}{\Re \lambda - \omega_0} \quad \text{and} \quad \|R_\varepsilon(\lambda)\| \leq \frac{C}{\Re \lambda - \omega_0} \quad \text{for all} \quad \varepsilon > 0, \quad \Re \lambda > \omega_0. \]
By [8, (9), (11)] we have for \( \Re \lambda > \omega_0 \) and \( \varepsilon > 0 \)
\[
Q_\varepsilon(\lambda) = \varepsilon \cdot (\varepsilon \lambda^2 + 2\lambda B - A)^{-1} \quad \text{and} \quad R_\varepsilon(\lambda) = (\varepsilon \lambda + 2B)(\varepsilon \lambda^2 + 2\lambda B - A)^{-1}.
\]

Now from (10), (11) it follows that for fixed \( \lambda, \Re \lambda > \omega_0 \), the family
\[
P_\varepsilon(\lambda) := (\varepsilon \lambda^2 + 2\lambda B - A)^{-1}
\]
is bounded for \( \varepsilon > 0 \). Moreover, the resolvent equation applied to
\[
P_\varepsilon(\lambda) = R(\varepsilon \lambda^2, A - 2\lambda B)
\]
implies that \((P_\varepsilon(\lambda))_{\varepsilon > 0}\) is a Cauchy net for \( \varepsilon \downarrow 0 \) and the limit is readily identified as \((2\lambda B - A)^{-1}\). Again by the resolvent equation it follows that \(R_\varepsilon(\lambda)\) converges as \( \varepsilon \downarrow 0 \) to
\[
2B(2\lambda B - A)^{-1} = R(\lambda, \frac{1}{2}AB^{-1}) := R(\lambda, A_0),
\]
where the convergence is uniform for \( \lambda \) in compact subsets of \( H := \{\lambda \in \mathbb{C} : \Re \lambda > \omega_0\} \).

In order to show that \( A_0 = \frac{1}{2}AB^{-1} \) generates a strongly continuous semigroup \((M_0(t))\) it suffices to show the Hille-Yosida estimates
\[
\left\| \frac{d^n}{d\lambda^n} R(\lambda, A_0) \right\| \leq \frac{C \cdot n!}{(\Re \lambda - \omega_0)^{n+1}} \quad \text{for all } \lambda \in H \text{ and } n \in \mathbb{N}_0.
\]

First observe that \( R_\varepsilon(\cdot) \) (see [8, §3]) and \( R(\cdot, A_0) \) are analytic in \( H \). Since \( R_\varepsilon(\cdot) \) converges as \( \varepsilon \downarrow 0 \) to \( R(\cdot, A_0) \) uniformly on compact subsets of \( H \) the Weierstraß convergence theorem implies that
\[
\frac{d^n}{d\lambda^n} R_\varepsilon(\cdot) \to \frac{d^n}{d\lambda^n} R(\cdot, A_0) \quad \text{for } \varepsilon \to 0
\]
uniformly on compact subsets of \( H \). Let \( M_{\varepsilon, n}(t) := (-1)^nt^nM_\varepsilon(t) \). Then for \( \Re \lambda > \omega_0 \) and \( n \in \mathbb{N}_0 \)
\[
\frac{d^n}{d\lambda^n} R_\varepsilon(\lambda) = \mathcal{L}(M_{\varepsilon, n}(\cdot))(\lambda)
\]
and we conclude from (9) that
\[
\left\| \frac{d^n}{d\lambda^n} R_\varepsilon(\lambda) \right\| \leq \frac{C \cdot n!}{(\Re \lambda - \omega_0)^{n+1}}.
\]
Combining this with (13) yields the desired estimate (12). This shows that \( A_0 = \frac{1}{2}AB^{-1} \) generates a strongly continuous semigroup \((M_0(t))\).
Hence the Cauchy problem \((ACP_0)\) is well posed.

In the last step we show that \( M_\varepsilon(t) \) converges to \( M_0(t) \) uniformly for \( t \) in bounded subsets of \( \mathbb{R}_+ \). In order to estimate \( M_0(t) - M_\varepsilon(t) \) we need the identity
\[
(M_0(t) - M_\varepsilon(t))f = M_0 * \left( M_\varepsilon - \frac{2}{\varepsilon}B \cdot N_\varepsilon \right)(t)A_0 f
\]
\[
= M_0 * N'_\varepsilon(t)A_0 f \quad \text{for all } f \in D(A_0) = D(A).
\]
To verify (14) note that the Laplace transform of $M_0(\cdot)$ gives the resolvent $R(\cdot, A_0)$. Using this, (11), the convolution and the uniqueness theorem for the Laplace transform we obtain (14). Integrating by parts the right hand side of (14) yields

\[
(M_0(t) - M_\varepsilon(t))f = N_\varepsilon(t)A_0f + M_0 * N_\varepsilon(t)A_0^2f \quad \text{for all } f \in D(A_0^2) = D(A^2).
\]

Hence for $f \in D(A^2)$ we deduce from (7), (8)

\[
\|(M_0(t) - M_\varepsilon(t))f\| \leq \varepsilon \frac{M_AM_B}{2b} \cdot m_0(t)\|A_0f\| + \varepsilon \frac{(M_AM_B)^2}{2b} \max \left\{1, \frac{\|B\|}{b}, \frac{\|B^2\|}{b^2}\right\} \cdot m_0 \cdot m_0(t)\|A_0^2f\|
\]

\[
\leq \varepsilon \frac{M_AM_B}{2b} \cdot m_0(t) \left(\|A_0f\| + M_AM_B \cdot \max \left\{1, \frac{\|B\|}{b}, \frac{\|B^2\|}{b^2}\right\} t\|A_0^2f\|\right),
\]

where $m_0(t) := e^{t\omega_0} = e^{\frac{\eta}{\varepsilon}t}$. To estimate $u_0(t) - u_\varepsilon(t)$ note that

\[
u_0(t) = M_0(t)u_0, \quad u_\varepsilon(t) = M_\varepsilon(t)u_0 + N_\varepsilon(t)u_1.
\]

Accordingly, from (7), (15) we obtain for all initial values $u_0 \in D(A^2)$, $u_1 \in D(A)$

\[
\|u_0(t) - u_\varepsilon(t)\| \leq \varepsilon \frac{M_AM_B}{2b} \cdot e^{t\omega_0} \left(\|A_0u_0\| + M_AM_B \cdot \max \left\{1, \frac{\|B\|}{b}, \frac{\|B^2\|}{b^2}\right\} t\|A_0^2u_0\| + \|u_1\|\right).
\]

Since the operator families $\{M_0(t) - M_\varepsilon(t)\}_{\varepsilon > 0}$ and $\{N_\varepsilon(t)\}_{\varepsilon > 0}$ are uniformly bounded for $t$ in bounded subsets of $\mathbb{R}_+$ we finally conclude that $u_0(t) - u_\varepsilon(t)$ converges to zero as $\varepsilon \downarrow 0$ uniformly for $t$ in bounded intervals for all initial values $u_0, u_1 \in D(A)$. \hfill \Box

Using Theorem 6 it is also possible to obtain results on the convergence of the derivatives of $u_\varepsilon(\cdot)$. In fact, if in (ACP$\varepsilon$) it is assumed that $u_0 \in D(A^2)$, then $v_\varepsilon(\cdot) := u_\varepsilon'(\cdot)$ is twice differentiable and solves
the Cauchy problem

\[ \varepsilon v''_\varepsilon(t) + 2Bv'_\varepsilon(t) = Av_\varepsilon(t), \quad t \geq 0, \]
\[ v_\varepsilon(0) = u_1, \quad v'_\varepsilon(0) = \frac{1}{\varepsilon}(Au_0 - 2Bu_1). \]

On the other hand the solution \( u_0(\cdot) \) of (ACP\(_0\)) is twice differentiable as well and \( v_0(\cdot) := u'_0(\cdot) \) is the solution of

\[ 2Bv'_0(t) = Av_0(t), \quad t \geq 0, \quad v_0(0) = \frac{1}{2}AB^{-1}u_0. \]

Hence, by Theorem 1, Theorem 6

\[ v_0(t) - v_\varepsilon(t) = M_0(t)\frac{1}{2}AB^{-1}u_0 - M_\varepsilon(t)u_1 + \frac{1}{\varepsilon}N_\varepsilon(t)(Au_0 - 2Bu_1). \]

In particular, for \( \frac{1}{2}AB^{-1}u_0 = u_1 \) we obtain the following result.

**Corollary 7.** Let the assumptions of Theorem 6 hold. In addition assume that \( \frac{1}{2}AB^{-1}u_0 = u_1 \). Then the derivatives \( u'_\varepsilon(\cdot) \) converge uniformly on bounded intervals of \( \mathbb{R}_+ \) to \( u'_0(\cdot) \) as \( \varepsilon \downarrow 0 \). Moreover, if \( u_1 \in D(A^2) \), then

\[ \|v'_0(t) - v'_\varepsilon(t)\| \leq \varepsilon \cdot \frac{MA MB}{2b} \cdot e^{\omega_0 t} \left( \|A_0 u_1\| + MA MB \cdot \max \left\{ 1, \frac{\|B\|}{b}, \frac{\|B^2\|}{b^2} \right\} t\|A_0^2 u_1\| \right), \]

where \( \omega_0 := \frac{\omega}{2b} \), \( A_0 := \frac{1}{2}AB^{-1} \).

From the proof of Theorem 6 we also obtain the following result on multiplicative perturbation.

**Corollary 8.** Let \( A \) be the generator of a strongly continuous cosine family \( (C_A(t)) \) on \( E \) and \( B \in \mathcal{L}(E) \) a bounded operator which commutes with \( (C_A(t)) \) and satisfies \( s(-B) < 0 \). Then \( AB^{-1} \) generates an analytic semigroup.

**Proof.** We only have to show that the semigroup generated by \( A_0 := \frac{1}{2}AB^{-1} \) is analytic. To this end observe that there exists \( \alpha = a + ib \in \mathbb{C}, \ |\alpha| = 1, \ a, b > 0 \) such that the assumptions of Theorem 6 still hold if we replace \( B \) by \( \alpha B \) and \( \overline{\alpha}B \), respectively. Hence we conclude that \( \alpha A_0 \) and \( \overline{\alpha}A_0 \) are generators and the assertion follows from the next result. \( \square \)
LEMMA 8. Let $\alpha A_0$ and $\bar{\alpha} A_0$ be generators of strongly continuous semigroups on $E$, where $\alpha = a + ib \in \mathbb{C}$, $|\alpha| = 1$ and $a, b > 0$. Then $A_0$ generates an analytic semigroup.

Proof. We may assume that $\omega(\alpha A_0), \omega(\bar{\alpha} A_0) \leq 0$; otherwise consider $A_0 - \omega$ instead of $A_0$ where $\omega$ is chosen such that $\omega(\alpha A_0), \omega(\bar{\alpha} A_0) \leq \omega a$. Now it is clear that $(\alpha + \bar{\alpha})A_0$, hence $A_0$ generates a bounded semigroup and by [11, Chap. 2, Thm. 5.2] it suffices to show that there exists a constant $C > 0$ such that for all $\sigma > 0$, $\tau \neq 0$

$$\|R(\sigma + i\tau, A_0)\| \leq \frac{C}{|\tau|}.$$  

We consider two cases. First assume $\tau > 0$. Since $\bar{\alpha} A_0$ is a generator the Hille-Yosida theorem yields a constant $C$ such that

$$\||R(\sigma + i\tau, A_0)\| = \|\bar{\alpha} R(\bar{\alpha}(\sigma + i\tau), \bar{\alpha} A_0)\| \leq \frac{C}{a\sigma + b\tau} \leq \frac{C}{b\tau}$$

for all $\tau > 0$.

For $\tau < 0$ we obtain a similar estimate using the fact that $\alpha A_0$ is a generator on $E$.  
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