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An affine Hecke algebra is additively the tensor product of a finite
dimensional Hecke algebra with the coordinate ring $\Theta$ of a complex
torus. In this paper we give explicit formulas for eigenvectors of $\Theta$
in unramified principal series representations of the reductive $p$-adic
group $G$ associated to $\mathcal{H}$. This leads to new information about
intertwining operators, Jacquet modules and submodules of principal
series representations.

Let $G$ be a reductive $p$-adic group, $\tau$ an unramified character of a
minimal parabolic subgroup $P$, and $I(\tau) = \text{ind}_P^G \tau$ the induced prin-
cipal series representation of $G$. The space $I(\tau)^B$ of vectors in $I(\tau)$
which are invariant under an Iwahori subgroup $B$ affords a representa-
tion of the affine Hecke algebra $\mathcal{H}$ corresponding to $G$. It is known
that taking $B$-invariants yields an equivalence of categories between
(admissible $G$-modules generated by their $B$-invariants) and (finite
dimensional $\mathcal{H}$ modules). Thus the representation theory of $I(\tau)$ is
captured by the action of $\mathcal{H}$ on $I(\tau)^B$. The irreducible representa-
tions of $\mathcal{H}$ have been classified ([K-L] and [G]). However, the de-
composition of $I(\tau)^B$ itself, though well studied (see the references),
is not completely understood. The purpose of this paper is to describe
certain functions in $I(\tau)^B$ which are important for finding the sub-
modules of this representation explicitly. This investigation enables
us to extend some results of Rodier [R] and Rogawski [Ro], and also
yields a new proof of the irreducibility criterion for $I(\tau)$ due to Kato
and Müller ([Ka], [M]).

Recall (cf. [L]) that as a vector space, $\mathcal{H}$ is the tensor product of
two subalgebras

$$\mathcal{H} = \Theta \otimes \mathcal{H}_W,$$

where $\mathcal{H}_W$ is the Hecke algebra of the finite Weyl group $W$ of $G$ and
$\Theta$ is isomorphic to the coordinate ring of a maximal torus $T$ in the
complex Lie group which is dual to $G$ in the sense of Langlands. As a
$\mathcal{H}_W$-module, $I(\tau)^B$ is always the regular representation of $\mathcal{H}_W$, so as
$\tau$ varies, the change in the structure of $I(\tau)^B$ is seen in the action of
\( \Theta \). Now \( \tau \) may be viewed as an element of \( T \), hence as a character of \( \Theta \), and the semisimplification of the \( \Theta \)-module \( I(\tau)^B \) is isomorphic to \( \bigoplus_{w \in W} \tau^w \). Moreover,

\[
\text{Hom}_G(I(\tau), I(\tau^w)) \cong \text{Hom}_\Theta(I(\tau)^B, \tau^w) \cong \text{Hom}_P(I(\tau)_N, \tau^w \delta^{1/2}),
\]

where \( I(\tau)_N \) is the Jacquet module with respect to the unipotent radical \( N \) of \( P \), and \( \delta \) is the modulus of \( P \).

We can write \( I(\tau)^B \) as a direct sum of indecomposable \( \Theta \)-submodules, each containing a one-dimensional space of "\( \Theta \)-eigenvectors" which transform under \( \Theta \) by the character \( \tau^w \), for some \( w \in W \). Moreover, any invariant subspace of \( I(\tau)^B \) must contain a \( \Theta \)-eigenvector.

Our goal is to describe all \( \Theta \)-eigenvectors in \( I(\tau)^B \) explicitly, and relate them to the structure of \( I(\tau)^B \) as well as \( \mathcal{H} \) itself. We are only partly successful. For some \( \tau \), we have found all \( \Theta \)-eigenvectors. For arbitrary \( \tau \), we have found all \( \Theta \)-eigenvectors for certain identifiable characters \( \tau^w \). This is the content of Theorem (8.3), which is the culmination of this paper. In more detail, the contents are as follows.

We describe the \( \Theta \)-eigenvectors transforming by \( \tau^w \) as linear combinations

\[
\sum_{y \in W} a_{w,y}(\tau) \varphi_y
\]

of standard basis elements \( \varphi_y \in I(\tau)^B \), which correspond to \( P \backslash G/B \) double cosets. Each \( a_{w,y} \) is a rational function of \( \tau \) (i.e., an element of the function field \( \mathbb{C}(T) \)) and is given by a recursive formula involving induction on the length of \( y \). We have \( a_{w,w} = 1 \) for all \( w \in W \) and \( a_{w,y} = 0 \) if \( w \not\leq y \) in the Bruhat order. In the case that \( \tau \) lies in no root kernel, Rogawski ([Ro]) has described all \( \Theta \)-eigenvectors in a completely different way, in terms of translates of a particular eigenvector by the Kazhdan-Lusztig basis of \( \mathcal{H}_w \). Our improvement on this point is the determination of the basis coefficients \( a_{w,y} \), and more importantly, their poles (see (5.2)). This gives us sharper information for singular \( \tau \).

Actually, we give two recursive formulae for \( a_{w,y} \) ((4.2) and (4.9)). The first comes from the compatibility of \( \Theta \)-eigenvectors with intertwining maps between principal series. The second formula arises from a relation in \( \mathcal{H} \) between the generators of \( \Theta \) and those of \( \mathcal{H}_w \), which we use to study the action of \( \mathcal{H}_w \) on the \( \Theta \)-eigenvectors. The formulae are in principle equivalent, of course, but it is not clear how
to directly derive one from the other. Nevertheless, their similar appearance can be explained.

It is because intertwining operators come from multiplication in the "extended" Hecke algebra

$$\widetilde{H} := H \otimes_{\Theta} C(T) = H_w \otimes C(T)$$

by certain elements $I_w \in \widetilde{H}$. These were defined by Lusztig in [L] and are closely related to Rogawski's formulae for $\Theta$-eigenvectors. Consider the $H$-submodule

$$\widetilde{H}_\tau = H \otimes_{\Theta} C(T)_{\tau^{w_0}}$$

where $C(T)_\tau$ consists of those functions which are holomorphic on $\tau \in T$, and $w_0$ is the long word in $W$. The $H$-module $I(\tau)^B$ is a quotient of $\widetilde{H}_\tau$. Assume for simplicity that no root of $T$ takes value $q^{\pm1}$ on $\tau$. For each $y \in W$, the usual (normalized) intertwining operator $\widetilde{A}_y \in \text{Hom}_H(I(\tau)^B, I(\tau^y)^B)$ is the quotient of the map $\widetilde{H}_\tau \to \widetilde{H}_{\tau^y}$ given by right multiplication by $I_{w_0}^{-1}yw_0$ (see (4.11)). Thus, both of our formulae for $a_{w,y}$ are related to multiplication by basis elements of $\widetilde{H}$. Moreover, if $s \in W$ is a simple reflection, then $I_s + 1 \in (T_s + 1)\Theta$ (the generator of $H_w$ corresponding to $s$), and this accounts for the similarity.

In §5, we digress to combine our point of view with that of [Ro] and derive an identity expressing the $a_{w,y}$'s in terms of the product of certain Kazhdan-Lusztig basis elements of $H_W$. A priori, this product involves Kazhdan-Lusztig polynomials, whose combinatorial complexity is much greater than that of our $a_{w,y}$'s. In our identity, $\tau$ is playing the role of a deformation variable, and apparently some of the combinatorics is being expressed in terms of the $W$ action on the deformation space.

We return to our main path in §6 and find the poles of the $a_{w,y}$'s. In principle, the recursive formulae should be enough for this, but other ideas were needed, namely the $P$-decomposition of $I(\tau)$ and the Jacquet module. In (6.2) we give a criterion for holomorphicity of $a_{w,y}$ which depends only on $w$, telling us on which root kernels our $\Theta$-eigenvectors are still defined.

If $\tau$ is not in the kernel of any root, then (and only then) the action of $\Theta$ on $I(\tau)^B$ is diagonalizable, all $a_{w,y}$ are holomorphic and we have found a basis of $I(\tau)^B$ consisting of $\Theta$-eigenvectors. As an application, we find, in (7.3), an explicit $H$-composition series of $I(\tau)^B$ in the case that $\tau$ is regular. Consequently, we determine
the lattice of submodules of $I(\tau)$ and generators of each submodule. This extends earlier work of Rodier ([R], see also [Ro]), in which the composition factors of $I(\tau)$ were parametrized.

If $\tau$ is unitary, we can use Harish-Chandra's theorem on intertwining operators to get a good upper bound on the number of $\Theta$-indecomposable summands in $I(\tau)^B$. From this we deduce that exactly the right number of $a_w, y$'s are holomorphic at $\tau$, implying that we have found all of the $\Theta$-eigenvectors. This is the Hecke algebra version of the "Knapp-Stein dimension theorem" on intertwining operators, first proven by Silberger [S] in a more general context, and made explicit by Keyes [K]. We can then easily write down explicit spanning sets for the spaces of $\Theta$-eigenvectors in each isotypic component of $I(\tau)^B$.

The result for unitary $\tau$ is a special case of Theorem (8.3), which applies to at least one element, said to be "good", in the $W$ orbit of any $\tau$, and is a generalization of [Ro, Theorem (3.1)]. Assuming that $\tau$ itself is "good", we determine a non-empty set of $w \in W$, depending on the roots of $T$ which have (complex) modulus one on $\tau$, such that all $\Theta$-eigenvectors in $I(\tau)^B$ with character $\tau^w$ are linear combinations of the ones given by our formulae. Proceeding along Rogawski's lines, we can then strengthen Corollaries (3.2) and (3.3) of [Ro] as follows. In (8.6), we give weaker sufficient conditions, neither of which can be omitted, for $I(\tau)$ to have a unique irreducible quotient and submodule. In (8.7) we give a new proof of the irreducibility criterion for $I(t)^B$, originally announced in [M] and proven in [Ka].

In §9, the paper concludes with some examples and a conjecture related to the limitations of Theorem (8.3).

To make the paper easier to read, we have assumed that $G$ is split. This is not essential, and the motivated reader can adapt the computations to quasi-split groups.
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1. Notation. Let $F$ be a nonarchimedean local field, and $G$ a Chevalley group defined over $\mathcal{O}$, the ring of integers in $F$. We write $G$ for the $F$-rational points of $G$, and use similar notation for other algebraic groups over $\mathcal{O}$.

Let $A$ be a maximal $F$-split torus of $G$, and denote the rational character group of $A$ by $X^*(A)$. Let $\Delta, \Delta^+, \Delta^-, \Sigma \in X^*(A)$ be
the roots of $A$ in $G$, a choice of positive roots, with corresponding negative and simple roots respectively. For $\alpha \in \Delta$, we let $h_\alpha : F^x \to A$ be the corresponding one parameter subgroup. We set

$$A^- = \{a \in A : |\alpha(a)|_F \leq 1 \ \forall \alpha \in \Sigma\}.$$ 

Let $T = \mathbb{C}^x \otimes X^*(A)$, the complex torus dual to $A$. Let $K = G(\Theta)$, a maximal compact subgroup of $G$.

We have a pairing

$$(a, z) : A/A \cap K \times T \to \mathbb{C}^x$$

given by

$$\langle a, z \otimes \lambda \rangle = z^{\text{val}(\lambda(a))}.$$ 

This induces an isomorphism between $A/A \cap K$ and the group $X^*(T)$ of rational characters of $T$ as well as an identification between $T$ and the group of unramified (quasi)-characters of $A$.

For $\alpha \in \Delta$ we define $e_\alpha \in X^*(T)$ by

$$e_\alpha(\tau) = \langle h_\alpha(\omega), \tau \rangle$$

for $\tau \in T$.

The Weyl group $W = \text{Norm}_G(A)/A$ acts on $A$, $X^*(A)$, $T$, $X^*(T)$ and the characters of $A$ in such a way that

$$\tau^w(a) = \tau(\omega a \omega^{-1})$$

and

$$(w e_\alpha)(\tau) = e_{\alpha w}(\tau) = e_\alpha(\tau^w)$$

for $w \in W$, $\tau \in T$, $a \in A$, $\alpha \in \Delta$. We set

$$W_\tau = \{w \in W | \tau^w = \tau\}, \quad \Delta_\tau = \{\alpha \in \Delta | e_\alpha(\tau) = 1\}, \quad \Delta^+_\tau = \Delta_\tau \cap \Delta^+.$$ 

We also set

$$T^0 = \{\tau \in T | e_\alpha(\tau) \neq 1 \ \forall \alpha \in \Delta\}, \quad T^{00} = \{\tau \in T | W_\tau = 1\}.$$ 

If $w \in W$, there is a representative for $w$ in $K$ which we will also denote by $w$, hoping there is no confusion.

2. The affine Hecke algebra. Let $B \subset K$ be the Iwahori subgroup corresponding to our choice of simple roots $\Sigma$, and let $H = C_\infty(G//B)$. As a vector space, $H$ is the tensor product of two subalgebras

$$H \simeq H_W \otimes \Theta$$

which we now describe (see [L]).
The subalgebra $\mathcal{H}_W$ consists of those functions in $\mathcal{H}$ which are supported on $K$. It is isomorphic to the finite dimensional Hecke algebra corresponding to $W$. The subalgebra $\Theta$ is commutative and has a linear basis $\{\theta_a | a \in A/A \cap K\}$ where the $\theta_a$'s are defined as follows.

For $x \in G$, we let $T_x \in \mathcal{H}$ be the characteristic function of $BxB$. Let $a \in A$ and choose $a_1, a_2 \in A^-$ such that $a = a_1a_2^{-1}$. Then

$$\theta_a = q^{1/2(l(a_2)-l(a_1))}T_{a_1}T_{a_2}^{-1}.$$ 

It is shown in [L] that this is independent of the choice of $a_1, a_2$, and then it is clear that $\theta_a$ depends only on the coset of $a$ in $A/A \cap K$. In this definition, $l$ denotes the length function on the normalizer in $G$ of $A \cap K$. It is defined by the equation $q^{l(x)} = [BxB : B]$. If $a \in A$, we have

$$l(a) = \sum_{\alpha > 0} |\text{val}(\alpha(a))|.$$ 

This means we can also write

$$\theta_a = \delta^{1/2}(a)T_{a_1}T_{a_2}^{-1},$$ 

where

$$\delta(a) = \prod_{\alpha > 0} |\alpha(a)|_F$$

is the modulus of the Borel subgroup corresponding to our choice of simple roots.

Finally, we have the relation

$$\theta_{ab} = \theta_a \theta_b, \quad a, b \in A.$$ 

Thus $\Theta$ is isomorphic to the group algebra $\mathbb{C}[A/A \cap K]$. The pairing $\langle , \rangle$ from §1 moreover induces a ring isomorphism

$$\Theta \simeq \mathbb{C}[T]$$

under which $\theta_{h_a(w)}$ corresponds to $e_a$, and $\tau \in T$ is the algebra homomorphism $\tau : \Theta \to \mathbb{C}$ such that $\tau(\theta_a) = \langle a, \tau \rangle$.

Let $\mathbb{C}(T)$ be the field of rational functions on $T$. Note that $\mathbb{C}(T)$ is isomorphic to the quotient field of $\Theta$.

The Weyl group $W$ acts on $\mathbb{C}(T)$ by $(w \cdot a)(\tau) = a(\tau^w)$, for $w \in W$, $\tau \in T$, and $a \in \mathbb{C}(T)$.

3. The unramified principal series. Let $P = AN$ be the Borel subgroup in $G$ whose unipotent radical $N$ is generated by root groups from $\Delta^+$. 


Our group $G$ has the double-coset decomposition

$$G = \bigcup_{w \in W} PwB.$$ 

According to [C, (1.3)], we have

$$BwB \subseteq \bigcup_{x \geq w} PxP;$$ 

hence also

$$PwB \subseteq \bigcup_{x \geq w} PxP.$$ 

Finally, we have

$$PwB \cap PwP = (P \cap K)w(N \cap K).$$ 

For $\tau \in T$, we set

$$I(\tau) = \text{Ind}_P^G(\tau),$$

where the induced representation consists of those locally constant functions $f$ on $G$ such that $f(pg) = \tau\delta^{1/2}(p)f(g)$, for $p \in P$, $g \in G$. The action is given by $[\pi(g)\phi](h) = \phi(hg)$, for $g, h \in G$ and $\phi \in I(\tau)$. We sometimes suppress the $\tau$ and write simply $I$ instead of $I(\tau)$.

Since $\tau$ is unramified, we have, for each $w \in W$, a function $\varphi_w = \varphi_w^\tau \in I(\tau)$ which is supported on $PwB$ and satisfies

$$\varphi_w^\tau(pb) = \tau\delta^{1/2}(p)$$

for all $p \in P$, $b \in B$. The set of all $\varphi_w$'s is a basis of the space $I(\tau)^B$ of Iwahori-invariant vectors in $I(\tau)$. Of course $I(\tau)^B$ affords a representation of $\mathcal{H}$. In particular, $I(\tau)^B$ affords an action of $\mathbb{C}[A/A \cap K]$ via $(a, \varphi) \mapsto \pi(\theta_a)\varphi$, $a \in A$, $\varphi \in I(\tau)^B$.

For any $P$-representation $(\pi, V)$, we denote the Jacquet module of $V$ by $(\pi_N, V_N)$.

(3.1) Proposition. The natural projection $j_N : I^B \to I_N \otimes \delta^{-1/2}$ is an isomorphism of $\mathbb{C}[A/A \cap K]$ modules.

Proof. That $j_N$ is a linear isomorphism is well known (cf. [C]). For the equivariance, we use [C, (2.5)] which says

$$j_N(\pi(T_a)\varphi) = [BaB : B]\pi_N(a)j_N(\varphi)$$

for $a \in A^-$, $\varphi \in I$. We have therefore

$$j_N(\varphi) = j_N(\pi(T_aT_a^{-1})\varphi) = [BaB : B]\pi_N(a)j_N(\pi(T_a^{-1})\varphi),$$
from which we conclude
\[ j_N(\pi(T_\alpha^{-1})\phi) = [BaB: B]^{-1}\pi_N(a^{-1})j_N(\phi). \]

Now let \( a \in A \) be arbitrary, and write \( a = a_1a_2^{-1} \) with \( a_i \in A^- \). We get

\[
j_N(\pi(\theta_a)\phi) = q^{\frac{1}{2}(l(a_2) - l(a_1))}\frac{[Ba_1B: B]}{[Ba_2B: B]}\pi_N(a)j_N(\phi)
= q^{\frac{1}{2}(l(a_i) - l(a_j))}\pi_N(a)j_N(\phi)
= \delta^{-\frac{1}{2}}(a)\pi_N(a)j_N(\phi). \]

In other words, the \( \Theta \)-module structure of \( I^B \) is essentially the same as the \( A \)-module structure of \( I_N \). This relationship can be strengthened as follows.

There is a \( P \)-stable filtration \( I = \bigcup_{w \in W} I_w \), where

\[
I_w = I(\tau)_w = \left\{ f \in I(\tau) \mid \text{support of } f \subseteq \bigcup_{x \geq w} P_x P \right\}.
\]

This gives an \( A \)-filtration

\[
I_N = \bigcup_{w \in W} I_{w,N},
\]

hence a \( \Theta \)-filtration

\[
I^B = \bigcup_{w \in W} I_w \cap I^B.
\]

Observe that \( x \geq w \Rightarrow \phi_x \in I_w \cap I^B \).

(3.2) **Proposition.** The projection \( j_N \) induces an isomorphism \( I_w \cap I^B \simeq I_{w,N} \). Moreover, \( \{ \phi_x \mid x \geq w \} \) is a basis of \( I_w \cap I^B \).

**Proof.** By [C, (2.3)], the quotient

\[
I_{w,N}/\sum_{x > w} I_{x,N}
\]

is one-dimensional, so

\[
\dim I_{w,N} = \#\{ x \in W \mid x \geq w \}.
\]

On the other hand, counting \( \phi_x \)'s shows

\[
\dim I_w \cap I^B \geq \#\{ x \in W \mid x \geq w \}.
\]

This completes the proof, since \( j_N \) is injective. \( \square \)
For the rest of this section, we assume $\tau \in T^{00}$, and recall some facts about intertwining operators that we will need later. See [C].

For $x \in W$, let $N_x$ be the subgroup of $N$ generated by the roots in

$$R(x) := \{\alpha > 0| \alpha x < 0\}.$$ 

Since $\tau \in T^{00}$, the space $\text{Hom}_G(I(\tau), I(\tau^x))$ is one dimensional, spanned by an operator $\mathcal{A}_x = \mathcal{A}_{x, \tau}$ with the property that

$$\mathcal{A}_x(f)(1) = \int_{N_x} f(xn) \, dn,$$

if the support of $f$ lies in

$$\bigcup_{y \neq x} PyP.$$ 

(The measure on $N_x$ is such that $\text{vol}(N_x \cap K) = 1$.) Finally, if $x, y \in W$ satisfy $l(x) + l(y) = l(xy)$ then $\mathcal{A}_{x}^{\tau} \mathcal{A}_{x, \tau} = \mathcal{A}_{xy}^{\tau}$.

4. $\Theta$-eigenvectors. We begin with a basic property of certain $\Theta$-eigenvectors.

(4.1) Lemma. Let $\tau \in T$, and assume $w \in W$ is maximal in its coset $W_{\tau}w$, with respect to the Bruhat order on $W$. Then there exists a unique function $f_{w, \tau} \in I(\tau)_w \cap I(\tau)^B$ such that

1. $f_{w, \tau}(w) = 1$, and
2. $\pi(\theta_a)f_{w, \tau} = \tau^w(a)f_{w, \tau}$ for all $a \in A$.

Proof. In [C] it is shown, for any $x \in W$, that $A$ acts on the one dimensional quotient

$$I_{x, N} / \sum_{y > x} I_{y, N}$$

by the character $\tau^x \delta^\frac{1}{2}$. By (3.2), $\Theta$ acts on the quotient

$$I_{x} \cap I^B / \sum_{y \geq z} I_{y} \cap I^B$$

by the character $\tau^x$.

Our hypothesis on $w$ implies that $\tau^w$ does not appear in any $\Theta$-invariant subquotient of $\sum_{y > w} I_y \cap I^B$. Hence the quotient affording $\tau^w$ splits off and we can find a nonzero $f_{w, \tau}$ as in (2). Moreover, $f_{w, \tau}$ must have $PwB$ in its support, so we can normalize to get (1).
For $\alpha \in \Delta$, we set
\[ c_\alpha = \frac{1 - q^{-1} e_\alpha}{1 - e_\alpha} \in \mathbb{C}(T). \]

If we have also an element $w \in W$, and $\alpha > 0$, we define
\[ K_{\alpha, w} = \begin{cases} \frac{c_\alpha c_{-\alpha}}{1} & \text{if } w^{-1} \alpha > 0, \\ 1 & \text{if } w^{-1} \alpha < 0. \end{cases} \]

If $\alpha < 0$, we set $K_{\alpha, w} = K_{-\alpha, w}$.

Thus, $K_{w, \alpha}$ is an element of $\mathbb{C}(T)$ which is holomorphic on $T^0$.

(4.2) Theorem. Let $\tau \in T^0$, $w \in W$, and $\alpha \in \Sigma$. Set $s = s_\alpha$. Then (1) $s_\alpha f_{sw}^\tau = K_{\alpha, w}(\tau) f_{sw}^{\tau}$.

(2) $f_{sw}^\tau = \sum_{y \leq w} a_{w, y}(\tau) \varphi_y^\tau$,

where the $a_{x, y} \in \mathbb{C}(T)$ are given recursively as follows:
\[ a_{x, y} = 0 \text{ if } x \not\leq y, \]
\[ a_{x, x} = 1 \text{ for all } x \in W \]

and finally, if $sy > y$, then
\[ a_{x, sy} = (1 - c_\alpha) a_{x, y} + K_{\alpha, x}(s \cdot a_{sx, y}). \]

Proof. For any $x \in W$ and $\tau_1 \in T^0$, we can write
\[ f_{x}^{\tau_1} = \sum_{y \in W} a_{x, y}(\tau_1) \varphi_y^{\tau_1}, \]

for some complex numbers $a_{x, y}(\tau_1)$. By definition (see (4.1)), we have $a_{x, x}(\tau_1) = 1$ and $a_{x, y}(\tau_1) = 0$ if $x \not\leq y$. We set $a_y = a_{w, y}(\tau)$, $b_y = a_{sw, y}(\tau^s)$.

Note that $s_\alpha f_{sw}^\tau$ and $f_{sw}^{\tau}$ are two functions in $I(\tau^s)^B$ which transform by $\tau^w$ under $\Theta$. The regularity of $\tau$ implies that this character has multiplicity one, so there is a $k = k_{\alpha, w}, \tau \in \mathbb{C}$ such that
\[ s_\alpha f_{sw}^\tau = k f_{sw}^{\tau}. \]

From [C, (3.4)], we have
\[ s_\alpha \varphi_y^{\tau} = (c_\alpha(\tau) - 1) \varphi_y^{\tau} + q^{-1} \varphi_{sy}^{\tau} \text{ if } sy > y, \]
\[ s_\alpha \varphi_y^{\tau} = (c_\alpha(\tau) - q^{-1}) \varphi_y^{\tau} + \varphi_{sy}^{\tau} \text{ if } sy < y, \]
Comparing coefficients of $\varphi \zeta^z$, we find

$$k \sum_y b_y \varphi^z_y = \sum_{y > z} a_y [(c_\alpha(t) - 1) \varphi^z_y + q^{-1} \varphi^z_{sy}] + \sum_{y < z} a_y [(c_\alpha(t) - q^{-1}) \varphi^z_y + \varphi^z_{sy}].$$

Comparing coefficients of $\varphi^z_z$, we find

$$kb_z = \begin{cases} (c_\alpha(t) - 1)a_z + a_{sz} & \text{if } sz > z, \\ (c_\alpha(t) - q^{-1})a_z + q^{-1}a_{sz} & \text{if } sz < z. \end{cases}$$

In particular,

$$kb_{sw} = \begin{cases} (c_\alpha(t) - 1)a_{sw} + a_w & \text{if } sw < w, \\ (c_\alpha(t) - q^{-1})a_{sw} + q^{-1}a_w & \text{if } sw > w. \end{cases}$$

But $b_{sw} = a_w = 1$, and $a_{sw} = 0$ if $sw < w$. We also have

(4.3) LEMMA. $a_{sw} = 1 - c_\alpha(t)$ if $sw > w$.

We first prove

(4.4) LEMMA.

1. $\mathcal{A}_x \varphi_w(1) \neq 0 \Rightarrow w \leq x$.
2. $\mathcal{A}_w \varphi_w(1) = 1$.
3. $\mathcal{A}_sw \varphi_w(1) = c_\alpha(t) - 1$ if $w \leq sw$.

Proof. Assume $w \notin x$. Then

$$PwB \subseteq \bigcup_{y \geq w} PyP \subseteq \bigcup_{y \not\in x} PyP,$$

so

$$\mathcal{A}_x \varphi_w(1) = \int_{N_x} \varphi_w(xn) \, dn.$$
in the Bruhat decomposition, we have \( n \in N \cap K \), and then also \( p \in P \cap K \). Moreover this shows, since \( \tau \) is unramified, that \( \varphi_w(wn) = 1 \). We now can compute the integral:

\[
A_w \varphi_w(1) = \int_{N_w} \varphi_w(wn) \, dn
\]

\[
= \int_{N_w \cap K} \varphi_w(wn) \, dn = \int_{N_w \cap K} \, dn = 1.
\]

For (3), we use the cocycle condition for the operators \( A_x \) to get

\[
A_{sw} \varphi_w(1) = A_w A_s \varphi_w(1)
\]

\[
= (c_\alpha(\tau) - 1)A_w \varphi_w^r(1) + q^{-1}A_w \varphi_w^{r_s}(1)
\]

\[
= c_\alpha(\tau) - 1
\]

by (1) and (2).

We are now able to give the

Proof of Lemma (4.3). The functional \( f \mapsto A_{sw} f(1) \) on \( I(\tau) \) transforms under \( A \) by the character \( \tau^{sw} \delta^{\frac{1}{2}} \), so \( A_{sw} f_w^r(1) = 0 \). On the other hand, (4.4) implies

\[
A_{sw} f_w^r(1) = a_{sw} + a_{sw} A_{sw} \varphi_w(1) = a_{sw} + c_\alpha(\tau) - 1.
\]

Now, using the easily checked identity \((c_\alpha - q^{-1})(1 - c_\alpha) + q^{-1} = c_\alpha c_{-\alpha}\), we see that \( k = K_{\alpha, w}(\tau) \), and this proves (1) in (4.2). We have also shown that

\[
a_{w, sw}(\tau) = (c_\alpha(\tau) - 1)a_{w, w}(\tau) + K_{\alpha, w}(\tau)a_{sw, y}(\tau^s) \quad \text{if } sy > y,
\]

so that we have finished the proof of (4.2).

(4.5) COROLLARY. Let \( t \in T^{00}, y, w \in W \). Then

\[
A_y f_w^r = \prod_{R(y^{-1})} K_{\alpha, w}(\tau) f_{y^{-1}w}^{r_{y^w}}.
\]

(Recall that \( R(y^{-1}) = \{ \alpha > 0 : y^{-1} \alpha > 0 \} \).)

Proof. Suppose the result is true for \( y \) and let \( s \) be a simple reflection such that \( sy > y \). Then

\[
A_{ys} f_w^r = A_{s} \prod_{\beta \in R(y^{-1})} K_{\beta, w}(\tau) f_{y^{-1}w}^{r_{y^w}}
\]

\[
= \prod_{R(y^{-1})} K_{\beta, w}(\tau) K_{\alpha, y^{-1}w}(\tau^s) f_{sy^{-1}w}^{r_{ys}}.
\]
Since \( R(sy^{-1}) = R(y^{-1}) \cup \{ya\} \) and \( K_{\alpha, y^{-1}w}(\gamma) = Ky_{\alpha, w}(\gamma) \), we have the result by induction. \( \square \)

We can view the \( f^\tau_w \)'s as specializations of elements in \( \mathcal{H} := \mathbb{C}(T) \otimes \mathcal{H}_W = \mathbb{C}(T) \otimes \Theta \mathcal{H} \) as follows. Define
\[
f_w = \sum_{y \geq w} a_{w, y} T_y \in \mathcal{H}.
\]

Let \( \mathcal{P}_\tau : C_c^\infty(G) \to I(\tau) \) be the projection given by
\[
\mathcal{P}_\tau(f)(g) = \int_P \tau^{-1} \delta^{-\frac{1}{2}}(p) f(p g) \, dp,
\]
where the measure on \( P \) is such that the volume of \( P \cap K = 1 \). For \( w \in W \), we have \( \mathcal{P}_\tau(T_w) = \varphi^\tau_w \).

We let \( \mathbb{C}(T)_\tau \) denote the ring of functions in \( \mathbb{C}(T) \) which are holomorphic at \( \tau \). We have a homomorphism of right \( \mathcal{H}_W \)-modules
\[
\mu_\tau : \mathbb{C}(T)_\tau \otimes \mathcal{H}_W \to \mathcal{H}_W
\]
given by evaluation of the coefficients at \( \tau \). If \( \tau \in T^0 \) then all \( a_{w, y} \)'s belong to \( \mathbb{C}(T)_\tau \) and
\[
f^\tau_w = \mathcal{P}_\tau(\mu_\tau(f_w)).
\]

Since \( a_{w, y} = 0 \) if \( w \not\leq y \) and \( a_{w, w} = 1 \), the \( f_w \)'s form a basis of the \( \mathbb{C}(T) \)-vector space \( \mathcal{H} \).

We next describe the effect of right multiplication by a standard generator \( T_s \) in terms of this basis. Applying \( \mathcal{P}_\tau \circ \mu_\tau \) to this relation tells how \( T_s \) acts on the \( \Theta \)-eigenvectors. In the process, we will derive another recursive formula for the \( a_x, y \)'s.

First of all, an easy computation shows, for \( y \) and \( w \in W \), that
\[
\pi(T_y) \mathcal{P}_\tau(T_w) = \mathcal{P}_\tau(T_w T_y^{-1}).
\]

Thus, if \( s \) is a simple reflection in \( W \), we have
\[
\pi(T_s) \varphi_w = \begin{cases} 
\varphi_{ws} & \text{if } ws > w, \\
q \varphi_{ws} + (q - 1) \varphi_w & \text{if } ws < w.
\end{cases}
\]

The following relation in \( \mathcal{H} \) is fundamental ([L, (3.9)]). Let \( s = s_\alpha, \alpha \in \Sigma, \) and let \( a \in A \). Set \( \theta_\alpha = \theta_{h_\alpha(\omega)} \). Then
\[
\theta_a(T_s + 1) - (T_s + 1) \theta_{sas^{-1}}(T_s + 1) = (\theta_a - \theta_{sas^{-1}}) \frac{1 - q \theta_\alpha}{1 - \theta_\alpha}.
\]

The right-hand side is actually in \( \mathcal{H} \).
(4.8) LEMMA. Let $M$ be any $\mathcal{H}$-module. Suppose that $f \in M$ is an eigenvector for $\Theta$ with character $\tau$, and $e_\alpha(\tau) \neq 1$. Then $(\pi(T_s) + qc_\alpha(\tau) - q)f$ is a $\Theta$-eigenvector in $M$ with character $\tau^s$.

**Proof.** We have
\[ \pi(\theta_\alpha)f = \tau(h_\alpha(\omega))f = e_\alpha(\tau)f, \]
so the fundamental relation gives
\[ \pi(\theta_\alpha(T_s + 1))f \tau(sas^{-1})\pi(T_s + 1)f + qc_\alpha(\tau)(\tau(a) - \tau(sas^{-1}))f. \]
Since $e_\alpha(\tau) \neq 1$, this can be rewritten as
\[ \pi(\theta_\alpha)[\pi(T_s)f + q(c_\alpha(\tau) - 1)f] = \tau(sas^{-1})[\pi(T_s)f + q(c_\alpha(\tau) - 1)f], \]
whence the claim. \( \square \)

We introduce another bit of notation: For $\alpha \in \Delta^+$, $w \in W$, set
\[ J_{\alpha,w} = \begin{cases} c_{w\alpha}c_{-w\alpha} & \text{if } w\alpha > 0, \\ 1 & \text{if } w\alpha < 0. \end{cases} \]
Note that $J_{\alpha,w}(\tau) = K_{\alpha,w}^{-1}(\tau^w)$.

(4.9) PROPOSITION. Let $w \in W$, $\alpha \in \Sigma$, $s = s_\alpha$. Then
(1) $f_w T_s = q(1 - c_{w\alpha})f_w + qJ_{\alpha,w}f_{ws}$, in $\mathcal{H}$.
(2) Suppose $y \in W$ and $ys > y$. Then
\[ a_{w,ys} = (1 - c_{w\alpha})a_{w,y} + J_{\alpha,w}a_{ws,y}. \]

**Proof.** We show that (1) and (2) hold when both sides are evaluated at an arbitrary $\tau \in T^{00}$. Then we will use (2) to get (1) as stated above.

Since, for $\tau \in T^{00}$, the algebra $\Theta$ is diagonalizable on $I(\tau)^B$ with distinct eigencharacters, it follows from (4.8) that
\[ \pi(T_s)f_w^\tau + q(c_{w\alpha}(\tau) - 1)f_w^\tau = Cf_{ws}^\tau \]
for some complex number $C = C_{\alpha,w,\tau}$. We will compute this constant in the process of finding the new recursive formula for $a_{x,y}$. We have
\[ C \sum_{y} a_{w,ys} \varphi_y^\tau = Cf_{ws}^\tau = \pi(T_s)f_w^\tau + q(c_{w\alpha}(\tau) - 1)f_w^\tau \]
\[ = \sum_{ys > y} a_{w,y} \varphi_{ys} + \sum_{ys < y} a_{w,y}(q \varphi_{ys} + (q - 1)\varphi_y) \]
\[ + q(c_{w\alpha}(\tau) - 1) \sum_y a_{w,y} \varphi_y. \]
Comparing coefficients leads to the formula

\[ C_{aw,ys} = \begin{cases} qa_w,ys + q(c_{wα}(τ) - 1)a_w,y & \text{if } ys > y, \\ a_w,ys + q(c_{wα}(τ) - q^{-1})a_w,y & \text{if } ys < y. \end{cases} \]

Letting \( y = ws \), we get

\[ C = \begin{cases} q & \text{if } ws < w, \\ 1 + (qc_{wα}(τ) - 1)a_w,ws & \text{if } ws > w. \end{cases} \]

Suppose \( ws > w \), and let \( w' = ws \). Replacing \( w \) by \( w' \), so that we know \( C_{α,w',τ} = q \), we get

\[ qa_w,ws = qa_{w's,w'} = qc_{w'α}(τ) - 1 = q(c_{wsα} - q^{-1}) = q(1 - c_{wα}). \]

This means \( C = 1 + q(c_{wα} - q^{-1})(1 - c_{wα}) \), and this expression equals \( qc_{wα}c_{wα} \). Thus, if \( ys > y \), we have

\[ qa_w,ys = q(1 - c_{wα})a_w,y + Ca_{ws},y = q(1 - c_{wα})a_w,y + qJ_{α,w}a_{ws},y. \]

This proves (2).

To prove (1), we must show that

\[ \sum_{ys > y} a_{w,y}T_{ys} + \sum_{ys < y} a_{w,y}(qT_{ys} + (q - 1)T_y) = q(1 - c_{wα}) \sum_{y \in W} a_{w,y}T_y + qJ_{α,w} \sum_{y \in W} a_{ws,y}T_y. \]

We compare coefficients of \( T_y \) on both sides. If \( ys > y \), we must show that

\[ qa_{w,ys} = q(1 - c_{wα})a_w,y + qJ_{α,w}a_{ws},y, \]

but this is just (2), which was already shown. If \( ys < y \), the equation to be verified is

\[ a_{w,ys} + a_{w,y}(q - 1) = q(1 - c_{wα})a_w,y + qJ_{α,w}a_{ws},y. \]

We rewrite this as

\[ q(q^{-1} - c_{wα})a_w,y + qJ_{α,w}a_{ws},y = a_{w,ys}. \]

Now apply (2), with \( y \) replaced by \( ys \), to both terms on the left of this last expression, and use the relation

\[ (q^{-1} - c_{wα})(1 - c_{wα}) = q^{-1} - c_{wα}c_{wα}. \]

We get

\[ q(q^{-1} - c_{wα})a_w,y = q(q^{-1} - c_{wα}c_{wα})a_w,ys + qJ_{α,w}(q^{-1} - c_{wα})a_{ws},ys, \]
and
\[ qJ_{\alpha,w}a_{ws},y = qJ_{\alpha,w}[(c_{w\alpha} - q^{-1})a_{ws},ys + J_{\alpha,w}a_{ws},ys]. \]

Now we add the two expressions and observe that \( J_{\alpha,w}J_{\alpha,w} = c_{w\alpha}c_{w\alpha} \). This gives (1).

\[ \text{(4.10) Corollary. For } w, y \in W, \text{ we have} \]
\[ f_w T_{y} = q^{l(y)} \left( \prod_{\alpha \in R(y)} J_{\alpha,w} \right) f_{wy} + \sum_{z < y} c_z f_{wz} \]
for certain \( c_z \in C(T) \).

\[ \text{Proof. This follows easily by induction on the length of } y, \text{ just as in (4.5).} \]

One reason for the similarity between the formulae in (4.2)(2) and (4.9)(2) is that the intertwining operators \( \mathcal{A}_s \) are also specializations of multiplication operators in \( \mathcal{H} := \mathcal{H} \otimes C(T) \). By this we mean the following. Consider the left \( \mathcal{H} \)-module
\[ \mathcal{H}_\tau = \mathcal{H} \otimes C(T)_{\tau^{w_0}}, \]
where \( \Theta \) is viewed as a subring of \( C(T)_{\tau^{w_0}} \). We have a surjection of left \( \mathcal{H} \)-modules
\[ \sigma_\tau : \mathcal{H}_\tau \rightarrow I(\tau)^B \]
given by \( \sigma_\tau(T \otimes f) = f(\tau^{w_0})\pi(T)f_{w_0}^\tau \), for \( T \in \mathcal{H} \) and \( f \in C(T)_{\tau^{w_0}} \).

Let \( s = s_\alpha \) be a simple reflection. If \( e_\alpha(\tau) \neq 1 \), the intertwining map \( \mathcal{A}_s : I(\tau)^B \rightarrow I(\tau^s)^B \) is defined ([K]). If \( e_\alpha(\tau) = 1 \), the normalized intertwining map \( \mathcal{A}_s = \frac{1}{c_\alpha} \mathcal{A}_s \in \text{End}_{\mathcal{H}}(I(\tau)^B) \) is defined.

On the other hand, \( \check{L} \) uznstig ([L]) has introduced another basis \( \{ \mathcal{F}_w : w \in W \} \) of \( \check{\mathcal{H}} \) consisting of invertible elements satisfying \( \mathcal{F}_x \mathcal{F}_y = \mathcal{F}_y \mathcal{F}_x \) for all \( x, y \in W \). It suffices to know that
\[ \mathcal{F}_s = \frac{1}{c_\alpha} [q^{-1}T_s + c_\alpha - 1]. \]

Set \( \overline{\alpha} = -w_0\alpha \in \Sigma \), and \( \overline{s} = s_{\overline{\alpha}} \). If \( e_\alpha(\tau) \neq 1 \), we have \( \check{\mathcal{H}} c_{\overline{\alpha}} \mathcal{F}_s = \check{\mathcal{H}}_{\tau} \), and if \( e_\alpha(\tau) = 1 \) then \( \check{\mathcal{H}}_{\tau} \mathcal{F}_s = \check{\mathcal{H}}_{\tau} \).

\[ \text{(4.11) Proposition. For all } T \in \check{\mathcal{H}} \text{ we have} \]
\[ \mathcal{A}_s \sigma_\tau(T) = \sigma_\tau(Tc_{\overline{\alpha}} \mathcal{F}_s), \quad \text{if } e_\alpha(\tau) \neq 1, \quad \text{and} \]
\[ \check{\mathcal{A}}_s \sigma_\tau(T) = \sigma_\tau(T \mathcal{F}_s), \quad \text{if } e_\alpha(\tau) = 1. \]
Proof. It is enough to check the equations when $T = T_e (= \text{the identity of } \mathcal{F})$. In the first case, we need only then verify that

$$\mathcal{A}_s(\phi^r_{w_0}) = q^{-1} \pi(T_s)\phi^r_{w_0} + c_\alpha(\tau^{sw_0}) - 1.$$  

The right-hand side is

$$\phi^r_{sw_0} + (c_\alpha(\tau) - q^{-1})\phi^r_{w_0},$$

which is nothing but the formula for $\mathcal{A}_s(\phi^r_{w_0})$ for $\tau \in T^{00}$ (see proof of (4.2)). Both sides of the formula are holomorphic in a neighborhood of $e_\alpha = 1$, so it is valid throughout that domain.

A similar argument applies to $\mathcal{A}_s$ in a neighborhood of $e_\alpha = 1$. □

5. Some identities. We make in this section some observations about the $a_{w, y}(\tau)$'s for particular values of $\tau \in T^0$. We need some notation: If $J \subseteq \Sigma$, then $W_J$ is the subgroup of $W$ generated by the roots in $J$ and $W^J = \{w \in W: w^{-1}J \subseteq \Delta^+\}$.

(4.12) Proposition. (1) Let $J \subseteq \{\alpha \in \Sigma: e_\alpha(\tau) = q\}, \ x \in W^J$. Then

$$a_{x, y}(\tau) = a_{x, y}(\tau) \ \text{for all } z \in W_J, \ y \in W^J.$$  

(2) Let $L \subseteq \{\alpha \in \Sigma: e_\alpha(\tau) = q^{-1}\}, \ x \in W^L$. Then

$$a_{x, y}(\tau) = (-1)^{-l(z)}a_{x, y}(\tau) \ \text{for all } z \in W_L, \ y \in W^L.$$  

Proof. We prove (2) by induction on the length of $z$; the proof of (1) is the same. If $\alpha \in L$, and $s_\alpha z > z$, then $s_\alpha y > y$. Also, $K_{\alpha, w}(\tau) = 0$ so

$$a_{x, s_\alpha y}(\tau) = (1 - c_\alpha(\tau))a_{x, y}(\tau) = (-q^{-1})a_{x, y}(\tau).$$  

The formula in (2) follows immediately. □

For example, if $\{\alpha \in \Sigma: e_\alpha(\tau) = q^{-1}\} = \Sigma$, then

$$f^r_e = \sum_{w \in W} (-q)^{-l(w)}\phi^r_w$$

spans the Iwahori invariants in the Steinberg representation. If the above set of roots is instead equal to $-\Sigma$, we get that $f^r_e = \sum_{w \in W} \phi^r_w$ is the spherical vector in $I(\tau)$. These seem to be the only cases where it is possible to compute $f^r_e$ in closed form for a general group.

We now record an identity between the $a_{w, y}$'s and the Kazhdan-Lusztig basis $\{C_w: w \in W\}$ of $\mathcal{H}_W$. For the complete definition of this basis, see [K-L1]. We mention only that $C_s = q^{\frac{1}{2}}(q^{-1}T_s - 1)$ for
a simple reflection \( s \), that if \( ws < w \) then \( C_w C_s = -(q^{\frac{1}{2}} + q^{-\frac{1}{2}})C_w \), and that if \( ws > w \), we have

\[
C_w C_s = C_{ws} + \sum_{z < z} \mu(z, w)C_z
\]

where \( \mu(z, w) \) is the coefficient of \( u^{l(w)-l(z)-1} \) in the polynomial \( P_{z, w}(u) \) defined in [K-L1].

(5.2) **Proposition.** Let \( \tau \in T^0 \) and let \( w = s_1 \cdots s_r \) be a reduced expression for \( w \in W \), where each \( s_i \) is the simple reflection for some \( \alpha_i \in \Sigma \). Then

\[
[C_s + q^{\frac{1}{2}}c_{\alpha_1}^\tau] \cdots [C_s + q^{\frac{1}{2}}c_{\alpha_r}^\tau] = q^{\frac{r}{2}} \sum_{y \geq w_0w} a_{w_0w, y(\tau)}T_{w_0}^{-1}T_y.
\]

In particular, if \( \tau_0 \in T \) is such that the Steinberg module is the irreducible quotient of \( I(\tau_0) \) then

\[
C_s \cdots C_s = q^{\frac{r}{2}} \sum_{y \geq w_0w} a_{w_0w, y(\tau_0)}T_{w_0}^{-1}T_y.
\]

**Proof.** Let \( s = s_\alpha \) be a simple reflection. As in [Ro], we consider the element

\[
q^{-\frac{1}{2}}C_s + c_\alpha(\tau) = q^{-1}T_s + c_\alpha(\tau) - 1 \in \mathcal{H}_W.
\]

If \( ws < w \) we showed in the proof of (4.9) that

\[
\pi(q^{-\frac{1}{2}}C_s + c_\alpha(\tau))f_{w_0}^\tau = f_{ws_0}^\tau,
\]

from which it follows that

\[
\pi([C_s + q^{\frac{1}{2}}c_{\alpha_1}^\tau] \cdots [C_s + q^{\frac{1}{2}}c_{\alpha_r}^\tau])f_{w_0}^\tau = q^{\frac{r}{2}}f_{w_0w}^\tau.
\]

Let \( \sigma: \mathcal{H}_W \to I(\tau)^B \) be the linear isomorphism sending \( T_x \) to \( \varphi_x \) for all \( s \in W \). By our remarks prior to (4.8) we have

\[
\sigma(T_yT_{x^{-1}}) = \pi(T_x)\sigma(T_y)
\]

for all \( x, y \in W \). Thus

\[
T_{w_0}[C_s + q^{\frac{1}{2}}c_{\alpha_1}(\tau)] \cdots (C_s + q^{\frac{1}{2}}c_{\alpha_r}(\tau)] = q^{\frac{r}{2}} \sum_{y \geq w_0w} a_{w_0w, y(\tau)}T_y.
\]

The identity follows.

Finally, the Steinberg representation is a quotient of \( I(\tau_0) \) for that \( \tau_0 \) which satisfies \( c_\alpha(\tau_0) = 0 \) for all \( \alpha \in \Sigma \).
6. Holomorphicity of the \( f_w \)'s. We will be interested in the poles of the \( a_{w,y} \)'s on \( T \). We can get some idea about them from our first formula in (4.2). If we think of \( a_{w,y} \) as a polynomial in an indeterminant \( q^{-1} \), we see that the degree of \( a_{w,y} \) is at most \( l(y) - l(w) \). Moreover,

\[(6.1) \text{PROPOSITION. Let } w_0 \text{ be the long word in } W. \text{ For any } w \in W, \text{ the coefficient of } q^{l(w) - l(w_0)} \text{ in } a_{w,w_0} \text{ is}
\]

\[
\prod_{\alpha > 0} \frac{e_{\alpha}}{1 - e_{\alpha}}.
\]

Proof. Let \( m_{w,y} \) be the coefficient of \( q^{l(w) - l(y)} \) in \( a_{w,y} \). Then if \( \alpha \in \Sigma, s = s_\alpha \text{ and } sw < w, sy < y, \text{ we have}
\]

\[
m_{sw,y} = \frac{e_{\alpha}}{1 - e_{\alpha}}\left[m_{sw, sy} - \frac{1}{1 - e_{\alpha}}s \cdot m_{w, sy}\right].
\]

On the other hand,

\[
s \cdot m_{w,y} = s \cdot \left[\frac{e_{\alpha}}{1 - e_{\alpha}}m_{w, sy} + s \cdot m_{sw, sy}\right]
\]

\[
= \frac{1}{e_{\alpha} - 1} s \cdot m_{w, sy} + m_{sw, sy},
\]

so that

\[
m_{sw, uy} = \frac{e_{\alpha}}{1 - e_{\alpha}} s \cdot m_{w, y}.
\]

The result now follows by downward induction on \( w \). \( \Box \)

We are now ready for the main result of this section, which says that (6.1) essentially accounts for all the poles. This determines the domain of holomorphicity of the \( f_w \)'s.

\[(6.2) \text{THEOREM. Let } \alpha \text{ be a positive root and } w \in W. \text{ If } w^{-1} \alpha < 0 \text{ then } a_{w,y} \text{ is holomorphic on } \{\tau \in T: e_\alpha(\tau) = 1\} \text{ for all } y \in W. \]

Remark. The condition means that \( w \) is maximal in \( W_{tw} \) with respect to a certain partial order which is weaker than the Bruhat order. See §8 and compare with the preliminary result (4.1).

Proof. We can write \( a_{w,y} = \frac{P_y}{Q_y} \) where \( P_y, Q_y \in \mathbb{C}[T] \) are such that \( P_y \) is not divisible by \( e_\beta - 1 \) for any \( \beta \in \Delta \), and \( Q_y \) is a constant multiple of \( \prod_{\beta > 0} (e_\beta - 1)^{m_\beta(y)} \) for certain \( m_\beta(y) \in \mathbb{Z} \). Set
\( m = \max_{y \geq w} m_\alpha(y) \). Since \( a_w, w = 1 \), we have \( m_\alpha(w) = 0 \), and hence \( m \geq 0 \). The theorem will be proved if we can show that \( m = 0 \). To this end, we suppose \( m = m_\alpha(y_0) > 0 \) and we will deduce that \( P_{y_0} \) vanishes on \( V = \{ \tau \in T : e_\alpha(\tau) = 1 \} \). We then argue as follows. Let \( \overline{T} \) be a maximal torus in the Langlands dual of the simply connected cover of \( G \). We may view \( \mathbb{C}[\overline{T}] \subseteq \mathbb{C}[T] \), and from the formulae for \( a_x, y \), it is clear that \( P_{y_0} \in \mathbb{C}[\overline{T}] \). Now \( \mathbb{C}[\overline{T}] \) is the localization of the polynomial ring \( \mathbb{C}[e_\beta : \beta \in \Sigma] \) at powers of \( \prod_{\beta \in \Sigma} e_\beta \), so the ideal in \( \mathbb{C}[\overline{T}] \) generated by \( e_\alpha - 1 \) is prime (we may conjugate by \( W \) to assume \( \alpha \) simple, and then \( (e_\alpha - 1) \) is clearly prime). It follows that \( e_\alpha - 1 \) divides \( P_{y_0} \) in \( \mathbb{C}[\overline{T}] \), hence in \( \mathbb{C}[T] \), and this is a contradiction.

Let

\[
U = \{ \tau \in T : W_\tau \subseteq \langle s_\alpha \rangle \}.
\]

Note that \( U \cap V \) is a non-empty open subset of \( V \), so it is enough to show that \( P_{y_0} \) vanishes on \( U \).

Let \( \tau_0 \in U \). Then \( W_{\tau_0} w = \{ w \} \) or \( \{ w, s_\alpha w \} \). In either case, \( w \) is maximal in \( W_{\tau_0} w \). By \((4.1)\), there exists a unique \( f_w^0 \in I(\tau_0)w \cap I(\tau_0)^B \) transforming under \( \Theta \) by \( \tau_0^\tau \) such that \( f_w^0(\tau) = 1 \). On the other hand, for each \( g \in G \), the function

\[
\tau \mapsto \sum_{y} a_{w, y}(e_\alpha - 1)^m(\tau)\phi^\tau_y(g)
\]

is holomorphic on \( U \) and agrees with \( \tau \mapsto (e_\alpha(\tau) - 1)^mf_w^\tau(g) \) on \( U \cap T^{00} \). Set

\[
F_w^0(g) = \lim_{\tau \to \tau_0} \left( (e_\alpha(\tau) - 1)^m f_w^\tau(g) \right).
\]

Then \( F_w^0 \in I(\tau_0)w \cap I(\tau_0)^B \), and transforms under \( \Theta \) in the same way as \( f_w^0 \). By the uniqueness part of \((4.1)\), we have \( F_w^0 = cf_w^0 \) for some constant \( c \). Evaluation at \( w \) gives

\[
c = \lim_{\tau \to \tau_0} (e_\alpha - 1)^m a_w, w(\tau) = \lim_{\tau \to \tau_0} (e_\alpha - 1)^m(\tau) = 0,
\]

since \( m > 0 \) by assumption. But \( F_w^0 \) is a linear combination of \( \phi^\tau_{y_0} \)'s which are linearly independent. It follows that

\[
\lim_{\tau \to \tau_0} (e_\alpha - 1)^m a_w, y(\tau) = 0
\]

for all \( y \geq w \). Taking \( y = y_0 \), we find that \( P_{y_0}^{\tau_0}(\tau_0) = 0 \), and this finishes the proof. \( \square \)
(6.3) COROLLARY. For $g \in G$, the function $\tau \mapsto f^\tau_w(g)$ extends to a holomorphic function on $\{\tau \in T : w^{-1}\Delta^+ \subseteq \Delta^-\}$. For $\tau$ in this domain, we have $f^\tau_w \in I(\tau)_w \cap I(\tau)^B$ and $\pi(\theta_a)f^\tau_w = \tau^w(a)f^\tau_w$ for all $a \in A$.

REMARK. Proposition (6.1) says, at least for generic $q$, that the $f^\tau_w$'s do not extend to a larger domain in $T$.

7. The lattice of submodules of $I(\tau)$, $\tau$ regular. Throughout this section, we assume $\tau \in \mathcal{T}^{00}$.

Let $S_\tau = \{\alpha \in \Delta : e_\alpha(\tau) = q^{-1}\}$. By [R], the irreducible subquotients of $I(\tau)$ are parametrized by subsets of $S_\tau$. (Our parametrization is slightly different from that of [R].) If $J \subseteq S_\tau$, the corresponding irreducible subquotient $\pi_J$ is characterized by its set of $\Theta$-eigencharacters being $\{\tau^w : w \in W(J)\}$, where

$$W(J) = \{w \in W : S_\tau \cap w(\Delta^-) = J\}.$$ 

Furthermore, $\pi_J$ is the unique irreducible submodule of $I(\tau^y)$ if and only if $y \in W(J)$.

Note that $y \in W(J) \iff \{\alpha \in S_\tau : y^{-1}\alpha < 0\} = J$.

Let $\tilde{\pi}_J$ be the submodule of $I(\tau)$ generated by $\{f^\tau_w : w \in W(J)\}$.

(7.1) PROPOSITION. (1) $\pi_J$ is the unique irreducible quotient of $\tilde{\pi}_J$.
(2) Every $G$-invariant subspace of $I(\tau)$ is a sum of $\tilde{\pi}_J$'s.

Proof. Let

$$0 \to U \to \tilde{\pi}_J \to V \to 0$$

be an exact sequence of $G$ modules, with $V$ irreducible and nonzero. Then $V \cong \pi_K$ for some $K \subseteq S_\tau$. By definition, there is a $w \in W(J)$ such that $f^\tau_w$ projects nontrivially into $V$. It follows that $\tau^w$ appears in $V^B$, so $W(J) \cap W(K) \neq \emptyset$, whence $J = K$.

For the second assertion, let $M$ be a $G$-invariant subspace, and suppose $\pi_{J_1}, \ldots, \pi_{J_r}$ is a complete list of the irreducible quotients of $M$, up to isomorphism. Considering $\Theta$-eigenvectors as above, we see that $\sum_{1 \leq i \leq r} \tilde{\pi}_{J_i} \subseteq M$. This containment must be an equality since $I(\tau)$ is multiplicity-free. \qed

Given $J \subseteq S_\tau$, we set

$$R_J = \Delta^+ \cap (J \cup -(S_\tau \setminus J)).$$

We have $y \in W(J)$ if and only if $R_J = R(y^{-1}) \cap (S_\tau \cup -S_\tau)$. Next, we define a partial order $\leq$ on the set of subsets of $S_\tau$ by

$$K \leq J \iff R_K \subseteq R_J.$$
Note that if $S_t \subseteq \Delta^+$, then $R_J = J$ for each $J$ and the partial order $\leq$ is just containment. In general, the minimal and maximal subsets are $S_\tau \cap \Delta^-$ and $S_\tau \cap \Delta^+$ respectively, since
\[
R_{S_\tau \cap \Delta^-} = \emptyset \quad \text{and} \quad R_{S_\tau \cap \Delta^+} = (S_\tau \cap \Delta^+) \cup -(S_\tau \cap \Delta^-).
\]

A version of the following result, stated in terms of characters in Jacquet modules, appears in [R, Prop. 2].

(7.2) **Proposition.** Let $J \subseteq S_t$. If $y \in W(J)$, then
\[
\left\{ f^\tau_w : w \in \bigcup_{K \not\subseteq J} W(K) \right\}
\]
is a basis of $(\ker \mathcal{A}_y)^B$.

**Proof.** It is immediate from (4.5) that $(\ker \mathcal{A}_y)^B$ is spanned by those $f^\tau_w$'s for which there exists a positive root $\alpha \in S_t \cup -S_\tau$ such that $w^{-1}\alpha > 0$ and $y^{-1}\alpha < 0$. In other words, $f^\tau_w \in \ker \mathcal{A}_y \iff R(y^{-1}) \cap (S_\tau \cup -S_\tau) \not\subseteq R(w^{-1}) \cap (S_\tau \cup -S_\tau) \iff w \in W(K)$ for some $K \not\subseteq J$.

(7.3) **Theorem.** Let $J$ and $K$ be two subsets of $S_\tau$. Then
\[
\tilde{\pi}_J \subseteq \tilde{\pi}_K \iff J \leq K.
\]

**Proof.** Suppose $J \not\subseteq K$, and take $y \in W(J)$. By (7.2), we know $\tilde{\pi}_K \subseteq \ker \mathcal{A}_y$. On the other hand, $\mathcal{A}_y$ is not identically zero on $\tilde{\pi}_J$; hence $\tilde{\pi}_J \not\subseteq \tilde{\pi}_K$.

Conversely, suppose $J \leq K$, and again choose $y \in W(J)$. Since $\pi_J$ is the irreducible quotient of $\tilde{\pi}_J$ and is also isomorphic to the irreducible submodule $V$ of $I(\tau^y)$, we must have $\mathcal{A}_y(\tilde{\pi}_J) = V$. Now if $w \in W(K)$, we have $\mathcal{A}_y(f^\tau_w) \not= 0$ so that $\mathcal{A}_y(\tilde{\pi}_K)$ is nonzero; hence $V \subseteq \mathcal{A}_y(\tilde{\pi}_K)$. This means $\tilde{\pi}_J \subseteq \tilde{\pi}_K + \ker \mathcal{A}_y$. Let $x \in W(J)$. The character $\tau^x$ of $\Theta$ does not appear in $\ker \mathcal{A}_y$, so it must appear in $\tilde{\pi}_K$. But then $f^\tau_x \in \tilde{\pi}_K$. Since $\tilde{\pi}_J$ is generated by such $f^\tau_x$'s, we have $\tilde{\pi}_J \subseteq \tilde{\pi}_K$.

(7.4) **Corollary.** (1) The submodule $\tilde{\pi}_J^B$ has a basis $\{f^\tau_w : w \in W(K), \text{ where } R_K \subseteq R_J\}$

(2) The $G$-module $I(\tau)$ has a filtration
\[
0 \subset V_0 \subset V_1 \subset \cdots \subset V_{|S_\tau|} = I(\tau)
\]
where
\[ V_i = \sum_{|R_j| = i} \tilde{\pi}_J \quad \text{and} \quad V_i / V_{i-1} \cong \bigoplus_{|R_j| = i} \pi_J. \]

Putting (7.1) and (7.4) together, we have found a basis of every \( \tilde{H} \) submodule of \( I(\tau)^B \).

For example, suppose \( K \subseteq S_\tau \cap \Sigma \). Rogawski has defined a "representation on a parabolic cone"
\[ \mathcal{J}_K(\tau) = \bigcap_{\alpha \in K} \ker \mathcal{A}_\alpha. \]
Comparing \( \Theta \)-characters with the aid of (7.2) and (7.4), we find that
\[ \tilde{\pi}_{S_{\tau}K} = \mathcal{J}_K(\tau). \]

8. Completeness of our eigenvectors. We return to the setting of an arbitrary \( \tau \in T \), but retain the notation \( S_\tau = \{ \alpha \in \Delta: e_\alpha(\tau) = q^{-1} \} \).
There is a canonical decomposition
\[ I(\tau)^B = \bigoplus_{w \in W_{\tau} \setminus W} I(w, \tau)_{\text{gen}}, \]
where \( I(w, \tau)_{\text{gen}} \) is the largest \( \Theta \)-invariant subspace of \( I(\tau)^B \) on which the operators \( \pi(\theta_a) - \tau^w(a) \), \( a \in A \), are nilpotent. The dimension of \( I(w, \tau)_{\text{gen}} \) is \( |W_{\tau}| \). We also let \( I(w, \tau) \subseteq I(w, \tau)_{\text{gen}} \) be the \( \Theta \)-eigenspace with character \( \tau^w \).

By (6.3), we have \( f_z^* \in I(w, \tau) \) for all \( z \in W_{\tau}w \) with the property that \( z^{-1}\Delta_\tau^+ \subseteq \Delta^- \). This condition can be reformulated as follows.

First, define a Bruhat-like partial order \( \leq^\tau \) on \( W_{\tau}w \) by declaring that \( xw \leq^\tau yw \) if and only if there exists a sequence \( \alpha_1, \ldots, \alpha_r \in \Delta_\tau^+ \) such that \( s_{\alpha_r} \cdots s_{\alpha_1} x = y \), \( (xw)^{-1}\alpha_1 > 0 \), and \( (s_{\alpha_{i+1}} \cdots s_{\alpha_1} xw)^{-1}(\alpha_1) > 0 \) for all \( i = 1, \ldots, r \).

The maximal elements in \( W_{\tau}w \) with respect to this partial order are precisely those \( z \) such that \( z^{-1}\Delta_\tau^+ \subseteq \Delta^- \). In particular, such elements always exist. Moreover, given one such \( z \), we have
\[ \{ z_1: z_1^{-1}\Delta_\tau^+ \subseteq \Delta^- \} = R_{\tau}z, \]
where \( R_{\tau} = \{ x \in W_{\tau}: x\Delta_\tau^+ = \Delta_\tau^+ \} \) is the "\( R \)-group".

Thus \( \dim I(w, \tau) \geq |R_{\tau}| \). We seek conditions for equality. In other words, when does \( \{ f_z^*: z \in W_{\tau}w \), \( z^{-1}\Delta_\tau^+ \subseteq \Delta^- \} \) span \( I(w, \tau) \)?

Let \( \Delta'_\tau = \{ \alpha \in \Delta: |e_\alpha(\tau)| = 1 \} \).
Note that $\Delta'_\tau$ is a sub-root system of $\Delta$ containing $\Delta_\tau$. We denote the Weyl group of $\Delta'_\tau$ by $W'_\tau$.

(8.1) DEFINITION. We say the element $\tau \in T$ is "good" if there exists an intermediate group $W_\tau \subseteq W_0 \subseteq W'_\tau$ which is generated by $W_0 \cap \{s_\alpha : \alpha \in \Sigma\}$.

Note that $W_0$ is the Weyl group of a root system $\Delta_0$ with base $\Delta_0 \cap \Sigma$. For example, if $W_\tau$ is a standard parabolic subgroup of $W$, then $\tau$ is good. Any unitary $\tau$ is also good. However, the advantage of this definition is that for every $\tau \in T$, there exists $w \in W$ such that $\tau^w$ is good.

(8.2) LEMMA. Let $\tau \in T$.

(1) There exists $w \in W$ such that $|e_\alpha(\tau^w)| \leq 1$ for all $\alpha > 0$. For such a $w$, $\tau^w$ is good.

(2) If $\tau$ is good, then $\tau^w$ is also good for all $w \in W_0$.

Proof. The assertion (2) is clear. For (1), we observe that there exists $w \in W$ such that

$$w\Delta^+ = \{\alpha \in \Delta : |e_\alpha(\tau)| < 1\} \cup (\Delta'_\tau \cap \Delta^+),$$

because the right side is a positive system for $\Delta$, whence the first part of (1). For the second part, suppose $\alpha \in \Delta'_\tau \cap \Delta^+$ and $\alpha = \alpha_1 + \cdots + \alpha_n$ where each $\alpha_i$ belongs to $w\Sigma$. Then $1 = |e_{\alpha_1 + \cdots + \alpha_n}(\tau)| = \prod |e_{\alpha_i}(\tau)|$. But the choice of $w$ insures that $|e_{\alpha_i}(\tau)| \leq 1$ for each $i$. Hence for all $i$, $|e_{\alpha_i}(\tau)| = 1$ so $\alpha_i \in \Delta'_\tau$. It follows that $W'_\tau$ is generated by the simple reflections it contains, so $\tau^w$ is good.

We are now ready to state the main result of this section.

(8.3) THEOREM. (1) If $\tau$ is good, then $\dim I(e, \tau) = |R_\tau|$.

(2) If $R_\tau$ is trivial and $\tau^w$ is good, then $\dim I(w, \tau) = |R_\tau| = 1$.

(3) Suppose $y \in W$ and $R(y^{-1}) \cap \pm S_\tau = \emptyset$. Then for all $w \in W$, $I(w^{-1}, \tau^w) \simeq I(yw^{-1}, \tau^w)$ and $I(w, \tau^v) \simeq I(yw, \tau)$. In particular, if $S_\tau = \emptyset$ then $\dim I(y, \tau^w) = |R_\tau|$ for all $y, w \in W$.

Proof. The dimension of the space of $\Theta$-eigenvectors in $I(w, \tau)$ equals the number of $\Theta$-indecomposable summands in $I(w, \tau)$, which in turn is the dimension of $\text{Hom}_\Theta(I(\tau), \tau^w) \simeq \text{Hom}_G(I(\tau), I(\tau^w))$. If $\tau$ is unitary, it follows from a well-known theorem of Harish-Chandra (see [S1]) that the dimension of this last space is at most $|R_\tau|$. This finishes the proof in this case.
We now let $\tau \in T$, $w \in W$ be such that $\tau^w$ is good. Let $W_0$, $\Delta_0$ be as in (8.1), applied to $\tau^w$. Consider the subgroup $G_0$ of $G$ generated by the roots from $\Delta_0$. Since $G_0$ is again a Chevalley group (with Weyl group $W_0$), we have an Iwahori-Hecke algebra $\mathcal{H}_0$ for $G_0$. We may identify $\mathcal{H}_0$ with the subalgebra of $\mathcal{H}$ generated by the elements $T_s$ and $\Theta_0$, where $\Theta_0$ is the linear span of $\{\theta_a: a \in A \cap G_0\}$. Let $\tau_0$ be the restriction of $\tau$ to $A \cap G_0$. Note that $\tau_0$ is unitary.

(8.4) **Lemma.** Under either of the hypotheses in (8.3)(1) or (2), there exists $z \in W_{\tau^w}$ with $z^{-1}\Delta_+^+ \subseteq \Delta_-$ such that the $\mathcal{H}_0$-module $\mathcal{H}_0 f^\tau_z$ is isomorphic to the induced (principal series) representation $\mathcal{H}_0 \otimes \Theta_0 \tau_0$.

**Proof.** We have a surjective $\mathcal{H}_0$-homomorphism

$$\mathcal{H}_0 \otimes \Theta_0 \tau_0 \to \mathcal{H}_0 f^\tau_z$$

such that $T_y \otimes 1 \mapsto \pi(T_y) f^\tau_z$. If $R_\tau$ is trivial, this map is injective because the induced module is irreducible (cf. [K]).

Suppose $\tau$ is good and $w = e$. Let $z$ be the long word of $W_0$. By (4.9), we have

$$\pi(T_{y^{-1}}) f^\tau_z = q^{l(y)} \left( \prod_{a \in R(y)} J_{a, z} \right) f^\tau_{zy} + \sum_{x < y} c_x f^\tau_{zx},$$

for some complex numbers $c_x$. Since $W_0$ is generated by simple reflections, $x < y$ is equivalent to $zy < zx$. Thus

$$\pi(T_{y^{-1}}) f^\tau_z = q^{l(y)} \varphi_{zy} + \sum_{x < y} b_x \varphi_{zx},$$

implying that $\{\pi(T_y) f^\tau_z: y \in W_0\}$ is linearly independent. □

We can now finish the proofs of (8.3)(1) and (2). Since $\mathcal{H}_0 f^\tau_z$ is a unitary principal series representation of $\mathcal{H}_0$, it follows that $\mathcal{H}_0 f^\tau_z$ has $[W_0: W_{\tau^w}]$ generalized eigenspaces for $\Theta_0$, each of dimension $|W_\tau|$ and there are exactly $|R_\tau|$ $\Theta_0$-indecomposable summands in each generalized eigenspace. On the other hand, $I(w, \tau)_\text{gen}$ also has dimension $|W_\tau|$. It follows that $I(w, \tau)_\text{gen}$ is a generalized eigenspace for $\Theta_0$ in $\mathcal{H}_0 f^\tau_z$ and hence there are at most $|R_\tau|$ indecomposable summands for $\Theta$ in $I(w, \tau)$.

For (3), we may assume $y = s_\alpha$ is a simple reflection and $e_\alpha(\tau) \neq 1$. By (4.8) the operator

$$\pi(T_s) - q + qc_\alpha(\tau)$$
maps the eigenspaces in $I(\tau^w)$ for characters $\tau$ and $\tau^s$ into each other. The possible eigenvalues of $T_s$ are $-1$ and $q$, so this operator is injective if $\alpha \notin \pm S_\tau$.

The second isomorphism results from the fact that the normalized intertwining operator $\mathcal{A}_s \in \text{Hom}_G(I(\tau), I(\tau^s))$ is an isomorphism if $\alpha \notin \pm S_\tau$. (Though well known, this also follows from (4.10).) \(\square\)

**Remark.** One can show, in the notation of the above proof, that

$$\mathcal{H}_0 \mathfrak{f}_z^T = \bigoplus_{x \in W_\tau \setminus W_0} I(x, \tau).$$

(8.6) **Corollary.** Suppose $\tau$ is good and $R_\tau$ is trivial. Then $I(\tau)$ has a unique irreducible quotient and submodule, and these occur with multiplicity one.

**Proof.** Note that $\tau$ is good if and only if $\tau^w_0$ is good. Since $R_\tau = 1$, (8.3)(2) implies that $I(w, \tau)$ is spanned by $f^T_{w_0}$, which we know to be a generator of $I(\tau)^B$. It follows that the sum of all submodules not containing $f^T_{w_0}$ is the unique maximal proper submodule of $I(\tau)$, and the isomorphism class of the quotient has multiplicity one. The hypotheses are the same for $\tau^{-1}$, and $I(\tau^{-1})$ is the contragredient representation of $I(\tau)$, so $I(\tau)$ also has a unique irreducible submodule with multiplicity one. \(\square\)

The examples in §9 show that even for $SL_3$, neither hypothesis can be omitted.

(8.7) **Corollary** (Müller, Kato). $I(\tau)$ is irreducible if and only if $S_t = \emptyset$ and $R_\tau = 1$.

**Proof.** We know the dimension of $\text{End}_W(I(\tau)^B)$ is at least $|R_\tau|$, from our construction of $\Theta$-eigenvectors, so irreducibility implies $R_\tau = 1$. Suppose $S_\tau$ is non-empty. Conjugating $\tau$ if necessary, we may assume $S_\tau$ contains a simple root $\alpha$. As in §4, let $\bar{\alpha} = -w_0\alpha \in \Sigma$. Since $w_0s_\alpha\Delta^+ \subseteq \Delta^-$, and $J_{\bar{\alpha}}, w_0s_\alpha = c_\alpha c_{-\alpha}(\tau) = 0$, (4.8) says that $f^T_{s_\alpha w_0}$ is an eigenvector for $T_{s_\alpha}$. It follows that $f^T_{s_\alpha w_0}$ is contained in a submodule induced from a character on nonminimal parabolic subalgebra of $\mathcal{H}$. This submodule has dimension equal to the index of the corresponding parabolic subgroup of $W$, hence is proper.

Suppose $M$ is a nonzero submodule of $I(\tau)^B$. Since $S_t = \emptyset$, (4.8) implies that $M$ contains $\Theta$-eigenvectors for every character in the $W$-orbit of $\tau$, and the dimensions of all $\Theta$-eigenspaces are equal.
Since there exists \( w \in W \) such that \( \tau^w \) is good, (8.3) implies that \( \dim I(w, \tau) = |R_\tau| = 1 \) for all \( w \in W \). It follows that \( M \) contains all \( \Theta \)-eigenvectors. In particular, \( f^\tau_{w_0} \in M \), so \( M = I(\tau)^B \).

9. Examples. First, suppose \( \tau \) is unitary. Then \( I(\tau) \) is completely reducible. Recall that we have a homomorphism \( r \mapsto \widetilde{\mathcal{A}}_r \) of the group \( R_\tau \) into the invertible elements in \( \text{End}_G(I(\tau)) = \text{End}_\mathcal{H}(I(\tau)^B) \), where \( \widetilde{\mathcal{A}}_r \) is a normalized intertwining operator. This extends to a ring isomorphism \( C R_\tau \simeq \text{End}_\mathcal{H}(I(\tau)^B) \). Thus we have a decomposition \( I(\tau)^B = \bigoplus_{\eta \in \widetilde{R}_\tau} V_\eta \) into isotypic components. Each \( V_\eta \) is a direct sum of \( \dim \eta \) pairwise isomorphic \( \mathcal{H} \)-modules. We will describe the space of \( \Theta \)-eigenvectors in each \( V_\eta \).

We identify \( \eta \) with its character and let

\[
\Pi_\eta = \sum_{r \in R_\tau} \bar{\eta}(r) \widetilde{\mathcal{A}}_r \in \text{End}(I(\tau)^B)
\]

be the projection onto \( V_\eta \). Let \( w \in W \), and choose \( w_1 \in W_{\tau^w} \) such that \( w_1^{-1} \Delta_\tau \subseteq \Delta^- \). It follows from (4.2) that the linear span of \( \{ f^\tau_{w_1} : r \in R_\tau \} \) is invariant under \( R_{\tau^w} \), and in fact affords the regular representation of \( R_\tau \). This implies that

\[
\Pi_\eta(f^\tau_{w_1} : r \in R_\tau)
\]

has dimension \((\dim \eta)^2\) and is the linear span of the \( \Theta \)-eigenvectors in \( V_\eta \) which transform by \( \tau^w \).

Here is a pleasing example of this. Let

\[
G = SL_n \quad \text{and} \quad \tau = \text{diag}(1, \omega, \omega^2, \ldots, \omega^{n-1}) \in PGL_n(\mathbb{C}),
\]

where \( \omega \) is a primitive \( n \)th root of unity. Then \( R_\tau = W_\tau = \langle \sigma \rangle \) is cyclic of order \( n \). All \( f^\tau_w \) are holomorphic, \( \Theta \) is diagonalizable on \( I(\tau)^B \) and each \( V_\eta \) is irreducible for \( \mathcal{H} \). Choose a set of coset representatives \( \Omega \) for \( R_\tau \setminus W \). Then \( \{ \Pi_\eta f^\tau_w : w \in \Omega \} \) is a basis of \( V_\eta \) consisting of \( \Theta \)-eigenvectors. In particular, \( \dim V_\eta = (n - 1)! \).

Moreover, using (4.2) we see that

\[
\Pi_\eta f^\tau_w = \sum_{i=0}^{n-1} \frac{1}{c_{\sigma_i}} \prod_{\alpha \in R(\sigma')} K_{\alpha, w} f^\tau_{\sigma_i^{-1} w}.
\]

We should also discuss at least one group thoroughly. Take \( G = SL_3(F) \), with \( \Sigma = \{ \alpha, \beta \} \). Set \( s = s_\alpha, r = s_\beta \). The torus \( T \) may be viewed as \( (\mathbb{C}^\times)^3 \) modulo the diagonal action of \( \mathbb{C}^\times \), such that if \( \tau \in T \) is represented by \( (x_1, x_2, x_3) \), then \( e_{\alpha}(\tau) = x_1 x_2^{-1} \), \( e_{\beta}(\tau) = x_2 x_3^{-1} \).
Then in $\mathcal{H}$ we have

$$f_{srs} = T_{srs},$$
$$f_{rs} = T_{rs} + (1 - c_{\alpha})T_{srs}, \quad f_{sr} = T_{sr} + (c_{\beta} - 1)T_{rs} + (1 - c_{\alpha})(1 - c_{\alpha + \beta})T_{srs},$$
$$f_r = T_r + (1 - c_{\alpha})T_{sr} + (1 - c_{\alpha + \beta})T_{rs} + (1 - c_{\alpha})(1 - c_{\alpha + \beta})T_{srs},$$
$$f_s = T_s + (1 - c_{\beta})T_{rs} + (1 - c_{\alpha + \beta})T_{sr} + (1 - c_{\beta})(1 - c_{\alpha + \beta})T_{srs},$$
$$f_e = T_e + (1 - c_{\alpha})T_s + (1 - c_{\beta})T_r + (1 - c_{\alpha})(1 - c_{\beta})(T_{rs} + T_{sr})$$
$$+ [(1 - c_{\alpha})(1 - c_{\beta})(1 - c_{\alpha + \beta}) + q^{-1}(1 - c_{\alpha + \beta})]T_{srs}.$$  

It is useful to know that

$$1 - c_{\alpha + \beta} = \frac{(1 - c_{\alpha})(1 - c_{\beta})}{(1 - c_{\alpha}) + (q^{-1} - c_{\beta})}.$$

We will find bases of $I(w, \tau)_{\text{gen}}$ for each $\tau \in T$, $w \in W$, and relate them to the $\mathcal{H}$ module structure on $I(\tau)^B$.

First, if $\Delta_\tau = \emptyset$, then either $W_\tau = 1$ or $\tau$ is $W$-conjugate to $(1, \omega, \omega^2)$, and these cases have been covered in (7.3) and above. If $\Delta_\tau = \Delta$ then $\tau = 1$, $\Theta$ acts indecomposably, $f_{srs}^1$ is the only $\Theta$-eigenvector and $I(1)^B$ is irreducible.

Thus we arrive at the cases where $\Delta_\tau^+$ consists of a single root. Here $R_\tau$ is trivial.

For each positive root $\gamma$, set $U_\gamma = \{\tau \in T : \Delta_\tau^+ \subseteq \{\gamma\}\}$. The $U_\gamma$'s form an open cover of $T \setminus \{1\}$. One can verify directly that if $\tau \in U_\gamma$, and $w^{-1}\gamma < 0$, then $f_w$ and $f_{s,\gamma}w - a_{s,\gamma}w f_w$ belong to $\mathbb{C}[T]_\tau \otimes \mathcal{H}_w$. Set $h_w^\tau = \mathcal{P}_\tau \mu_\tau(f_{s,\gamma}w - a_{s,\gamma}w f_w)$. Then

$$I(w, \tau)_{\text{gen}} = \langle f_w^\tau, h_w^\tau \rangle.$$  

We have, for $\tau \in U_\gamma \cap T^0$,

$$\pi(\theta_\alpha) f_w^\tau = \tau^w(a) f_w^\tau, \quad \text{and}$$
$$\pi(\theta_\alpha) h_w^\tau = \tau^{\delta, w}(a) h_w^\tau + a_{s,\gamma}w, w(\tau)(\tau^{\delta, w}(a) - \tau^w(a)) f_w^\tau.$$

In fact, this last matrix coefficient is holomorphic on all of $U_\gamma$. To see this, we take $a = h_\delta(w)$ for some $\delta \in \Delta$. Let $(, , )$ denote a $W$-invariant pairing on $\Delta$, and set $\delta = (\nu, \nu)^{-1}\nu$, for $\nu \in \Delta$. We then have

$$a_{s,\gamma}w, \nu(\tau)(\tau^{\delta, w}(h_\delta(w)) - \tau^w(h_\delta(w)))$$
$$= a_{s,\gamma}w, \nu(\tau)e_{w\delta}(\tau)(e_{\gamma}^{-w(\delta, \gamma)} - 1).$$

In all cases except $\gamma = \alpha + \beta$, $w = srs$, this last is

$$(1 - q^{-1})e_{\gamma}e_{w\delta}(\frac{1 - e_{\gamma}^{-w(\delta, \gamma)}}{1 - e_{\gamma}})(\tau),$$
which becomes

\[(q^{-1} - 1)(w_\delta, \gamma)e_{w_\delta}(\tau)\]

on \(e_\gamma(\tau) = 1\). Note that this is never zero, so each \(I(w, \tau), w^{-1}\gamma < 0\), is spanned by \(f^*_w\).

If \(\gamma = \alpha + \beta\) and \(w = srs\), the last matrix coefficient is instead

\[\left[(1 - c_\alpha)(1 - c_\beta) + q^{-1}\right](1 - q^{-1})e_{\alpha + \beta}e_{w_\delta}\left(\frac{1 - e^{-(w_\delta, (\alpha + \beta)\gamma)}}{1 - e_{\alpha + \beta}}\right)\]

which tends to

\[c_\alpha c_\alpha(\tau)(q^{-1} - 1)(w_\delta, (\alpha + \beta)\gamma)e_{w_\delta}(\tau)\]

on \(e_{\alpha + \beta} = 1\). This is nonzero unless \(\tau = (1, q^{\pm 1}, 1)\), in which case

\[h_{srs}^r = f^r_a - a_{srs}f^r_{srs}\]

is a fourth \(\Theta\)-eigenvector, along with \(f^r_{srs}, f^r_s, f^r_r\).

To find the \(\mathcal{H}\)-invariant submodules, we use the relation from (4.9):

\[\pi(T_s)f^r_w = (1 - c_{w_\alpha}(\tau))f^r_w + J_{\alpha, w}f^r_{ws}\]

(and similarly for \(r = s_\beta\)), as well as the fact that \(f^r_{w_0}\) always generates \(I(\tau)^B\).

We have six remaining possibilities for reducible \(I(\tau)^B\).

If \(\tau = (1, 1, q^{\pm 1}) \in U_\beta\), there is one \(\mathcal{H}\)-invariant subspace:

\[\langle f^r_s, f^r_s, h^r_s \rangle.\]

Since \(f^r_{srs}\) is the only \(\Theta\)-eigenvector outside this subspace, we see that \(I(\tau)^B\) has length two, and is indecomposable by (8.6).

If \(\tau = (q^{\pm 1}, 1, 1)\), the picture is the same with \(r\) and \(s\) interchanged.

If \(\tau = (1, q^{\pm 1}, 1)\), then \(I(\tau)^B\) splits into two irreducibles of dimension three:

\[I(\tau)^B = \langle f^r_{srs}, h^r_{srs}, qh^r_{srs} - f^r_{srs} \rangle \oplus \langle f^r_s, h^r_{s}, qh^r_{srs} + q^{-1}f^r_{srs} \rangle.\]

(These facts are easiest to check by writing each vector in terms of \(\varphi_y\)'s and checking the action of \(T_r\) and \(T_s\).)

Note that the indecomposability of \(I(\tau)\) may change throughout the \(W\) orbit of \(\tau\).

For a general group, it is reasonable to make the following

(9.1) **Conjecture.** For \(\tau \in T\) and \(w \in W\), let

\[\mathcal{H}(w, \tau) = \mathbb{C}(T)\langle f_{xw} : x \in W_\tau\rangle \cap \mathbb{C}[T]_\tau\mathcal{H}_W,\]
and recall the map

\[ \mathcal{P}_\tau \mu_\tau : \mathbb{C}[T]_\tau \mathbb{H}_W \to I(\tau)^B \]

which sends \( a T_y \) to \( a(\tau)\phi_y \). Then

\[ I(w, \tau)_{\text{gen}} = \mathcal{P}_\tau \mu_\tau(\mathbb{H}(w, \tau)). \]
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