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It is known that every quasitriangular Hopf algebra $H$ can be converted by a process of transmutation into a braided group $B(H, H)$. The latter is a certain braided-cocommutative Hopf algebra in the braided monoidal category of $H$-modules. We use this transmutation construction to relate two approaches to the quantization of enveloping algebras.

Specifically, we compute $B(\tilde{H}, \tilde{H})$ in the case when $\tilde{H}$ is the quasitriangular Hopf algebra (quantum group) obtained by Drinfeld's twisting construction on a cocommutative Hopf algebra $H$. In the case when $\tilde{H}$ is triangular we recover the $S$-Hopf algebra $H_F$ previously obtained as a deformation-quantization of $H$. Here $H_F$ is a Hopf algebra in a symmetric monoidal category. We thereby extend the definition of $H_F$ to the braided case where $\tilde{H}$ is strictly quasitriangular. We also compute its structure to lowest order in a quantization parameter $\hbar$. In this way we show that $B(U_q(g), U_q(g))$ is the quantization of a certain generalized Poisson bracket associated to the Drinfeld-Jimbo solution of the classical Yang-Baxter equations.

1. Introduction. Hopf algebras in braided monoidal categories have been introduced in [10] and [11] in the context of Tannaka-Krein reconstruction theorems. It is shown there that every quantum group gives rise to a Hopf algebra in a braided category by a process of transmutation. The category is that of representations of the quantum group, and in this braided category the resulting Hopf algebra is in a certain sense "braided-cocommutative", i.e. like a group algebra. Hence such Hopf algebras in braided categories are called braided groups. The process is called transmutation because it turns a quantum group in the ordinary category of Hopf algebras into a group-like object in a non-commutative category.

Hopf algebras in symmetric monoidal categories, on the other hand, arise naturally in the deformation-quantization of triangular solutions of the classical Yang-Baxter equations (CYBE) [6]. They have been called $S$-Hopf algebras and are the enveloping algebras of $S$-Lie algebras and $S$-groups. Hence we are led to consider if braided groups, too, can arise as such deformation-quantization of some kind of Poisson structure. This is one motivation for the present paper. The
answer generalizes the results of [6] to the braided case, as well as clarifying those results.

This deformation-quantization in [6] is achieved by means of an element $F$ constructed by Drinfeld in [1]. Let $g$ be a semisimple Lie algebra with universal enveloping algebra $\mathfrak{g}$, and $r \in \wedge^2 \mathfrak{g}$ a triangular solution of the CYBE. The corresponding $F$ lies in $(U(\mathfrak{g}) \otimes U(\mathfrak{g}))[\hbar]$ as a formal power-series in a parameter $\hbar$. The $S$-Hopf algebra in [6] is given on $C(G)$ (functions on the Lie group of $g$) with a multiplication deformed via $F$, and quantizing a certain Poisson bracket on $G$. In terms of $U(\mathfrak{g})$ rather than $C(G)$, the $S$-Hopf algebra structure $U(\mathfrak{g})_F$ is given by [6]

\begin{align}
(1) & \quad a \cdot_F b = \sum \text{Ad}_{F(1)}(a) \text{Ad}_{F(2)}(b), \\
& \quad \Delta_F = \sum (\text{Ad}_{F^{-1}(1)} \otimes \text{Ad}_{F^{-1}(2)}) \circ \Delta,
\end{align}

\begin{align}
(2) & \quad S(a \otimes b) = \sum \text{Ad}_{F^{-1}(1)}F(2)(b) \otimes \text{Ad}_{F^{-1}(2)}F(1)(a)
\end{align}

where $F = \sum F^{(1)} \otimes F^{(2)}$ and $F^{-1} = \sum F^{-1}(1) \otimes F^{-1}(2)$. The map $S: U(\mathfrak{g})_F \otimes U(\mathfrak{g})_F \to U(\mathfrak{g})_F \otimes U(\mathfrak{g})_F$ obeys the quantum Yang-Baxter equations $S_{12}S_{23}S_{12} = S_{23}S_{12}S_{23}$ and $S^2 = \text{id}$. The Poisson bracket in terms of $U(\mathfrak{g})$ (rather than $C(G)$) defines a coPoisson structure on the vector space of $U(\mathfrak{g})$. It is the map $\delta: U(\mathfrak{g}) \to U(\mathfrak{g}) \otimes U(\mathfrak{g})$ defined by

\begin{align}
(3) & \quad \delta a = -\sum [r^{(1)}, a^{(1)}] \otimes [r^{(2)}, a^{(2)}]
\end{align}

where $r = \sum r^{(1)} \otimes r^{(2)}$ and $\Delta a = \sum a^{(1)} \otimes a^{(2)}$ in the Sweedler notation [13]. In fact, these formulae (1) can be used quite generally and define an $S$-Hopf algebra $H_F$ for any pair $(H, F)$ where $H$ is a cocommutative Hopf algebra and $F$ obeys a cocycle condition. The map $\Delta_F: H_F \to H_F \otimes H_F$ is an algebra homomorphism provided $H_F \otimes H_F$ has the algebra structure $(a \otimes b)(c \otimes d) = aS(b \otimes c)d$. Here we mean to first apply $S$ to $b \otimes c$ and then multiply the result on the left by $a$ and on the right by $d$. Thus $H_F$ is not an ordinary Hopf algebra.

This construction represents one approach to quantization. On the other hand, let us note that Drinfeld himself has used this same data $(H, F)$ quite differently to obtain a quantum group $\tilde{H}$ or, more generally, a quasi-quantum group [3]. This represents a second (and more familiar) approach to quantization along the lines pioneered in [2] and [3]. The comultiplication of $\tilde{H}$ is constructed by conjugating the comultiplication of $H$ by $F \in H \otimes H$. The multiplication of $H$ is not
changed. In the case $H = U(g)$, this $\tilde{U}(g)$ is thus a quantization of $U(g)$ as an ordinary (triangular) quantum group or Hopf algebra. It quantizes the solution $r$ (from which $F$ is obtained) viewed as a Poisson bracket on $C(G)$ in the sense of [2]. In the form of a coPoisson structure on $U(g)$ it is

$$\delta a = -[r, \Delta a].$$

This is in contrast to (3).

Since the process of transmutation converts any quantum group into a braided group, and any triangular quantum group into one in a symmetric monoidal category, we can hope that these two quantizations, $\tilde{U}(g)$ and $U(g)_F$, are connected by transmutation. In fact, we will show this quite generally, $B(\tilde{H}, \tilde{H}) \cong H_F$, where $H$ is cocommutative and $B(\ ,\ )$ denotes the braided-group transmutation construction of [10] and [11], albeit applied in the symmetric monoidal (unbraided) case. This is the main result of §2. This also clarifies the structure of $H_F$ itself. Note that the transmutation construction $B(\ ,\ )$ is a bifunctor, depending contravariantly in the first argument and covariantly in the second [10] [11]. This is the reason behind the notation.

Next, in §3, we generalize the results of §2 to the case where $H$ is viewed as a quasitriangular quasi-Hopf algebra $(H, \Phi, \mathcal{R})$ [3]. $F$ is a cocycle with respect to this $\Phi$ and $\tilde{H}$ is quasitriangular rather than triangular. This means that $B(\tilde{H}, \tilde{H})$ is strictly braided in the sense of [10] and [11] rather than an $S$-Hopf algebra in the sense of [5]. We therefore use the structure of $B(\tilde{H}, \tilde{H})$ and a suitable map $\alpha: H \to B(\tilde{H}, \tilde{H})$ to define on the vector space of $H$ a generalization of $H_F$. The resulting deformation explicitly involves $\Phi$ and we denote it by $H_F,\Phi$.

These more general results of §3 are needed to deal with the important case $H = U(g, t)$, the quasitriangular quasi-Hopf algebra associated to a symmetric ad-invariant element $t \in g \otimes g$ [3]. Its multiplication and comultiplication coincide with those of $U(g)$. The necessary $\Phi$ was obtained in [3] by solving the Knizhnik-Zamolodchikov equations, and $\tilde{H}$ is isomorphic to the Drinfeld-Jimbo quantum group $U_q(g)$. Our results therefore give an interpretation of the braided group $B(U_q(g), U_q(g))$ as a deformation-quantization of the form $U(g, t)_F,\Phi$. We conclude the paper by computing its semiclassical structure. This takes the form of a certain Poisson-type structure on $g$ generalizing the one in (3) above, to the case where $r$ is strictly quasitriangular.
2. **$H_F$ obtained as a braided group $B(\tilde{H}, \tilde{H})$.** We work throughout this section and the next with $H$ a Hopf algebra over a ring $k$. We use the standard notations, including the Sweedler formal sum notation for the comultiplication [13], $\Delta h = \sum h_{(1)} \otimes h_{(2)}$. The antipode is denoted $s: H \to H$ and the counit $\epsilon: H \to k$. The axioms of a quasitriangular structure $\mathcal{R} \in H \otimes H$ are from [2]. They are such as to ensure that the category $\mathcal{H}_M$ of $H$-modules is a braided monoidal or "quasitensor" category. Here if $V, W$ are two $H$-modules of a quasitriangular Hopf algebra $(H, \mathcal{R})$, then the action of $h \in H$ on the tensor product module $V \otimes W$, and the quasi-symmetry or braiding isomorphisms $\Psi_{V, W}: V \otimes W \to W \otimes V$ are given by

$$\Psi_{V, W}(v \otimes w) = \sum \mathcal{R}^{(2)} \triangleright w \otimes \mathcal{R}^{(1)} \triangleright v$$

where $\triangleright$ denotes the action of $H$. The functorial isomorphisms $\Psi$ play the role of "transposition" in the category. Finally, $H$ is triangular (rather than quasitriangular) if $\mathcal{R}_{21} \mathcal{R} = 1 \otimes 1$. In this case the category $\mathcal{H}_M$ is an ordinary symmetric monoidal one. See [8, §7] for a systematic treatment of these well-known facts. We note that braided monoidal categories themselves were formally introduced into category theory in [7].

Next, we recall the construction of braided groups from [10] and [11]. We use the form in [11]. Let $(H, \mathcal{R})$ be any quasitriangular Hopf algebra. Let $B$ denote the linear space of $H$ viewed as an object in $\mathcal{H}_M$ by the Hopf algebra adjoint action $h \triangleright b = \sum h_{(1)} b s h_{(2)}$. We put on $B$ the same algebra structure and counit as $H$, and put a modified comultiplication and antipode according to [11],

$$\Delta b = \sum b_{(1)} s \mathcal{R}^{(2)} \otimes \mathcal{R}^{(1)} \triangleright b_{(2)},$$

$$s b = \sum \mathcal{R}^{(2)} s (\mathcal{R}^{(1)} \triangleright b), \quad b \in B.$$
the usual transposition. Such notions are well known in the symmetric monoidal case (see for example [12]) but work equally well when \( \Psi^2 \neq \text{id} \). Finally, \( B(H, H) \) is braided-cocommutative in a certain sense [11]. The construction of \( B(H, H) \) that we have described is the diagonal case of a more general construction \( B(\ , \ ) \) [11] yielding more general Hopf algebras in braided monoidal categories (such as braided-quasitriangular ones).

Our goal is to compute \( B(\tilde{H}, \tilde{H}) \) for certain quasitriangular Hopf algebras \( \tilde{H} \) obtained by the twisting construction of Drinfeld [3]. We now recall this in the special case that we need. For any Hopf algebra \( H \) we say that an invertible \( F \in H \otimes H \) is a "cocycle" if

\[
((\Delta \otimes \text{id})F)F_{12} = ((\text{id} \otimes \Delta)F)F_{23}
\]

where \( F_{23} = 1 \otimes F \) and \( F_{12} = F \otimes 1 \) in \( H \otimes H \otimes H \).

**Proposition 2.1 (cf. [3]).** Let \((H, \mathcal{R})\) be a quasitriangular Hopf algebra and \( F \) a cocycle. Then there is a new quasitriangular Hopf algebra \((\tilde{H}, \tilde{\mathcal{R}})\) defined by the same multiplication and counit and

\[
\tilde{\Delta} h = F^{-1}(\Delta h)F, \quad \tilde{\mathcal{R}} = F_{21}^{-1} \mathcal{R} F, \quad \tilde{sh} = u(sh)u^{-1}, \quad h \in \tilde{H},
\]

where \( u = \sum F^{(1)}(sF^{(2)}) \) and \( u^{-1} = \sum(sF^{(1)})F^{(2)} \).

**Proof.** This can easily be proven by direct computation, but in fact it is nothing other than a special case of Drinfeld’s theory of twisting of quasi-Hopf algebras [3]. For this reason we defer the proof to §3, where it is a special case (\( \Phi = 1 \)) of Lemma 3.1 and Proposition 3.2. The notation used in defining \( u \) and \( u^{-1} \) is \( F = \sum F^{(1)} \otimes F^{(2)} \) and \( F^{-1} = \sum F^{(1)} \otimes F^{(2)} \). We will use such explicit notations throughout.

**Lemma 2.2.** In the setting of Proposition 2.1, the element \( u^{-1} = \sum(sF^{(1)})F^{(2)} \) obeys

\[
\Delta u^{-1} = [(s \otimes s)(F^{-1}_{21})](u^{-1} \otimes u^{-1})F^{-1}.
\]
Proof. We compute
\[
\Delta u^{-1} = \sum (sF(1)(2)F(2)(1) \otimes (sF(1)(1))F(2)(2) \\
= \sum s(F(1)(2)F'(1)(2)F(1)(3)F'(2)F(1)F'(2))F(2)F(2) \\
\otimes (s(F(1)(1)F'(1)(1)))F(2)F(2) \\
= \sum (sF'(1)(2))F'(2)F(1)F(2)F(2) \\
\otimes (sF'(1)(1))u^{-1}F(2) \\
= \sum ((sF''(2)(1)F(1)F(2))F'(2)F(2)F(2) \\
\otimes (sF''(1)F(1))u^{-1})F^{-1} \\
= \sum ((sF''(2))u^{-1} \otimes (sF''(1))u^{-1})F^{-1}.
\]

Here \( F' \) is another copy of \( F \). The second and fourth equalities use the cocycle condition (7).

We are interested in computing \( B = B(\tilde{H}, \tilde{H}) \) in terms of \( H \). For the remainder of the section we assume that the initial \( H \) is comultiplicative and \( \mathcal{R} = 1 \otimes 1 \). In this case, \( \tilde{H} \) is triangular because, evidently, \( \mathcal{R} = F^{-1}_{21}F \) obeys \( \mathcal{R}_{21}\mathcal{R} = 1 \otimes 1 \). In fact, Lemmas 2.4 and 2.5 hold more generally for any \( (H, \mathcal{R}) \). The other results hold more generally only after including the quasitriangular structure of \( H \) in the formulae. We focus on the simplest and most important case when \( H \) is comultiplicative.

In this case, \( H \) itself is a Hopf algebra in the category \( H\underline{M} \) by the adjoint action, while \( B \) lives in the category \( \tilde{H}\underline{M} \) and not in \( H\underline{M} \). However, the process of twisting is such that these categories are necessarily equivalent [3]. In our case, this simply comes out as

**Proposition 2.3.** Let \( H \) be comultiplicative and \( F \) a cocycle. Then the symmetric monoidal category \( \tilde{H}\underline{M} \) can be identified with the category \( H\underline{M}_F \) of \( H \)-modules equipped with a deformed monoidal structure and symmetry

\[
h \triangleright (v \otimes_F w) = \sum F^{-1}(1)h(1)F(1) \triangleright v \otimes_F F^{-2}(2)h(2)F(2) \triangleright w,
\]

\[
\Psi_{v,w}(v \otimes_F w) = \sum F^{-1}(1)F(2) \triangleright w \otimes_F F^{-2}(2)F(1) \triangleright v
\]

where \( \triangleright \) denotes the relevant action of \( H \).

Proof. This is immediate since the twisting in Proposition 2.1 does not change the algebra structure, so \( \tilde{H} = H \) as an algebra. Note that there is still a tensor functor \( (id, c): H\underline{M} \to H\underline{M}_F = \tilde{H}\underline{M} \) given by the linear identity on objects and morphisms, but a non-trivial
isomorphism of the tensor product of objects: \( c_{V,W} : V \otimes W \cong V \otimes_F W \) as \( H \)-modules, given by the action of \( F \).

**Lemma 2.4.** Let \( H_F \) denote the vector space of \( H \) viewed in \( H \otimes F \) by equipping it with the action \( \text{Ad} \) of \( H \)

\[
\text{Ad}_h(a) = \sum h(1) a s h(2), \quad a, h \in H.
\]

We identify this \( \text{Ad} \) as an action of \( \tilde{H} \) also. We denote by \( \tilde{\text{Ad}} \) the "quantum" adjoint action of \( \tilde{H} \) on itself,

\[
\tilde{\text{Ad}}_h(b) = \sum h(1) b s h(2), \quad h, b \in \tilde{H}.
\]

Then there is an isomorphism \( \alpha : H_F \to \tilde{H} \) of \( \tilde{H} \)-modules given by

\[
\alpha(a) = \sum (\text{Ad}_{F(1)} a) F(2).
\]

**Proof.** We first compute, another useful form of \( \alpha \) as

\[
\alpha(a) = \sum F(1) F(2) s F(1) a (sF(1)) F(2) F(2) = \sum F(2) s F(2) u^{-1}.
\]

Here the second equality was from (7). This form (10) of \( \alpha \) then implies that \( \alpha \) is invertible with \( \alpha^{-1}(a) = \sum F(1) a u s F(2) \), and

\[
\tilde{\text{Ad}}_h \alpha(a) = \sum h(1) \alpha(a) s h(2)
\]

\[
= \sum F(1) F(2) s F(1) \alpha(a) u (s F(2) h(2) F(2)) u^{-1}
\]

\[
= \sum F(1) F(2) \alpha(a) u (s F(2) h(2)) u^{-1}
\]

\[
= \alpha(\text{Ad}_h a)
\]

as required.

**Lemma 2.5.** The map \( \alpha : H_F \to \tilde{H} \) in Lemma 2.4 is an algebra homomorphism. Here \( \tilde{H} = H \) as an algebra and \( H_F \) has the multiplication \( \cdot_F \) as shown in (1).
Proof. We compute

$$\alpha(a \cdot_F b) = \sum \alpha(\text{Ad}_{F^{(1)}}a)(\text{Ad}_{F^{(2)}}b)$$
$$= \sum [\text{Ad}_{F^{(1)}}((\text{Ad}_{F^{(1)}}a)(\text{Ad}_{F^{(2)}}b))]F'^{(2)}$$
$$= \sum (\text{Ad}_{F^{(1)}})(F^{(1)}a)(\text{Ad}_{F^{(2)}}(F^{(2)}b))F'^{(2)}$$
$$= \sum (\text{Ad}_{F^{(1)}}a)(\text{Ad}_{F^{(2)}}(F^{(1)}b))F'^{(2)}$$
$$= \sum (\text{Ad}_{F^{(1)}}a)F'^{(2)}(1)\text{Ad}_{F^{(2)}}(b)F'^{(2)}(2)F'^{(2)}(3)$$
$$= \alpha(a)\alpha(b)$$

as required. Here the second equality uses the definition of $\alpha$ from Lemma 2.4, the third the fact that the adjoint action of $H$ on $\widetilde{H}$ respects its multiplication. The fourth equality is the cocycle condition. We then evaluate the adjoint action for the action of $F'^{(2)}(1)$ and use the antipode axioms.

**Lemma 2.6.** Let $H$ be cocommutative and $F$ a cocycle. Then the map $\alpha: H_F \rightarrow B(\widetilde{H}, \widetilde{H})$ in Lemma 2.4 is a coalgebra morphism. Here $B(\widetilde{H}, \widetilde{H})$ coincides with $\widetilde{H}$ as an algebra and an $\widetilde{H}$-module, but equipped with the braided comultiplication $\Delta$. $H_F$ is equipped with the comultiplication $\Delta_F$ as shown in (1).

**Proof.** We first compute the expression $\Delta \alpha(a)$ needed in (6) for $\Delta \alpha a$. Using $\alpha$ in the form (10) we have

$$\Delta \alpha(a) = \sum F'^{(1)}(1)a(1)(sF'^{(2)}(2))(u^{-1})(1)$$
$$\otimes F'^{(1)}(2)a(2)(sF'^{(2)}(1))(u^{-1})(2)$$
$$= \left( \sum F'^{(1)}(1)a(1)s(F'^{(2)}F'^{(2)}(2))$$
$$\otimes F'^{(1)}(2)a(2)s(F'^{(2)}F'^{(2)}(1))) \right) (u^{-1} \otimes u^{-1})F^{-1}$$
$$= \left( \sum F'^{(1)}(1)F'^{(1)}(1)a(1)sF'^{(2)}$$
$$\otimes F'^{(1)}(2)F'^{(1)}(2)a(2)s(F'^{(2)}F'^{(1)}(3))) \right) (u^{-1} \otimes u^{-1})F^{-1}.$$

The second equality uses Lemma 2.2 and the third the cocycle condition (7). Next, for $\Delta$ in (6) we use an equivalent expression $\Delta b = \ldots$
\[ \Delta \alpha(a) = \sum b_{(1)}{\mathcal{H}}^{(2)}s{\mathcal{H}}^{(2)} \otimes {\mathcal{H}}^{(1)}b_{(2)}{\mathcal{H}}^{(1)} \] [11], now applied to \((\tilde{H}, \tilde{\mathcal{H}})\). Then

\[ \Delta \alpha(a) = \sum F^{-1}(1)\alpha(a)_{(1)}F^{(1)}{\mathcal{H}}^{(2)}u(s{\mathcal{H}}^{(2)})u^{-1} \]
\[ \otimes {\mathcal{H}}^{(1)}F^{-2}(1)\alpha(a)_{(2)}F^{(2)}{\mathcal{H}}^{(1)} \]
\[ = \sum F^{-1}(1)\alpha(a)_{(1)}F^{(2)}u(s{\mathcal{H}}^{(2)})(sF^{-1}(1))u^{-1} \]
\[ \otimes F^{-2}(1)F^{(1)}F^{-2}(1)\alpha(a)_{(2)}F^{(1)} \]
\[ = \sum F^{-1}(1)\alpha(a)_{(2)}F^{(2)}u(s{\mathcal{H}}^{(2)})(sF^{-1}(1))u^{-1} \]
\[ \otimes F^{-2}(1)F^{(1)}F^{-2}(1)\alpha(a)_{(1)}F^{(1)} \]
\[ = \sum F^{-1}(1)F^{-1}(2)(\text{Ad}_{F^{-1}(1)}_{(2)}a_{(2)})(sF^{-1}(2))u^{-1} \]
\[ \otimes F^{-2}(1)F^{-2}(1)F^{-1}(1)F^{-1}(1)F^{-1}(1) \]
\[ = \sum F^{-1}(1)F^{-1}(1)(\text{Ad}_{F^{-1}(1)}_{(1)}a_{(1)})(s(F^{-1}(2))u^{-1} \]
\[ \otimes F^{-2}(1)F^{-2}(1)F^{-1}(2)F^{-1}(2)a_{(2)}u^{-1} \]
\[ = \sum F^{-1}(1)F^{-1}(1)(\text{Ad}_{F^{-1}(1)}_{(1)}a_{(1)})(sF^{-1}(2))u^{-1} \]
\[ \otimes F^{-2}(1)F^{-2}(1)a_{(2)}u^{-1} \]
\[ = \sum F^{-1}(1)F^{-1}(2)a_{(2)}u^{-1} \]
\[ = (\alpha \otimes \alpha) \circ \Delta_F(a). \]

The third equality uses that \(H\) is cocommutative, and the fourth uses the result for \(\Delta \alpha(a)\) and the ensuing cancellations of \(F^{-1}F\) and \(u^{-1}u\). The fifth uses cocommutativity of \(H\) again. The sixth, seventh and ninth equalities are each a use of the cocycle condition (7) and cocommutativity.

**Lemma 2.7.** Let \(H\) be cocommutative and \(F\) a cocycle. Then the antipode \(s_F\) on \(H_F\) obtained via \(\alpha\) from the antipode on \(B(\tilde{H}, \tilde{H})\), coincides with the antipode \(s\) on \(H\).
Proof. We compute \( s_F = \alpha^{-1} \circ S \circ \alpha \) from (6),
\[
s_F(a) = \sum F^{(1)} \tilde{\Sp}^{(2)}(s \tilde{\Ad}_{\tilde{g}^{(2)}}(a)) u s F^{(2)}
= \sum F^{(1)} \tilde{\Sp}^{(2)}(s \alpha(\tilde{\Ad}_{\tilde{g}^{(2)}}(a))) s F^{(2)}
= \sum F^{(1)} F'^{-1}(F'^{(2)} F'^{-1}(s F'^{-2}(s F'^n(2))
\cdot (s \Ad_{F'^n(1)} F'^{-2}(F'^{(1)}(a))) s F^{(2)}
= \sum F^{(1)} F'^{-1}(F'^{-2}(s (F'^n(2) F'^{-2})
\cdot (\Ad_{F'^n(1)} F'^{-2}(F'^{(1)}(a))) s F^{(2)}
= \sum F^{(1)} F'^{-1}(s F'^{-2}(s a)) (F'^{-2}(s a)) s F^{(2)}
= \sum F^{(1)} F'^{-1}(s F'^{-2}(s a)) s F^{(2)}
= s(a)
\]
as required. For the second equality we used Lemma 2.6. For the third equality the definition of \( \alpha \) and \( u \). For the fourth equality we use \( F'_{12} F_{23} \) computed from the cocycle condition and then cancel one of the resulting \( F \)'s using the antipode axiom. Note that \( s \) commutes with \( \Ad \) for \( H \) cocommutative. For the fifth equality we use cocommutativity and the cocycle condition, and then cancel \( FF^{-1} \). Finally, we write out \( \Ad \) and use cocommutativity and the antipode axioms to obtain the result.

**Theorem 2.8.** Let \( H \) be cocommutative and \( F \) a cocycle. Let \( H_F \) denote \( H \) with the \( S \)-Hopf algebra structure as shown in (1), viewed as an object in the category of \( \tilde{H} \)-modules by the adjoint action \( \Ad \) of \( H \). In this category, there is an isomorphism of Hopf algebras
\[
\alpha: H_F \cong B(\tilde{H}, \tilde{H})
\]
and \( S = \Psi_{H_F, H_F} \).

This shows that Drinfeld's quantization method, that turns a cocommutative Hopf algebra and cocycle \((H, F)\) into a triangular Hopf algebra, is converted by transmutation into the corresponding \( S \)-Hopf algebra in the approach of [6]. This also clarifies the structure of \( H_F \).

**Corollary 2.9.** Let \( H \) be cocommutative and \( F \) a cocycle. Then the multiplication \( \cdot_F: H_F \otimes_F H_F \rightarrow H_F \), comultiplication \( \Delta_F: H_F \rightarrow H_F \otimes_F H_F \), antipode \( S_F: H_F \rightarrow H_F \), counit \( H_F \rightarrow k \) and unit \( k \rightarrow H_F \) are all morphisms in the category \( H_\mathcal{M}_F \). Moreover, \( H_F \) is cocommutative in the sense
\[
\Psi_{H_F, H_F} \circ \Delta_F = \Delta_F.
\]
3. Generalization to $F$ a quasi-cocycle. In this section we generalise the results of §2 to the case when $F$ does not obey the cocycle equation but something weaker. This is needed to handle the familiar quantum groups $U_q(g)$ associated to a complex semisimple Lie algebra $g$. For this setting we need the data $(H, \Phi, \mathcal{R}, F)$ where $H$ is a Hopf algebra (typically, cocommutative) and at the same time $(H, \Phi, \mathcal{R})$ is a quasitriangular quasi-Hopf algebra.

Let us recall from [3] that a quasitriangular quasi-Hopf algebra means $(H, \Delta, \varepsilon, s, \alpha, \beta, \Phi, \mathcal{R})$ where first of all $H$ is a unital algebra and $\Delta: H \rightarrow H \otimes H$ an algebra homomorphism such that

\begin{equation}
(\Delta \otimes \text{id}) \circ \Delta = \Phi((\text{id} \otimes \Delta) \circ \Delta) \Phi^{-1}.
\end{equation}

The axioms for the counit $\varepsilon$ are as usual. The associativity element $\Phi \in H \otimes H \otimes H$ is invertible and obeys $(\text{id} \otimes \varepsilon \otimes \text{id})\Phi = 1$ and the pentagon cocycle condition

\begin{equation}
(\text{id} \otimes \text{id} \otimes \Delta)(\Phi)((\text{id} \otimes \text{id} \otimes \text{id})(\Phi)(\Phi \otimes 1).
\end{equation}

The invertible $\mathcal{R} \in H \otimes H$ still intertwines the comultiplication and its opposite, but the other two axioms of a quasitriangular structure are modified by $\Phi$, see [3]. We will not need their exact form. Finally, the antipode for a quasi-Hopf algebra consists of elements $\alpha, \beta \in H$ and $s: H \rightarrow H$ obeying

\begin{equation}
\sum (sh(1))\alpha h(2) = \varepsilon(h)\alpha, \quad \sum h(1)\beta sh(2) = \varepsilon(h)\beta, \quad \forall h \in H,
\end{equation}

\begin{equation}
\sum \Phi(1)\beta(s\Phi(2))\alpha\Phi(3) = 1, \quad \sum(s\Phi^{-1})(1)\alpha\Phi^{-2}(2)\beta s\Phi^{-3} = 1
\end{equation}

and determined uniquely up to a transformation $\alpha \mapsto u\alpha$, $\beta \mapsto \beta u^{-1}$, $sh \mapsto u(s(h))u^{-1}$, for any invertible $u \in H$ [3].

Note that if $H$ is also a Hopf algebra (with the same $\Delta$) then (11) implies that $\Phi$ is ad-invariant in the sense

\begin{equation}
\sum \Phi(1)h(1) \otimes \Phi(2)h(2) \otimes \Phi(3)h(3)
= \sum h(1)\Phi(1) \otimes h(2)\Phi(2) \otimes h(3)\Phi(3), \quad \forall h \in H.
\end{equation}

Likewise, if $H$ is cocommutative, it must be that $\mathcal{R}$ is ad-invariant in the sense

\begin{equation}
\sum \mathcal{R}(1)h(1) \otimes \mathcal{R}(2)h(2) = \sum h(1)\mathcal{R}(1) \otimes h(2)\mathcal{R}(2), \quad \forall h \in H.
\end{equation}
Lemma 3.1. Let \( H \) be a Hopf algebra and \( \Phi \) an ad-invariant cocycle in the sense of (12) (15). We also suppose that \( \Phi \) and \( \sum \Phi^{(1)}(s\Phi^{(2)})\Phi^{(3)} \) are invertible. Then \( (H, \Phi) \) is a quasi-Hopf algebra with the same \( \Delta, s \) and \( \alpha = c^{-1}, \beta = 1 \), where \( c = \sum \Phi^{(1)}(s\Phi^{(2)})\Phi^{(3)} = \sum(s\Phi^{-1})(\Phi^{-2})(s\Phi^{-3}) \) is central.

Proof. The only part we need to check is the antipode. Using ad-invariance of \( \Phi \) it is easy to see that \( c = \sum \Phi^{(1)}(s\Phi^{(2)})\Phi^{(3)}, c' = \sum(s\Phi^{-1})(\Phi^{-2})s\Phi^{-3} \) are central. From this it follows that we can take \( \alpha = c^{-1}, \beta = 1 \) and \( s \) to satisfy three of the four axioms of a quasi-Hopf algebra. A result in [3, Prop. 1.3] then implies that the fourth is also satisfied and \( c = c' \). This last step can also be computed directly from (12).

We suppose now that we are in the situation of the preceding lemma. If \( F \) obeys the \( \Phi \)-cocycle condition

\[
\Phi((\Delta \otimes \text{id})F)F_{12} = ((\text{id} \otimes \Delta)F)F_{23}
\]

then \( \tilde{H} \) defined by twisting by \( F \) is a Hopf algebra because \( \tilde{\Phi} = 1 \) [3]. If \( \mathcal{R} \) makes \( (H, \Phi) \) quasitriangular then \( \tilde{H} \) is quasitriangular.

**Proposition 3.2.** If \( H \) is a Hopf algebra and \( (H, \Phi, \mathcal{R}) \) a quasitriangular quasi-Hopf algebra, and \( F \) obeys the \( \Phi \)-cocycle condition, then the quasitriangular Hopf algebra \( \tilde{H} \) has the same multiplication and counit, and

\[
\tilde{\Delta} = F^{-1}(\Delta( ))F, \quad \tilde{\mathcal{R}} = F^{-1}_{21} \mathcal{R} F, \quad \tilde{s} = u(s( ))u^{-1},
\]

\[
u = \sum F^{-1}(sF^{-2})
\]

where \( u = \sum F^{-1}(sF^{-2}) \) and \( u^{-1} = c^{-1} \sum(sF^{1})F^{2} \).

**Proof.** We use the antipode for the quasi-Hopf algebra \( (H, \Phi) \) from Lemma 3.1. After twisting using the formulae in [3] we have \( \tilde{s} = s, \tilde{\alpha} = c^{-1} \sum(sF^{1})F^{2} \) and \( \tilde{\beta} = \sum F^{-1}(sF^{-2}) \) and \( \tilde{\alpha} \tilde{\beta} = \tilde{\beta} \tilde{\alpha} = 1 \) as \( \tilde{\Phi} = 1 \) in the antipode axioms applied to \( \tilde{H} \). We then make the transformation by \( u \) to \( \tilde{\alpha} = \tilde{\beta} = 1 \) and \( \tilde{S} = u(S( ))u^{-1} \) and at the same time conclude the formula for \( u^{-1} \).

**Proposition 3.3.** In the situation of Proposition 3.2, let \( H_{F, \Phi} \) denote \( H \) as an \( \tilde{H} \)-module by the adjoint action of \( H \). Here \( \tilde{H} \) coincides
with $H$ as an algebra. Then the map $\alpha : H_{F,\Phi} \to \tilde{H}$ defined by

$$\alpha(a) = \sum F^{-1}(a(sF^{-2}))u^{-1} = c^{-1} \sum \Phi^{(1)}(\text{Ad}_{F^{(1)}}(a))(s\Phi^{(2)})\Phi^{(3)}F^{(2)}$$

is an intertwiner, where $\tilde{H}$ acts on $\tilde{H}$ by the adjoint action of $\tilde{H}$.

Proof. The proof in Lemma 2.4 that the first expression for $\alpha$ is an intertwiner goes through here without change. The computation that it equals the second expression is similar to that for Lemma 2.4, but with $F$ now a $\Phi$-cocycle.

Corollary 3.4. The morphism $\alpha$ in Proposition 3.3 induces on $H_{F,\Phi}$ a Hopf algebra structure in the braided monoidal category of $H$-modules, where $\alpha(H_{F,\Phi}) = B(\tilde{H}, \tilde{H})$.

To see what the implied structure looks like explicitly, we compute the multiplication on $H_{F,\Phi}$ from the corollary, at least in the cocommutative case.

Proposition 3.5. Let $H$ be a cocommutative Hopf algebra, $\Phi$ an ad-invariant cocycle in the sense of (12) (15) and $F$ a $\Phi$-cocycle in the sense of (17). The multiplication on $H_{F,\Phi}$ implied by Corollary 3.4 takes the form

$$a \cdot_{F,\Phi} b = c^{-1} \sum \Phi^{(1)}(\text{Ad}_{F^{(1)}}a)(s\Phi^{(2)})\Phi^{(3)}(F^{(2)}(\text{Ad}_{F^{(2)}}b)s\Phi^{(3)}.$$  

Proof. Let us first note that the element $X = \sum \Phi^{(1)} \otimes (s\Phi^{(2)})\Phi^{(3)}$ in $H \otimes H$ is ad-invariant in the sense of (16), as follows from ad-invariance of $\Phi$. Then the cocycle condition for $\Phi$ in (12), after applying $(\text{id} \otimes \text{id} \otimes \cdot)(\text{id} \otimes \text{id} \otimes s \otimes \text{id})$ to both sides implies

$$\sum \Phi^{(1)} \otimes X^{(1)} \Phi^{(2)}(1) \otimes (s\Phi^{(2)}(2))X^{(2)} \Phi^{(3)} $$

$$= \sum X^{(1)}(1) \Phi^{(1)}(1) \otimes X^{(1)}(2) \Phi^{(2)}(2) \otimes (s\Phi^{(3)}(2))X^{(2)}.$$
We now proceed to compute
\[
\alpha(a)a(b) = c^{-2} \sum X(1)(\text{Ad}_{F(t)}a)X(2)F(2)\Phi(1)(\text{Ad}_{F''(t)}b)(s\Phi(2))\Phi(3)F''(2)
\]
\[
= c^{-2} \sum X(1)(\text{Ad}_{F(t)}a)X(2)F(2)(1)\Phi(1)
\]
\[
\cdot (\text{Ad}_{F''(t)}b)(s\Phi(2))(sF(2))(2)\Phi(3)F''(2)
\]
\[
= c^{-2} \sum X(1)(\text{Ad}_{F(t)}a)X(2)X'(1)(\text{Ad}_{F''(t)}b)X''(2)F(2)F''(2)
\]
\[
= c^{-2} \sum X(1)(\text{Ad}_{\Phi^{(t)}F''(t)}a)X(2)X'(1)\Phi(2)(1)
\]
\[
\cdot (\text{Ad}_{F''(t)}b)(s\Phi(2))X''(2)\Phi(3)F''(2)
\]
\[
= c^{-2} \sum X'(1)(\text{Ad}_{\Phi^{(t)}F''(t)}a)(sX'(1))X(2)
\]
\[
\cdot X'(1)(3)\Phi^{-(2)}(\text{Ad}_{F''(t)}b)(s\Phi^{-(3)})X''(2)F''(2)
\]
\[
= c^{-2} \sum X'(1)X(1)(\text{Ad}_{\Phi^{(t)}F''(t)}a)X(2)\Phi^{-(2)}
\]
\[
\cdot (\text{Ad}_{F''(t)}b)(s\Phi^{-(3)})X''(2)F''(2)
\]
\[
= c^{-2} \sum X'(1)X(1)(\text{Ad}_{\Phi^{(t)}F''(t)}a)X(2)F(1)F''(2)\Phi^{-(2)}
\]
\[
\cdot (\text{Ad}_{F''(t)}b)(s\Phi^{-(3)})(sF(1))X''(2)F''(2)
\]
\[
= c^{-2} \sum X'(1)F(1)(1)X(1)(\text{Ad}_{\Phi^{(t)}F''(t)}a)X(2)\Phi^{-(2)}
\]
\[
\cdot (\text{Ad}_{F''(t)}b)(s\Phi^{-(3)})(sF(1))X''(2)F''(2)
\]
\[
= c^{-2} \sum X'(1)(\text{Ad}_{F''(t)}[X(1)(\text{Ad}_{\Phi^{(t)}F''(t)}a)X(2)\Phi^{-(2)}
\]
\[
\cdot (\text{Ad}_{F''(t)}b)(s\Phi^{-(3)})]X''(2)F''(2)
\]
\[
= \alpha \left( c^{-1} \sum X'(1)(\text{Ad}_{\Phi^{(t)}F''(t)}a)X(2)\Phi^{-(2)}(\text{Ad}_{F''(t)}b)(s\Phi^{-(3)}) \right)
\]
as required. For the third equality we used ad-invariance of $\Phi$ under $F^{(2)}$, followed by the definitions of $X'$ (another copy of $X$) and Ad. For the fourth equality we used the $\Phi$-cocycle condition for $F$, and (18) above for the fifth equality. For the sixth equality we used ad-invariance of $X$ under $X'(1)$ (relying on cocommutativity of $H$), and then cancelling. For the seventh equality we expanded $\text{Ad}_{F''(t)}$ and used ad-invariance of $\Phi^{-(1)}$ under $F^{(1)}$. For the eighth equality, we likewise expanded $\text{Ad}_{F''(t)}$ and used ad-invariance of $X$.

Thus the multiplication in $H_{F,\Phi}$ differs from the simpler form for $H_F$ in the preceding section by the inclusion of the element $\Phi$. This is needed in order to maintain associativity of the multiplication in our braided situation. It is clear that similar modifications for the
comultiplication etc. are also needed, but that apart from including \( \Phi \), the formulae are similar to those in §2.

4. Semiclassical limit of \( B(U_q(g), U_q(g)) \). The quantum groups \( U_q(g) \) are isomorphic to \( \tilde{H} \) where \( H = U(g) \) in the setting of §3, and \( \Phi, \mathcal{R}, F \) are given in [3]. \( \mathcal{R} \) is given by \( \mathcal{R} = e^{ht/2} \) where \( t \) is the split casimir. Hence \( B(U_q(g), U_q(g)) \cong U(g)_{F, \Phi} \) where \( U(g)_{F, \Phi} \) is defined by \( \alpha \) in Corollary 3.4. This means that the braided groups of the Drinfeld-Jimbo quantum groups can be understood as deformation-quantizations of \( U(g) \) in the form \( U(g)_{F, \Phi} \). We conclude the paper with a brief look at their semiclassical structure, i.e., we compute their cocommutator \( \delta \) to lowest order in the quantization parameter \( \hbar \).

**Lemma 4.1.** Let \( U_q(g) \) be a quasitriangular Hopf algebra coinciding with \( U(g) \) to \( O(h) \). Let \( \mathcal{R} = 1 + \hbar r + O(h^2) \), where \( r \in g \otimes g \). Let \( U(g)_{F, \Phi} \) denote the braided Hopf algebra structure implied by Corollary 3.4, with comultiplication \( \Delta_{F, \Phi} \). Then

\[
\hbar^{-1}(\Delta_{F, \Phi} - \tau \circ \Delta_{F, \Phi}) = \hbar^{-1}(\Delta - \tau \circ \Delta)
\]

\[=- \sum [r_{-1}, b_{(1)}] \otimes [r_{-2}, b_{(2)}] + \sum [r_{+1}, b_{(1)}] \otimes \{r_{+2}, b_{(2)}\} + O(h)
\]

where \( \tau \) is the usual twist map and \( \{ , \} \) denotes anticommutator.

**Proof.** We write the map \( \alpha = 1 + \hbar A + O(h^2) \) and \( \Delta = \Delta + \hbar D + O(h^2) \), say. Hence \( \Delta_{F, \Phi} = \Delta - \hbar (A \otimes \text{id}) \Delta - \hbar (\text{id} \otimes A) \Delta + \hbar D + O(h^2) \). Since \( \Delta \) is cocommutative, the first result follows. It says that the semiclassical structure can be computed in \( B(U_q(g), U_q(g)) \) as well as in \( U(g)_{F, \Phi} \). Next, to compute the cocommutator we note that any braided group obtained by transmutation of a quantum group is necessarily braided-cocommutative in the sense [11]

\[
\sum \mathcal{R}^{(2)} Q^{(1)} \triangleright b_{(2)} \otimes (\mathcal{R}^{(1)} \triangleright b_{(1)}) Q^{(2)} = \sum b_{(1)} \otimes b_{(2)}
\]

where \( \Delta b = \sum b_{(1)} \otimes b_{(2)} \) and \( Q = \mathcal{R}_{21} \mathcal{R} \). In our case, this immediately gives the linearized form shown. Here we used that the isomorphism \( U_q(g) \cong \tilde{U}(g) \) is also \( 1 + O(\hbar) \) and that the quantum adjoint action differs from the usual one by order \( \hbar \).

This is the semiclassical structure of the braided group \( B(U_q(g), U_q(g)) \) or \( U(g)_{F, \Phi} \) defined through it. Since the necessary quantum groups are obtained by quantizing a solution of the classical
Yang-Baxter equation, we are motivated to verify the structure of $\delta$ directly in this context.

**Proposition 4.2.** Let $r$ be a solution of the classical Yang-Baxter equations, with $r = r_- + r_+$ where $r_-$ is antisymmetric and $r_+$ is symmetric and ad-invariant. On the vector space of $U(g)$ we define a cobracket

$$\delta b = -\sum [r_-^{(1)}, b^{(1)}] \otimes [r_-^{(2)}, b^{(2)}] + \sum [r_+^{(1)}, b^{(1)}] \otimes \{r_+^{(2)}, b^{(2)}\}$$

where $\{ \ , \ \}$ denotes anticommutator. This $\delta$ is antisymmetric and a coderivation in each output. If $r_+ = 0$ it also obeys the coJacobi identity, so that in this case $\delta$ is a coPoisson structure.

**Proof.** Note that $\sum [r_+^{(1)}, b^{(1)}] \otimes \{r_+^{(2)}, b^{(2)}\} = -\sum [r_+^{(1)}, b^{(1)}] \otimes [r_+^{(2)}, b^{(2)}]$ by ad-invariance of $r_+$ (in the same sense as (16)), so that $\delta$ is manifestly antisymmetric. That it is a coderivation is equally easy. That it obeys the coJacobi identity requires a detailed computation and holds in general only if $r_+ = 0$.

We have not explicitly discussed the axioms of a coPoisson structure. However, they are just so that the dual space is a Poisson bracket algebra by dualizing $\delta$. See also [2]. If $r_+ = 0$ then we are in the setting of the Introduction and §2, and $\delta$ is indeed a coPoisson structure. But if $r_+ \neq 0$ we are in the setting of §3 with an associativity cocycle $\Phi$. Hence it is not surprising in this case that $\delta$ does not generally obey the usual coJacobi identity. It should be viewed as some kind of generalized coPoisson structure. Likewise, in a topological context we have,

**Corollary 4.3.** Let $r \in g \otimes g$ be a solution of the CYBE on complex semisimple $g$, the Lie algebra of $G$. We suppose that $r = r_- + r_+$ where $r_-$ is antisymmetric and $r_+$ is symmetric and ad-invariant. Then $C(G)$ has the antisymmetric bracket structure

$$\{a, b\} = -\sum \text{ad}_{r_-^{(1)}}^*(a) \text{ad}_{r_-^{(2)}}^*(b) + \sum \text{ad}_{r_+^{(1)}}^*(a)(L_{r_+^{(2)}}^* + R_{r_+^{(2)}}^*)(b).$$

It is a derivation in each input and if $r_+ = 0$, is a Poisson bracket.

**Proof.** This can be proven by formally dualizing the previous proposition or, since the result is in a slightly different context of Lie groups, directly. $L_{\xi}^*$ denotes the action of a Lie algebra element $\xi \in g$ by extension as a left-invariant vector field, and $R^*$ as a right-invariant
vector field. The induced adjoint action is \( \text{ad}^* = L^* - R^* \). The case \( r_+ = 0 \) was observed in [6].

The actual deformation-quantization of \( C(G) \) corresponding to this "generalized Poisson bracket" is given by the dual of the constructions above. Let \( A = C(G)_q \) denote the quantum group of function algebra type dual to \( U_q(g) \). These can be constructed as matrix quantum groups [4]. There is a braided group construction \( B(A, A) \) for such dual quantum groups given in [10]. The generalized Poisson bracket above is nothing other than the lowest-order of \( a \cdot b - b \cdot a \) for \( \cdot \) the multiplication in \( B(A, A) \). Some examples, including \( \text{BSL}(2) = B(\text{SL}_q(2), \text{SL}_q(2)) \) were given in [9].

This generalized Poisson bracket in Corollary 4.3 is a precise generalization of the Poisson bracket on \( C(G) \) for \( r \) triangular [6], to the quasitriangular case. We note that whereas the Poisson bracket on \( C(G) \) is highly degenerate in the triangular case, the presence of \( r_+ \) and the anticommutator makes it rather less degenerate in the strictly quasitriangular case. An axiomatic framework for this generalized Poisson structure is one direction for further work.
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