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In this paper we prove a convexity theorem for semisimple symmetric spaces which generalizes Kostant's convexity theorem for Riemannian symmetric spaces. Let \( \tau \) be an involution on the semisimple connected Lie group \( G \) and \( H = G_0^\tau \) the 1-component of the group of fixed points. We choose a Cartan involution \( \theta \) of \( G \) which commutes with \( \tau \) and write \( K = G^\theta \) for the group of fixed points. Then there exists an abelian subgroup \( A \) of \( G \), a subgroup \( M \) of \( K \) commuting with \( A \), and a nilpotent subgroup \( N \) such that \( HMAN \) is an open subset of \( G \) and there exists an analytic mapping \( L: HMAN \to \alpha = \log a \) with \( L(hman) = \log a \). The set of all elements in \( A \) for which \( aH \subseteq HMAN \) is a closed convex cone.

Our main result is the description of the projections \( L(aH) \subseteq \alpha \) for these elements as the sum of the convex hull of the Weyl group orbit of \( \log a \) and a certain convex cone in \( \alpha \).

0. Introduction. If \( G \) is a connected semisimple Lie group and \( G = KA'N \) an Iwasawa decomposition, then the convexity theorem of Kostant describes the image of the sets \( aK \) under the projection \( G = KA'N \to a' = L(A') \), \( k \exp Xn \to X \) as the convex hull of the Weyl group orbit through \( \log a \). Recently van den Ban proved a generalization of this theorem to the following situation. Let \( \tau \) be an involution on the semisimple Lie group \( G \) with finite center, \( G = KA'N \) a compatible Iwasawa decomposition, i.e., \( K \) is \( \tau \)-invariant, and \( a' = a_h + a_q \) the corresponding decomposition of \( a' = L(A') \) into 1 and \( -1 \) eigenspaces for \( \tau \). Suppose that \( H \subseteq G^\tau \) is an essentially connected subgroup (see §I for the definition). Then he describes the image of the sets \( aH, \ a \in \exp a_q \) under the projection \( F: G \to a_q \) defined by \( g \in K \exp(\alpha_h) \exp F(g)N \). This set is the sum of the convex hull of the orbit of \( \log a \) under a certain Weyl group and a convex cone in \( a_q \).

We generalize Kostant's theorem into another direction. We consider the projection \( L: HMAN \to \alpha \) defined by \( g \in HM \exp L(g)N \), where \( H \subseteq G^\tau \) is essentially connected and \( M, A, N \) are defined in §I. This makes sense because the \( A \)-component in a product \( hman \) is unique and \( HMAN \) is open in \( G \). So the main new difficulties are the non-compactness of \( H \) and the fact that the projection \( L \)
is only defined on an open subset of $G$. Having identified the set of those elements in $A$ for which $L(aH)$ is defined, i.e., $aH \subseteq HMAN$, we describe the set $L(aH)$ as the sum of the Weyl group orbit through $\log a$ and a convex cone $C(a)$ in $a$. This description is very similar to the description in van den Ban's theorem. Nevertheless the result is of a different nature and so are the methods we use in the proof.

In the first section we start with the properties of the decomposition $HMAN$ and state the main theorem. Then we describe the set of elements $a \in A$ for which $aH \subseteq HMAN$ and reduce the problem to the case of regular symmetric spaces.

In §II we collect some facts about finite groups which are generated by reflections. For the applications in §IV we have to study the Weyl group orbits of non-compact convex sets and how their intersections with the chambers look like.

Section III provides some material about highest weight representations of Hermitian simple Lie groups, the holomorphic discrete series, and analytic continuation of the unitary representations to contraction representations of certain complex Lie semigroups. It turns out that we even need general bounded representations of certain Lie semigroups. These facts are used in §IV to prove one inclusion of the convexity theorem. The unitary highest weight representations replace the finite dimensional $K$-spherical representations which can be used to prove Kostant's theorem, and which were also used by van den Ban.

The fourth section contains the definitions concerning regular symmetric spaces and the proof of the convexity theorem. In addition to the material of §§II and III we have to use rank-1-reduction techniques to prove the other inclusion of the theorem. Fortunately we can use a great deal of the results for Riemannian symmetric spaces so we only have to consider the $\text{Sl}(2, \mathbb{R})$-case in detail, which corresponds to the hyperboloid, an adjoint orbit of a hyperbolic element in the Lie algebras $(2, \mathbb{R})$.

The author thanks the referee for many helpful comments and for suggesting Proposition VI.7 and its proof.

I. Decompositions of a semisimple symmetric Lie group. In the following $G$ always denotes a connected real semisimple Lie group.

Definition I.1. A pair $(G, \tau)$ of a connected Lie group $G$ and an involutive automorphism $\tau$ is called a symmetric Lie group. We also write $\tau$ for the automorphism $d\tau(1)$ of the Lie algebra $g = L(G)$ which is induced by $\tau$. Then $(g, \tau)$ is said to be a symmetric Lie algebra. We set
\( G^\tau := \{ g \in G : \tau(g) = g \} , \)
\( \mathfrak{h} := \{ X \in \mathfrak{g} : \tau(X) = X \} , \) and \( q := \{ X \in \mathfrak{g} : \tau(X) = -X \} . \)

Since \( G \) was assumed to be semisimple and connected, there exists a Cartan involution \( \theta \) of \( G \) and \( g \) respectively such that \( \tau \theta = \theta \tau \) ([Lo69, p. 153]). We set
\[ \mathfrak{t} := \{ X \in \mathfrak{g} : \theta(X) = X \} , \quad \mathfrak{p} := \{ X \in \mathfrak{g} : \theta(X) = -X \} , \]
and \( K := G^\theta = (\exp \mathfrak{t}) \). Note that we have the direct vector space decomposition
\[ \mathfrak{g} = \mathfrak{h}_\mathfrak{t} + \mathfrak{h}_\mathfrak{p} + q_\mathfrak{t} + q_\mathfrak{p} , \]
where \( \mathfrak{h}_\mathfrak{t} := \mathfrak{h} \cap \mathfrak{t} , \mathfrak{h}_\mathfrak{p} := \mathfrak{h} \cap \mathfrak{p} , \) etc. We define the associated symmetric Lie algebra \((\mathfrak{h}^a , \tau^a)\) by \( \mathfrak{h}^a := \mathfrak{h}_\mathfrak{t} + q_\mathfrak{p} \) and \( \tau^a := \tau|_{\mathfrak{h}^a} = \theta|_{\mathfrak{h}^a} \). This is a reductive orthogonal symmetric Lie algebra ([Wa72, p. 42]). Now we choose \( a \) maximal abelian in \( q_\mathfrak{p} \) and \( a' \) maximal abelian in \( \mathfrak{p} \) with \( \mathfrak{a} \subseteq \mathfrak{a}' \). Then the fact that the operators \( \text{ad} X , X \in \mathfrak{a} \) are semisimple with real spectrum ([Hel78, p. 184]) implies that we have the root space decomposition
\[ \mathfrak{g} = Z_\mathfrak{g}(a) \oplus \bigoplus_{\alpha \in \Delta} \mathfrak{g}^\alpha , \]
where \( \Delta = \Delta(g , a) \) is the set of non-zero linear functionals on \( a \) for which the root space \( \mathfrak{g}^\alpha := \{ Y \in \mathfrak{g} : (\forall X \in a)[X , Y] = \alpha(X)Y \} \) is non-zero. Set \( c := Z(\mathfrak{h}^a) \cap q_\mathfrak{p} \) and note that \( c \subseteq a \). The set of compact roots is defined as
\[ \Delta_k := \{ \alpha \in \Delta : \alpha(c) = \{0\} \} , \]
and \( \Delta_p := \Delta \setminus \Delta_k \) is the set of non-compact roots. We define a positive system \( \Delta^+ := \{ \alpha \in \Delta : \alpha(x_0) > 0 \} \) where \( X_0 \in a \) is an element with \( \alpha(x_0) \neq 0 \) for all \( \alpha \in \Delta \), and \( \alpha(x_0) < \beta(x_0) \) for all \( \beta \in \Delta_p^+ := \Delta^+ \cap \Delta_p \) and \( \alpha \in \Delta_k^+ := \Delta^+ \cap \Delta_k \). (One has to choose \( X_0 \) near to an element \( X_1 \) of \( c \) where no non-compact root vanishes.) Next we write \( \Pi \) for the Weyl group generated by the reflections \( s_\alpha \) in the hyperplanes \( \ker \alpha \) with \( \mathfrak{g}^\alpha \cap \mathfrak{h}^a \neq \{0\} \). This is the Weyl group of the pair \((\mathfrak{h}^a , a)\). We define the minimal and maximal cones
\[ C_{\text{max}} := \{ X \in a : (\forall \alpha \in \Delta_p^+) \alpha(X) \geq 0 \} \]
and
\[ C_{\text{min}} := C^*_{\text{max}} := \{ X \in a : (\forall Y \in C_{\text{max}}) B(X , Y) \geq 0 \} , \]
where $B(X, Y) = \text{tr}(\text{ad}X \text{ad}Y)$ is the Cartan Killing form of $g$. Finally we define $n := \bigoplus_{\alpha \in \Delta^+} g^\alpha$, $N := \exp n$, $A := \exp a$, 

$$M := Z_K(a') = \{k \in K: \text{Ad}(k)|_{a'} = \text{id}_{a'}\}$$

and

$$m := L(M) = Z_\mathfrak{k}(a') = \{X \in \mathfrak{k}: [X, a'] = \{0\}\}.$$ 

The following proposition is a slight generalization of Proposition 1.10 in [OS80] to our general setting.

**PROPOSITION 1.2.** The following assertions hold:

1. $g = \mathfrak{h} + \mathfrak{h} + a + n$.
2. $G^\mathfrak{t}_0 M_0 A N$ is an open subset of $G$.
3. $G^\mathfrak{t} \cap MAN = G^\mathfrak{t} \cap M$.
4. $\mathfrak{h} \cap (m + a + n) = \mathfrak{h} \cap m$.

**Proof.** (i) From $a \subseteq q_p$ we conclude that $\tau(g^a) = g^{-a}$. For $X \in g^{-a}$ and $\alpha \in \Delta^+$ we therefore have that

$$X = (X + \tau(X)) - \tau(X) \in \mathfrak{h} + n.$$

Since $g^0 = g^0 \cap \mathfrak{h} + a + g^0 \cap q_\mathfrak{k}$ the assertion follows if we show that $g^0 \cap q_\mathfrak{k} \subseteq m$. To see this, we first note that $[a, a'] = 0$ implies that $[a', g^0] \subseteq g^0$. Hence

$$[a', g^0 \cap q_\mathfrak{k}] = [a' \cap h_p, g^0 \cap q_\mathfrak{k}] \subseteq g^0 \cap q_p = \mathfrak{a}.$$

Therefore

$$B(a, [a', g^0 \cap q_\mathfrak{k}]) = B([a, a'], g^0 \cap q_\mathfrak{k}) = \{0\}$$

and the positive definiteness of $B$ on $a$ imply that $g^0 \cap q_\mathfrak{k} \subseteq Z_\mathfrak{k}(a') = m$.

(ii) Set $P := MAN$. It follows from (i) that $\mathfrak{k} + L(P) = g$. We define the action of the group $G^\mathfrak{t} \times P$ on $G$ by $(h, p).g := hgp^{-1}$. Then the tangent space of the orbit of the subgroup $G^\mathfrak{t}_0 \times P_0$ through 1 is $h + L(P) = g$. Hence this orbit is open. Consequently the set $G^\mathfrak{t} P$ which is a union of translates of this open set is open, too.

(iii) Let $p = man \in G^\mathfrak{t} \cap P$ with $m \in M$, $a \in A$, and $n \in N$. Then

$$man = p = \tau(p) = \tau(m)a^{-1}\tau(n)$$

and therefore $\tau(m)^{-1}ma^2n = \tau(n) \in MAN \cap \tau(N)$. We choose a positive system $\Delta(g, a')^+$ of roots with respect to the maximal abelian subspace $a' \subseteq p$ such that

$$\Delta^+ := \{\alpha|_a: \alpha \in \Delta(g, a')^+\}.$$
Then $n \subseteq n' := \bigoplus_{\alpha \in \Delta(g, a')} g^\alpha$ and the Bruhat decomposition of $G$ implies that

$$MAN \cap \tau(N) \subseteq MAN' \cap \theta(N') = \{1\}$$

([Wal88, p. 44]), whence $N = a = 1$ and $\tau(m) = m$.

(iv) This follows from (iii) by considering the Lie algebra of the intersection of the two groups $G^\tau$ and $P$. □

**Remark 1.3.** Note that the proof of Proposition 1.2 shows that $G^\tau MAN$ is an open subset of $G$ which is a finite union of sets of the type $hG_0^\tau M_0 ANm$, where $m$ runs through a set of representatives of $M/M_0$ and $h$ through a set of representatives of $G^\tau/G_0^\tau$ which is also a finite group ([Lo 69, p. 171]). □

**Corollary 1.4.** The mapping

$$L: G^\tau MAN \rightarrow a, \quad g = hman \mapsto \log a$$

is well defined and analytic.

**Proof.** If $g = hman = h'm'a'n'$ with $h, h' \in G^\tau$, $m, m' \in M$, $a, a' \in A$, and $n, n' \in N$, then

$$h'^{-1}h = (m'a'n')(man)^{-1}$$

$$= m'm^{-1}a'a^{-1}((am)n'n^{-1}(am)^{-1}) \in G^\tau \cap MAN \subseteq M$$

(Proposition 1.2) and therefore $a' = a$ and $n' = n$ follow from the uniqueness of the components in the decomposition $P := MAN$. Again we consider the action of $G^\tau \times P$ on $G$ by $(h, p).g = hgp^{-1}$. Then $\Omega' := G^\tau MAN$ is the open orbit through 1 and so the analytic structure induced on $\Omega'$ from $G$ agrees with the analytic structure induced by the identification

$$\Omega' \cong (G^\tau \times P)/(G^\tau \times P)^1,$$

where $(G^\tau \times P)^1 = \{(h, h): h \in G^\tau \cap M\}$ is the stabilizer of 1. The analyticity of the mapping $L$ now follows from the analyticity of the mapping

$$(h, (man)^{-1}) = (h, n^{-1}a^{-1}m^{-1}) \mapsto \log a$$

on $G^\tau \times P$ which is a consequence of the Iwasawa decomposition of $G$. □

**Definition 1.5.** An open subgroup $H \subseteq G^\tau$ is said to be essentially connected if $H = H_0 Z_{K \cap H}(a)$. □
We are interested in the sets $L(aH)$, where $H$ is an essentially connected open subgroup of $G^\tau$. Clearly these sets are well defined if and only if the set $aH$ is contained in $G^\tau MAN$. So we first have to study the set of those elements $a \in A$ for which this is true.

**Definition I.6.** An element $a \in A$ is called **admissible** if $aH \subseteq G^\tau MAN$. The set of admissible elements is denoted $A_{\text{adm}}$. □

Now we have all definitions available which are necessary to state our main result.

**Theorem I.7 (The Convexity Theorem).** Let $(G, \tau)$ be a connected semisimply symmetric Lie group, $H \subseteq G^\tau$ essentially connected, and $a \in A$ an admissible element. Then

$$L(aH) = \text{conv}(W \log a) + C(a),$$

where

$$C(a) = \{Y \in C_{\text{min}} : (\forall \alpha \in \Delta^+_p, \, \alpha(W \log a) = \{0\}) \alpha(Y) \leq 0\}. $$

Moreover, if $\Delta^+_n := \{\alpha \in \Delta^+ : g^{\alpha} \cap (\mathfrak{h}_p + q_\ell) \neq \{0\}\}$ and

$$C_n := \{Y \in a : (\forall \alpha \in \Delta^+_n) \alpha(X) \geq 0\},$$

then

$$\log A_{\text{adm}} = \bigcap_{w \in W} w(C_n).$$

The proof of this theorem will be completed in §IV. In the remainder of this section we reduce the result to an essential nonreducible case which will be proven in §IV. We will also obtain more explicit descriptions of the cones $C(a)$ and $a_{\text{adm}} := \log A_{\text{adm}}$.

**Remark I.8.** It is clear that $1 \in A$ is always admissible. So $C(a) = \{0\}$ and $C(a) \neq C_{\text{min}}$ whenever $a = 1$ and $C_{\text{min}} \neq \{0\}$. Thus $C(a)$ cannot be replaced by the larger cone $C_{\text{min}}$.

If $\mathfrak{g}$ is the smallest $\tau$-invariant ideal in $\mathfrak{g}$, i.e., if $(\mathfrak{g}, \tau)$ is irreducible, then we will see in Theorem I.20 that there are three cases. The Riemannian case, where $A_{\text{adm}} = A$ and $C_{\text{min}} = C(a) = \{0\}$ for all $a \in A$, the regular case, where $A_{\text{adm}} = \exp(C_{\text{max}})$ and $C(a) = C_{\text{min}}$ if and only if $a \neq 1$, and a third case where $A_{\text{adm}} = \{1\}$ and $C(1) = C_{\text{min}} = \{0\}$. □

**Lemma I.9.** Let $a \in A$, $H \subseteq G^\tau$ an essentially connected subgroup, and $\Omega := G_0^\tau M_0 AN$. Then the following are equivalent:
(1) \(a\) is admissible.
(2) \(a H_0 \subseteq \Omega\).
(3) \(a \subseteq \Omega\).
(4) \(a H_0 a^{-1} \subseteq \Omega\).
(5) \(a H a^{-1} \subseteq Z_{K \cap H}(a) \Omega\).
(6) \(a H \subseteq HMAN\).

Proof. (1) \(\Rightarrow\) (2): If \(a\) is admissible, then \(a H_0\) is contained in the connected component of \(G^r MAN\) which contains \(a\). Hence \(a H_0 \subseteq H_0 M_0 A N = \Omega\) according to Remark 1.3.

(2) \(\Rightarrow\) (3): If (2) is satisfied, then \(a \Omega \subseteq \Omega M_0 A N = \Omega\).

(3) \(\Rightarrow\) (4): This follows from

\[a H_0 a^{-1} \subseteq a \Omega a^{-1} = a \Omega \subseteq \Omega.\]

(4) \(\Rightarrow\) (5): From \(H = Z_{K \cap H}(a) H_0\) we conclude that

\[a H a^{-1} = Z_{K \cap H}(a) a H_0 a^{-1} \subseteq Z_{K \cap H}(a) \Omega.\]

(5) \(\Rightarrow\) (6): This is a consequence of \(H \Omega a = H \Omega \subseteq HMAN\).

(6) \(\Rightarrow\) (1): If (6) holds, then

\[a H \subseteq HMAN \subseteq G^r MAN\]

shows that \(a\) is admissible.

\[\square\]

**Lemma I.10.** If \(a \in A\) is admissible, then \(L(aH) = L(aH_0)\).

**Proof.** Since \(L(h' a') = L(g)\) for every \(g \in G^r MAN\), \(h \in G^r\), and \(a \in A\), we use \(H = Z_{K \cap H}(a) H_0\) to see that

\[L(aH) = L(a Z_{K \cap H}(a) H_0) = L(Z_{K \cap H}(a) a H_0) = L(a H_0).\]

\[\square\]

**Remark I.11.** In view of Lemmas I.9 and I.10 the essential case is when \(H\) is connected. One may say that the essential connectedness of \(H\) insures that the disconnectedness of \(H\) causes no additional difficulties.

Next we reduce the convexity theorem to the case where \(Z(G) = \{1\}\) and \(Ad(G) \cong G\).

**Lemma I.12.** If the Convexity Theorem holds for the adjoint group \(Ad(G)\) with respect to the involution

\[\tilde{\tau}: Ad(g) \mapsto \tau \ Ad(g) \tau = Ad(\tau(g)),\]

then it holds for \(G\).
Proof. According to Remark 1.11 we may assume that $H$ is connected. Then

$$\text{Ad}(\Omega) = \text{Ad}(H)_0 \text{Ad}(M)_0 \text{Ad}(A) \text{Ad}(N) = \tilde{\Omega},$$

where $\tilde{\Omega}$ is the corresponding subset in the symmetric group $\text{Ad}(G)$. Let $a \in A$ be admissible. Then $a\Omega \subseteq \Omega$ (Lemma I.9) and therefore

$$\text{Ad}(a)\tilde{\Omega} = \text{Ad}(a\Omega) \subseteq \text{Ad}(\Omega) = \tilde{\Omega}.$$ 

It follows that $\text{Ad}(a)$ is admissible in $\text{Ad}(G)$ (Lemma I.9). For the following we note that $\Omega$ is the connected component of the unit element in the open set $G^\tau MAN$. If $\text{Ad}(a)$ is admissible, then

$$aH \subseteq a\Omega \subseteq \text{Ad}^{-1}(\tilde{\Omega}) = \Omega Z(G) = \Omega,$$

and therefore $a$ is admissible. Consequently $\text{Ad}|_A$ maps the set of admissible elements in $A$ bijectively onto the set of admissible elements in $\text{Ad}(A)$.

From $ah \in HM \exp L(ah)N$ we deduce that

$$\text{Ad}(a) \text{Ad}(h) \in \text{Ad}(H) \text{Ad}(M)e^{\text{ad}L(ah)} \text{Ad}(N),$$

so that the function

$$\tilde{L}: \text{Ad}(\Omega) \rightarrow a \text{ defined by } g \in \text{Ad}(HM) \exp(\tilde{L}(g)) \text{Ad}(N)$$

satisfies the relation

$$\tilde{L}(\text{Ad}(g)) = \text{ad}(L(g)).$$

This proves that

$$\tilde{L}(\text{Ad}(a) \text{Ad}(H)) = \text{ad}(L(aH)).$$

Since the cones $C(a)$ only depend on the Lie algebra, the Convexity Theorem for $\text{Ad}(G)$ implies the Convexity Theorem for $G$ because $\text{ad}$ is an isomorphism of Lie algebras.

According to the preceding lemma we may assume that $Z(G) = \{1\}$. This assumption implies in particular that $G$ is a direct product of its simple factors. 

\[\Box\]
LEMMA 1.13. The simple ideals of $g$ are invariant under $\theta$.

Proof. Let $g = \bigoplus_{i=1}^{n} g_i$ be a decomposition of $g$ into simple ideals and $\theta_i$ a Cartan involution of $g_i$. Then $\hat{\theta} := \bigoplus_{i=1}^{n} \theta_i$ is a Cartan involution of $g$ which preserves the simple ideals. According to [Hel78, p. 183] there exists $g \in G$ with $\theta = \hat{\theta} \circ \text{Ad}(g)$. Thus $\theta$ preserves the simple ideals because this holds for $\text{Ad}(g)$ and $\hat{\theta}$.

LEMMA 1.14. Suppose that $Z(G) = \{1\}$. If the Convexity Theorem holds for all minimal connected $\tau$-invariant normal subgroups of $G$, then it holds for $G$. Moreover, $G \cong \prod_{i=1}^{n} G_i$, where the $G_i$ are the minimal connected $\tau$-invariant normal subgroups, $A = \prod_{i=1}^{n} (A \cap G_i)$, $A_{\text{adm}} = \prod_{i=1}^{n} (A_{\text{adm}} \cap G_i)$, and if $a = a_1 \cdots a_n \in A_{\text{adm}}$, then

$$C(a) = \sum_{i=1}^{n} C(a_i).$$

Proof. Let $g = \bigoplus_{i=1}^{n} g_i$ be a decomposition into minimal $\tau$-invariant ideals. Then $h = \bigoplus_{i=1}^{n} h_i$, where $h_i := h \cap g_i$, and similarly $q = \bigoplus_{i=1}^{n} q_i$, $t = \bigoplus_{i=1}^{n} t_i$, and $p = \bigoplus_{i=1}^{n} p_i$ (Lemma 1.13). If we choose $a_i$ maximal abelian in $q_p \cap g_i$, then $\hat{\alpha} := \bigoplus_{i=1}^{n} a_i$ is maximal abelian in $q_p$, and $a$ is conjugate to $\hat{\alpha}$ under $e^{\text{ad} h_i}$ ([Hel78, p. 247] or [Ne91b, 2.9]). Hence $a = \bigoplus_{i=1}^{n} (a \cap g_i)$. The same argument and the fact that $p = \bigoplus_{i=1}^{n} p_i$ imply that every maximal abelian subspace $a' \subseteq p$ with $a \subseteq a'$ satisfies $a' = \bigoplus_{i=1}^{n} (a' \cap g_i)$. All these facts together prove that $G \cong \prod_{i=1}^{n} G_i$, $H = \prod_{i=1}^{n} (H \cap G_i)$, $K = \prod_{i=1}^{n} (K \cap G_i)$, $M = \prod_{i=1}^{n} (M \cap G_i)$, $A = \prod_{i=1}^{n} (A \cap G_i)$, and that $N = \prod_{i=1}^{n} (N \cap G_i)$, where $G_i := \langle \exp g_i \rangle$. This entails that

$$HMAN = \prod_{i=1}^{n} (H \cap G_i)(M \cap G_i)(A \cap G_i)(N \cap G_i),$$

and $a = a_1 \cdots a_n$ with $a_i \in A \cap G_i$ is admissible if and only if $a_i$ is admissible in $A \cap G_i$ (Lemma 1.9).

In addition, we have that

$$C_{\text{min}} = \sum_{i=1}^{n} (C_{\text{min}} \cap g_i), \quad \log a = \sum_{i=1}^{n} \log a_i,$$

and

$$\mathcal{W} \log a = \sum_{i=1}^{n} \mathcal{W} \log a_i,$$
where $W \log a_i$ agrees with the Weyl group orbit under the Weyl group $W_i$ associated to the ideal $g_i$. This is the group generated by the reflections $s_\alpha$ with $g^\alpha \cap (h^a \cap g_i) \neq \{0\}$.

Suppose that $a$ is admissible. Then the definition of $C(a)$ and the preceding paragraph show that

$$C(a) = \sum_{i=1}^n C(a_i).$$

Thus, under the assumption that the Convexity theorem holds for the factors $G_i$, we find that

$$L(aH) = \sum_{i=1}^n L(a_i(H \cap G_i))$$

$$= \sum_{i=1}^n (\text{conv } W(\log a_i) + c(a_i))$$

$$= \sum_{i=1}^n \text{conv } W(\log a_i) + \sum_{i=1}^n C(a_i)$$

$$= \text{conv}(W \log a) + C(a). \quad \Box$$

This lemma implies in particular that we can restrict our attention to irreducible symmetric Lie algebras, i.e., $g$ is a minimal non-zero $\tau$-invariant ideal of $g$. We note that this implies in particular that $h = [q, q]$ because $q + [q, q]$ is an ideal of $g$ (the case where $h = q$ is trivial). In the remainder of this section we also assume that $Z(G) = \{1\}$ which is justified by Lemma 1.12. We set $H^a := (\exp h^a) = G_0^q \tau$. This is a closed connected subgroup of $G$.

The crucial idea to classify the essentially different situations in the irreducible case is to consider the semigroup $S_\Omega$.

**Definition I.15.** We set $S_\Omega := \{g \in G: g\Omega \subseteq \Omega\}$, where $\Omega = G_0^qM_0AN$. \Box

**Corollary I.16.** $S_\Omega \cap A$ is the set of admissible elements in $A$.

**Proof.** This follows from Lemma I.7 and the definition on $S_\Omega$. \Box

The following proposition is a crucial ingredient in the classification of the irreducible situations.
Proposition 1.17. Let $G$ be a connected reductive Lie group with the Cartan decomposition $G = K \exp \mathfrak{p}$, where $Z(G) \subseteq K$, and $S \subseteq G$ a subsemigroup which contains $K$. Then $S$ is a connected closed subgroup which is a product $S = KG_1$, where $G_1$ is a connected normal subgroup.

Proof. Since $Z(G) \subseteq K$ we have that $S = Z(G)(S \cap G')$ and $G' = (K \cap G') \exp \mathfrak{p}$ is a Cartan decomposition of $G'$. Hence we may assume that $G$ is semisimple. Let $a \subseteq \mathfrak{p}$ be a maximal abelian subspace, $C := \exp^{-1}(S) \cap a$, and $\mathcal{W} := N_K(a)/Z_K(a)$ the Weyl group. It follows from $G = KAK$ ([Hel78, p. 402]), where $A := \exp a$, that $S = K(A \cap S)K$ and therefore that $C \neq \{0\}$ if and only if $S \neq K$. We assume this. Then $C = \exp^{-1}(S \cap A) \cap a$ is a $\mathcal{W}$-invariant subsemigroup of $a$. We will prove that $C$ is a vector subspace of $a$.

Sublemma. If $\alpha \in \Delta(g, a)$ and $X \in C$ with $\alpha(X) \neq 0$, then $C$ contains the line segment
\[ \{2X, X + s_\alpha(X)\} = \{Y \in a: Y - 2X \in [0, 1](s_\alpha(X) - X)\}. \]

Proof. Choose $X_\alpha \in g^\alpha \setminus \{0\}$ and set
\[ Y_\alpha := X_\alpha + \theta(X_\alpha), \quad Z_\alpha := [X_\alpha, \theta X_\alpha], \quad \text{and} \]
\[ g_\alpha := \text{span}\{X_\alpha, \theta X_\alpha, Z_\alpha\}. \]

Then $Z_\alpha \in a$ because $Z_\alpha \in [g^\alpha, g^{-\alpha}] \cap \mathfrak{p} = Z_\mathfrak{p}(a) = a$. Therefore $g_\alpha \cong \text{sl}(2, \mathbb{R})$ is a three dimensional simple subalgebra with
\[ g_\alpha \cap \mathfrak{k} = \mathbb{R}Y_\alpha, \quad g_\alpha \cap a = \mathbb{R}Z_\alpha, \quad \text{and} \]
\[ g_\alpha \cap \mathfrak{p} = \text{span}\{Z_\alpha, X_\alpha - \theta X_\alpha\} \]
([Hel78, p. 407]). Moreover $\alpha(Z_\alpha) \neq 0$ and by interchanging $\alpha$ and $-\alpha$ we may assume that $\alpha(Z_\alpha)\alpha(X) > 0$. By rescaling of $X_\alpha$ we may even assume that $X_0 := X - Z_\alpha$ satisfies $\alpha(X_0) = 0$. This entails that $[X_0, g_\alpha] = \{0\}$. We define $\beta(t) \in \mathbb{R}^+$ by
\[ \exp(Z_\alpha) \exp(e^{ad tY_\alpha}Z_\alpha) \in K_\alpha \exp(\beta(t)Z_\alpha)K_\alpha, \]
where $K_\alpha = \exp \mathbb{R}Y_\alpha \subseteq K$. Then $\beta(0) = 2$ and there exists $t \in \mathbb{R}^+$ with $\beta(t) = 0$. It follows that $[0, 2] \subseteq \beta([0, t])$ because $\beta$ is continuous and $[0, 1]$ is connected. Now
\[ \exp(X) \exp(e^{ad tY_\alpha}X) \in SS \subseteq S \]
and therefore
\[
\exp(X) \exp(e^{ad t} Y \alpha X) = \exp(Z \alpha) \exp(X_0) \exp(e^{ad t} Y \alpha Z \alpha) \exp(X_0) \\
= \exp(Z \alpha) \exp(e^{ad t} Y \alpha Z \alpha) \exp(2X_0) \\
\in K_\alpha \exp(\beta(t) Z \alpha) K_\alpha \exp(2X_0) \\
= K_\alpha \exp(\beta(t) Z \alpha + 2X_0) K_\alpha.
\]
Hence $\beta(t) Z \alpha + 2X_0 \in C$ for all $t \in \mathbb{R}$ and in particular
\[
C \supseteq 2X_0 + [0, 2] Z \alpha = \{2X, 2X_0\} = \{2X, X + s_\alpha(X)\}. \quad \Box
\]

We continue with the proof of Proposition I.17. Let $X \in C$ be arbitrary and set $E := \text{span} \mathcal{W} X$. For every $\beta \in \Delta(g, \alpha)$ with $\beta(E) \neq \{0\}$ there exists $w_0 \in \mathcal{W}$ such that $\beta(w_0 X) \neq 0$. Then the sublemma shows that
\[
\{2w_0 X, w_0 X + s_\beta(w_0 X)\} \subseteq C.
\]
Set $Z := \sum_{w \in \mathcal{W}} w X$. Then $w Z = Z$ for all $w \in \mathcal{W}$ and therefore $\alpha(Z) = 0$ for all $\alpha \in \Delta(g, \alpha)$ because $s_\alpha(Z) = Z$ for all such $\alpha$. Hence $Z = 0$ because $g$ is semisimple. Consequently
\[
[0, 1](s_\beta(w_0 X) - w_0 X) \\
\subseteq \{2w_0 X, w_0 X + s_\beta(w_0 X)\} + \sum_{w \in \mathcal{W} \setminus \{w_0\}} 2w X
\]
\[
\subseteq \sum_{w \in \mathcal{W}} C \subseteq C
\]
for every $\beta$ with $\beta(E) \neq \{0\}$. But $\sum_{w \in \mathcal{W}} w X = 0$ implies that
\[
E = \text{span}\{2Y - Y : Y \in E, w \in \mathcal{W}\} \\
= \text{span}\{w'(w X) - w X : w, w' \in \mathcal{W}\} \\
= \text{span}\{s_\beta(w X) - w X : \beta \in \Delta(g, \alpha), w \in \mathcal{W}, \beta(w X) \neq 0\}.
\]
Thus $C$ contains a generating simplex of $E$, and in particular $\text{int}_E(C) \neq \emptyset$. Let $Y \in C \cap E$ be an inner point. Then
\[
0 = \sum_{w \in \mathcal{W}} w Y \in \text{int}_E(C)
\]
shows that $E \subseteq C$. Since $X \in C$ was arbitrary, we have proved that $C$ is a $\mathcal{W}$-invariant subspace of $\mathfrak{a}$. Hence $S = K \exp(C) K$ is a closed connected subgroup of $G$ which is invariant under conjugation with $K$. Let $g = \bigoplus_{i=1}^n g_i$ be a decomposition into simple ideals and $p_i := p \cap g_i$. Then $p = \bigoplus_{i=1}^n p_i$ is the decomposition of $p$ into simple $\mathfrak{t}$-modules ([Hel78, p. 379]). Therefore $L(S) = \mathfrak{t} + \sum_{p_i \cap L(S) \neq \{0\}} g_i$ and the assertion follows. \hfill \Box
COROLLARY 1.18. If $G$ is a connected simple Lie group, $G = K \exp p$ a Cartan decomposition, and $S$ a subsemigroup containing $K$, then either $S = K$ or $S = G$. \qed

In the classification of the irreducible cases (Theorem I.20) we will use some $\mathfrak{sl}(2)$-reduction arguments. So we have to consider this case first.

EXAMPLE I.19. We consider the Lie algebra $g = \mathfrak{sl}(2, \mathbb{R})$ and the group $G = \text{Sl}(2, \mathbb{R})$ with the involution $\tau$ defined by conjugation with the matrix $\begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$. Then

$$\tau \begin{pmatrix} a & b \\ c & -a \end{pmatrix} = \begin{pmatrix} -a & c \\ b & a \end{pmatrix},$$

and the elements

$$X = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad Y = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}, \quad \text{and} \quad Z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$$

satisfy

$$Y = \tau X, \quad Z = [X, Y], \quad \mathfrak{h} = \mathbb{R}(X+Y), \quad a = \mathbb{R}Z, \quad \text{and} \quad g^a = \mathbb{R}X,$$

where $\alpha(Z) = 2$.

The corresponding groups are

$$H = \left\{ \begin{pmatrix} \cosh t & \sinh t \\ \sinh t & \cosh t \end{pmatrix} : t \in \mathbb{R} \right\}, \quad A = \left\{ \begin{pmatrix} e^t & 0 \\ 0 & e^{-t} \end{pmatrix} : t \in \mathbb{R} \right\},$$

$K = \text{SO}(2)$, and

$$N = \left\{ \begin{pmatrix} 1 & t \\ 0 & 1 \end{pmatrix} : t \in \mathbb{R} \right\}, \quad M = \{1, -1\} = Z_K(a).$$

The formula

$$L(\exp(s(X + Y)) \exp(tZ) \exp(uX)) = L \begin{pmatrix} e^t \cosh s & e^t u \cosh s + e^{-t} \sinh s \\ e^t \sinh s & e^t u \sinh s + e^{-t} \cosh s \end{pmatrix} = tZ$$

implies that the analytic function $L : \text{HAN} \to \mathfrak{a}$ is given by

$$L \begin{pmatrix} a & b \\ c & d \end{pmatrix} = \frac{1}{2} \log(a^2 - c^2)Z$$

and the open subset $\text{HAN} \subseteq G$ is described by the inequality $a^2 - c^2 > 0$. 

\[ \]
In particular we have that

\[
L(\exp(t_0Z) \exp(s(X + \tau X))) = L\left( \begin{pmatrix}
e^{-t_0} \cosh s & e^{-t_0} \sinh s \\
e^{-t_0} \sinh s & e^{-t_0} \cosh s
\end{pmatrix}\right)
\]

\[
= \frac{1}{2} \log(e^{2t_0} \cosh^2(s) - e^{-2t_0} \sinh^2(s))Z
\]

\[
= (t_0 + \frac{1}{2} \log(\cosh^2(s) - e^{-4t_0} \sinh^2(s)))Z
\]

\[
= (t_0 + \frac{1}{2} \log(1 + (1 - e^{-4t_0}) \sinh^2(s)))Z.
\]

The same argument as in the proof of Lemma I.12 shows that this formula holds for all connected Lie groups which are locally isomorphic to \(\text{SL}(2, \mathbb{R})\). We observe that for \(t_0 < 0\) this analytic function of \(s\) has no extension to the whole set \(\exp(t_0Z)H\). \(\square\)

**Theorem I.20.** If \((g, \tau)\) is an irreducible semisimple symmetric Lie algebra, then one of the following assertions hold:

(i) \((g, \tau)\) is orthogonal, i.e., \(\tau = \theta, h^a = g, A_{\text{adm}} = A\), and \(C_{\text{min}} = \{0\}\).

(ii) \(Z(h^a) \subseteq h, A_{\text{adm}} = \{1\},\) and \(C_{\text{min}} = \{0\}\).

(iii) \(Z(h^a) \cap q_p \neq \{0\}, g^c := h + iq\) is a semisimple Hermitian Lie algebra and \(g\) is simple.

**Proof.** First we note that the condition that \(c = Z(h^a) \cap q_p = \{0\}\) entails that \(\Delta_p = \emptyset\) and therefore that \(C_{\text{min}} = \{0\}\). This applies in the case (i) and (ii).

Moreover, (i) holds precisely when \(g = h^a\). So we assume that \(g \neq h^a\) and that \(Z(h^a) \subseteq h\). We have to show that \(A_{\text{adm}} = \{1\}\). We consider the reductive subgroup \(H^a = \langle \exp h^a \rangle\) of \(G\). Then the restriction of \(\tau\) to \(H^a\) is a Cartan involution and

\[H^a = (H \cap K)_0 \exp q_p\]

is a Cartan decomposition. Moreover the assumption \(Z(h^a) \cap q_p = \{0\}\) implies that \(Z(H^a) \subseteq (H \cap K)_0\). Set \(S := S_{\Omega} \cap H^a\). Then \(S\) is a subsemigroup of \(H^a\) which contains \((H \cap K)_0\) and therefore Proposition I.17 applies. Hence \(S\) is a closed subgroup of \(H^a\).

Set \(C := a \cap L(S)\). Suppose that there exists \(\alpha \in \Delta(g, a)\) with \(g^\alpha \not\subseteq h^a\) and \(Z \in C\) with \(\alpha(Z) \neq \{0\}\). From \(a \subseteq h^a = \{X \in g: \theta \tau(X) = X\}\) we conclude that \(\theta \tau(g^\alpha) = g^\alpha\) and there exists \(X_\alpha \in g^\alpha \setminus \{0\}\) such that \(\theta \tau(X_\alpha) = -X_\alpha\), i.e., \(\tau(X_\alpha) = -\theta(X_\alpha)\). Again we set \(g_\alpha := \text{span}\{X_\alpha, \theta X_\alpha, [X_\alpha, \theta X_\alpha]\}\). This is a three dimensional subalgebra isomorphic to \(\text{sl}(2, \mathbb{R})\) which is invariant under \(\theta\) and \(\tau\).
We set \( \tau_\alpha := \mathbb{R}(X_\alpha + \Theta X_\alpha) \), \( \eta_\alpha := \mathbb{R}(X_\alpha - \Theta X_\alpha) = \mathbb{R}(X_\alpha + \tau X_\alpha) \), \( \alpha_\alpha := \mathbb{R}[X_\alpha, \Theta X_\alpha] \), \( K_\alpha := \langle \exp \tau_\alpha \rangle \), \( H_\alpha := \exp \eta_\alpha \), and \( A_\alpha := \exp \alpha_\alpha \). Now \( H_\alpha \subseteq H_0 \subseteq \mathcal{S}_\Omega \) and therefore \( X_\alpha + \tau X_\alpha \in \mathcal{L}(S_\Omega) \). Moreover \( Z \in C \) implies that \( \mathbb{R}Z \subseteq \mathcal{L}(S) \subseteq \mathcal{L}(S_\Omega) := \{ X \in g : \exp \mathbb{R}^+ X \subseteq \mathcal{S}_\Omega \} \) and therefore the subalgebra generated by \( Z \) and \( X_\alpha + \tau X_\alpha \) is contained in \( \mathcal{L}(S_\Omega) \) ([HHL89, II.1.8, IV.1.27]). From

\[
[Z , X_\alpha + \tau X_\alpha] = \alpha(Z)(X_\alpha - \tau X_\alpha) \neq 0
\]

we conclude that this subalgebra contains \( g_\alpha \). Hence \( G_\alpha := \langle \exp g_\alpha \rangle \subseteq \mathcal{S}_\Omega \subseteq \mathcal{HMAN} \). It follows from the uniqueness of the function

\[
L_\alpha : H_\alpha A_\alpha N_\alpha \to a_\alpha , \quad h a \mapsto \log a
\]

that \( L_\alpha = L|_{H_\alpha A_\alpha N_\alpha} \). We normalize \( X_\alpha \) such that the element \( Z_\alpha := [X_\alpha , \tau X_\alpha] \) satisfies the relation \( \alpha(Z_\alpha) = 2 \). Then Example I.19 shows that

\[
L(\exp(tZ_\alpha)\exp(s(X_\alpha + \tau X_\alpha))) = (t + \frac{1}{2}\log(1 + (1 - e^{-4t})\sinh^2(s)))Z_\alpha.
\]

For \( t < 0 \) this contradicts the fact that \( L \) is an analytic mapping defined on the whole set \( \exp(tZ_\alpha)H_\alpha \subseteq \Omega \), whence \( g^\alpha \subseteq h^a \) whenever \( \alpha(C) \neq \{0\} \).

Set \( g_1 := \mathcal{L}(S_\Omega \cap S_{\Omega}^{-1}) \) and \( a_1 := C = g_1 \cap a \). Then this implies that

\[
g_1 = g_0^1 \oplus \bigoplus_{\alpha \in \Delta(g_1 , a_1)} g_\alpha \subseteq g_0^1 + h^a.
\]

We note that the two subspaces \( g_0^1 \) and \( h^a \) are invariant under the involution \( \theta \tau \). Therefore \( h_p \subseteq g_1 \) shows that

\[
h_p \subseteq \{ X \in g_1 : \theta \tau(X) = -X \} \subseteq g_0^1.
\]

Moreover the \( \theta \tau \)-invariance of \( H , M , A , \) and \( N \) entails that \( \theta \tau(\Omega) = \Omega \), and therefore that \( \theta \tau(S_\Omega) = S_\Omega \). So \( \theta \tau(g_1) = g_1 \) implies that \( \theta(g_1) = g_1 \). This leads to the decomposition

\[
g_1 = h_t + h_p + q_{t,1} + q_{p,1},
\]

where \( q_{t,1} = q_t \cap g_1 , g_p,1 = q_p \cap g_1 \), and \( (h_1^a , \theta|_{h_1^a}^\alpha) \) with \( h_1^a := h_t + q_{p,1} \) is an orthogonal symmetric Lie algebra. In particular we have that \( q_{p,1} = e^{ad_{h_p}a_1} ([\text{Hel78}, \text{p. 247}] \) or [Ne91b, 2.9]). So \( [h_t , h_p] \subseteq h_p \) implies that

\[
[q_{p,1} , h_p] \subseteq e^{ad_{h_p}[a_1 , e^{ad_{h_t}h_p}]} \subseteq e^{ad_{h_t}[a_1 , h_p]} = \{0\}.
\]
Together with the $h_t$-invariance of $q_p, 1$ this proves the $h$-invariance of $q_p, 1$. Set $g_2 := q_{p, 1} + [q_{p, 1}, q_{p, 1}]$. Then $g_2$ is an $h$-invariant subalgebra of $g$. We claim that $g_2$ is an ideal of $g$. First

$$B(h_p, [q_{p, 1}, q_t]) = B([h_p, q_{p, 1}], q_t) = \{0\} \quad \text{and} \quad [q_{p, 1}, q_t] \subseteq h_p$$

entail that $[q_t, q_{p, 1}] = \{0\}$ and hence that $[q_t, g_2] = \{0\}$. We write $q_{p, 1}^\perp$ for the orthogonal complement of $q_{p, 1}$ in $g_q$. Then $[q_{p, 1}^\perp, q_{p, 1}] \subseteq h_t$ and

$$B(h_t, [q_{p, 1}, q_{p, 1}^\perp]) = B([h_t, q_{p, q}], q_{p, 1}^\perp) \subseteq B(q_{1, p}, q_{p, 1}^\perp) = \{0\}.$$

Therefore $[q_{p, 1}, q_{p, 1}^\perp] = \{0\}$ and consequently $[q_{p, 1}^\perp, g_2] = \{0\}$. So $g_2$ is a $\tau$-invariant ideal of $g$. Since $(q, \tau)$ is assumed to be irreducible, there are two possibilities. The first one is $g = g_2$, $h = [q_{p, 1}, q_{p, 1}] = t$ and $q = q_{p, 1} = p$. This is impossible if $h^a \neq g$. So $g_2 = \{0\}$, $q_{p, 1} = \{0\}$, $a_1 = \{0\}$, and finally $A_{adm} = \{1\}$.

The remaining case is $Z(h^a) \cap q_p \neq \{0\}$. It is clear that $Z(h^a) = Z(h^a) \cap h_t + Z(h^a) \cap q_p$ and therefore

$$iZ(h^a) \cap q_p \subseteq Z(h_t + iq_p).$$

Set $\mathfrak{t}^c := h_t + iq_p$. This is a maximal compactly embedded subalgebra of the dual symmetric Lie algebra $g^c := h + iq$. If $g$ is not simple, then $g \cong g_1 \oplus g_1$, where $\tau$ acts by $\tau(X, Y) = (Y, X)$ and $g^c \cong (g_1)^c = g_1 + ig_1$, where $g_1$ is a simple real Lie algebra. If $g_1 = t_1 + p_1$ is a Cartan decomposition of $g_1$, then $t_1 + ip_1 \cong h_t + iq_p = \mathfrak{t}^c$ is a compact real form of the complex Lie algebra $g^c$. It follows in particular that $Z(\mathfrak{t}^c) = \{0\}$ which is a contradiction. Consequently $g$ is simple. Moreover $(g^c, \tau)$ is an irreducible symmetric Lie algebra and there are two cases:

1. $g^c$ is simple. Then $Z(\mathfrak{t}^c) \neq \{0\}$ implies that $g^c$ is a Hermitian simple Lie algebra.

2. $g^c \cong h \oplus h$ and $g \cong h_{C}$, where $q = iq$. Then $\mathfrak{t}^c = h_t = ih_t$ and therefore $Z(h_{t}) \neq \{0\}$. It follows that $h$ is a simple Hermitian Lie algebra. \hfill \Box

**Remark 1.21.** In Case (i) the Convexity Theorem reduces to Kostant’s Convexity Theorem ([Hel84, p. 476])

$$L(aK) = \text{conv}(\mathcal{W} \log a) \quad \forall a \in A$$

because $K = H$, $C(a) = C_{\text{min}} = \{0\}$, and $A_{adm} = A$.

In Case (ii) the statement

$$L(aH) = \text{conv}(\mathcal{W} \log a) + C(a) \quad \forall a \in A_{adm}$$
of the Convexity Theorem reduces to

$$\mathbf{L}(H) = \{0\}$$

because $C(1) = C_{\text{min}} = \{0\}$ and $A_{\text{adm}} = \{1\}$. 

Summing up the reductions of this section it remains to prove the Convexity Theorem only in Case (iii) of Theorem 1.20 and when $H$ is connected and $Z(G) = \{1\}$. This will be done in Section IV, where we will also prove the general formula for $A_{\text{adm}}$ and show that $A_{\text{adm}} = \exp(C_{\text{max}})$ in this case. For $a \in A_{\text{adm}}$ we will see that

$$C(a) = \begin{cases} C_{\text{min}} & \text{if } a \neq 1, \\ \{0\} & \text{if } a = 1. \end{cases}$$

## II. Groups generated by reflections.

In this section $E$ denotes the finite dimensional Euclidean vector space, $\mathcal{H}$ is a finite set of codimension-one subspaces, and $\mathcal{W}$ the subgroup of the orthogonal group generated by the reflections in the hyperplanes from $\mathcal{H}$. We make the following assumptions:

- (A1) The group $\mathcal{W}$ leaves the set $\mathcal{H}$ invariant.
- (A2) $\mathcal{W}$ is finite.

### Definition II.1. A connected component $C$ of $E \setminus \bigcup \mathcal{H}$ is called a chamber. If $C$ is a chamber, then we associate to $C$ a system $E_{\mathcal{H}, C} = \{e_H : H \in \mathcal{H}\}$ of unit vectors defined by

$$e_H^\perp = H \quad \text{and} \quad \langle e_H, Y \rangle > 0 \ (\forall Y \in C).$$

For a subset $F \subseteq E$ we define the dual cone

$$F^* := \{ Y \in E : (\forall X \in F) \langle X, Y \rangle \geq 0 \}.$$  

### Proposition II.2. Let $C \subseteq E$ be a chamber. Then the following assertions hold:

1. $\overline{C}$ is a fundamental domain for the action of the group $\mathcal{W}$, i.e., every $\mathcal{W}$-orbit meets $\overline{C}$ in exactly one point.
2. If $X \in C$ and $Y \in C$, then

$$\langle X, Y \rangle \geq \langle X, s(Y) \rangle \quad \forall s \in \mathcal{W}.$$ 

### Proof. (i) We note that our assumptions imply that (D1) and (D'2) in [Bou81, Ch. V, §3] are satisfied. Therefore (i) is Theorem 2 in [Bou81, Ch. V, §3, 3.3].
(ii) It follows from the proof of Lemma 2 in [Bou81, Ch. V, §3, 3.1] that
\[ \| X - Y \| \leq \| X - s(Y) \| \quad \forall s \in \mathcal{W}. \]
Therefore
\[ \| X - Y \|^2 = \| X \|^2 + \| Y \|^2 - 2\langle X, Y \rangle \leq \| X \|^2 + \| s(Y) \|^2 - 2\langle X, s(Y) \rangle \]
and the assertion follows from the orthogonality of \( s \in \mathcal{W}. \)

\[ \text{COROLLARY II.3. For } Y \in \overline{C} \text{ and } s \in \mathcal{W} \text{ we have that } Y - s(Y) \in C^*. \]

\[ \text{DEFINITION II.4. Let } F \subseteq E \text{ be a non-empty closed convex subset. We denote with} \]
\[ \text{co}(F) := \text{conv}(\mathcal{W}(F)) \]
the closed convex hull of the \( \mathcal{W} \)-orbit of \( F \). For \( F = \{X\} \) we also write \( \text{co}(X) := \text{co}(\{X\}) \).

From now on \( C \) denotes a fixed chamber in \( E \).

\[ \text{LEMMA II.5. Let } F \subseteq \overline{C} \text{ be a closed convex subset and } X \in F. \]
Then the following assertions hold:

(i) \( \text{co}(F) \subseteq \overline{F - C^*} \).
(ii) \( (X - C^*) \cap \overline{C} \subseteq \text{co}(X) \).
(iii) \( (F - C^*) \cap \overline{C} \subseteq \text{co}(F) \cap \overline{C} \subseteq \overline{F - C^*} \cap \overline{C} \).
(iv) \( \bigcap_{s \in \mathcal{W}} s(F - C^*) \subseteq \text{co}(F) \subseteq \bigcap_{s \in \mathcal{W}} s(F - C^*) \).

\[ \text{Proof. (i) Since } \overline{F - C^*} \text{ is obviously closed and convex, it suffices to show that } \mathcal{W}(F) \subseteq \overline{F - C^*}. \text{ Let } X \in F \text{ and } s \in \mathcal{W}. \text{ If } s(X) \notin \overline{F - C^*}, \text{ then by the Hahn-Banach Theorem, there exists } Y \in E \text{ such that} \]
\[ \langle s(X), Y \rangle > \sup\{ \langle Y, Z \rangle : Z \in \overline{F - C^*} \}. \]
In particular the functional \( f : Z \mapsto \langle Y, Z \rangle \) is bounded from above on the set \( X - C^* \). Consequently \( Y \in -(\overline{-C^*}) = \overline{C} \). Using Corollary II.3 we find that
\[ \langle X, Y \rangle \geq \langle X, s^{-1}(Y) \rangle = \langle s(X), Y \rangle > \langle X, Y \rangle \]
because \( X \in F - C^* \). This contradiction shows that \( \mathcal{W}(X) \subseteq \overline{F - C^*} \).
(ii) If (ii) is false, then there exist \( Y \in E \) and \( Z \in C^* \) such that \( X - Z \in \overline{C} \) and
\[ \langle Y, X - Z \rangle > \langle Y, s(X) \rangle \quad \forall s \in \mathcal{W}. \]
Select $\sigma \in \mathcal{W}$ with $\sigma^{-1}(Y) \in \overline{C}$ (Proposition II.2). Then, since the relations
\[ Z \in C^* \quad \text{and} \quad (X - Z) - \sigma^{-1}(X - Z) \in C^* \]
(Corollary II.3) imply by addition that
\[ X - \sigma^{-1}(X - Z) \in C^* , \]
we obtain
\[ \langle \sigma^{-1}(Y), X - \sigma^{-1}(X - Z) \rangle \geq 0 , \]
i.e., $\langle Y, \sigma(X) - X + Z \rangle \geq 0$. Hence \[ \langle Y, \sigma(X) \rangle \geq \langle Y, X - Z \rangle , \]
a contradiction.

(iii) The inclusion
\[ \text{co}(F) \cap \overline{C} \subseteq \overline{F - C^*} \cap \overline{C} \]
follows from (i). The other inclusion follows from (ii) because
\[ (F - C^*) \cap \overline{C} = \bigcup_{X \in F} (X - C^*) \cap \overline{C} \subseteq \bigcup_{X \in F} \text{co}(X) \subseteq \text{co}(F) . \]

(iv) The $\mathcal{W}$-invariance of $\text{co}(F)$ and (i) shows that
\[ \text{co}(F) \subseteq \bigcap_{s \in \mathcal{W}} s(\overline{F - C^*}) . \]
If, conversely, $X \in \bigcap_{s \in \mathcal{W}} s(F - C^*)$, then the set $\mathcal{W}(X)$ meets $\overline{C}$ in a point of $F - C^*$ (Proposition II.2). Now
\[ X \in \mathcal{W}((F - C^*) \cap \overline{C}) \subseteq \mathcal{W}(\text{co}(F)) = \text{co}(F) \]
is a consequence of (iii).

**Remark II.6.** Note that the inclusions in (iii) and (iv) in Lemma II.5 are equalities if the set $F - C^*$ is closed. This is true if $F$ is compact and in particular if $F = \{X\}$ consists of a single point. In the latter case Lemma II.5 specializes to Lemma 8.3 in [Hel84].

Next we show that $F - C^*$ is closed in the case which is of interest to us in §IV.

**Definition II.7.** A closed convex cone $W$ in a finite dimensional vector space $E$ is called a wedge. The vector space $H(W) := W \cap (-W)$ is called the edge of $W$. We say that $W$ is pointed if $H(W) = \{0\}$ and that $W$ is generating if $W = (-W) = E$, i.e., if int($W$) $\neq \emptyset$. A polyhedral wedge is defined to be a finite intersection of half spaces. In this terminology a closed chamber $\overline{C}$ is a generating polyhedral wedge.
Lemma II.8. Let $X_1, \ldots, X_n \in E$. Then the convex cone

$$W := \sum_{i=1}^{n} \mathbb{R}^+ X_i$$

is closed, i.e., a wedge.

Proof. Set $W_m := \sum_{i=1}^{m} \mathbb{R}^+ X_i \subseteq W$. We prove by induction on $m$ that $W_m$ is closed. This is clear for $m = 0, 1, 2$. Assume that $0 \leq m \leq n$ and that all cones which are sum of less than $m$ rays are closed. Then $W_m = W_{m-1} + \mathbb{R}^+ X_m$. If $-\mathbb{R}^+ X_m \cap W_{m-1} = \{0\}$ then the closedness of $W_m$ follows from [HHL89, I.2.32]. Suppose that $-X_m \in W_{m-1}$. Then

$$-X_m = \sum_{i=1}^{m-1} \alpha_i X_i$$

with $\alpha_i \geq 0$. We may assume that $\alpha_i > 0$ iff $1 \leq i \leq k \leq m - 1$. Let $F := \text{span}\{X_1, \ldots, X_k, X_m\}$. Since

$$0 = X_m + \sum_{i=1}^{k} \alpha_i X_i$$

we conclude that $0 \in \text{int}_F(\mathbb{R}^+ X_m + \sum_{i=1}^{k} \mathbb{R}^+ X_i)$ and therefore that $F = \mathbb{R}^+ X_m + \sum_{i=1}^{k} \mathbb{R}^+ X_i$. Let $p: E \to F^\perp$ denote the orthogonal projection. Then, since $F \subseteq W_m$,

$$W_m = F + (W_m \cap F^\perp) = F + p(W_m) = F + \sum_{i=k+1}^{m-1} \mathbb{R}^+ p(X_i).$$

The cone $F_1 := \sum_{i=k+1}^{m-1} \mathbb{R}^+ p(X_i) \subseteq F^\perp$ is closed by the induction hypothesis. So we see that $W_m = F + F_1$ is closed because $E = F \oplus F^\perp$. \hfill \QED

Corollary II.9. If $C$ is a chamber, then

$$C^* = \sum_{H \in \mathcal{H}} \mathbb{R}^+ e_H.$$

Proof. If follows from the definition that

$$C^* = \left( \bigcap_{H \in \mathcal{H}} (\mathbb{R}^+ e_H)^* \right)^* = \sum_{H \in \mathcal{H}} \mathbb{R}^+ e_H.$$ 

In view of Lemma II.8 this proves the assertion. \hfill \QED
**Lemma II.10.** If $E = E_1 \oplus E_2$ is an orthogonal decomposition into $\mathcal{W}$-invariant subspaces, then the following assertions hold:

(i) Every hyperplane $H \in \mathcal{H}$ decomposes as $H = (H \cap E_1) \oplus (H \cap E_2)$.
(ii) $\overline{C} = (\overline{C} \cap E_1) + (\overline{C} \cap E_2)$.
(iii) $C^* = (C^* \cap E_1) + (C^* \cap E_2)$.

**Proof.** (i) Let $s_H$ denote the reflection on the hyperplane $H$. Then $s_H$ leaves $E_1$ and $E_2$ invariant. We may assume that $s_H|_{E_1} \neq \text{id}_{E_1}$. Then there exists $X \in E_1$ such that $s_H(X) \neq X$. Therefore $s_H(X) - X \in E_1 \setminus \{0\}$ and consequently

$$H = (s_H(X) - X)^\perp = (H \cap E_1) \oplus E_2.$$ 

(ii) The set $\overline{C}$ is the intersection of half spaces bounded by hyperplanes in $\mathcal{H}$. Since all these hyperplanes are adjusted to the decomposition of $E$, the same is true for $\overline{C}$.

(iii) This follows from (ii) and $E_1^\perp = E_1^* = E_2$. \qed

**Lemma II.11.** Let $W \subseteq E$ be a $\mathcal{W}$-invariant wedge. Then the convex cones $W - C^*$ and $(W \cap \overline{C}) - C^*$ are closed.

**Proof.** (i) Since $W$ is invariant, the subspace $E_1 := H(W)$ is also $\mathcal{W}$-invariant. Therefore $E_2 := E_1^\perp$ is $\mathcal{W}$-invariant and

$$W = E_1 + (W \cap E_2),$$

where $W \cap E_2$ is a pointed $\mathcal{W}$-invariant wedge in $E$. We know from Lemma II.10 that

$$C^* = (C^* \cap E_1) + (C^* \cap E_2).$$

Hence

$$W - C^* = H(W) + ((W \cap E_2) - (C^* \cap E_2)).$$

So it remains to show that $(W \cap E_2) - (C^* \cap E_2)$ is closed. Set

$$E_{2, \text{fix}} := \{X \in E_2 : (\forall s \in \mathcal{W})s(X) = X\}$$

and

$$E_{2, \text{eff}} := \text{span}\{s(X) - X : X \in E_2, s \in \mathcal{W}\}.$$ 

Then

$$C^* \cap E_2 = \sum_{e_H \in E_2 \cap E_{\mathcal{W}, \text{c}}} \mathbb{R}^+ e_H \subseteq E_{2, \text{eff}}.$$
and

\[ W \cap E_2, \text{eff} = \{0\} \]

([Ne90, I.10]). We conclude that

\[ (W \cap E_2) \cap (C^* \cap e_2) = \{0\}. \]

This implies that \((W \cap E_2) - (C^* \cap E_2)\) is closed ([HHL89, I.2.32]).

(ii) As in (i) we have that

\[ (W \cap C \cap E_2) \cap (C^* \cap E_2) = \{0\} \]

and therefore

\[ (W \cap C \cap E_2) - (C^* \cap E_2) \]

is closed. But

\[ (W \cap C) - C^* = (H(W) \cap C) - (C^* \cap H(W)) + (W \cap C \cap E_2) - (C^* \cap E_2) \]

and so it remains to show that the cone \(W' := (H(W) \cap C) - (C^* \cap H(W))\) is closed. Each of the cones \(H(W) \cap C\) and \(C^* \cap H(W)\) is polyhedral and therefore a sum of finitely many rays ([HHL89, I.4.2]). So the same holds for \(W'\) and the closedness follows from Lemma II.8. \(\square\)

**Proposition II.12.** Let \(W \subseteq E\) be a \(W\)-invariant wedge and \(X \in C\). Then

\[ \text{co}(X + W) = \bigcap_{s \in W} s(X + W - C^*). \]

**Proof.** "\(\subseteq\): First we note that \(\text{co}(X) + W\) is a closed convex \(W\)-invariant set because \(\text{co}(X)\) is compact. Therefore it suffices to show that

\[ \text{co}(X) + W \subseteq X + W - C^*. \]

This follows from \(\text{co}(X) \subseteq X - C^*\) (Lemma II.5).

"\(\supseteq\): If \(Z \in W\), then there exists \(s \in W\) such that \(s(Z) \in C \cap W\) (Proposition II.2). Therefore

\[ Z = s(Z) - (s(Z) - Z) \in (W \cap C) - C^*. \]

(Corollary II.3). Using Lemma II.5(iii) and Lemma II.11, we find that

\[
\bigcap_{s \in W} s(X + W - C^*) = \bigcap_{s \in W} s(X + (W \cap C) - C^*) = \text{co}(X + (W \cap C)) \subseteq \text{co}(X) + W. \quad \square
\]
In the remainder of this section we consider the following situation: Let \( E' \subseteq E \) be a subspace, \( p : E \to E' \) the orthogonal projection,
\[
\mathcal{H}' := \{H \cap E': H \in \mathcal{H}, E' \not\subseteq H\},
\]
and \( \mathcal{W}' \) the group generated by the reflections on the hyperplanes in \( \mathcal{H}' \). We make the following assumption:
\[
(A') \quad \mathcal{W}' \subseteq \{s|_{E'}: s \in \mathcal{W}, s(E') \subseteq E'\}.
\]
Note that \((A')\) implies in particular that the system \((E', \mathcal{H}')\) satisfies \((A1)\) and \((A2)\).

**Lemma II.13.** If \( H = e^1_H \), then \( H \cap E' = p(E_H) \perp \cap E' \).

**Proof.** For \( X \in E' \) the conditions \( \langle X, e_H \rangle = 0 \) and \( \langle X, p(e_H) \rangle = 0 \) are equivalent. This implies the assertion. \( \square \)

**Lemma II.14.** Let \( C \subseteq E \) be a chamber. Then \( C' := \text{int}_{E'}(\overline{C} \cap E') \) is a chamber in \( E' \), \( \overline{C'} = \overline{C} \cap E' \), and \( C'^* = p(C^*) \).

**Proof.** Choose \( e_H \in E \) such that \( C = \{X \in E: (\forall H \in \mathcal{H})\langle X, e_H \rangle > 0\} \). Then Lemma II.13 shows that we may set \( e_{H'} := p(e_H) \) to find that
\[
\overline{C} \cap E' = \{X \in E': (\forall H' \in \mathcal{H}')\langle X, e_{H'} \rangle \geq 0\}.
\]
Hence
\[
C' = \{X \in E': (\forall H' \in \mathcal{H}')\langle X, e_{H'} \rangle > 0\}.
\]
Therefore \( C' \) is a chamber and
\[
C'^* = \sum_{H' \in \mathcal{H}'} \mathbb{R}^+ e_{H'} = p\left(\sum_{H \in \mathcal{H}} \mathbb{R}^+ e_H\right) = p(C^*). \quad \square
\]

We note that, if \( W \subseteq E \) is a wedge, then it is a general fact that
\[
(W \cap E')^* = \overline{W^* + E' \perp} \cap E' = p(W^*).
\]
For \( X \in E' \) we denote the closed convex hull of \( \mathcal{W}'(X) \) with \( \text{co}'(X) \).

**Theorem II.15.** Let \( X \in E' \). Then \( p(\text{co}(X)) = \text{co}'(X) \).

**Proof.** Set \( K := p(\text{co}(X)) \). This is a compact convex subset of \( E' \). Let \( s' \in \mathcal{W}' \) and \( s \in \mathcal{W} \) with \( s|_{E'} = s' \). Then
\[
s'(K) = s'(p(\text{co}(X))) = s(p(\text{co}(X)))
\]
\[
= p \circ s(\text{co}(X)) = p(\text{co}(X)) = K
\]
because \( \text{co}(X) \) is invariant under \( \mathcal{W} \). Therefore \( K \) is invariant under \( \mathcal{W}' \) and, since \( X \in K \), we have that
\[
\text{co}'(X) \subseteq K.
\]

Choose \( s' \in \mathcal{W}' \) such that \( s'(X) \in \overline{C'} \subseteq \overline{C} \) and \( s \in \mathcal{W} \) with \( s|_{E'} = s' \).

We use Lemma II.14 and Lemma II.5 to obtain
\[
K = p(\text{co}(X)) \subseteq p(s(X) - C^*) = s'(X) - p(C^*) = s'(X) - C'^*.
\]

Again with Lemma II.5 this implies that
\[
K \cap \overline{C'} \subseteq (s'(X) - C'^*) \cap \overline{C'} \subseteq \text{co}'(s'(X)) = \text{co}'(X).
\]

Together with Proposition II.2 and the \( \mathcal{W}' \)-invariant of \( K \) this completes the proof. \( \square \)

**Corollary II.16.** Let \( W' \subseteq E' \) be a \( \mathcal{W}' \)-invariant wedge. Then \( W := \text{co}(W') \) is a \( \mathcal{W} \)-invariant wedge in \( E \) with \( p(W) = W \cap E' = W' \).

**Proof.** Clearly \( W' \subseteq W \cap E' \subseteq p(W) \). To see that \( p(W) \subseteq W' \) it suffices to show that \( p(\mathcal{W}(X)) \subseteq W' \) for all \( X \in W' \). This is a consequence of Theorem II.15. \( \square \)

**Remark II.17.** Let us assume that \( W_0 \subseteq E \) is a \( \mathcal{W} \)-invariant edge wedge such that
\[
W_0^* \subseteq W_0
\]
and that \( W' \subseteq E' \) is a \( \mathcal{W}' \)-invariant wedge with
\[
p(W_0^*) \subseteq W' \subseteq W_0 \cap E'.
\]

We would like to extend \( W' \) to a wedge \( W \) in \( E \) which is \( \mathcal{W} \)-invariant and which satisfies
\[
W_0^* \subseteq W \subseteq W_0 \quad \text{and} \quad W \cap E' = W'.
\]

We set \( W := W_0^* + \text{co}(W') \). Then \( W_0^* \subseteq W \subseteq W_0 \) and
\[
W' \subseteq W \cap E' \subseteq p(W) \subseteq p(W_0^*) + p(\text{co}(W')) \subseteq W' + W' = W'. \quad \square
\]

**III. Unitary representations with highest weight.** Let \( H \) be a Lie group with \( \mathfrak{h} = L(H) \), \( \pi : H \to U(\mathcal{H}) \) a unitary representation of \( H \) on the Hilbert space \( \mathcal{H} \), \( \mathcal{H}^\omega (\mathcal{H}^{\omega}) \) the corresponding spaces of smooth (analytic) vectors. We write \( d\pi \) for the derived representation.
of $\mathfrak{h}$ on $\mathcal{H}^\infty$. We extend this representation to a representation of the complexified Lie algebra $\mathfrak{h}_C$ and set

$$W(\pi) := \{X \in i\mathfrak{h}: d\pi(X) \leq 0\}.$$  

Note that the operators $d\pi(X), X \in i\mathfrak{h}$ are essentially selfadjoint because $\mathcal{H}^\omega$ is dense in $\mathcal{H}$ ([We76, p. 244]). Therefore the condition $X \in W(\pi)$ is equivalent to the existence of a strongly continuous one-parameter semigroup of selfadjoint contractions on $\mathcal{H}$ whose infinitesimal generator is the closure of $d\pi(X)$.

Now let $(G, \sigma)$ be a complex symmetric Lie group, where the induced involution $\sigma$ on $\mathfrak{g}$ is complex antilinear and induces an isomorphism $\mathfrak{g} \cong \mathfrak{h}_C$. We assume that $\mathfrak{h}$ is simple Hermitian. Note that this implies that $H = G_0^\sigma$ is real reductive in the sense of [Wal88, p. 43]. Let $\tilde{H}$ denote the universal covering group of $H$. Then $(H \cap K)^\sim = (\exp_{\tilde{H}} \mathfrak{h}_t)$ because $H \cap K$ is a maximal compact subgroup of $H$.

**Proposition III.1.** The symmetric Lie algebra $(\mathfrak{g}, \sigma)$ has the following properties:

(i) $\dim \mathfrak{c} = 1$.

(ii) $\mathfrak{a}$ is a compactly embedded Cartan subalgebra of $\mathfrak{h}$.

(iii) $\mathfrak{a}_C$ is a Cartan subalgebra of $\mathfrak{g}$.

(iv) There exists an element $Z \in \mathfrak{c}$ such that

$$\Delta P^+ = \{\alpha \in \Delta: \alpha(Z) = 1\}.$$  

(v) $\mathfrak{p}^+ := \sum_{\alpha \in \Delta^+_0} \mathfrak{g}^\alpha$ is an abelian subalgebra.

(vi) There exist $\text{Ad}(H)$-invariant pointed cones $W_{\min} \subseteq W_{\max}$ in $i\mathfrak{h}$ such that

$$p(W_{\min}) = W_{\min} \cap \mathfrak{a} = C_{\min} \quad \text{and} \quad p(W_{\max}) = W_{\max} \cap \mathfrak{a} = C_{\max},$$  

where $p : i\mathfrak{h} \to \mathfrak{a}$ is the orthogonal projection.

**Proof.** (i) This follows immediately from $\mathfrak{c} = iZ(\mathfrak{h}_t)$ and $\mathfrak{a}_p = i\mathfrak{h}_t$.

(ii) Since $\mathfrak{a}$ is maximal abelian in $i\mathfrak{h}_t$, the subspace $i\mathfrak{a}$ is a Cartan algebra of $\mathfrak{h}_t$. Hence $\mathfrak{a}$ is a compactly embedded Cartan algebra of $\mathfrak{g}$ because $\text{rank } \mathfrak{h}_t = \text{rank } \mathfrak{h}$.

(iii) This is immediate from (ii).

(iv) The existence of an element $Z \in \mathfrak{c}$ with $\text{Spec}(\text{ad } Z) = \{-1, 0, 1\}$ is a consequence of [Hel78, p. 382]. Let $\alpha$ be a non-compact positive root. We normalize $Z$ such that $\alpha(Z) = 1$. Suppose that
\( \beta \in \Delta^+_p \) with \( \beta(Z) = -1 \). Then \( (\alpha - \beta)(Z) = 2 \) and therefore \( \alpha - \beta \) is no root. Moreover \( (\alpha + \beta)(Z) = 0 \) shows that \( \alpha + \beta \) cannot be a root because the compact roots are smaller than \( \alpha \) (cf. Definition I.1). In the following we identify the roots with elements in \( \alpha \) via the restriction of the Cartan Killing form to \( \alpha \). If \( \gamma \) is a compact root which is not orthogonal to \( \beta \), then we choose the sign of \( \beta \) such that \( s_{\gamma}(\beta) \) is greater than \( \beta \). Now \( s_{\gamma}(\beta)(Z) = -1 \) implies that also \( \alpha \pm s_{\gamma}(\beta) \notin \Delta \). Inductively this proves that \( \alpha \) is orthogonal to the Weyl group orbit \( \mathbb{W}\beta \). But the span of this orbit contains \( \mathfrak{c} \) because \( \sum_{w \in \mathbb{W}} w(\beta) \) is \( \mathbb{W} \)-invariant and therefore in \( \mathfrak{c} \). This is a contradiction because \( \alpha(Z) \neq 0 \). We conclude that \( \beta(Z) = 1 \).

(v) If \( \alpha, \beta \in \Delta^+_p \), then \( (\alpha + \beta)(Z) = 2 \) and (iv) implies that \( \alpha + \beta \) is no root. Hence \( p^+ \) is abelian.

(vi) [HHL89, p. 277, 279].

We identify \( \alpha \) with its own dual via the Cartan Killing form. The corresponding coroots are denoted with \( Z_\alpha = \frac{2\alpha}{(\alpha, \alpha)} \). The set \( \mathcal{R} \) of highest weights of all possible irreducible unitary representations of \( (H \cap K)^\sim \) is given by

\[
\mathcal{R} := \{ \lambda \in i\alpha: (\forall \alpha \in \Delta^+_k)(\lambda, Z_\alpha) \in \mathbb{N}_0 \}
\]

([Wal88, p. 36]). We write \( \mathcal{R}_K \) for the subset of \( \mathcal{R} \) corresponding to the unitary representations of \( H \cap K \). For \( \lambda \in \mathcal{R} \) let \( U_\lambda \) denote the corresponding irreducible representation of \( \mathfrak{g} \) with highest weight \( \lambda \).

If \( \pi \) is an irreducible unitary representation of \( H \), we denote with \( \mathbb{H} \) the corresponding \( \mathfrak{g} \)-module of \( H \cap K \)-finite vectors, and set \( \mathbb{H}_0 := \{ v \in \mathbb{H}: p^+.v = \{0\} \} \). Then \( \pi \) is called a representation with highest weight if \( \mathbb{H}_0 \neq \{0\} \). In this case there exists a unique \( \lambda \in \mathcal{R} \) such that the representation of \( \mathfrak{g} \) in \( \mathbb{H}_0 \) is equivalent to \( U_\lambda \) ([Wal88, p. 85], [Bou90, Ch. VIII, §6]). We write \( \pi_\lambda \) for the corresponding irreducible unitary representation of \( H \).

We write \( C_k \) for the closed Weyl chamber in \( \alpha \) with respect to the positive system \( \Delta^+_k \) of compact roots and \( C_k^* \) for its dual.

Let \( \mathcal{P} \subseteq \mathcal{R}_K \) denote the set of all functionals for which \( \pi_\lambda \) exists. According to Theorem 3 in [HC55], which is proved in [HC56] (cf. p. 612), we know that

\[
-C_{\max} \cap \mathcal{R}_K \supseteq \mathcal{P} \supseteq \mathcal{R}_1,
\]

where

\[
\mathcal{R}_1 = \{ \lambda \in \mathcal{R}_K: (\forall \beta \in \Delta^+_p)(\lambda + \rho, \beta) < 0 \}
\]

parametrizes the holomorphic discrete series, and \( \rho = \frac{1}{2} \sum_{\alpha \in \Delta^+} \alpha \).
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Lemma III.2.

\begin{equation}
\mathbb{R}^+ \mathcal{P} = (-C_{\text{max}}) \cap C_k.
\end{equation}

Proof (cf. [Ols82, 2.7]). Let \( B = \{\alpha_0, \alpha_1, \ldots, \alpha_n\} \) be a basis of the positive system \( \Delta^+ \) such that \( \alpha_0 \) is non-compact and \( \{\alpha_1, \ldots, \alpha_n\} \) constitute a basis of \( \Delta_k^+ \). Define the element \( \omega_0 \in a^* \) by \( \omega_0(i[h_t, h_t] \cap a) = \{0\} \) and \( \omega_0(Z) = 1 \), where \( Z \in iZ(h_t) \) is the element with \( \beta(Z) = 1 \) for all \( \beta \in \Delta_k^+ \). Then we have that

\begin{equation}
\mathcal{R}_K := (Z\omega_0 + Z\alpha_1 + \cdots + Z\alpha_n) \cap \mathcal{R} \subseteq \mathcal{R}_K
\end{equation}

([Kn86, p. 85], [Wal88, p. 88]). We set \( \mathcal{R}' := \mathcal{R}_K \cap \mathcal{H}_1 \). Then it suffices to show that \( \mathbb{R}^+ \mathcal{R}' = (-C_{\text{max}}) \cap C_k \).

The inclusion

\[ \mathbb{R}^+ \mathcal{R}' \subseteq \mathbb{R}^+ \mathcal{R} \subseteq (-C_{\text{max}}) \cap C_k \]

follows immediately from the definitions. For the converse let \( \lambda \in -\text{int}(C_{\text{max}}) \cap C_k \) and \( \varepsilon > 0 \). We have to find an element \( \nu' \in \mathbb{R}^+ \mathcal{R}' \) with \( \|\nu' - \lambda\| < \varepsilon \). Then the assertion follows from the density of \( -\text{int}(C_{\text{max}}) \cap C_k \) in \( -C_{\text{max}} \cap C_k \).

Since \( a = \bigcup_{m \in \mathbb{N}} (-\text{int}(C_{\text{max}}) - m\lambda) \), there exists \( m \in \mathbb{N} \) such that \( m\lambda + \rho \in -\text{int}(C_{\text{max}}) \). Then

\[ -\delta := \max_{\beta \in \Delta_k^+} \langle m\lambda + \rho, \beta \rangle < 0 \]

holds. But \( \{\omega_0, \alpha_1, \ldots, \alpha_n\} \) is a base of \( a \), and therefore there exist \( k \in \mathbb{N} \) and an element \( \nu \in \mathcal{R}_K \) with

\[ \|km\lambda - \nu\| < \min \left\{ \frac{\delta}{\max_{\beta \in \Delta_k^+} \|\beta\|}, \varepsilon \right\}. \]

For \( \beta \in \Delta_k^+ \) this implies that

\[ \langle \nu + \rho, \beta \rangle = \langle \nu - km\lambda, \beta \rangle + \langle (k - 1)m\lambda, \beta \rangle + \langle m\lambda + \rho, \beta \rangle \leq \|km\lambda - \nu\| \|\beta\| - \delta < \delta - \delta = 0. \]

Consequently \( \nu \in \mathcal{R}' \) and the element \( \nu' := \frac{1}{km} \nu \) satisfies the condition

\[ \|\lambda - \nu'\| < \frac{\varepsilon}{km} \leq \varepsilon. \]

\[ \square \]

Definition III.3. A pair \((S, \#)\) of a topological semigroup \( S \) and an involutive antiautomorphism \( s \mapsto s^\# \) is called an involutive semigroup. A representation of an involutive semigroup \((S, \#)\) is a homomorphism \( \mathcal{T} \) from \( S \) into the semigroup \( \mathcal{C}(\mathcal{H}) \) of all contractions.
on a complex Hilbert space $\mathcal{H}$ which is continuous with respect to the weak operator topology, and which satisfies

$$\mathcal{F}(s^*) = \mathcal{F}(s)^*.$$ 

**Theorem III.4.** Let $W_{\min}$ be as in Proposition III.1. The set $S_{\min} := H \exp(W_{\min})$ is a closed subsemigroup of $G$ and $s^* := \sigma(s)^{-1}$ defines an involutive antiautomorphism of $S$. Moreover, every representation $\pi_\lambda$, $\lambda \in \mathcal{P}$, has a continuation to a representation $\tilde{\pi}_\lambda$ of $(S_{\min}, \#)$ which is holomorphic on the interior $H \exp(\text{int}(W_{\min}))$ of $S_{\min}$.

**Proof.** [Ols82, 4.5].

Let $\lambda \in \mathcal{P}$. We write $\Delta(\lambda, a)$ for the set of all weights of $a$ on $\mathcal{H}_t$ and $\mathcal{H}^\mu$ for the corresponding weight spaces, i.e.,

$$\mathcal{H}^\mu = \{w \in \mathcal{H}_t: (\forall X \in a) d\pi_{\lambda}(X)w = \mu(X)w\}.$$ 

**Lemma III.5.** Every weight $\mu^1 \in \Delta(\lambda, a)$ which is extremal with respect an irreducible $t$-submodule is $\mathcal{W}$-conjugate to a weight of the form

$$\mu = \lambda - \sum_{\alpha \in \Delta_p^+} n_\alpha \alpha,$$

where the $n_\alpha$ are non-negative integers.

**Proof.** See for example [Sta86]. The idea is to realize the representation of $g$ on the algebra of polynomials on $p^+$.

**Lemma III.6.** Set $S_1 := \exp(C_{\max}) \subseteq \exp(a)$. Then there exists a homomorphism $\tilde{\pi}_\lambda: S_1 \to \mathcal{B}(\mathcal{H})$ such that

$$\tilde{\pi}_\lambda|\exp(C_{\min}) = \tilde{\pi}_\lambda|\exp(C_{\min}).$$

Moreover, if $X \in C_{\max} \cap C_k$, then

$$\|	ilde{\pi}_\lambda(\exp X)\| = e^{\lambda(X)}.$$ 

**Proof.** Let $X \in C_{\max}$. Then Lemma III.5 shows that every weight $\mu \in \Delta(\lambda, a)$ satisfies

$$(3.3) \quad \mu(X) \leq \max_{s \in \mathcal{W}} \lambda(s(X))$$

because $\mathcal{W}\Delta_p^+ \subseteq \Delta_p^+$ and $X \in C_{\max}$. If, in addition, $X \in C_k$, in view of Proposition I.2, this implies that

$$(3.4) \quad \mu(X) \leq \lambda(X) \quad \forall \mu \in \Delta(\lambda, a).$$
We define
\[ \pi_\lambda(\exp X)(w) := e^{\mu(X)}w \quad \forall w \in \mathcal{H}. \]

Then (3.3) shows that \( \hat{\pi}_\lambda(\exp X) \) is a bounded operator on the dense subspace \( \mathcal{H} \) and therefore it permits a continuation to the whole space \( \mathcal{H} \) with the same operator norm. For \( X \in C_{\max} \cap C_k \) the relation (3.4) shows that \( \|\hat{\pi}_\lambda(\exp X)\| = e^{\lambda(X)}. \) That \( \hat{\pi}_\lambda : S_1 \rightarrow \mathcal{B}(\mathcal{H}) \) is a semigroup homomorphism follows from the fact that
\[ \hat{\pi}_\lambda(a_1)\hat{\pi}_\lambda(a_2)|_{\mathcal{H}_t} = \hat{\pi}_\lambda(a_1a_2)|_{\mathcal{H}_t} \]
for \( a_1, a_2 \in S_1. \) It is clear that \( \hat{\pi}_\lambda \) agrees with \( \pi_\lambda \) on \( \exp(C_{\min}) \) because the corresponding operators are equal on \( \mathcal{H}. \) \[ \square \]

In the following we write
\[ \pi_\lambda : \exp(i\alpha + C_{\max}) \rightarrow \mathcal{B}(\mathcal{H}), \quad \exp(iX + Y) \mapsto \pi_\lambda(\exp iX)\hat{\pi}_\lambda(\exp Y) \]
for the combination of \( \hat{\pi}_\lambda \) with \( \pi_\lambda \) on \( i\alpha + C_{\max}. \) From Lemma III.5 it is clear that this defines a semigroup homomorphism because \( \pi_\lambda(\exp i\alpha) \) commutes with \( \hat{\pi}_\lambda(\exp C_{\max}). \) We recall that \( n := \bigoplus_{\alpha \in \Delta^+} g^\alpha. \)

**Lemma III.7.** Let \( \lambda \in \mathcal{P}_G, X \in i\alpha + (C_{\max} \cap C_k) \subseteq \mathfrak{a}_C, \) and \( v \in \mathcal{H} \) a vector of highest weight \( \lambda. \) Then the following assertions hold:

(i) \( \hat{\pi}_\lambda(\exp X).v = e^{\lambda(X)}v. \)

(ii) \( \|\hat{\pi}_\lambda(\exp X)\| = e^{\Re \lambda(X)}. \)

(iii) If \( s \in \text{int}(S_{\min}) \) and \( \lambda_s \) and \( \rho_s \) denote left and right multiplication with \( s \) in \( S, \) then
\[ d\hat{\pi}_\lambda(s) d\lambda_s(1)Z(w) = \hat{\pi}_\lambda(s) d\pi_\lambda(Z)w \]
and
\[ d\hat{\pi}_\lambda(s) d\rho_s(1)Z(w) = d\pi_\lambda(Z)\hat{\pi}_\lambda(s)w \]
for \( Z \in \mathfrak{g} \) and \( w \in \mathcal{H}^\infty. \)

**Proof.** (i) The curve \( \gamma : t \mapsto \hat{\pi}_\lambda(\exp(tX)).v \) is the unique solution of the initial value problem
\[ \gamma(0) = v, \quad \gamma'(t) = d\pi_\lambda(X)\gamma(t). \]

Since
\[ \gamma'(t) = d\pi_\lambda(X)\hat{\pi}_\lambda(\exp tX)v = \hat{\pi}_\lambda(\exp tX)d\pi_\lambda(X)v = \lambda(X)\gamma(t), \]
it follows that \( \gamma(t) = e^{t\lambda(X)}v. \)
(ii) Let $X = X_1 + X_2$ with $X_1 \in \mathfrak{a}$ and $X_2 \in C_{\max} \cap C_k$. Then we use Lemma II.6 to obtain that
\[
\|\hat{\pi}_\lambda(\exp(X_1 + X_2))\| = \|\pi_\lambda(\exp X_1)\hat{\pi}_\lambda(\exp X_2)\|
\]
\[
= \|\hat{\pi}_\lambda(\exp X_2)\| = e^{\lambda(X_2)} = e^{\Re \lambda(X_1 + X_2)}.
\]

(iii) First we assume that $Z \in \mathfrak{h}$. Then
\[
\hat{\pi}_\lambda(s \exp(Z)) = \hat{\pi}_\lambda(s)\pi_\lambda(\exp Z)
\]
and therefore
\[
d\hat{\pi}_\lambda(s) d\lambda_s(1)Z = \hat{\pi}_\lambda(s) \circ d\pi_\lambda(Z)
\]
on $\mathcal{H}^\infty$. Now the assertion follows from the complex linearity of the mappings $d\hat{\pi}_\lambda(s) d\lambda_s(1)$ and $\hat{\pi}_\lambda(s) \circ d\pi_\lambda$ (Theorem III.4). The other formula follows similarly. \hfill $\Box$

**Lemma III.8.** Let $v \in \mathcal{H}$ be a vector of highest weight $\lambda$. Then the mapping
\[
F_1 : \text{int}(C_{\max}) \times H \to \mathcal{H}, \quad (X, h) \mapsto \hat{\pi}_\lambda(\exp X)\pi_\lambda(h)v
\]
is analytic.

**Proof.** Let $X \in \text{int}(C_{\max})$ and $h \in H$. Then there exists $X' \in \text{int}(C_{\max})$ such that $X \in X' + \text{int}(C_{\min})$. For $Y \in C_{\min}$ we have that
\[
F_1(X' + Y, h) = \hat{\pi}_\lambda(\exp X')\hat{\pi}_\lambda(\exp Y)\pi_\lambda(h)v
\]
(Lemma III.6). Hence the analyticity on the open neighborhood
\[
(X' + \text{int}(C_{\min})) \times H
\]
of $(X, h)$ follows from the linearity and the boundedness of the linear operator $\hat{\pi}_\lambda(\exp X')$ and the analyticity of the mapping
\[
\text{int}(C_{\min}) \times H \to \mathcal{H}, \quad (Y, h') \mapsto \hat{\pi}_\lambda(\exp Y)\pi_\lambda(h')v
\]
(Theorem III.4). \hfill $\Box$

**Proposition III.9.** Let $\Omega \subseteq \mathfrak{a}_C \times \mathfrak{n}$ be the connected component of the set of all pairs $(X, Y)$ with $\exp(X)\exp(Y) \in \text{int}(S_{\min})$ which contains $\text{int}(C_{\min})$. Suppose that $\lambda \in \mathcal{R}_G$ and that $v \in \mathcal{H}$ is a vector of highest weight. Then
\[
\hat{\pi}_\lambda(\exp(X)\exp(Y))v = e^{\lambda(X)}v
\]
holds for all $(X, Y) \in \Omega$. 

Proof. First we note that $\Omega$ is an open connected submanifold of the complex manifold $\mathbb{C} \times \mathfrak{n}$. We define

$$F : \Omega \to \mathbb{C}, \quad (X, Y) \mapsto \tilde{\pi}_\lambda(\exp(X)\exp(Y))v.$$  

Then $F$ is a holomorphic function because it is the composition of the holomorphic mappings $\tilde{\pi}_\lambda|_{\text{int}(S_{\text{min}})}$ (Theorem III.4) and

$$\Omega \to \text{int}(S_{\text{min}}), \quad (X, Y) \mapsto \exp(X)\exp(Y).$$

Let $(X_0, Y_0) \in \Omega(X, Y) \in \mathbb{C} \times \mathfrak{n}$, and $s := \exp(X_0)\exp(Y_0) \in \text{int}(S_{\text{min}})$. We recall the definition of the power series $f(Z) = (1 - e^{-Z})/Z$ and note that $f(\text{ad } X_0)X = X$, and that $f(\text{ad } Y_0)Y \in \mathfrak{n}$ is a finite sum because the Lie algebra $\mathfrak{n}$ is nilpotent. Now we use Lemma III.7 and [Hel78, p. 105] to obtain

$$dF(X_0, Y_0)(X, Y) = d\tilde{\pi}_\lambda(s)(d\rho_{\exp Y_0}(\exp X_0) d\exp(X_0)X
+ d\lambda_{\exp X_0}(\exp Y_0) d\exp(Y_0)Y)v$$

$$= d\tilde{\pi}_\lambda(s)(d\rho_{\exp Y_0}(\exp X_0) d\lambda_{\exp X_0}(1)X
+ d\lambda_{\exp X_0}(\exp Y_0) d\lambda_{\exp Y_0}(1) f(\text{ad } Y_0)Y)v$$

$$= d\tilde{\pi}_\lambda(s)(d\rho_{\exp Y_0}(\exp X_0) d\rho_{\exp X_0}(1)X + d\lambda_{s}(1) f(\text{ad } Y_0)Y)v$$

$$= d\pi_\lambda(X)\tilde{\pi}_\lambda(s) v + \tilde{\pi}_\lambda(s) d\pi_\lambda(f(\text{ad } Y_0)Y)v$$

$$= d\pi_\lambda(X)F(X_0, Y_0)$$

because $d\pi_\lambda(n)v = \{0\}$.

Now let $X_1 \in \text{int}(C_{\text{min}})$, $U_1$ be an open connected neighborhood of $X_1$ in $\mathbb{C}$, and $U_2$ an open connected neighborhood of 0 such that $U_1 \times U_2 \subseteq \Omega$. Then the calculation above shows that

$$F(X_2, Y_2) = F(X_2, 0) = e^{\lambda(X_2)}v \quad \text{for} \quad (X_2, Y_2) \in U_1 \times U_2.$$  

Now the analyticity of $F$ on the connected set $\Omega$ shows that $F(X, Y) = e^{\lambda(X)}v$ for all $(X, Y) \in \Omega$. \hfill \Box

IV. Symmetric spaces of regular type. In this section we complete the proof of the Convexity Theorem (Theorem I.7). We keep the notation from §I. As we have already remarked at the end of §I, we may assume that $Z(G) = \{1\}$, $H$ is connected, and that $(\mathfrak{g}, \tau)$ is an irreducible symmetric Lie algebra such that $Z(\mathfrak{h}) \cap \mathfrak{q}_p \neq \{0\}$, i.e., $(\mathfrak{g}, \tau)$ is irreducible of regular type (cf. [Ola91], [FHO91]).
These assumptions imply in particular that \( G \cong \text{Ad}(G) \) is contained in a complex Lie group \( G_C \) with \( L(G_C) = g_C \). We set \( g^c := \mathfrak{h} + i\mathfrak{q} \) and \( G^c := \langle \exp g^c \rangle \). We collect some facts on the structure of symmetric Lie algebras of regular type.

**Proposition IV.1.** For every irreducible symmetric Lie algebra \((g, \tau)\) of regular type of the following assertions hold:

(i) \( g^c \) is a Hermitian semisimple Lie algebra.

(ii) \( c := Z(\mathfrak{h}^a) \cap \mathfrak{q}_p \) is one-dimensional.

(iii) \( Z_\mathfrak{q}(c) = \mathfrak{h}^a \) and \( Z_\mathfrak{p}(c) = \mathfrak{q}_p \).

(iv) \( a \) is maximal abelian in \( p \) and \( q \).

(v) A root \( \alpha \in \Delta(g, a) \) is compact iff \( g^\alpha \subseteq \mathfrak{h}^a \) iff \( g^\alpha \cap \mathfrak{h}^a \neq \{0\} \).

**Proof.** (i) Theorem I.20.

(ii) The Lie algebra \( \mathfrak{k}^c := \mathfrak{h}_C + i\mathfrak{q}_p \) is maximal compactly embedded in \( g^c \). There are two cases. If \( g^c \) is simple, then \( Z(\mathfrak{k}^c) \) is one-dimensional ([Hel78, p. 382]) and therefore \( c = iZ(\mathfrak{k}^c) \) is also one-dimensional. If \( g^c \cong \mathfrak{h} + \mathfrak{h} \), then \( g \cong g_C \), \( \mathfrak{h} \) is simple Hermitian, and \( \mathfrak{h}^a \cong \mathfrak{h}_t + i\mathfrak{h}_t \). Hence \( c = iZ(\mathfrak{h}_t) \) is one-dimensional.

(iii) This is equivalent to \( Z_{g^c}(ic) = \mathfrak{k}^c \). If \( g^c \) is simple, then this follows from [Hel78, p. 382]. If \( g^c \) is not simple, then \( g \cong g_C \) and \( Z_\mathfrak{g}(c) = Z_{g^c}(c_C) = (\mathfrak{h}_t)_C = \mathfrak{h}^a \). The second assertion follows trivially from the first one.

(iv) Since \( c \subseteq a \) we have that

\[
Z_\mathfrak{p}(a) \subseteq Z_\mathfrak{p}(c) = p \cap \mathfrak{h}^a = \mathfrak{q}_p
\]

and that

\[
Z_\mathfrak{q}(a) \subseteq Z_\mathfrak{q}(c) = q \cap \mathfrak{h}^a = \mathfrak{q}_p.
\]

This shows that \( a \) is maximal abelian in \( p \) and \( q \).

(v) That \( \alpha \) is a compact root means that \( \alpha(c) = \{0\} \) (cf. Definition I.1). This is equivalent to \([c, g^\alpha] = \{0\}\) and in view of (iii) this is equivalent to \( g^\alpha \subseteq \mathfrak{h}^a \). The second assertion follows from the observation that \( g^\alpha \cap \mathfrak{h}^a \neq \{0\} \) implies that \( \alpha(c) = \{0\} \). \( \square \)

Note that Proposition IV.1 shows that our definition of an irreducible symmetric Lie algebra of regular type agrees with the definition in [Ola91], [HO90], [FH91] etc.

As we have already seen, there are two different cases. In the first one \( g \cong g_C \) and in the second one \( g^c \) is simple Hermitian. To handle these two cases simultaneously we introduce some notation.
DEFINITION IV.2. If \( \mathfrak{h} \) is a simple Hermitian Lie algebra and \( \mathfrak{g} \cong \mathfrak{h}_\mathbb{C} \) with \( q = i\mathfrak{h} \), we set \( \mathfrak{g}^\# := \mathfrak{g}, \mathfrak{\tau}^\# := \mathfrak{\tau}, \mathfrak{h}^\# := \mathfrak{h} \) etc.

If \( \mathfrak{g}_\mathbb{C} \) is simple Hermitian, we set \( (\mathfrak{g}^\#, \mathfrak{\tau}^\#) := (\mathfrak{g}_\mathbb{C}, \overline{\mathfrak{\tau}}) \), where \( \overline{\mathfrak{\tau}} \) is the complex antilinear extension of \( \mathfrak{\tau} \). Then \( \mathfrak{h}^\# = \mathfrak{g}_\mathbb{C} \), the complex antilinear extension \( \theta^\# \) of \( \theta \) is a Cartan involution of \( \mathfrak{g}_\mathbb{C} \) commuting with \( \overline{\mathfrak{\tau}} \), and therefore the notions of Definition I.1 are also available in this case. In particular we have that \( \mathfrak{h}^{\mathfrak{a}^\#} = (\mathfrak{h}^{\mathfrak{a}})_\mathbb{C} = (\mathfrak{\ell}_\mathbb{C})_\mathbb{C}, \mathfrak{q}^\# = i\mathfrak{\ell}_\mathbb{C}, \) and \( \mathfrak{c}^\# := Z(\mathfrak{h}^{\mathfrak{a}^\#}) \cap i\mathfrak{q}^\# = iZ(\mathfrak{\ell}_\mathbb{C}) \) is one-dimensional. We choose \( \mathfrak{a}^\# \) as a \( \mathfrak{\tau} \)-invariant subspace of \( i\mathfrak{\ell}_\mathbb{C} \) which contains \( \mathfrak{a} \) and write \( \Delta^\# := \Delta(\mathfrak{g}^\#, \mathfrak{a}^\#) \) for the corresponding root system. Note that \( \mathfrak{c}^\# \subseteq \mathfrak{a} \). □

For easier reference we collect the properties of the symmetric Lie algebra \( (\mathfrak{g}^\#, \mathfrak{\tau}^\#) \). In the following we identify \( \mathfrak{g} \) always with the corresponding subalgebra of \( \mathfrak{g}^\# \).

**Proposition IV.3.** The symmetric Lie algebra \( (\mathfrak{g}^\#, \mathfrak{\tau}^\#) \) has the following properties:

(i) \( \mathfrak{h}^\# \) is simple Hermitian and \( \mathfrak{g}^\# \cong \mathfrak{h}_\mathbb{C}^\# \).

(ii) \( (\mathfrak{g}^\#, \mathfrak{\tau}^\#) \) is an irreducible symmetric Lie algebra of regular type.

(iii) \( i\mathfrak{a}^\# \) is a compactly embedded Cartan algebra of \( \mathfrak{g}^\# \).

(iv) \( \mathfrak{a}_\mathbb{C}^\# \) is a Cartan algebra of \( \mathfrak{g}^\# \).

(v) \( \dim \mathfrak{c}^\# = 1 \) and there exists an element \( Z \in \mathfrak{c}^\# \) such that

\[
\Delta_{p+}^\# = \{ \alpha \in \Delta^\#: \alpha(Z) = 1 \}.
\]

(vi) \( \Delta_p^+ = \{ \alpha|_a: \alpha \in \Delta_{p+}^\# \} \).

**Proof.** (i) This follows from the definition.

(ii) This follows from the simplicity of \( \mathfrak{g}^\# \) which is a consequence of (i) and Definition IV.2.

(iii) —(v) Proposition III.1.

(vi) Take \( Z \) as in (v). Then a root is non-compact if and only if it does not vanish on \( Z \). Now (v) implies (vi). □

Next we have to clarify the relations between the cones \( C_{\min}^\# \) and \( C_{\min} \).

**Lemma IV.4.** Let \( p: \mathfrak{a}^\# \to \mathfrak{a} \) be the orthogonal projection. Then the relation between the cones in \( \mathfrak{a} \) and \( \mathfrak{a}^\# \) may be described as follows:

(i) The set of positive non-compact roots is invariant under the Weyl group.
(ii) The cones \( C^\#_{\min} \subseteq C^\#_{\max} \) are \( \mathbb{W}^\# \)-invariant.

(iii) \( C^\#_{\max} = C^\#_{\max} \cap a = p(C^\#_{\max}) \).

(iv) \( C^\#_{\min} = p(C^\#_{\min}) \subseteq C^\#_{\max} \).

(v) The subspace \( a \subseteq a^\# \) satisfies the condition (A') of §II with respect to the system of hyperplanes defined by the compact roots.

**Proof.** (i) If \( \alpha \) is non-compact positive and \( w \in \mathbb{W}^\# \), then \( \alpha(w.Z) = \alpha(Z) = 1 \) (Proposition IV.3).

(ii) This is a consequence of Definition I.1, (i), and Proposition III.1.

(iii) The first equality follows from Proposition IV.3(vi) and the second one from \( -\tau(C^\#_{\max}) = C^\#_{\max} \) ([Ne90, I.10]).

(iv) The closedness of the polyhedral cone \( p(C^\#_{\min}) \) (Lemma II.8) entails in view of [HHL89, p. 5] that

\[
C^\#_{\min} = C^\#_{\max} = (C^\#_{\max} \cap a)^* = C^\#_{\min} + a^\perp \cap a = p(C^\#_{\min}) = p(C^\#_{\min}).
\]

The inclusion \( p(C^\#_{\min}) \subseteq p(C^\#_{\max}) = C^\#_{\max} \) is a consequence of (iii).

(v) (cf. [OS80, 1.3], [S84]) It follows from Proposition IV.1(iv) that the subspace \( a^\# \cap i\mathfrak{h}_t \) is a maximal abelian subspace of \( i\mathfrak{z}_{\mathfrak{h}_t}(a) \). But \( (Z_{\mathfrak{h}_t}(a)_{\mathfrak{c}}, \overline{\tau}) \) is an orthogonal symmetric Lie algebra and therefore all maximal abelian subspaces in \( i\mathfrak{z}_{\mathfrak{h}_t}(a) \) are conjugate under inner automorphisms coming from \( Z_{K\cap H}(a) \). So we find for every \( g \in K \cap H \) with \( \text{Ad}(g)a \subseteq a \) an element \( g' \in Z_{K\cap H}(a) \) with \( \text{Ad}(g') \text{Ad}(g)(a^\# \cap i\mathfrak{h}_t) = (a^\# \cap i\mathfrak{h}_t) \). Hence \( g'g \in N_{K\cap H}(a^\#) \) and \( \text{Ad}(g'g)|_a = \text{Ad}(g)|_a \). So every element of \( \mathfrak{w}^\# \) is induced by an element in \( \mathfrak{w}^\#_0 := \{ s \in \mathfrak{w}^\# : s(a) \subseteq a \} \). This means that condition (A') of Section II is satisfied by the pair \( a \subseteq a^\# \) with respect to the corresponding systems of hyperplanes defined by the compact roots. \( \square \)

**Lemma IV.5.** If \((G, \tau)\) is irreducible of regular type, then

\[
M_0 = Z_K(a)_0 \subseteq H \quad \text{and} \quad \Omega = HM_0AN = HAN.
\]

**Proof.** First we note that \( a \) is maximal abelian in \( p \) (Proposition IV.1) so that \( M = Z_K(a) \). Moreover, \( m = L(M) = Z_t(a) \subseteq Z_t(c) = \mathfrak{h}_t \). Therefore \( m \subseteq \mathfrak{h}_t \) and \( M_0 = \exp m \subseteq H \). \( \square \)

**Proposition IV.6.** If \((G, \tau)\) is irreducible of regular type, then \( A_{\text{adm}} = \exp(C_{\text{max}}) \).
Proof. Let $W^* \subseteq q^*$ be an Ad($H^*$)-invariant cone with $W^* \cap a^* = C^\#_{\text{max}}$ (Proposition III.1) and set $W := W^* \cap q$. Then

$$W \cap a = W^* \cap a = C^\#_{\text{max}} \cap a = C_{\text{max}}$$

by Lemma IV.4. We set $\Gamma := \exp(W)$. Then it follows from [FHO91, 2.14] that this is a semigroup which satisfies

$$\Gamma \subseteq \Omega = HAN.$$ 

It follows in particular that $\exp(C_{\text{max}}) H \subseteq \Omega$ and therefore that $\exp(C_{\text{max}}) \subseteq A_{\text{adm}}$.

To see the converse, we use sl(2, $\mathbb{R}$)-reduction (cf. [HO90]). Let $X \in a \setminus C_{\text{max}}$. Then there exists a positive non-compact root $\alpha$ such that $\alpha(X) < 0$. We consider the semigroup $S_\Omega = \{g \in G: g\Omega \subseteq \Omega\}$ (cf. Definition I.15). We choose $X_\alpha \in g^\alpha$ such that $Z_\alpha := [X_\alpha, \tau X_\alpha]$ satisfies $\alpha(Z_\alpha) = 2$. Note that $g^\alpha \cap h^a = \{0\}$ (Proposition IV.1) implies that $\theta(\tau X_\alpha) = -X_\alpha$, i.e., $\theta(X_\alpha) = -\tau(X_\alpha)$. We set $g_\alpha := \text{span}\{X_\alpha, \theta X_\alpha, Z_\alpha\}$. This is a three dimensional subalgebra isomorphic to sl(2, $\mathbb{R}$) which is invariant under $\theta$ and $\tau$. We set $h_\alpha := \mathbb{R}(X_\alpha + \tau X_\alpha)$ and $H_\alpha := \exp h_\alpha$. Let $Z_0 := X - tZ_\alpha$, where $t = \frac{1}{2}\alpha(X) < 0$. Then $\alpha(Z_0) = 0$ and therefore $[Z_0, g_\alpha] = \{0\}$. Now the formula in Example I.19 implies that

$$L(\exp(X) \exp(s(X_\alpha + \tau X_\alpha))) = L(\exp(Z_0) \exp(tZ_\alpha) \exp(s(X_\alpha + \tau X_\alpha))) = L(\exp(tZ_\alpha) \exp(s(X_\alpha + \tau X_\alpha)) \exp(Z_0)) = Z_0 + L(\exp(tZ_\alpha) \exp(s(X_\alpha + \tau X_\alpha))) = Z_0 + (t + \frac{1}{2} \log(1 + (1 - e^{-4t}) \sinh^2(s)))Z_\alpha.$$ 

This analytic function has no extension to $\mathbb{R}$ (as a function of $s$) and therefore $\exp(X) H_\alpha$ cannot be contained in $\Omega$. This proves that $A_{\text{adm}} = \exp(C_{\text{max}})$. \hfill \Box

Now we are prepared to give a general description of the set $A_{\text{adm}}$. We thank the referee for the suggestion and the proof of the following proposition. We resume the notation from §I.

PROPOSITION IV.7. Let $(G, \tau)$ be a semisimple symmetric Lie group,

$$\Delta^+_n := \{\alpha \in \Delta^+: g^\alpha \cap (h_p + q_t) \neq \{0\}\}$$

and

$$C_n := \{Y \in \text{man } a: (\forall \alpha \in \Delta^+_n) \alpha(X) \geq 0\}.$$
Then
\[ \log A_{\text{adm}} = \bigcap_{w \in W} w(C_n). \]

Proof. In view of Theorem I.20 it suffices to assume that \((g, \tau)\) is irreducible. We consider the three cases of Theorem I.20.

Case (i). If \((g, \tau)\) is Riemannian, then \(h_p + q_t = \{0\}\), so \(\Delta_p^+ = \emptyset\) and \(C_n = a = \log A_{\text{adm}}\) by Theorem I.20.

Case (ii). In this case \(Z(\psi) \subseteq h_t\), and in terms of roots this means that \(\Delta = \Delta_k\) separates the points of \(a\), i.e., \(\Delta\) spans \(a^*\). Since \(g\) is semisimple and \((g, \tau)\) non-Riemannian, the set \(\Delta^+_n\) is non-empty because the involution \(\theta\tau\) preserves the root spaces \(g^\alpha\), \(\alpha \in \Delta\), so that
\[ g^a = (g^\alpha \cap h^a) + (g^\alpha \cap (h_p + q_t)) \]
is the eigenspace decomposition of \(g^a\) with respect to \(\theta\tau\).

We claim that \(\Delta^+_n\) spans \(a^*\). Suppose that this is false. Then there exists \(X \in a\) with \(\beta(X) \neq 0\) for all \(\beta \in \Delta_n\). Whence
\[ X \in Z_q(\psi) \subseteq Z_{h_t}(h_p + q_t). \]
Since \((g, \theta\tau)\) is symmetric Lie algebra, the centralizer of \(h_p + q_t\) in \(h^a\) is a \(\tau\)-invariant ideal in \(g\). In view of the assumption that \(g \neq h^a\), this contradicts the assumption that \(g\) is irreducible.

Now the fact that \(\Delta_n\) spans \(a^*\) shows that \(C_n\) is a pointed \(W\)-invariant cone in \(a\) ([HHL89, p. 5]). By assumption, \(Z(h^a) \cap a = \{0\}\), so \(W\) acts on \(a\) without any non-zero fixed points. Finally Theorem I.10 in [Ne90] yields \(C_n = \{0\} = a_{\text{adm}}\) (Theorem I.20).

Case (iii). Then \(\Delta_n^+ = \Delta_p^+, C_n = C_{\text{max}}\), and the \(W\)-invariant of \(C_{\text{max}}\) (Lemma IV.4) yields that
\[ \bigcap_{w \in W} w(C_n) = C_{\text{max}}. \]
Now the assertion is a consequence of Proposition IV.6. \(\square\)

Proposition IV.8. Let \(X \in C_{\text{max}}\) and \(a = \exp(X)\). Then the set \(L(aH)\) is invariant under the Weyl group \(W\). Moreover, if \(Y \in L(aH)\), then \(\text{co}(Y) \subseteq L(aH)\).

Proof. Set \(F := L(aH)\). The Weyl group \(W\) is generated by the reflections \(s_\alpha\), where \(\alpha\) is a positive compact root contained in a fixed
set $\Sigma$ of simple indivisible roots in $\Delta^+_k$. We claim that the line segment $\{Y, s_\alpha(Y)\}$ between $Y$ and $s_\alpha(Y)$ is contained in $F$ whenever $Y \in F$ (cf. [Hel84, p. 477]). Let $\alpha$ be a simple compact root. We consider the semisimple subalgebra $\mathfrak{g}^{(\alpha)}$ of $\mathfrak{g}$ which is generated by the root spaces $\mathfrak{g}^\alpha$ and $\mathfrak{g}^{-\alpha}$ ([Hel78, p. 407]). Note that $\mathfrak{g}^{(\alpha)} \subseteq \mathfrak{h}^\alpha$ by Proposition IV.1. Then

$$\mathfrak{g}^{(\alpha)} = \mathfrak{g}^\alpha + \mathfrak{g}^{2\alpha} + \mathfrak{g}^{-\alpha} + \mathfrak{g}^{-2\alpha} + \mathbb{R}X_\alpha + m \cap \mathfrak{g}^{(\alpha)},$$

where $X_\alpha$ is the unique element in $a$ which satisfies $\langle X_\alpha, Y \rangle = \alpha(Y)$ for all $Y \in a$ and $m = \mathbb{Z}_{\mathfrak{T} \cap \mathfrak{h}}(a)$. Thus $\tau(\mathfrak{g}^{(\alpha)}) = \mathfrak{g}^{-\alpha}$ shows that $\tau(\mathfrak{g}^{(\alpha)}) = \mathfrak{g}^{(\alpha)}$. We set $(\alpha) := \Delta^+ \cap \{\alpha, 2\alpha\}$,

$$n' := \sum_{\beta \in \Delta^+ \setminus (\alpha)} \mathfrak{g}^\beta, \quad \text{and} \quad n^{(\alpha)} := \mathfrak{g}^\alpha + \mathfrak{g}^{2\alpha}.$$

Then

(4.1) \[ n = n' + n^{(\alpha)} \quad \text{and} \quad [\mathfrak{g}^{(\alpha)}, n'] \subseteq n' \]

because $\alpha$ is simple and therefore $s_\alpha(\Delta^+ \setminus (\alpha)) \subseteq \Delta^+$. According to [Hel84, pp. 440, 477] we have the diffeomorphic decomposition $N = N^\alpha N'$, where $N' = \exp n'$ and $N^\alpha = \exp n^{(\alpha)}$.

Let $Y \in F$ and $b = \exp(Y)$. Then there exist $h, v \in H$ and $n \in N$ such that

$$av = hbn.$$

We decompose $Y = Y_\alpha + Y_\alpha^\perp$, where $Y_\alpha \in \mathbb{R}X_\alpha$ and $Y_\alpha^\perp \in X_\alpha^\perp$. Then

$$s_\alpha(Y) = s_\alpha(Y_\alpha) + Y_\alpha^\perp = -Y_\alpha + Y_\alpha^\perp,$$

and

$$\{Y, s_\alpha(Y)\} = [-1, 1]Y_\alpha + Y_\alpha^\perp.$$

We put $b_\alpha := \exp(Y_\alpha)$, $b_\alpha^\perp := \exp Y_\alpha^\perp$ and write $n = n_\alpha n'$ in accordance with $N = N^\alpha N'$. Then

(4.2) \[ h^{-1}av = bn = b_\alpha b_\alpha^\perp n_\alpha n' = b_\alpha n_\alpha b_\alpha^\perp n'.$

Let $c_\alpha \in \exp([-1, 1]Y_\alpha)$ and set $G^\alpha := \langle \exp \mathfrak{g}^{(\alpha)} \rangle$. Then $G^\alpha \subseteq H^a = (H \cap K) \exp(\mathfrak{q}_P)$. According to Lemma 10.7 in [Hel84, p. 476] there exist elements $k_\alpha, v_\alpha \in G^\alpha \cap K \subseteq H$ and $n^0_\alpha \in N^\alpha$ such that

(4.3) \[ k_\alpha b_\alpha n_\alpha v_\alpha = c_\alpha n^0_\alpha, \]

whence $[X_\alpha^\perp \cap a, \mathfrak{g}^{(\alpha)}] = \{0\}$ and (4.2) imply that

$$k_\alpha h^{-1}avv_\alpha = c_\alpha n^0_\alpha v_\alpha^{-1} b_\alpha^\perp n' v_\alpha = c_\alpha b_\alpha^\perp n^0_\alpha v_\alpha^{-1} n' v_\alpha.$$
We use (4.1) to see that
\[ n_\alpha^0 v_\alpha^{-1} n' v_\alpha \in n_\alpha^0 N' \subseteq N. \]

Thus
\[ L(k_\alpha h^{-1} a v v_\alpha) = L(a v v_\alpha) = \log(c_\alpha b_\alpha^\perp) = \log c_\alpha + Y_\alpha^\perp. \]

Since $c_\alpha$ was arbitrary in $\exp([-1, 1]Y_\alpha)$ we conclude that
\[ \{Y, s_\alpha(Y)\} \subseteq L(aH). \]

This proves the $\mathcal{S}$-invariance of $L(aH)$ because $\mathcal{W}$ is generated by the reflections $s_\alpha$ for $\alpha$ simple. Let $\beta$ be an arbitrary indivisible compact root. Then there exists $w \in \mathcal{W}$ such that $w.\beta$ is simple. Then we have for each $Y \in F$ that
\[ w\{w^{-1}Y, s_\alpha w^{-1}Y\} = \{Y, ws_\alpha^{-1}w^{-1}Y\} = \{Y, s_{w,\alpha}Y\} \subseteq F. \]

Now Lemma 10.4 in [Hel84, p. 474] implies that $\co(Y) \subseteq F$ for every element $Y \in F$. □

**Lemma IV.9.** Let $X = \log a \in C_{\text{max}}$ and $\alpha \in \Delta^+_p$ such that $\alpha(X) > 0$. Then
\[ X + \mathbb{R}^+ Z_\alpha \subseteq L(aH), \]
where $\alpha(Z_\alpha) = 2$ and $Z_\alpha = [X_\alpha, \tau X_\alpha]$ for $X_\alpha \in g_\alpha$. □

**Proof.** We proceed as in the proof of Proposition IV.6 and we use the same notation. We also set $Z_0 := X - \imath Z_\alpha$, where $\imath = \frac{1}{2} \alpha(X) > 0$. Then $\alpha(Z_0) = 0$ and $[Z_0, g_\alpha] = \{0\}$. Again the formula in Example I.19 implies that
\[ L(\exp(X) \exp(s(X_\alpha + \tau X_\alpha))) \]
\[ = Z_0 + (\imath + \frac{1}{2} \log(1 + (1 - e^{-4\imath}) \sinh^2(s)))Z_\alpha \]
\[ = X + \frac{1}{2} \log(1 + (1 - e^{-4\imath}) \sinh^2 s)Z_\alpha. \]

Hence
\[ L(\exp(X) \exp(\mathbb{R}(X_\alpha + \tau X_\alpha))) = X + \mathbb{R}^+ Z_\alpha. \]

**Definition IV.10.** We write
\[ C_k := \{X \in a: (\forall \alpha \in \Delta^+_k)\alpha(X) \geq 0\} \]
for the closed Weyl chamber with respect to the positive compact roots. Note that $C^*_k = \sum_{\alpha \in \Delta^+_k} \mathbb{R}^+ Z_\alpha$, where $Z_\alpha$ is defined by $Z_\alpha^\perp = \ker \alpha$ and $\alpha(Z_\alpha) = 2$. If we identify $a$ with $a^*$ via $\langle X, Y \rangle := B(X, Y)$, where $B$ is the Cartan Killing form of $g$, then
\[ Z_\alpha = \frac{2}{(\alpha, \alpha)} \alpha. \]

□
**Lemma IV.11.** There exists a non-compact root $\gamma \in \Delta_p^+$ such that
\[ C_{\text{min}} \subseteq \mathbb{R}^+ Z_\gamma - C_k^* \quad \text{and} \quad C_{\text{min}} = \sum_{s \in \mathcal{W}} \mathbb{R}^+ s(Z_\gamma). \]

**Proof.** Let $\Sigma = \{\alpha_0, \alpha_1, \ldots, \alpha_l\}$ be a basis of the positive system $\Delta^+$ ([Hel78, p. 531]). Set $\Sigma_k := \Sigma \cap \Delta_k^+$. Every element $\alpha \in \Sigma \setminus \Sigma_0$ satisfies $\alpha(Z) = 1$ (Proposition IV.3). Let $\lambda = \sum_{\beta \in \Sigma} n_\beta \beta \in \Delta_k^+$ with $n_\beta \in \mathbb{N}_0$. Then $\lambda(Z) = 0$ and therefore $n_\beta = 0$ whenever $\beta \in \Delta_p^+$. The system $\Delta_k$ is the system of restricted roots of the Lie algebra $\mathfrak{h}^0$. Therefore
\[ |\Sigma| - |\Sigma_0| = \dim c = 1 \]
(Proposition IV.3). Hence $\Sigma$ contains exactly one non-compact root and we may assume that $\alpha_0$ is non-compact. Let $\Delta_1 \subseteq \Delta$ be the irreducible subsystem which contains $\alpha_0$ and therefore all non-compact roots, and write $\gamma = \sum_{i=0}^l n_i \alpha_i$ for the highest root in $\Delta_1$ ([Bou81, Ch. VI, §1, no. 1.8]). Then $\gamma$ is non-compact because $n_0 = 1$ and every non-compact root $\beta = \sum_{i=0}^l m_i \alpha_i \in \Delta_p^+$ satisfies $m_i \leq n_i$ for $i \geq 1$ and $m_0 = 1$. Hence $\beta = \gamma - \sum_{i=1}^l (n_i - m_i) \alpha_i$ and consequently
\[ Z_\beta = \frac{2}{\langle \beta, \beta \rangle} \beta \in \mathbb{R}^+ \left( \gamma - \sum_{i=1}^l (n_i - m_i) \alpha_i \right) \subseteq \mathbb{R}^+ Z_\gamma - \sum_{i=1}^l \mathbb{R}^+ Z_{\alpha_i} = \mathbb{R}^+ Z_\gamma - C_k^*. \]

Now we apply Lemma II.5(iv) to find that
\[ \text{co}(\mathbb{R}^+ Z_\gamma) \supseteq \bigcap_{s \in \mathcal{W}} s(\mathbb{R}^+ Z_\gamma - C_k^*) \supseteq \bigcap_{s \in \mathcal{W}} s(C_{\text{min}}) = C_{\text{min}} \]
(Lemma IV.4). Thus
\[ C_{\text{min}} = \text{co}(\mathbb{R}^+ X_\gamma) = \sum_{s \in \mathcal{W}} \mathbb{R}^+ s(Z_\gamma). \]

**Lemma IV.12.** Let $X \in C_{\text{max}}$ and $w \in \mathcal{W}$. Then
\[ L(\exp(X) H) = L(\exp(w X) H). \]

**Proof.** We choose $g \in N_{\text{HnK}}(a)$ such that $\text{Ad}(g)|_a = w$ and set $a := \exp X$. Then $\exp w(X) = gag^{-1}$ and therefore
\[ L(aH) = L(ag^{-1} H) = L(g^{-1} gag^{-1} H) = L(gag^{-1} H) = L(\exp(w X) H). \]

\[ \square \]
**Proposition IV.13.** Let \( a \in \exp(C_{\max}) \setminus \{1\} \). Then

\[
\co(\log a) + C_{\min} \subseteq L(aH).
\]

**Proof.** In view of Lemma IV.12 and Proposition I.2 we may assume that \( X \in C_k \setminus \{0\} \). Since \( X \neq 0 \), there exists a non-compact positive root \( \beta \) such that \( \beta(X) > 0 \). Let \( \gamma \) denote the highest non-compact root (Lemma IV.11). Then \( \gamma(X) \geq \beta(X) > 0 \) because \( X \in C_k \). Using Lemma IV.9 we see that

\[
X + \mathbb{R}^+Z_{\gamma} \subseteq L(aH).
\]

In view of Proposition IV.8 it remains to be proved that

\[
\co(X + \mathbb{R}^+Z_{\gamma}) = \co(X) + C_{\min}.
\]

Since \( \mathbb{R}^+Z_{\gamma} \subseteq C_{\min} \) and both sets are closed, convex and invariant under \( \mathcal{W} \), it suffices to show that

\[
(\co(X) + C_{\min}) \cap C_k \subseteq \co(X + \mathbb{R}^+Z_{\gamma}) \cap C_k.
\]

But Lemma IV.11 and Lemma I.5 imply that

\[
\co(X) + C_{\min} \subseteq X - C_k^* + \mathbb{R}^+Z_{\gamma} - C_k^* = X + \mathbb{R}^+Z_{\gamma} - C_k^*.
\]

Again with Lemma I.5 this leads to

\[
(\co(X) + C_{\min}) \cap C_k \subseteq (X + \mathbb{R}^+Z_{\gamma} - C_k^*) \cap C_k
\]

\[
\subseteq \co(X + \mathbb{R}^+Z_{\gamma}) \cap C_k.
\]

**Lemma IV.14.** Let \((\mathfrak{g}, \tau)\) be an irreducible symmetric Lie algebra of regular type. Then

\[
C(a) = \{X \in C_{\min} : (\forall \alpha \in \Delta_p^+, \, \alpha(\mathcal{W} \log a) = \{0\}) \alpha(Y) \leq 0\}
\]

\[
= \begin{cases} 
    C_{\min} & \text{if } a \neq 1, \\
    \{0\} & \text{if } a = 1.
\end{cases}
\]

**Proof.** If \( a = 1 \), then \( C(a) = C_{\min} \cap -C_{\max} = \{0\} \) because \( C_{\max} \) is pointed and \( C_{\min} \subseteq C_{\max} \) (Proposition III.1, Lemma IV.4). If \( a \neq 1 \), then

\[
0 \neq \sum_{w \in \mathcal{W}} w(\log a) \in \mathfrak{c} \cap C_{\max}.
\]

Hence \( \alpha(Y) = 0 \) is equivalent to \( \alpha \in \Delta_k \), so \( C(a) = C_{\min} \). \( \square \)
We note that, in view of $A_{\text{adm}} = \exp(C_{\text{max}})$ and $C(a) = C_{\text{min}} \ \forall a \in A_{\text{adm}} \setminus \{1\}$, Proposition IV.13 proves the inclusion $\text{co}(\log a) + C(a) \subseteq L(aH)$ of the Convexity Theorem.

**Proposition IV.15.** Let $X \in C_{\text{max}} \cap C_k$ and $a = \exp(X)$. Then $L(aH) - \log(a) \subseteq C_{\text{min}} - C_k^*$.

**Proof.** We recall that we assume that $H$ is connected. By continuity and closedness of the cone $C_{\text{min}} - C_k^*$ (Lemma II.11) we may assume that $X \in \text{int}(-C_{\text{max}}) \cap C_k$ because $\text{int}(C_{\text{max}} \cap C_k) \subseteq \text{int}(C_{\text{max}}) \cap C_k$ is dense in the generating cone $C_{\text{max}} \cap C_k$.

Recall the definition of the complex symmetric Lie group $(G^#, \tau^#)$, where $H^# := (\exp h^#)^*$ is a simple Hermitian Lie group and $G^# \cong H_{\mathbb{C}}^#$. Let $\lambda \in \mathcal{P}_{H^#}$. Then, according to Theorem III.4, the representation $\pi_{\lambda}: H^# \to \mathfrak{U}(\mathcal{H})$ has a holomorphic extension to a representation $\hat{\pi}_{\lambda}: S_{\text{min}} = H^# \exp(W_{\text{min}}^#) \to \mathcal{C}(\mathcal{H})$. Let $v \in \mathcal{H}$ be a vector of highest weight with $\|v\| = 1$.

We define the analytic mappings $\alpha: H^#A^#N^# \to H^#$ and $\beta: H^#A^#N^# \to N^*$ (cf. §1) by

$$g = \alpha(g) \exp(L(g)) \beta(g) \ \forall g \in H^#A^#N^#.$$ 

Let $F_1: \text{int}(C_{\text{max}}) \times H^# \to \mathcal{H}, \ (X, h) \mapsto \hat{\pi}_{\lambda}(\exp X)\pi_{\lambda}(h)v$ be the analytic mapping from Lemma III.8. We define another mapping

$$F_2: \text{int}(C_{\text{max}}) \times H^# \to \mathcal{H}, \ (X, h) \mapsto \pi_{\lambda}(\exp(X)h)e^{\lambda(L(\exp(X)h))}v.$$ 

This mapping is well defined because $\exp(C_{\text{max}}) = A_{\text{adm}}$ (Proposition IV.6) and it is analytic because $Y \mapsto \hat{\pi}_{\lambda}(\exp Y)v$ is analytic on $\text{int}(C_{\text{max}})$ (Lemma III.8). We claim that $F_1 = F_2$. Since both are analytic and $\text{int}(C_{\text{max}}) \times H^#$ is connected, it suffices to show that they are equal on $\text{int}(C_{\text{min}}) \times H^#$. So let $X_0 \in \text{int}(C_{\text{min}})$, $a_0 := \exp(X_0)$, and $\gamma(h) := (L(a_0h), \log \beta(a_0h)) \in a \times n \subseteq a_{\mathbb{C}}^# \times n^#$.

Then, since $H$ was supposed to be connected, $\gamma(H)$ is contained in the connected component of the set of all pairs $(X, Y) \in a_{\mathbb{C}}^# \times n^#$. 
for which \( \exp(X) \exp(Y) \in \text{int}(S_{\min}) \) because \( \exp(L(a_0 h)) \beta(a_0 h) = \alpha(a_0 h)^{-1} a_0 y \in \text{int}(S_{\min}) \). Thus Proposition III.9 shows that

\[
\tilde{\pi}_\lambda(\exp(L(a_0 h)) \beta(a_0 h))v = e^{\lambda(L(a_0 h))} v.
\]

We conclude that

\[
F_2(X_0, h) = \pi_\lambda(\alpha(a_0 h)) e^{\lambda(L(a_0 h))} v
\]

\[
= \pi_\lambda(\alpha(a_0 h)) \tilde{\pi}_\lambda(\exp(L(a_0 h)) \beta(a_0 h)) v
\]

\[
= \tilde{\pi}_\lambda(\alpha(a_0 h)) \exp(L(a_0 h)) \beta(a_0 h)) v
\]

\[
= \tilde{\pi}_\lambda(a_0 h)v = \tilde{\pi}_\lambda(a_0) \pi_\lambda(h)v
\]

\[
= \tilde{\pi}_\lambda(a_0) \pi_\lambda(h)v = F_1(X_0, h)
\]

for all \( X_0 \in \text{int}(C_{\min}) \) and \( h \in H^* \). Hence \( F_1 = F_2 \). Taking norms we obtain with Lemma III.7 that

\[
\|F_2(X, h)\| = \|\pi_\lambda(\alpha(ah)) e^{\lambda(L(ah))} v\|
\]

\[
= e^{\lambda(L(ah))} \|\pi_\lambda(\alpha(ah)) v\|
\]

\[
= e^{\lambda(L(ah))} = \|F_1(X, h)\| = \|\tilde{\pi}_\lambda(a) \pi_\lambda(h)v\|
\]

\[
\leq \|\tilde{\pi}_\lambda(a)\| \|\pi_\lambda(h)v\| = \|\tilde{\pi}_\lambda(a)\| = e^{\lambda(X)}.
\]

We conclude that

\[
\lambda(L(ah) - \log(a)) \leq 0
\]

for all \( \lambda \in \mathcal{P}_{H^*} \), i.e.,

\[
\log(a) - L(ah) \in ((-C_{\max}) \cap C_k)^* \cap a
\]

\[
\subseteq ((-C_{\max}) \cap C_k)^*
\]

\[
= -C_{\min} + C_k^* = -C_{\min} + C_k^*
\]

because the cone \( C_{\min} - C_k^* \) is closed (Lemma II.11). Finally this proves that

\[
L(aH) \subseteq \log(a) + C_{\min} - C_k^*.
\]

**Theorem IV.16 (The Convexity Theorem for groups of regular type).**

Let \((G, \tau)\) be an irreducible symmetric group of regular type. Then \( A_{\text{adm}} = \exp(C_{\max}) \) and for \( X \in C_{\max}\setminus\{0\} \) we have that

\[
L(\exp(X)H) = \text{co}(X) + C_{\min}.
\]

**Proof.** Propositions I.12, IV.6, IV.7, IV.13, IV.15. □
REMARK IV.17. With the notations of Theorem IV.16 and $0 \neq X \in -C_{\text{max}}$ we have that

$$\overline{L}(H \exp(X)) = \co(X) - C_{\min},$$

where $\overline{L}: NAH \to a, \ nah \mapsto \log a$.

Proof. Set $X' := -X$. Then the assertion follows from Theorem IV.16 and from $\overline{L}(g) = -L(g^{-1}).$ \hfill \qed

COROLLARY IV.18. Let $X \in \mathbb{R}^+Z \setminus \{0\}$. Then

$$L(\exp(X)H) = X + C_{\min}.$$

Proof. Theorem IV.16 and the invariance of $X$ under the Weyl group. \hfill \qed

Applications of the Convexity Theorem.

PROPOSITION IV.19. Let $a \in \exp(-C_{\text{max}})$ and $\overline{n} \in \overline{N} \cap HAN$. Then $a^{-1}\overline{n}a \in HAN$ and

$$L(a^{-1}\overline{n}a) - L(\overline{n}) \in C_{\text{min}}.$$

Proof. Let $\alpha: HAN \to H$ denote the projection. Then $L(xy) = L(x\alpha(y)) + L(y)$ implies that

$$L(a^{-1}\overline{n}a) = L(a^{-1}\alpha(\overline{n})) + L(\overline{n}) + \log a.$$

Now the Convexity Theorem shows that

$$L(a^{-1}\alpha(\overline{n})) \in L(a^{-1}H) \subseteq -\log a + C_{\text{min}}.$$

and the assertion follows. \hfill \qed

COROLLARY IV.20. $L(\overline{N} \cap HAN) \subseteq -C_{\text{min}}.$

Proof. Let $X \in \text{int}(-C_{\text{max}} \cap -C_k)$ and $\overline{n} \in \overline{N} \cap HAN$. Then

$$\lim_{t \to \infty} \exp(-tX)\overline{n} \exp(tX) = \{1\}$$

and therefore

$$\lim_{t \to \infty} L(\exp(-tX)\overline{n} \exp(tX)) - L(\overline{n}) = -L(\overline{n}) \in C_{\text{min}}. \hfill \qed$$
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