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In this note we use cohomological techniques to prove that if there is a linear map between two CSL algebras which is close to the identity, then the two CSL algebras are similar. We use our result to show that if $\mathcal{L}$ is a purely atomic, hyperreflexive CSL with uniform infinite multiplicity which satisfies the 4-cycle interpolation condition, then there are constants $\delta, C > 0$ such that whenever $\mathcal{M}$ is another CSL such that $d(\text{Alg}\mathcal{L}, \text{Alg}\mathcal{M}) < \delta$, then there is an invertible operator $S$ such that $S \text{Alg}\mathcal{L}S^{-1} = \text{Alg}\mathcal{M}$ and $\|S\|\|S^{-1}\| < 1 + Cd(\text{Alg}\mathcal{L}, \text{Alg}\mathcal{M})$.

1. Introduction and preliminaries. In this paper, we consider two related types of perturbation questions for CSL algebras. The first deals with the problem of perturbing a linear isomorphism between two algebras to obtain an algebra isomorphism, and the second deals with the problem of deciding whether, for two such algebras, closeness implies isomorphism.

Perturbation questions of this kind were considered by Kadison and Kastler for von Neumann algebras in [18] and further studied by many authors, including Christensen ([3, 4, 5]). Johnson ([16]) and Raeburn and Taylor ([21]) obtained results concerning perturbations of closed subalgebras of Banach algebras. Their results show that if $\mathcal{A}$ is a closed subalgebra of a Banach algebra $\mathcal{B}$ and certain cohomology groups for $\mathcal{A}$ vanish, then any closed subalgebra of $\mathcal{B}$ “sufficiently close” to $\mathcal{A}$ is actually isomorphic to $\mathcal{A}$. The nonselfadjoint case was considered first for nest algebras by Lance in [19]. Perturbations of other nonselfadjoint operator algebras were considered by Choi and Davidson ([2]), Davidson ([6])

In §2, we prove Theorem 3 which shows that if two CSL algebras $\mathcal{A}_1$ and $\mathcal{A}_2$ are linearly isomorphic via an isomorphism close to the identity, they are actually spatially isomorphic via an isomorphism which is close to a unitary equivalence. In §3, we introduce the 4-cycle interpolation property, which is closely related to a lattice condition appearing in [12] and to the notion of interpolating lattice introduced in [7]. The main result of §3, Theorem 16, shows that if $\mathcal{A}_1$ is a CSL algebra which is sufficiently close to a purely atomic,
hyperreflexive, infinite multiplicity CSL algebra $\mathcal{A}$ and $\text{Lat}\mathcal{A}$ has the 4-cycle interpolation property, then $\mathcal{A}$ and $\mathcal{A}_1$ are spatially isomorphic via an isomorphism which is close to the identity. On first sight, it may appear that the assumption that $\mathcal{A}$ is purely atomic might reduce this result to a fairly easy exercise in matching up the atoms of $\text{Lat}(\mathcal{A})$ with those of $\text{Lat}(\mathcal{A}_1)$. However, even in the special case of nest algebras, the theorem is non-trivial. (Recall that a nest algebra is a CSL algebra whose lattice of invariant subspaces is totally ordered.) Indeed the similarity theorem for nest algebras shows that it is entirely possible for a totally atomic nest algebra to be close to a nest algebra which is not totally atomic.

Theorem 16 is closely related to a result obtained by Lance for the nest algebra case. Lance obtained his result by applying the general perturbation results for Banach algebras of Raeburn and Taylor. However, the general Banach algebra results do not apply directly in the CSL setting, for there exist examples of CSL algebras for which the relevant cohomology groups do not vanish. Nevertheless, by using some recent work of Gilfeather and Smith, we are able to obtain our result.

We suspect that Theorem 16 holds in more generality. In particular, it may well be the case that one can relax the hypothesis that one of the algebras be purely atomic to assuming only that the lattice is completely distributive, and it may be possible to adapt our arguments to that case. However, very little concerning hyperreflexivity is known, and it seemed to us that rather than working out the details of a more general argument, it would be better to restrict attention to the simpler, purely atomic case until more is known about hyperreflexivity.

We would like to thank K. Davidson and J. Orr for several useful suggestions, and would particularly like to thank Davidson for pointing out an error in an earlier version of this paper.

Given a subalgebra $\mathcal{A} \subseteq \mathcal{B}(\mathcal{H})$, the lattice of $\mathcal{A}$ is the set of all invariant projections of $\mathcal{A}$:

$$\text{Lat}\mathcal{A} = \{P \in \text{Proj}(\mathcal{H}) : P^\perp AP = 0 \text{ for all } A \in \mathcal{A}\}.$$  

Duality, given a lattice of projections $\mathcal{L}$, the algebra of $\mathcal{L}$ is the set

$$\text{Alg}\mathcal{L} = \{T \in \mathcal{B}(\mathcal{H}) : P^\perp TP = 0 \text{ for all } P \in \mathcal{L}\}.$$  

An algebra $\mathcal{A}$ is reflexive if $\mathcal{A} = \text{Alg}\text{Lat}\mathcal{A}$, and a subspace lattice $\mathcal{L}$ is reflexive if $\mathcal{L} = \text{Lat}\text{Alg}\mathcal{L}$.

Given a projection lattice $\mathcal{L}$, the diagonal of $\mathcal{L}$ is the algebra

$$\mathcal{D}(\mathcal{L}) = \text{Alg}\mathcal{L} \cap (\text{Alg}\mathcal{L})^*.$$
Note that $\mathcal{D}(\mathcal{L})$ is the commutant of the set $\mathcal{L}$.

Given a reflexive algebra $\mathcal{A}$ of operators, and $T \in \mathcal{B}(\mathcal{H})$, let

$$\beta_{\mathcal{A}}(T) = \sup\{\|P^{\perp}TP\|: P \in \text{Lat}(\mathcal{A})\},$$

$$k(\mathcal{A}) = \sup_{T \in \mathcal{A}} \|T + \mathcal{A}\|.$$ 

Recall that $\mathcal{A}$ is hyperreflexive if $k(\mathcal{A}) < \infty$.

If $P$ and $Q$ are projections on a Hilbert space $\mathcal{H}$, we let $P \lor Q$ denote the projection onto the closed linear span of the ranges of $P$ and $Q$, and $P \land Q$ denotes the projection onto the intersection of the ranges of $P$ and $Q$.

A commutative subspace lattice (CSL) is a commuting, strongly closed family $\mathcal{J}$ of projections acting on a separable Hilbert space $\mathcal{H}$ which contains both the identity and the zero operators and which forms a complete lattice under the operations $\lor$ and $\land$. Arveson [1] showed that commutative subspace lattices are reflexive. A CSL algebra is a reflexive subalgebra of $\mathcal{B}(\mathcal{H})$ which contains a MASA. (The terminology comes from the fact that if $\mathcal{A}$ is a CSL algebra, then $\text{Lat}\mathcal{A}$ is a CSL.)

If $\mathcal{L}$ is a CSL and $\mathcal{H}$ is a Hilbert space, we will write

$$\mathcal{L} \otimes \mathcal{I} = \{L \otimes I_{\mathcal{H}}: L \in \mathcal{L}\}.$$ 

We remark that $\text{Alg}(\mathcal{L} \otimes \mathcal{I})$ is the weak-star closure of the span of the elementary tensors $A \otimes B$, where $A \in \text{Alg} \mathcal{L}$ and $B \in \mathcal{B}(\mathcal{H})$.

Recall that the distance $d(V, W)$ between two subspaces $V$ and $W$ of a Banach space $X$ is given by the formula

$$d(V, W) = \max \left\{ \sup_{v \in V, \|v\|=1} \|v + W\|, \sup_{w \in W, \|w\|=1} \|w + V\| \right\}.$$ 

Recall that two subalgebras $\mathcal{A}_1$ and $\mathcal{A}_2$ of $\mathcal{B}(\mathcal{H})$ are similar if there exists an invertible operator $T \in \mathcal{B}(\mathcal{H})$ such that $T \mathcal{A}_1 T^{-1} = \mathcal{A}_2$. The class of sub-Boolean operator algebras is the smallest similarity invariant class of subalgebras of $\mathcal{B}(\mathcal{H})$ containing the CSL algebras. Sub-Boolean operator algebras are always reflexive [6].

We shall use the term projection for self-adjoint idempotents in $\mathcal{B}(\mathcal{H})$. If $S \in \mathcal{B}(\mathcal{H})$ is an invertible operator and $P \in \mathcal{B}(\mathcal{H})$ is a projection, $[SP]$ denotes the projection onto the range of $SP$. If $\mathcal{L}$ is a CSL, and $S$ is an invertible operator, then

$$\text{Lat} S(\text{Alg} \mathcal{L}) S^{-1} = \{[SL]: L \in \mathcal{L}\}.$$ 

We will require the following result of Davidson:
PROPOSITION 1 ([6], Theorem 2.2). Suppose that \( \mathcal{A}_1 \) and \( \mathcal{A}_2 \) are two sub-Boolean operator algebras with lattices \( \mathcal{L}_1 \) and \( \mathcal{L}_2 \) respectively. Suppose \( 0 < \varepsilon < .01 \) and \( d(\mathcal{A}_1, \mathcal{A}_2) < \varepsilon \). Then there exists a unique complete lattice isomorphism \( \theta: \mathcal{L}_1 \rightarrow \mathcal{L}_2 \) such that for all \( P \in \mathcal{L}_1 \),
\[
\| P - \theta(P) \| < 4\varepsilon.
\]

We shall refer to the lattice isomorphism obtained from Proposition 1 as the *standard order isomorphism*.

Finally, we shall occasionally refer to the following simple lemma. It is well known and we omit its proof.

**Lemma 2.** Suppose that \( S \in \mathcal{B}(\mathcal{H}) \) is an invertible operator and \( \varepsilon > 0 \). Let \( S = W|S| \) be the polar decomposition of \( S \) and let \( r \) be the square root of \( \|S^{-1}\| |S|^{-1} \).

(i) If \( U \in \mathcal{B}(\mathcal{H}) \) is a unitary operator such that \( \|S - U\| < \varepsilon \), then
\[
\|S\| \|S^{-1}\| < 1 + \frac{2\varepsilon}{1 - \varepsilon}.
\]

(ii) If \( \|S\| \|S^{-1}\| < 1 + \varepsilon \), then
\[
\|rS - W\| < \sqrt{1 - \varepsilon} - 1 < \frac{\varepsilon}{2}.
\]

2. Perturbations of linear isomorphisms. The purpose of this section is to show that if there is a linear map between two CSL algebras which is close to the identity, then the two CSL algebras are similar. More precisely, we will prove the following result:

**Theorem 3.** Suppose that \( \mathcal{L} \) is a CSL acting on a separable Hilbert space \( \mathcal{H} \) and let \( i: \text{Alg}\mathcal{L} \rightarrow \mathcal{B}(\mathcal{H}) \) be the inclusion map. Then there are constants \( 0 < \delta < .01 \) and \( C > 0 \) such that the following statement holds.

Suppose \( \mathcal{M} \) is a CSL acting on \( \mathcal{H} \), \( \Lambda: \text{Alg}\mathcal{L} \rightarrow \text{Alg}\mathcal{M} \) is a linear isomorphism such that \( \|\Lambda - i\| < \delta \), and let \( \theta: \mathcal{L} \rightarrow \mathcal{M} \) be the standard order isomorphism. Then there exist an invertible operator \( S \in \mathcal{B}(\mathcal{H}) \) and a unitary operator \( U \in \mathcal{B}(\mathcal{H}) \) such that

(i) \( \|S - U\| < C\|\Lambda - i\| \) and

(ii) \( [SL] = \theta(L) \) for all \( L \in \mathcal{L} \).
We remark that the unitary $U$ appearing in the theorem may be taken to be the identity operator if $\mathcal{L}$ is hyperreflexive. In this case, the constant $C$ will depend also on the hyperreflexivity constant $k(\mathcal{L})$.

We begin by proving several lemmas. The proof of Theorem 3 appears after Lemma 6 below.

In [13], Gilfeather and Moore show that any algebraic isomorphism $\phi$ between two CSL algebras $\text{Alg}\mathcal{L}$ and $\text{Alg}\mathcal{M}$ is automatically continuous and that $\phi$ may be factored as the product of a spatial isomorphism and an automorphism of $\text{Alg}\mathcal{L}$. Our first step towards the proof of Theorem 3 is to show an isomorphism between two CSL algebras which is close to the identity is near a spatial isomorphism which implements the standard order isomorphism.

**Lemma 4.** Suppose $\mathcal{L}$ and $\mathcal{M}$ are two CSLs acting on the same Hilbert space $\mathcal{H}$. Let $i: \text{Alg}\mathcal{L} \rightarrow \mathcal{B}(\mathcal{H})$ be the inclusion map and suppose $\phi: \text{Alg}\mathcal{L} \rightarrow \text{Alg}\mathcal{M}$ is a Banach algebra isomorphism which satisfies $\|\phi - i\| < .01$ Let $\theta: \mathcal{L} \rightarrow \mathcal{M}$ be the standard lattice isomorphism given by Proposition 1. Then there exist operators $S, U \in \mathcal{B}(\mathcal{H})$ such that:

1. $S$ is an invertible operator and $U$ is a unitary operator;
2. $\|S - U\| < 2\|\phi - i\|/(1 - 2\|\phi - i\|)$; and
3. $[SL] = \theta(L)$ for all $L \in \mathcal{L}$.

**Proof.** The proof is motivated by the methods of Gilfeather and R. Moore in [13]. For convenience, we let $\varepsilon = \|\phi - i\|$. Let $\mathcal{C} \subseteq \text{Alg}\mathcal{L}$ be a MASA. Then $\phi(\mathcal{C})$ is a maximal abelian subalgebra of $\text{Alg}\mathcal{M}$. Let $\mathcal{A}$ be the set of all idempotents in $\phi(\mathcal{C})$. Then $\mathcal{A}$ is a Boolean algebra of idempotents and for each $e \in \mathcal{A}$

$$\|e\| \leq \|e - \phi^{-1}(e)\| + \|\phi^{-1}(e)\| \leq \varepsilon + 1.$$ 

By a lemma of Wermer in [23], we may find a positive invertible operator $T$ such that $\|I - T\| < 2\varepsilon$ and such that $TeT^{-1}$ is a projection for each $e \in \mathcal{A}$. Let $\mathcal{C}_1 = T\phi(\mathcal{C})T^{-1}$. Arguing as Gilfeather and Moore do, we see that $\mathcal{C}_1$ is a MASA and $x \mapsto T\phi(x)T^{-1}$ is a $*$-isomorphism between $\mathcal{C}$ and $\mathcal{C}_1$. Therefore there exists a unitary $U$ such that

$$UXU^* = T\phi(x)T^{-1} \quad \text{for all } x \in \mathcal{C}.$$ 

Now let $S = T^{-1}U$. Then if $L \in \mathcal{L}$, we have $SLS^{-1} = \phi(L)$. It follows that $S\text{Alg}\mathcal{L}S^{-1} = \text{Alg}\mathcal{M}$, and hence $[SL] \in \mathcal{M}$ for each $L \in \mathcal{L}$. 

Note that
\[ \|S - U\| = \|T^{-1} - I\| < \frac{2\varepsilon}{1 - 2\varepsilon}, \]
and hence items (1) and (2) hold. To verify (3), fix \( L \in \mathcal{L} \). We wish to show that
\[ \|\[SL\] - SLS^{-1}\| < \sqrt{\varepsilon(2 + \varepsilon)}. \]
Let \( z = [SL](SLS^{-1})[SL]^\dagger \). Since \( SLS^{-1} \) and \( [SL] \) are idempotents which have the same range, we have
\[ SLS^{-1} = [SL] + z. \]
A calculation shows that \( \|SLS^{-1}\| = \sqrt{1 + \|z\|^2} \) and, therefore,
\[ \|z\| = \sqrt{\|SLS^{-1}\|^2 - 1}. \]
But \( \|SLS^{-1}\| = \|\phi(L)\| \leq 1 + \varepsilon \). Inequality 1 now follows. Finally,
\[ \|[SL] - \theta(L)\| \leq \|[SL] - SLS^{-1}\| + \|\phi(L) - L\| + \|L - \theta(L)\| \]
\[ < \sqrt{\varepsilon(2 + \varepsilon)} + \varepsilon + 4\varepsilon \]
\[ < 1 \quad (\text{since } \varepsilon < .01). \]
But \( [SL] \) and \( \theta(L) \) are commuting projections, so by the last inequality, they must be equal.
This completes the proof. \( \square \)

We now turn our attention to obtaining an algebra isomorphism from a linear isomorphism. We shall be following the strategy used by Lance when considering perturbations of nest algebras in [19]. In this paper, Lance shows that the Hochschild cohomology groups of a nest algebra are trivial, then uses a perturbation result of Raeburn and Taylor from [21]. However, a direct adaptation of Lance’s methods to CSL algebras is not possible, since the Hochschild cohomology groups of general CSL algebras need not be trivial (see [15, 14]). Instead, we replace the given CSL algebra with a new CSL algebra which does have trivial cohomology groups, but whose perturbation theory will yield information about perturbations of the original CSL algebra.

Recall from [14] that if \( \mathcal{A} \) is a norm closed unital subalgebra of \( \mathcal{B}(\mathcal{H}) \), then the cone over \( \mathcal{A} \), \( \mathcal{C}(\mathcal{A}) \), is the algebra
\[ \mathcal{C}(\mathcal{A}) = \left\{ \begin{pmatrix} z & 0 \\ u & A \end{pmatrix} \in \mathcal{B}(C \oplus \mathcal{H}) : z \in C, \ u \in \mathcal{H}, \ A \in \mathcal{A} \right\}. \]
Also, \( \mathcal{E}(\mathcal{A}) \) is the algebra
\[ \mathcal{E}(\mathcal{A}) = \left\{ \begin{pmatrix} z & u \\ 0 & A \end{pmatrix} \in \mathcal{B}(C \oplus \mathcal{H}) : z \in C, \ u \in \mathcal{H}^*, \ A \in \mathcal{A} \right\}. \]
We remark that if $\mathcal{L}$ is a CSL, then $\mathcal{E}(\text{Alg} \mathcal{L})$ is a CSL algebra and

\[ \text{Lat} \mathcal{E}(\text{Alg} \mathcal{L}) = \{ e_1 \oplus L : L \in \mathcal{L} \} \cup \{ 0 \}; \]

here $e_1$ is the (rank-one) projection of $C \oplus \mathcal{H}$ onto $C \oplus 0_{\mathcal{H}}$. When $\mathcal{L}$ is a CSL, we shall use the notation

\[ \mathcal{E}(\mathcal{L}) = \text{Lat}(\mathcal{E}(\text{Alg} \mathcal{L})) \quad \text{and} \quad \mathcal{E}(\mathcal{L}) = \text{Lat}(\mathcal{E}(\text{Alg} \mathcal{L})). \]

Note that if $\mathcal{A}$ is a subalgebra of $\mathcal{B}(\mathcal{H})$ and $\mathcal{A}^*$ denotes the algebra whose elements are the adjoints of elements of $\mathcal{A}$, then for each $n \geq 0$, $H^n(\mathcal{A}, \mathcal{B}(\mathcal{H}))$ is isomorphic to $H^n(\mathcal{A}^*, \mathcal{B}(\mathcal{H}))$. To see this, define a map $s_n: C^n(\mathcal{A}, \mathcal{B}(\mathcal{H})) \to C^n(\mathcal{A}^*, \mathcal{B}(\mathcal{H}))$ by

\[ (s_n \psi)(A_1^*, A_2^*, \ldots, A_n^*) = (\psi(A_n, A_{n-1}, \ldots, A_1))^* \quad (A_j \in \mathcal{A}). \]

Then $\partial(s_n \psi) = (-1)^{n+1}s_{n+1}(\partial \psi)$ and hence it follows that $s_n$ induces an isomorphism of $H^n(\mathcal{A}, \mathcal{B}(\mathcal{H}))$ onto $H^n(\mathcal{A}^*, \mathcal{B}(\mathcal{H}))$.

Gilfeather and Smith prove that $H^n(\mathcal{E}(\mathcal{A}), \mathcal{B}(C \oplus \mathcal{H})) = 0$ for $n = 0, 1, 2, \ldots$, whenever $\mathcal{A}$ is a norm unital subalgebra of $\mathcal{B}(\mathcal{H})$. As $\mathcal{E}(\mathcal{A}) = \mathcal{E}(\mathcal{A}^*)^*$, the remarks of the preceding paragraph show that

\[ H^n(\mathcal{E}(\mathcal{A}), \mathcal{B}(C \oplus \mathcal{H})) = 0 \quad \text{for} \quad n = 0, 1, 2, \ldots. \]

To apply the results of Raeburn and Taylor, we need to know that certain cohomology groups of $\mathcal{E}(\mathcal{A})$ with coefficients in $\mathcal{E}(\mathcal{A})$ are trivial. The proof of the following lemma is patterned after an analogous result in [19], and we include an outline for completeness.

**Lemma 5.** Let $\mathcal{L}$ be a CSL and let $\mathcal{A} = \text{Alg} \mathcal{L}$. Then for $n = 1, 2, 3, \ldots$,

\[ H^n(\mathcal{E}(\mathcal{A}), \mathcal{E}(\mathcal{A})) = 0. \]

**Proof.** For ease of notation, let $K = C \oplus \mathcal{H}$.

Let $\sigma \in Z^n(\mathcal{E}(\mathcal{A}), \mathcal{E}(\mathcal{A}))$. The fact that the core of $\mathcal{E}(\mathcal{A})$ is an abelian von Neumann algebra enables us to use Theorem 4.1 of [17] to obtain $\phi \in C^{n-1}(\mathcal{E}(\mathcal{A}), \mathcal{E}(\mathcal{A}))$ such that $\rho = \sigma - \partial \phi$ vanishes whenever any of its arguments belong to the core of $\mathcal{E}(\mathcal{A})$. Since $H^n(\mathcal{E}(\mathcal{A}), \mathcal{B}(K)) = 0$, we may find an element

\[ \psi \in C^{n-1}(\mathcal{E}(\mathcal{A}), \mathcal{B}(K)) \]

such that $\partial \psi = \rho$. By Lemma 1.2 of [14], we may assume further that $\psi$ vanishes whenever any of its arguments lie in the core of
The proof of Lemma 2.2 of [19] works for any CSL algebra. Since $\mathcal{F}(\mathcal{A})$ is a CSL algebra, $\psi \in C^{-1}(\mathcal{F}(\mathcal{A}), \mathcal{F}(\mathcal{A}))$. Thus $\psi + \phi \in C^{-1}(\mathcal{F}(\mathcal{A}), \mathcal{F}(\mathcal{A}))$ and $\partial \psi + \partial \phi = \rho + \partial \phi = \sigma$. Hence $H^n(\mathcal{F}(\mathcal{A}), \mathcal{F}(\mathcal{A})) = 0$. □

Deleting all appearances of the symbol ‘*’ in the first corollary to Theorem 3 of [21] and its proof yields a correct statement and proof. Thus we have

**Lemma 6 [21].** Let $A$ be a closed subalgebra of $\mathcal{B}(\mathcal{H})$ such that $H^2(A, A) = H^3(A, A) = 0$. Then there are constants $\delta > 0$, $C > 0$ such that if $B$ is another subalgebra of $\mathcal{B}(\mathcal{H})$ and $\lambda: A \to B$ is a linear isomorphism satisfying $\|\lambda - i\| < \delta$, where $i: A \to \mathcal{B}(\mathcal{H})$ is the inclusion, then there is an isomorphism $\phi$ of $A$ onto $B$ with $\|\phi - i\| \leq C\|\lambda - i\|$.

**Proof of Theorem 3.** Let $\mathcal{L}$ be a CSL acting on $\mathcal{H}$. We may apply Lemma 6 to $\mathcal{E}(\text{Alg}_S)$ to obtain constants $\delta_0 > 0$, $C_0 > 0$ such that if $B$ is a closed subalgebra of $\mathcal{B}(\mathcal{H})$ and $\lambda: \mathcal{E}(\text{Alg}_S) \to B$ is a linear isomorphism satisfying $\|\lambda - i\| < \delta_0$, then there exists an algebra isomorphism $\phi: \mathcal{E}(\text{Alg}_S) \to B$ such that $\|\phi - i\| \leq C_0\|\lambda - i\|$.

Let $\delta$ be the smaller of $\delta_0$ and $.01/C_0$. Suppose that $\mathcal{M}$ is a CSL acting on $\mathcal{H}$ and that

$$\Lambda: \text{Alg}_S \to \text{Alg}_M$$

is a linear isomorphism which satisfies $\|\Lambda(x) - x\| < \delta\|x\|$ for all $x \in \text{Alg}_S$. Define $\lambda: \mathcal{E}(\text{Alg}_S) \to \mathcal{E}(\text{Alg}_M)$ by

$$\lambda \left( \begin{bmatrix} z & u \\ 0 & A \end{bmatrix} \right) = \begin{bmatrix} z & u \\ 0 & \Lambda(A) \end{bmatrix}.$$ 

Then $\|\lambda(a) - a\| < \delta$ for all $a \in \mathcal{E}(\text{Alg}_S)$, so $\|\lambda - i\| < \delta_0$. By the remarks above, there exists an algebra isomorphism $\phi: \mathcal{E}(\text{Alg}_S) \to \mathcal{E}(\text{Alg}_M)$ such that

$$\|\phi(a) - a\| \leq C_0\|\lambda(a) - a\|$$

for all $a \in \mathcal{E}(\text{Alg}_S)$.

Let $\mathcal{L}' = \text{Lat}(\mathcal{E}(\text{Alg}_S))$ and $\mathcal{M}' = \text{Lat}(\mathcal{E}(\text{Alg}_M))$. Since $C_0\|\lambda - i\| < .01$, Lemma 4 shows that there exist an invertible operator $T \in \mathcal{B}(\mathcal{C} \oplus \mathcal{H})$ such that $T\mathcal{L}' = \mathcal{M}'$ and a unitary operator $V$ in $\mathcal{B}(\mathcal{C} \oplus \mathcal{H})$ such that

$$\|T - V\| < \frac{2C_0\|\lambda - i\|}{1 - 2C_0\|\lambda - i\|}.$$
By Lemma 2,
\[ \|T\| \|T^{-1}\| < 1 + \frac{4C_0\|\lambda - i\|}{1 - 4C_0\|\lambda - i\|}. \]

Define an isometry \( W: \mathcal{H} \to C \oplus \mathcal{H} \) by \( W\mu = 0 \oplus u \). Set
\[ S_0 = W^*TW. \]

By (2), \( T \) leaves the subspace \( C \oplus 0_\mathcal{H} \) invariant. Hence \( S_0 \) is an invertible element of \( \mathcal{B}(\mathcal{H}) \) and
\[ S_0^{-1} = W^*T^{-1}W. \]

It follows that the condition number of \( S_0 \) is no greater than the condition number of \( T \). Thus if we set
\[ S = \sqrt{\frac{\|S_0^{-1}\|}{\|S_0\|}} S_0 \quad \text{and} \quad C = \frac{50}{24} C_0, \]
then by Lemma 2 there exists a unitary operator \( U \in \mathcal{B}(\mathcal{H}) \) such that
\[ \|S - U\| < C\|\Lambda - i\|. \]

Next, let \( \Theta: \mathcal{L}' \to \mathcal{M}' \) be the standard lattice isomorphism and let \( K = C \oplus \mathcal{H} \). Since \( 1 \oplus 0_\mathcal{H} \) belongs to \( \mathcal{L}' \cap \mathcal{M}' \), and \( \Theta \) is close to the identity, we see that \( \Theta(1 \oplus 0_\mathcal{H}) = 1 \oplus 0_\mathcal{H} \). It follows that if \( \theta: \mathcal{L} \to \mathcal{M} \) is the standard lattice isomorphism, then
\[ \Theta \begin{pmatrix} 1 & 0 \\ 0 & \Lambda \end{pmatrix} = \begin{pmatrix} 1 & 0 \\ 0 & \theta(\Lambda) \end{pmatrix}. \]

Thus, for \( L \in \mathcal{L} \),
\[ SL\mathcal{H} = W^*T(0 \oplus L)K \subseteq W^*T(1 \oplus L)K \]
\[ = W^*\Theta(I \oplus L)K = W^*(I \oplus \theta(L))K \]
\[ = \theta(L)\mathcal{H}. \]

A similar argument using \( S^{-1} \) and interchanging the roles of \( \mathcal{L} \) and \( \mathcal{M} \) yields that \( S^{-1}\theta(L)\mathcal{H} \subseteq L\mathcal{H} \). Therefore,
\[ [SL] = \theta(L) \quad \text{for all} \quad L \in \mathcal{L}. \]

3. Perturbations of certain CSL algebras. We begin this section with two definitions. The first is a property which a CSL algebra may possess, while the second is a lattice condition.

**Definition 7.** Say that a CSL algebra \( \text{Alg}_\mathcal{L} \) acting on a Hilbert space \( \mathcal{H} \) has the algebra perturbation property if there exist positive constants \( C \) and \( \delta < .01 \) such that the following statement holds:
If \( M \) is a commutative subspace lattice acting on \( H \) such that 
\[ d(\text{Alg} L, \text{Alg} M) < \delta \] 
and \( \theta : L \to M \) is the standard order isomorphism, there exist an invertible operator \( S \in B(H) \) and a unitary operator \( U \in B(H) \) such that 

1. \( \|S - U\| < C d(\text{Alg} L, \text{Alg} M) \) and
2. \( [SL] = \theta(L) \) for all \( L \in L \).

Recall that if \( L \) is a CSL, an interval of \( L \) is a projection of the form \( L_1 L_2 \) for some projections \( L_1, L_2 \in L \). It is easy to see that any atom of \( L \) is an interval. Given disjoint intervals \( E \) and \( F \) of \( L \), we write \( E \leq_L F \) if \( E \text{Alg}_L F = E \text{Alg}(H)F \). If no confusion can arise, we will simply write \( \leq \) instead of \( \leq_L \).

We shall require a notion concerning interpolation of 4-cycles in lattices which appears in the characterization of tree algebras in [12] and is also one of the two conditions required for a CSL to be an interpolating lattice in the sense of Davidson (cf. [7], Definition 5.1).

**Definition 8.** Let us say that a CSL has the 4-cycle interpolation property if whenever \( A_1, B_1 (i = 1, 2) \) are non-zero disjoint intervals of \( L \) such that \( B_1 \leq A_1 \leq B_2 \leq A_2 \geq B_1 \) is a 4-cycle, there are non-zero subintervals \( A_i' \leq A_i \) and \( B_i' \leq B_i \) and a non-zero interval \( G \) of \( L \) such that \( B_i' \leq G \leq A_i' \) for \( i = 1, 2 \).

Of course, if \( A_i \) and \( B_i \) are atoms of \( L \), then \( A_i' = A_i \) and \( B_i' = B_i \).

In this section we apply Theorem 3 to show that a CSL algebra whose lattice \( L \) is hyperreflexive, infinite multiplicity, purely atomic and satisfies the 4-cycle interpolation condition has the algebra perturbation property. This result is Theorem 16 below. We suspect that the condition that \( L \) is purely atomic can be weakened to requiring that \( L \) be completely distributive, but we have not checked carefully. While none of these conditions are necessary conditions, our result does broaden the class of algebras known to have nice perturbation properties.

Our basic strategy will be to use Proposition 10 below to show that under certain circumstances, two close hyperreflexive CSL algebras are similar.

The following lemma is Proposition A of [20]:

**Lemma 9 ([20]).** Suppose \( L \) is a hyperreflexive CSL and \( 0 < \varepsilon < 1/4 \). If \( U \) is a unitary operator such that 

\[
\sup_{L \in L} \|ULU^* - L\| < \frac{\varepsilon}{k(L)},
\]

then...
then there is an invertible operator $T \in \mathcal{B}(\mathcal{H})$ with $\|T - I\| < \varepsilon$ and such that $ULU^* = [TL]$ for each $L \in \mathcal{L}$.

**Proposition 10.** Suppose that $\mathcal{L}$ is a CSL and that there exists an increasing net $\{F_\lambda\}_{\lambda \in \Lambda}$ of hyperreflexive sublattices whose union is strongly dense in $\mathcal{L}$ and such that $\sup_\lambda k(F_\lambda) = M < \infty$. Then $\text{Alg}\mathcal{L}$ has the algebra perturbation property.

**Proof.** Let $\delta_0 > 0$ and $C > 0$ be the constants associated to $\text{Alg}\mathcal{L}$ by Theorem 3 and let $\delta = \delta_0/4M$.

Suppose that $\mathcal{M}$ is a CSL such that $d(\text{Alg}\mathcal{L}, \text{Alg}\mathcal{M}) < \delta$ and set $\eta = d(\text{Alg}\mathcal{L}, \text{Alg}\mathcal{M})$.

Let $\theta : \mathcal{L} \to \mathcal{M}$ be the standard order isomorphism. Then by Proposition 1, we have

\[(3) \quad \|L - \theta(L)\| \leq 4\eta \quad \text{for all } L \in \mathcal{L}.
\]

For $\lambda \in \Lambda$, let $G_\lambda = \theta(F_\lambda)$.

Each atom of $F_\lambda$ is a difference of two projections of $F_\lambda$ and hence $\theta$ induces a map, which we shall also denote by $\theta$, between the atoms of $F_\lambda$ and the atoms of $G_\lambda$ such that

\[\|A - \theta(A)\| \leq 8\eta < 8\delta < 1
\]

for each atom $A$ of $F_\lambda$. Hence there exists a partial isometry $u_A$ with initial space $A$ and range space $\theta(A)$. If $U_\lambda = \sum u_A$, where the sum is over all the atoms of $F_\lambda$, then $U_\lambda$ is a unitary operator such that

\[U_\lambda L U_\lambda^* = \theta(L) \quad \text{for each } L \in \mathcal{L}.
\]

By (3) and Lemma 9, there is an invertible operator $T_\lambda \in \mathcal{B}(\mathcal{H})$ such that

\[\|T_\lambda - I\| < 4\eta M < \delta_0
\]

and

\[[T_\lambda L] = \theta(L) \quad \text{for all } L \in F_\lambda.
\]

Arguing as Lance does in the proof of Lemma 4.6 of [19], we conclude that there exists an invertible linear map $\Phi : \mathcal{B}(\mathcal{H}) \to \mathcal{B}(\mathcal{H})$ such that

\[\|\Phi - \text{Id}_{\mathcal{B}(\mathcal{H})}\| < \delta_0
\]

and the restriction of $\Phi$ to $\text{Alg}\mathcal{L}$ is a linear isomorphism of $\text{Alg}\mathcal{L}$ into $\text{Alg}\mathcal{M}$. An application of Theorem 3 now completes the proof. $\square$
Question. The hypotheses on \( L \) in Proposition 10 imply that \( L \) is hyperreflexive and that \( k(L) \leq M \). The question then arises: Does a hyperreflexive CSL \( L \) always have such a net? Unfortunately, hyperreflexivity behaves badly when passing to sublattices. Indeed, Davidson and Power in [10] show that finite sublattices of a complemented atomic lattice may have arbitrarily large distance constants. However, it follows from a result of Rosenoer [22] that all complemented CSLs are hyperreflexive.

We would like to have an affirmative answer to this question, for then all hyperreflexive CSLs would have the perturbation property.

One way to construct CSLs with well behaved distance constants is to look at compressions to diagonal projections. For if \( R \) is a projection in \( \mathcal{D}(L) \), then

\[
(4) \quad k(RL) \leq k(L).
\]

To see this, choose \( T \in \mathcal{B}(\mathcal{H}) \), and view \( RTR \) as an operator on the range of \( R \). We have

\[
d(RTR, \text{Alg} R L) = \inf_{A \in \text{Alg} L} \|RTR - RAR\|
\]

\[
\leq d(RTR, \text{Alg} L)
\]

\[
\leq k(L)\beta(L)(RLR)
\]

\[
= k(L)\beta(L)(RLR);
\]

the last equality follows from the fact that \( R \) commutes with \( L \). Thus (4) holds.

Hence if there exists a finite sublattice \( \mathcal{F} \) of \( L \) which is order isomorphic to \( RL \), one would obtain a bound on the distance constant of \( \mathcal{F} \) in terms of \( k(L \otimes I) \). The reason we do not obtain a bound in terms of \( k(L) \) is that we do not have any information on the relationship between the multiplicities of \( RL \) and \( \mathcal{F} \). This would make no difference for our purposes if we were able to show the existence of a positive constant \( c \) such that \( k(L \otimes I) \leq ck(L) \). (The inequality (4) implies that \( k(L) \leq k(L \otimes I) \).) We should mention that the problem of understanding the relationship between the distance constants of \( L \) and \( L \otimes I \) also arose in the recent paper of Davidson and Ordower [8].

Let us say that an atomic CSL \( L \) has the compression property if there exists a net \( \{R_i\}_{i \in \Lambda} \) in the commutant of \( L \) and finite sublattices \( \{\mathcal{F}_\lambda\} \) of \( L \) such that:

1. \( \bigcup_{\lambda} \mathcal{F}_\lambda \) is strongly dense in \( L \),
2. \( R_{\lambda} \mathcal{L} = R_{\lambda} \mathcal{F}_{\lambda} \) for all \( \lambda \in \Lambda \), and

3. \( \mathcal{F}_{\lambda} \) is order isomorphic to either \( R_{\lambda} \mathcal{L} \) or to \( \mathcal{C}(R_{\lambda} \mathcal{L}) \).

In this definition, we would have preferred the simpler condition that \( \mathcal{F}_{\lambda} \) is order isomorphic to \( R_{\lambda} \mathcal{L} \). However this is too strong a condition for our purposes, for we will want a purely atomic CSL \( \mathcal{L} \) for which the identity is a strong limit point to enjoy the compression condition provided it also has the 4-cycle interpolation property.

The compression condition is enough to ensure that infinite multiplicity lattices satisfy the hypotheses of Proposition 10.

**Proposition 11.** Suppose \( \mathcal{L} \) is a hyperreflexive, infinite multiplicity CSL which has the compression property. Then \( \text{Alg} \mathcal{L} \) has the perturbation property.

**Proof.** Suppose that \( R_{\lambda} \) and \( \mathcal{F}_{\lambda} \) are as in the definition of the compression property. We shall show that for all \( \lambda \),

\[
(5) \quad k(\mathcal{F}_{\lambda}) \leq k(\mathcal{L}) + 1.
\]

The proposition will then follow from Proposition 10.

Since \( \mathcal{L} \) has uniform infinite multiplicity, so does \( \mathcal{F}_{\lambda} \). If \( \mathcal{F}_{\lambda} \) is order isomorphic to \( R_{\lambda} \mathcal{L} \), we have

\[
k(\mathcal{F}_{\lambda}) = k((R_{\lambda} \mathcal{L}) \otimes I) \leq k(\mathcal{L}),
\]

and all is well.

On the other hand, if \( \mathcal{F}_{\lambda} \) is order isomorphic to \( \mathcal{C}(R_{\lambda} \mathcal{L}) \), let \( G_{\lambda} \) be an infinite multiplicity CSL which is order isomorphic to \( R_{\lambda} \mathcal{L} \). As above, we have

\[
k(G_{\lambda}) = k((R_{\lambda} \mathcal{L}) \otimes I) \leq k(\mathcal{L}).
\]

Then \( \text{Alg} \mathcal{F}_{\lambda} \) is unitarily equivalent to the algebra of all \( 2 \times 2 \) operator matrices \( (T_{ij}) \) such that \( T_{i1} \in \mathcal{B}(\mathcal{H}) \) (\( i = 1, 2 \)), \( T_{12} = 0 \) and \( T_{22} \in \text{Alg} G_{\lambda} \). Thus \( \mathcal{F}_{\lambda} \) is unitarily equivalent to \( \{0 \oplus P : P \in G_{\lambda}\} \cup \{I \oplus I\} \). Identify \( \mathcal{F}_{\lambda} \) with its image under this unitary equivalence. If \( S = (S_{ij}) \in \mathcal{B}(\mathcal{H} \oplus \mathcal{H}) \), one has

\[
d(S, \text{Alg} \mathcal{F}_{\lambda}) = \inf_{A_{12} \in \text{Alg} G_{\lambda}} \left\| \begin{pmatrix} S_{12} \\ S_{22} - A_{22} \end{pmatrix} \right\| \leq d(S_{22}, \text{Alg} G_{\lambda}) + \|S_{12}\|
\]

and

\[
\beta_{\mathcal{F}_{\lambda}}(S) = \sup_{P \in G_{\lambda}} \left\| \begin{pmatrix} S_{12} \\ P^\perp S_{22} P \end{pmatrix} \right\| \geq \max\{\|S_{12}\|, \beta_{G_{\lambda}}(S_{22})\}.
\]
It follows that
\[ \frac{d(S, \text{Alg}\mathcal{F}_S)}{\beta_{\mathcal{F}_S}(S)} \leq k(\mathcal{L}) + 1. \]

We conclude that (5) holds in this case as well. This completes the proof. \(\square\)

Our goal is to show that purely atomic CSLs which have the 4-cycle interpolation property also enjoy the compression property. We shall require several lemmas.

If \( R \) is an interval of a CSL \( \mathcal{L} \), let
\[ L(R) = \bigwedge\{L \in \mathcal{L} : R \leq L\}. \]

The following is related to Lemma 5.6 of [7].

**Lemma 12.** Suppose \( \mathcal{L} \) is a purely atomic CSL which has the 4-cycle interpolation property, that \( k \geq 1 \) is an integer, and that \( A_1, \ldots, A_k \) are distinct atoms of \( \mathcal{L} \) such that
\[ P = \left( \bigwedge_{i=1}^{k} L(A_i) \right) \neq 0. \]
If \( B_1 \) and \( B_2 \) are atoms of \( \mathcal{L} \) such that \( B_i \leq P \), then there exists an atom \( G \) of \( \mathcal{L} \) such that \( G \leq P \) and \( B_i < G \) for \( i = 1, 2 \).

*Proof.* Inductively define a sequence \( G_1, \ldots, G_k \) of atoms of \( \mathcal{L} \) as follows: let \( G_1 = A_1 \) and assume for some \( 1 \leq m < k \) that \( G_m \) has been defined so that
\[ G_m \leq \bigwedge_{i=1}^{m} L(A_i) \text{ and } G_m \geq B_j \quad j = 1, 2. \]

Since \( G_m \geq B_1 \leq A_{m+1} \geq B_2 \leq G_m \) is a 4-cycle, there exists an atom \( G_{m+1} \) of \( \mathcal{L} \) such that
\[ G_{m+1} \leq G_m, \quad G_{m+1} \leq A_{m+1}, \quad \text{and} \quad G_{m+1} \geq B_i \quad (i = 1, 2). \]
We clearly have \( G_{m+1} \leq \bigwedge_{i=1}^{m+1} L(A_i) \), so the induction can proceed. Taking \( G = G_k \) completes the proof. \(\square\)

**Lemma 13.** Suppose that \( \mathcal{L} \) is a CSL and that \( A_1, \ldots, A_n \) are disjoint intervals of \( \mathcal{L} \). Let \( \mathcal{F} \) be the sublattice of \( \mathcal{L} \) generated by \( \{L(A_1), \ldots, L(A_n)\} \). For each atom \( E \) of \( \mathcal{F} \), let
\[ S(E) = \{i : L(A_i)E \neq 0\}. \]
The following statements hold:

1. If \( E \) is an atom of \( \mathcal{F} \), then
   \[
   E = \left( \bigwedge_{i \in S(E)} L(A_i) \right) \left( \bigvee_{i \notin S(E)} L(A_i) \right) \perp.
   \]
   (We use the convention that \( \bigwedge_{\emptyset} L(A_i) = 1 \) and \( \bigvee_{\emptyset} L(A_i) = 0 \).)

2. If \( E \) and \( F \) are atoms of \( \mathcal{F} \), then
   \( E \lhd_{\mathcal{F}} F \) if and only if \( S(F) \subseteq S(E) \).

Proof. Let \( M \) be the set of all elements of \( \mathcal{F} \) of the form
   \[
   \bigwedge_{i \in S} L(A_i),
   \]
where \( S \) is a subset of \( \{1, \ldots, n\} \). Then the set \( J \) of all joins of elements of \( S \) is a distributive lattice which contains \( L(A_i) \) for \( 1 \leq i \leq n \), and hence \( J = \mathcal{F} \).

It is now easy to see that
   \[
   \bigwedge_{i \in S(E)} L(A_i)
   \]
is the smallest element of \( \mathcal{F} \) containing \( E \) and
   \[
   \bigvee_{i \notin S(E)} L(A_i)
   \]
is the largest element of \( \mathcal{F} \) which does not contain \( E \). The first statement follows.

Turning now to the second statement, let \( P_E \) and \( P_F \) be the smallest elements of \( \mathcal{F} \) containing \( E \) and \( F \) respectively. If \( E \lhd_{\mathcal{F}} F \), then
   \[
   0 \notin E \mathcal{B} \mathcal{H} F = E \text{Alg} \mathcal{F} F = E \text{Alg} \mathcal{F} P_F F = P_F E \text{Alg} \mathcal{F} F,
   \]
and hence \( P_F E \neq 0 \). Therefore \( S(F) \subseteq S(E) \).

Conversely, suppose that \( S(F) \subseteq S(E) \). Then by the remarks in the second paragraph of this proof, we have \( P_E \leq P_F \). Thus if \( Q \in \mathcal{F} \) and \( F \leq Q \), then \( P_E \leq Q \). It follows that
   \[
   F \leq \left( \bigvee_{Q \in \mathcal{F}} Q \not\preceq P_E \right) \perp.
   \]

By Lemma 23.3 of [11], if \( x \in E \mathcal{H} \) and \( y \in F \mathcal{H} \) are non-zero vectors, the rank one operator \( x \otimes y^* \) belongs to \( \text{Alg} \mathcal{F} \). Hence \( E \text{Alg} \mathcal{F} F \neq (0) \). But then because \( \mathcal{F} \) is a finite CSL, \( E \text{Alg} \mathcal{F} F = E \mathcal{B} \mathcal{H} F \), whence \( E \preceq F \). \(\square\)
LEMMA 14. Let \( \mathcal{L} \) be a purely atomic CSL which has the 4-cycle interpolation property. Let \( \{A_1, \ldots, A_n\} \) be a finite collection of atoms of \( \mathcal{L} \) and let \( \mathcal{F} \) be the sub-CSL generated by \( \{L(A_i)\}_{i=1}^n \). Let

\[
P = \bigvee_{i=1}^n L(A_i)
\]

and let \( \chi \) be the set of all atoms \( E \) of \( \mathcal{F} \) such that \( E \leq P \). Then there exists a function \( E \mapsto B(E) \) from \( \chi \) into the set of atoms of \( \mathcal{L} \) such that

1. \( B(E) \leq E \) for all \( E \in \chi \) and
2. \( E_1 \preceq \mathcal{F} E_2 \) if and only if \( B(E_1) \preceq \mathcal{L} B(E_2) \) for all \( E_1, E_2 \in \chi \).

Proof. Given an atom \( E \) of \( \mathcal{F} \), define the order of \( E \) to be the number

\[
ord(E) = n - |S(E)|,
\]

where \( S(E) \) is as in Lemma 13. Note that if \( E_1 \) and \( E_2 \) are atoms of \( \mathcal{F} \) which have the same order, then \( E_1 \preceq E_2 \) implies that \( E_1 = E_2 \). For if \( E_1 \prec E_2 \), Lemma 13 implies that \( S(E_1) \supseteq S(E_2) \); hence \( S(E_1) = S(E_2) \) and the equality of the atoms follows from the first part of Lemma 13.

Let \( m_1 < m_2 < \cdots < m_r \) be a listing of the range of the restriction of the order function to the set \( \chi \). Note that the atoms of order \( m_1 \) are the minimal atoms of \( \mathcal{F} \) and also belong to \( \mathcal{L} \). For \( 1 \leq t \leq r \), put

\[
\Omega_t = \{E \in \chi : ord(E) \leq m_t\}.
\]

For each atom \( E \) of \( \mathcal{F} \) belonging to \( \Omega_1 \), let \( B(E) \) be any atom of \( \mathcal{L} \) contained in \( E \). By our earlier remarks, we see that the atoms of order \( m_1 \) are all mutually incomparable (with respect to \( \preceq \mathcal{F} \)). Thus, for all atoms \( E_1 \) and \( E_2 \) in \( \Omega_1 \), part (2) in the statement of the lemma holds.

Now suppose that for some integer \( t \), we have defined \( B(E) \) for all atoms of \( \mathcal{F} \) belonging to \( \Omega_t \) and that for all atoms \( E_1 \) and \( E_2 \) in \( \Omega_t \), part (2) holds.

Fix an atom \( F \) of \( \mathcal{F} \) of order \( m_{t+1} \), and fix any atom \( B_1 \) of \( \mathcal{L} \) such that \( B_1 F = B_1 \). Set

\[
\Delta = \{E \in \chi : ord(E) \leq m_t \text{ and } S(F) \subseteq S(E)\},
\]

and let

\[
P_F = \bigwedge_{i \in S(F)} L(A_i).
\]
By Lemma 13, $\Delta$ consists of the atoms $E$ of $\mathcal{F}$ such that $E \preceq F$. Therefore, if $E \in \Delta$, $B(E) \leq P_F$. As $B_1$ is contained in $F$, we also have $B_1 \leq P_F$. Apply Lemma 12 to conclude that for each $E \in \Delta$, there exists an atom $G(E)$ of $\mathcal{L}$ such that

\begin{equation}
G(E) \leq P_F \quad \text{and} \quad B_1 \preceq \mathcal{L} G(E) \succeq \mathcal{L} B(E).
\end{equation}

We next show that there exists an atom $B(F)$ of $\mathcal{L}$ such that for all $E \in \Delta$,

\begin{equation}
B(F) \leq P_F \quad \text{and} \quad B_1 \preceq \mathcal{L} B(F) \succeq \mathcal{L} G(E).
\end{equation}

To do this, let $E_1, E_2, \ldots, E_j$ be a listing of the elements of $\Delta$. Let $C_0 = B_1$. Since both $C_0$ and $G(E_1)$ are contained in $P_F$ we apply Lemma 12 to conclude that there exists an atom $C_1$ of $\mathcal{L}$ dominated by $P_F$ such that $C_0 \preceq \mathcal{L} C_1 \succeq \mathcal{L} G(E_1)$. Inductively repeat the procedure with the pair $C_{s-1}$ and $G(E_s)$ to obtain an atom $C_s \leq P$ of $\mathcal{L}$ such that

\begin{equation}
C_{s-1} \preceq \mathcal{L} C_s \succeq \mathcal{L} G(E_s).
\end{equation}

Finally take $B(F) = C_j$.

We wish to prove that $B(F)F = B(F)$. Suppose that $H$ is the atom of $\mathcal{F}$ containing $B(F)$. Since

\begin{equation}
B(F) \leq \bigwedge_{i \in S(F)} L(A_i),
\end{equation}

we see that $S(H) \supseteq S(F)$. Next, fix $j \in S(H)$. Since $L(A_j)H = H$, we have

\begin{equation}
L(A_j)B(F) = B(F).
\end{equation}

But $L(A_j) \in \mathcal{L}$ and $B_1 \preceq \mathcal{L} B(F)$, so $L(A_j)B_1 = B_1$. However, $L(A_j)$ also belongs to $\mathcal{F}$ and as $B_1 \leq F$, we have $L(A_j)F = F$. Therefore, $S(H) \subseteq S(F)$, so $S(H) = S(F)$. By Lemma 13 we have $H = F$. We have proved that $F$ dominates $B(F)$.

Next, if $E \in \Omega$ and $E \preceq F$, then $E \in \Delta$. Then by (6) and (7),

\begin{equation}
B(E) \preceq \mathcal{L} B(F).
\end{equation}

On the other hand, if $E \in \Omega$, and $B(E) \preceq \mathcal{L} B(F)$, then for any $k \in S(F)$,

\begin{equation}
B(F)L(A_k) = B(F) \quad \text{and hence} \quad B(E)L(A_k) = B(E).
\end{equation}

It follows that $S(F) \subseteq S(E)$, and therefore $E \preceq F$.
The previous paragraph, together with the fact that distinct atoms of the same order are not comparable, shows that for any $E \in \Omega_{t+1}$,

$$B(F) \succeq B(E)\text{ if and only if } F \succeq E.$$  

We have now defined $B(F)$ for all $F \in \Omega_{t+1}$ satisfying both parts of the statement of the lemma.

Indication now completes the proof. 

**PROPOSITION 15.** Suppose that $\mathcal{L}$ is a purely atomic CSL which has the 4-cycle interpolation property. Then $\mathcal{L}$ has the compression property.

**Proof.** Let $\Lambda$ be the collection of all finite sets whose elements are atoms of $\mathcal{L}$, and direct $\Lambda$ by inclusion. For each $\lambda \in \Lambda$, let $\mathcal{F}_\lambda$ be the sublattice of $\mathcal{L}$ generated by $\{L(A) : A \in \lambda\}$, let

$$P_\lambda = \bigvee_{A \in \lambda} L(A),$$

and let $\chi_\lambda$ be the set of all atoms of $\mathcal{F}_\lambda$ dominated by $P_\lambda$.

Clearly $\bigcup_\lambda \mathcal{F}_\lambda$ is strongly dense in $\mathcal{L}$.

The preceding lemma shows that if

$$R_\lambda = \sum_{E \in \chi_\lambda} B(E),$$

then $R_\lambda \mathcal{L} = R_\lambda \mathcal{F}$. Also, we defined the mapping $E \mapsto B(E)$ for all atoms of $\mathcal{F}_\lambda$ except perhaps for the atoms whose order is the cardinality of $\lambda$. Hence $\mathcal{F}_\lambda$ is order isomorphic either to $R_\lambda \mathcal{L}$ or to $\mathcal{E}(R_\lambda \mathcal{L})$.

We now have:

**THEOREM 16.** If $\mathcal{L}$ is a purely atomic, hyperreflexive, infinite multiplicity CSL with the 4-cycle interpolation property, then Alg$\mathcal{L}$ has the perturbation property.

**Proof.** Combine Propositions 11 and 15. 

**Question.** Is it possible to remove the hypothesis that $\mathcal{L}$ satisfies the 4-cycle interpolation condition in the statement of Theorem 16? This would be possible if we knew that all purely atomic CSLs have the compression property.
Notes added in proof. Davidson has pointed out to the author that Proposition 10 can be proved without using Theorem 3.

The author has recently proved (see [24]) that if \( L \) and \( M \) are any CSLs such that \( d(\text{Alg}\, L, \text{Alg}\, M) = \delta < \frac{1}{36} \), then there exists \( S \in \mathcal{B}(H) \) such that \( \|S - I\| < 12\delta \) and \( S(\text{Alg}\, L)S^{-1} = \text{Alg}\, M \). This result gives an alternate approach to Theorem 3 and improves Theorem 16.
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