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An interpolation subset in the boundary of a domain is a closed set in which every continuous (or smooth) function can be extended as a holomorphic function inside the domain and continuous (or smooth, respectively) up to the boundary. In this paper we give some geometric description for submanifolds in the unitary group to be interpolation sets for the domain obtained by taking polynomial hull of the unitary group. In particular, we retrieved corresponding results on the polydisc.

The goal of this paper is to characterize the interpolation manifolds in the unitary group $U(n)$, which is regarded as an $n^2$-dimensional real analytic submanifold in $\mathbb{C}^n = \mathbb{R}^{2n}$. The theme of this topic started from the work by Henkin and Tumanov in [5], and Burns-Stout in [2] who proved the case for real analytic interpolation manifolds on the boundaries of some pseudoconvex domains. Then a lengthy cycle of works (Hakim-Sibony [4], Henkin-Tumanov [5], Stout [13], etc.) followed which mainly study the case for interpolation manifolds in the boundaries of strongly pseudoconvex domains. By using an embedding technique, Saeren's paper [11] was the first to deal with the case for the interpolation manifolds in the polydisc. In what follows, we shall deal with similar problems for $U(n)$, which contains the polydisc as an $n$-dimensional real analytic submanifold.

The paper is organized in the following way.

In §1, we give some basic definitions and properties related to the unitary group $U(n)$. In particular, the polynomial hull of $U(n)$ is described. After introducing the open-cone condition and the closed-cone condition, which bear some resemblance to the polydisc case, §2 contains the statement of all the results in this paper. Section 3 provides mainly the technical details for the proof of the results stated in §2. Finally, §4 contains some remarks that relate our work to that of Jimbo-Sakai [7] and that of Saerens [11], [12].

1. Definitions and certain properties of $U(n)$. In this section, we are going to introduce several notations and definitions that we will
use throughout the paper. Since we are mainly concerned with some analytic properties of $U(n)$, we will ignore, for the most part, the algebraic structure of this compact Lie group.

Let $U(n)$ be the unitary group in $C^{n^2}$, that is the set of all $n \times n$ unitary matrices. If we use the standard coordinates of $C^{n^2}$ and write $Z = (Z^1, \ldots, Z^n)^t$ with $Z^i = (Z^i_1, \ldots, Z^i_n)$, then

$$U(n) = \{Z \in C^{n^2}: \overline{Z^i}Z = Z\overline{Z^i} = I_n\}.$$ 

The group $U(n)$ is a real analytic manifold, and $\dim_R U(n) = n^2$. If we define

$$\phi^i_j(Z) = \Re\left\{\sum_{k=1}^{n} \overline{Z^i_k}Z^j_k - \delta^i_j\right\}, \quad 1 \leq i, j \leq n,$$

$$\psi^i_j(Z) = \Im\left\{\sum_{k=1}^{n} \overline{Z^i_k}Z^j_k\right\}, \quad 1 \leq i, j \leq n,$$

then $U(n) = \{Z \in C^{n^2}: \phi^i_j(Z) = \psi^i_j(Z) = 0, \text{ for all } i, j\}$. Note that automatically we have $\psi^i_j(Z) = 0$ for all $1 \leq i \leq n$. Under the identification of an $n^2$-vector $\xi = (\xi^1_1, \ldots, \xi^1_n, \ldots, \xi^n_1, \ldots, \xi^n_n)$ with an $(n \times n)$-matrix $\xi$ with row-vectors $\xi^1 = (\xi^1_1, \ldots, \xi^1_n)$, the real tangent space of $U(n)$ at a point $P$ is given by

$$T_P(U(n)) = \{\xi \in C^{n^2}: \xi + P\overline{\xi}P = 0\}.$$ 

This can be seen as follows. First, by the definition of real tangent space,

$$T_{I_n}(U(n)) = \left\{\xi \in C^{n^2}: \Re\left(\sum_{1 \leq s, t \leq n} \xi^s_t \frac{\partial \phi^i_j}{\partial \overline{Z^s_t}}\right)\right|_{Z=I_n} = \Re\left(\sum_{1 \leq s, t \leq n} \xi^s_t \frac{\partial \psi^i_j}{\partial Z^s_t}\right)\right|_{Z=I_n} = 0, \quad \text{for all } 1 \leq i, j \leq n\}$$

$$= \{\xi \in C^{n^2}: \xi + \overline{\xi} = 0\}.$$ 

If $P \in U(n)$, so that $P: C^{n^2} \to C^{n^2}$ defined by $P(z) = P \cdot Z$ with the canonical correspondence between $C^{n^2}$ and $\text{GL}(n, C)$ given above,
then the mapping $P$ is nonsingular and linear. It carries $U(n)$ to itself. The differential $dP : C^{n^2} \to C^{n^2}$ is just $P$, and $PI_n = P$. Thus

$$T_p(U(n)) = dP(T_{I_n}(U(n))) = \{ \chi \in C^{n^2} : \chi = P\xi \text{ with } \xi + \bar{\xi}t = 0 \}.$$ 

Then, as $\xi + \bar{\xi}t = 0$,

$$0 = \xi + \bar{\xi}t = P^{-1}\chi + \overline{(P^{-1}\chi)t} = P^{-1}(\chi + P\chi^tP).$$

Our conclusion follows. (In particular, the tangent space of $U(n)$ at the identity matrix may be identified with the set of all $n \times n$ skew-hermitian matrices. That is to say, the Lie algebra of $U(n)$ is the algebra of all skew-symmetric matrices.) Therefore $U(n)$ is a totally real submanifold in $C^{n^2}$ with maximum dimension. The total reality of $U(n)$ also follows from the observation that $U(n)$ is the fixed submanifold of the antiholomorphic linear mapping $T : \text{GL}(n, C) \to \text{GL}(n, C)$ given by $T(A) = (A^{-1})^t$.

Let $D$ be a bounded domain in $C^n$. We denote by $A^k(D)$ the algebra of all functions that are analytic on $D$ and have $k$th ($0 \leq k \leq \infty$) continuous partial derivatives on the closure of $D$. The algebra $A^\infty$ consists of all analytic functions on $D$ that extend to be analytic on a neighborhood of $\overline{D}$. For the algebra $A^0$ (functions that are analytic on $D$ and continuous on $\overline{D}$), we write simply $A(D)$.

Given a bounded domain $D$ with smooth boundary $bD$, a compact subset $\Sigma$ is called a peak set for $A^k(D)$ if there is a function $f$ in $A^k(D)$ such that $f|_\Sigma = 1$ and $|f(z)| < 1$ for all $z \in \overline{D}\setminus\Sigma$. A compact set $\Sigma \subset bD$ is called an interpolation set for $A^k(D)$ if for any given function $f \in C^k(\Sigma)$, there is an $F \in A^k(D)$ that coincides with $f$ on $\Sigma$. If $F$ can be chosen in such a way that $|F(w)| < \max_{z \in \Sigma} |F(z)|$ for all $w$ in $\overline{D}\setminus\Sigma$, then $\Sigma$ is called a peak-interpolation set for $A^k(D)$. We call $\Sigma$ a local peak set (local interpolation set, local peak-interpolation set) if for every point $p$ in $\Sigma$, the corresponding assumptions hold for $\Sigma \cap \overline{U}$ with some neighborhood $U$ of $p$.

Recall that for a compact subset $K$ in $C^n$, the polynomial hull of $K$ is defined to be

$$\hat{K} = \{ z \in C^n, |p(z)| \leq \max_{w \in K} |p(w)| \text{ for all holomorphic polynomials } p \text{ in } C^n \}.$$ 

In the following lemma, we use the notation $A \leq 0$ to mean that the square matrix $A$ has only nonpositive eigenvalues.
Lemma 1.1. The polynomial hull of the unitary group $U(n)$ in $C^n$ is

$$\overline{U(n)} = \{ Z \in C^n : \overline{Z}^T Z - I_n \leq 0 \}.$$ 

Proof. Let $\Lambda = \{ Z \in C^n : \overline{Z}^T Z - I_n \leq 0 \}$. First we know that the torus $\Theta$ consisting of all matrices of the form $\text{Diag}(e^{i\theta_1}, \ldots, e^{i\theta_n})$ is contained in $U(n)$. The polynomial hull of $\Theta$ is given by

$$\overline{\Theta} = \{ \text{Diag}(\lambda_1, \ldots, \lambda_n) : |\lambda_i| \leq 1 \text{ for } i = 1, \ldots, n \}.$$ 

On the other hand, every $n \times n$ matrix can be written as $UDV$ with $U$, $V$ two unitary matrices and $D$ a diagonal matrix, a direct consequence of Schur’s lemma about diagonalizing square matrices (cf. [1, p. 195]). The set $\overline{U(n)}$ is invariant under the action of $U(n)$. That is, if $P \in \overline{U(n)}$, then $UPV \in \overline{U(n)}$. Therefore $\Lambda \subseteq \overline{U(n)}$. Conversely, if $P \notin \Lambda$, then there is an eigenvalue of $P$, say $\lambda_1$, with modulus strictly greater than 1. By Schur’s lemma, there exists a unitary matrix $U$ such that $U^{-1}PU$ is an upper-triangle matrix with diagonal elements the eigenvalues of $P$. Assume that $\lambda_1$ appears in the first position of the diagonal and let $U^{-1} = (v^j_i)$. Then the polynomial

$$p(Z) = \sum_{1 \leq s, t \leq n} u^1_s z^*_t v^j_t$$

enjoys the following properties:

1. $|p(P)| = |\lambda_1| \geq 1$,
2. $\max_{Z \in \overline{U(n)}} |p(Z)| = \max_{Z \in \overline{U(n)}} |z^1_1| < 1$.

This completes the proof.

From the above proof, we can obtain a stronger conclusion that the linear convex hull of $U(n)$ coincides with its polynomial hull, and therefore that $\overline{U(n)}$ is convex. Also, from the above lemma, $\overline{U(n)}$ is closed under matrix multiplication and has $U(n)$ as its Shilov boundary. Since a Hermitian matrix is positive definite (i.e., all eigenvalues are positive) if and only if the determinant of all its principal minors are positive, $\overline{U(n)}$ is the semianalytic set defined by

$$\overline{U(n)} = \left\{ Z \in C^{n^2} : \text{Det} \left[ \delta^i_j - \sum_{k=1}^n \bar{z}_k z^j_k \right] > 0, \right.\left. \begin{array}{l} l \leq i, j \leq l, \\ \text{for all } l = 1, \ldots, n \end{array} \right\}.$$
2. Statement of results. In this section we will state several theorems; we leave the proofs to the next section.

Let $\mathcal{H}$ be the set of all skew-Hermitian matrices $A$ and define

$$\mathcal{P}_+ = \{ A \in \mathcal{H} : iA > 0 \}, \quad \mathcal{P}_- = \{ A \in \mathcal{H} : iA < 0 \}.$$ 

A $C^1$ submanifold $\Sigma$ in $U(n)$ is said to satisfy the open cone (resp. closed cone) condition if the following holds for every point $p \in \Sigma$

$$T_p(\Sigma)p^{-1} \subset \mathcal{H} \setminus (\mathcal{P}_+ \cup \mathcal{P}_-)$$

(resp. if $T_p(\Sigma)p^{-1} \subseteq \mathcal{H} \setminus (\mathcal{P}_+ \cup \mathcal{P}_-)$).

Here we are using the identification of an $n^2$-vector $\xi$ with an $n \times n$ matrix as we mentioned at the beginning of §1. For a $k$-dimensional $C^1$ submanifold $\Sigma$ in $C^{n^2}$, the real tangent space at the point $p$ is defined by

$$T_p(\Sigma) = \{ J(\Phi)p \cdot V : V \in R^k \}$$

$$= \left\{ \left( \sum_{l=1}^{k} \frac{\partial \phi^s_l}{\partial x^l} \bigg|_p v^l \right)_{1 \leq s \leq t \leq n} : V = (v^1, \ldots, v^k) \in R^k \right\},$$

where $\Sigma$ is parameterized near $p$ by the $C^1$ mapping

$$\Phi = (\phi^s_l)_{1 \leq s, t \leq n} : R^k \to C^{n^2}$$

and $J(\Phi)_p$ is the $n^2 \times k$ Jacobian of $\Phi$ at $p$. Therefore our open cone (or closed cone) condition simply means that for all $V = (v^1, \ldots, v^k)$ in $R^k$, the matrix

$$i \left( \sum_{l=1}^{k} \left( \sum_{r=1}^{n} \frac{\partial \phi^s_r}{\partial x^l} \phi^r_l \right) \bigg|_p v^l \right)_{1 \leq s, t \leq n}$$

is neither positive semi-definite nor negative semi-definite (or neither positive definite nor negative definite).

Our first theorem is a simple analogue of [2, Theorem IV.1] and follows from the semianalyticity of $\widehat{U(n)}$.

**Theorem 2.1.** A real-analytic closed submanifold $\Sigma$ in $U(n)$ is an interpolation set for $A^\omega(\widehat{U(n)})$ if and only if there exists a complex submanifold $\mathcal{M}$ in a neighborhood of $\widehat{U(n)}$ such that

$$\Sigma = U(n) \cap \mathcal{M} = \widehat{U(n)} \cap \mathcal{M}.$$ 

There is a geometric description of the real-analytic submanifolds that are interpolation sets for $A^\omega(\widehat{U(n)})$:
THEOREM 2.2. Let $\Sigma$ be a real analytic closed submanifold of $U(n)$. If $\Sigma$ satisfies the open cone condition at each of its points, then $\Sigma$ is an interpolation set for $A^0(U(n))$. Conversely, if $\sigma$ is an interpolation set or $A^0(U(n))$, then $\Sigma$ necessarily satisfies the closed cone condition at each point.

For the $C^0$-interpolation problem, we can get a stronger result as follows

THEOREM 2.3. Let $\Sigma$ be a closed $C^2$ submanifold in $U(n)$. If $\Sigma$ satisfies the open cone condition, then $\Sigma$ is a peak-interpolation set for $A(U(n))$. Conversely, $\Sigma$ must satisfy the closed cone condition if it is a peak-interpolation for $A(U(n))$.

In the case of $C^\infty$, we have obtained only a partial result as follows. For the corresponding results in the polydisc case, see [8].

THEOREM 2.4. Suppose that $\Sigma$ is a closed $C^\infty$ submanifold of $U(n)$. If $\Sigma$ satisfies the open cone condition at each of its points, then $\Sigma$ is a local peak set and also an interpolation set for $A^\infty(U(n))$. Conversely, if $\Sigma$ is a peak set for $A^k(U(n))$ with $k \geq 1$, then there exists an $(n^2 - 1)$-dimensional $C^k$ submanifold $\mathcal{M}$ in some neighborhood of $U(n)$ such that $\Sigma \subset \mathcal{M} \cap U(n)$ and $\mathcal{M} \cap U(n)$ satisfies the closed cone condition at each of its points.

We end this section by giving some examples.

EXAMPLE 2.5. Consider the real analytic curve $\Gamma$ in $U(n)$ defined by

$\Gamma(t) = \left( \frac{\varepsilon \eta^{(n+i)t}}{-\sqrt{1-\varepsilon^2 \eta^2 t}} \quad \sqrt{1-\varepsilon^2 \eta^2 t} \quad \frac{\varepsilon \eta^{(n-i)t}}{\varepsilon \eta^{(n-i)t}} \right)$

where $\sqrt{2}/2 < \varepsilon < 1$ and $1 + \eta^2 - 3\varepsilon^2 + 2\varepsilon^4 < 0$. Then we have

$i\Gamma'(0)\Gamma(0)^t = \begin{pmatrix} -\varepsilon^2 & \frac{\varepsilon^3 - i\eta}{\sqrt{1-\varepsilon^2}} \\ e^{-\varepsilon^3 + i\eta} & \frac{\varepsilon^2}{\sqrt{1-\varepsilon^2}} \end{pmatrix}.$

Hence the curve is a peak-interpolation set for $A(U(n))$ for $t$ near 0, since at $t = 0$ we have that

$\text{Det}(i\Gamma'(0)\Gamma(0)^t) = \frac{\varepsilon^2}{1-\varepsilon^2}(1 + \eta^2 - 3\varepsilon^2 + 2\varepsilon^4) < 0.$
EXAMPLE 2.6. Let $SU(n)$ be the special unitary group in $U(n)$. Then $SU(n)$ is a peak-interpolation set for $A^\omega(U(n))$. This can be seen either from Theorem 2.1, since

$$SU(n) = SU(n) \cap \{Z \in C^{n^2} : \det(Z) = 1\} = U(n) \cap \{Z \in C^{n^2} : \det(Z) = 1\}$$

and $\{Z \in C^{n^2} : \det(Z) = 1\}$ is a complex submanifold in $C^{n^2}$. Alternatively, the result follows from Theorem 2.2, since for any $\xi \in T_P(SU(n))$, we have that

$$\text{Tr}\{i\xi P\} = 0$$

and this implies that $\xi$ can be neither positive definite nor negative definite. For any fixed real number $\theta$, we define a submanifold

$$U_\theta(n) = \{Z \in U(n) : \det(Z) = e^{i\theta}\}.$$ 

Then $U_\theta$ is a peak-interpolation set for $A^\omega(U(n))$ and for $A(U(n))$, since we can show that this submanifold satisfies the open cone condition. Similar to the second proof, one can show that the special orthogonal group

$$SO(n) = \{Z \in \mathbb{R}^{n^2} : Z^TZ = I_n\}$$

is also a peak-interpolation set for $A^\omega(U(n))$ and for $A(U(n))$.

3. The proof of the theorems. In this section, we will give a complete proof of the theorems stated in the last section. The ideas in these proofs are originally from Nagel and Rudin [9], Burns and Stout [2], and Saerens [11]. Two preliminary results from matrix analysis will be used to deal with $U(n)$.

**Lemma 3.1.** If $A = (a_{ij})$ is an $n \times n$ positive definite matrix and $B = (b_{ij})$ is an $n \times n$ negative definite matrix, then we have following inequality:

$$\sum_{i,j=1}^{n} a_{ij}b_{ij} < 0.$$ 

**Proof.** Recall that the Schur product of two $n \times n$ square matrices $A = (a_{ij})$ and $B = (b_{ij})$ is the $n \times n$ matrix $C = (c_{ij})$ defined by $c_{ij} = a_{ij}b_{ij}$. It is well known that the Schur product of two positive definite matrices is still positive definite (cf. [1, p. 94]). Therefore
the matrix $C = (a_j^i b_j^i)$ is negative definite. Taking $X = (1, \ldots, 1)$, $XCX^t < 0$ gives our first lemma.

**Lemma 3.2.** If an $n \times n$ matrix $A = (a_j^i)$ is positive definite, then the $n^2 \times n^2$ matrix $B = (a_j^i I_n)$ is also positive definite.

**Proof.** Let $X = (X_1, \ldots, X_n)$ be any vector in $C^{n^2}$ with $X_i = (X_i^1, \ldots, X_i^n)$ in $C^n$, and let $B_j^i = (a_j^i I_n)_{n \times n}$. Then $B = (B_j^i)$. Now

$$XBX^t = \sum_{i,j=1}^n X_i B_j^i X_j^t = \sum_{i,j=1}^n \sum_{k,l=1}^n a_j^i X_i^k \overline{X_j^l}$$

$$= \sum_{k,l=1}^n \left( \sum_{i,j=1}^n a_j^i X_i^k \overline{X_j^l} \right).$$

Since $A > 0$, for any fixed $k, l$, every term inside the parentheses is strictly positive. Therefore $B$ is strictly positive definite.

The proof of Theorem 2.1 follows, *mutatis mutandis*, from the algebraic proof of Theorem IV.1 of [2], since we know that $\hat{U}(n)$ is a semi-analytic set and that the polynomial hull of $U(n)$, $\hat{U}(n)$ has a Stein neighborhood system.

The proof of Theorem 2.2 consists of two parts. First we prove the theorem for 1-dimensional submanifolds, i.e., for curves, as follows.

**Proposition 3.3.** Let $\Gamma$ be a simple closed real analytic curve in $U(n)$, say $\Gamma = \Gamma(R)$ with $\Gamma(t)$ real analytic, regular and injective on $[-1, 1)$, and periodic with period 2. If for every $t \in R$, we have that $\Gamma'(t) \Gamma(t)^t \subset \mathcal{P}_+ \cup \mathcal{P}_-$, then $\Gamma$ is an interpolation submanifold of $A^\omega \hat{U}(n)$. Conversely, if $\Gamma$ is a closed interpolation submanifold of $A^\omega \hat{U}(n)$, then for all $t \in R$

$$\Gamma'(t) \Gamma(t)^t \subset \mathcal{P}_+ \cup \mathcal{P}_-.$$

**Proof.** Let $I = [-1, 1]$. Then $\Gamma(1) = \Gamma(-1)$ and $\Gamma = \Gamma(I)$. We can assume, without loss generality, that $\Gamma(0) = I_n$. Since $\Gamma$ is real analytic in a neighborhood of the interval $I$ and is periodic, we can extend $\Gamma$ to be holomorphic in a neighborhood $R \times [-\eta, \eta] \subset C^1$ of $R$ for some suitable $\eta > 0$. We denote this extension again by $\Gamma$. 
We have, by the Taylor expansion of $\Gamma(t + is)$ about a point $t \in R$, that for small $s$

$$\Gamma(t + is) = \Gamma(t) + is\Gamma'(t) - \frac{s^2}{2}\Gamma''(t) + o(s^2).$$

As $\Gamma(R) \subset U(n)$, we have

$$\Gamma(t)\bar{\Gamma(t)} = I_n$$

for all $t \in I$. Therefore, by differentiating the above equality with respect to $t$, we obtain

$$\Gamma'(t)\bar{\Gamma(t)} + \Gamma(t)\bar{\Gamma'(t)} = 0,$$

$$\Gamma''(t)\bar{\Gamma(t)} + 2\Gamma'(t)\bar{\Gamma'(t)} + \Gamma(t)\bar{\Gamma''(t)} = 0.$$

According to these equalities, we get

$$I_n - \Gamma(t + is)\bar{\Gamma(t + is)} =
\begin{equation*}
    = is(\Gamma(t)\bar{\Gamma'(t)} - \Gamma'(t)\bar{\Gamma(t)})
    + \frac{s^2}{2}(\Gamma''(t)\bar{\Gamma(t)} + \Gamma(t)\bar{\Gamma''(t)} - 2\Gamma'(t)\bar{\Gamma'(t)}) + o(s^2)
    = 2is\Gamma(t)\bar{\Gamma'(t)} - 2s^2\Gamma'(t)\bar{\Gamma'(t)} + o(s^2).
\end{equation*}$$

If $\Gamma'(t)\bar{\Gamma(t)} \notin \mathcal{P}_+ \cup \mathcal{P}_-$, then the matrix $\Gamma'(t)\bar{\Gamma(t)}$ has two eigenvalues with opposite signs. Therefore, there exists a constant $\sigma > 0$ such that for every $t \in R$, the matrix $I_n - \Gamma(t + is)\bar{\Gamma(t + is)}$ also has two eigenvalues with opposite signs for $t \in R$ and $|s| < \sigma$, i.e., for these $t$ and $s$, the matrix $I_n - \Gamma(t + is)\bar{\Gamma(t + is)}$ cannot be positive semi-definite or negative semi-definite. Define $\widetilde{\Gamma}$, a complexification of $\Gamma$, by

$$\widetilde{\Gamma} = \{\Gamma(z): z = t + is \text{ with } t \in R \text{ and } |s| < \sigma\}.$$ 

Note that $\widetilde{\Gamma}$ is a submanifold of a neighborhood of $U(n)$, provided that $\sigma$ is small enough. The above observation implies that $\widetilde{\Gamma}$ meets $\overline{U(n)}$ only along $U(n)$, i.e.,

$$\widetilde{\Gamma} \cap \overline{U(n)} = \widetilde{\Gamma} \cap U(n) = \Gamma.$$ 

Therefore our conclusion that $\Gamma$ is an interpolation set for $A^\omega(U(n))$ follows from Theorem 2.1.

Conversely, suppose $\Gamma'(t_0)\bar{\Gamma(t_0)} \in \mathcal{P}_+ \cup \mathcal{P}_-$ for some $T_0 \in R$. We assume that $t_0 = 0$ and $\Gamma(t_0) = I_n$. Then there exists a small neighborhood $J = [-\eta, \eta]$ of 0 so that for all $t \in J$, the matrix
is either positive definite or negative definite, say the former. Now the positive definiteness of this matrix implies that we can find a positive constant \( \sigma \) such that the following two conditions hold for \( D = \{ z = t + is : t \in J \text{ and } |s| < \sigma \} \):

1. The matrix \( \Gamma'(z) \) is nonsingular for \( z \in D \).
2. Then the open set \( D \) is mapped by \( \Gamma \) to \( \mathbb{C}^n^2 \) as follows:

\[
D_- = \{ z = t + is, \ t \in J \text{ and } -\sigma < s \leq 0 \} \rightarrow \mathbb{C}^n^2 \setminus (\text{U}(n) \setminus \text{U}(n)),
\]

and

\[
D_+ = \{ z = t + is, \ t \in J \text{ and } 0 \leq s < \sigma \} \rightarrow \text{U}(n),
\]
or the other way around, \( D_- \) is mapped to \( \text{U}(n) \) and \( D_+ \) to \( \mathbb{C}^n^2 \setminus (\text{U}(n) \setminus \text{U}(n)) \). We assume the former one.

Therefore the embedded complex curve \( \Gamma(D_-) \) meets \( \text{U}(n) \) only along the curve \( \Gamma \), while the embedded complex curve \( \Gamma(D_+) \) is contained entirely in \( \text{U}(n) \) and meets \( \text{U}(n) \) only along \( \Gamma \). The variety \( \tilde{\Gamma} \) is a one-dimensional complex manifold that is biholomorphically equivalent to an annulus in the complex plane, provided \( \sigma > 0 \) is small enough. There is a function \( \phi \) defined and holomorphic on a neighborhood of \( \Gamma \) in \( \tilde{\Gamma} \) that takes \( \Gamma \) bianalytically onto the unit circle in \( C \). We can suppose that \( \phi \circ \Gamma \) takes \( D_+ \) into the unit disc in \( C \) and takes \( D_- \) into the complement of the unit disc. If \( z_0 \in C \) lies in the unit disc but has modulus very near one, then the function \( f \) defined on \( \Gamma \) by

\[
f(w) = \frac{1}{\phi(w) - z_0}
\]
is in \( C^\omega(\Gamma) \), but does not extend analytically to \( \Gamma(D_+) \). This gives the proof of the second part of the proposition.

The above proposition leads to the proof of Theorem 2.2, by reducing the dimension of \( \Sigma \) to 1 as follows:

Suppose that \( \Sigma \) is an interpolation set for \( A^\omega(\text{U}(n)) \), i.e.,

\[
A^\omega(\text{U}(n))|_\Sigma = C^\omega(\Sigma),
\]

but there is a point \( P \) in \( \Sigma \) such that \( T_P(\Sigma)P^t \) is not contained in \( \mathcal{P}(\mathcal{P}_+ \cup \mathcal{P}_-) \). Then we can find an \( n \times n \) matrix \( v_P \) in \( T_P(\Sigma) \), so that \( v_P P^t \in \mathcal{P}_+ \cup \mathcal{P}_- \), say it is positive definite. There exists a simple closed analytic curve \( \Gamma \) in \( \Sigma \) in a neighborhood of \( P \) such that \( \Gamma(1) = P \) and \( \Gamma'(t) = v_P \). Here we identify the curve \( \Gamma \) with
the image of real analytic map \( \Gamma \) from the unit circle \( S^1 \) in \( C \). The mapping \( \Gamma \) can be extended to a holomorphic function in a tubular neighborhood \( D \) of \( S^1 \). The positiveness of the matrix \( \nu P \) implies that there exists a neighborhood \( B \) of \( (1,0) \) so that one of the sets \( D_- = \{|z| < 1\} \cap D \cap B \) and \( D_+ = \{|z| > 1\} \cap D \cap B \) is mapped into \( \overline{U(n)} \) and the closure of the image meets \( U(n) \) only along \( \Gamma \). Thus, by the method we used in the proof of the second part of the above proposition, a real analytic function \( f \) on \( \Gamma \) can be obtained that cannot be extended to a neighborhood of \( \Gamma \) inside \( U(n) \). Since \( \Sigma \) is a simple closed real analytic curve, \( C^\omega (\Gamma) = C^\omega (\Sigma) \mid \Gamma \), which leads to the contradiction that \( C^\omega (\Sigma) \neq A^\omega (\overline{U(n)}) \mid \Sigma \). This contradiction yields the necessary condition in Theorem 2.2.

To prove the sufficiency, we only need to construct a complexification \( \tilde{\Sigma} \) of \( \Sigma \) that intersects \( U(n) \) in \( \Sigma \). Suppose \( \dim_R \Sigma = m \). Then there exists a bianalytic map \( \Phi \) from an open set \( \Omega \) in \( R^m \) to a neighborhood \( B \) of the point \( P \) such that \( \Sigma \cap B \) is the image of \( \Phi \). The open cone condition of \( \Sigma \) means that the matrix

\[
i \left( \sum_{l=1}^{m} \sum_{r=1}^{n} \frac{\partial \Phi^s_l}{\partial x_l} \Phi^t_r v^l \right)_{1 \leq s, t \leq n}
\]

is neither positive definite nor negative definite for all points in \( \Omega \) and for all \( V = (v^1, \ldots, v^n) \). Since \( \Phi \) is real analytic on \( \Omega \), we can choose a thin neighborhood \( \tilde{\Omega} \) of \( \Omega \) in \( C^m \) and extend \( \Phi \) to an analytic mapping, again denoted by \( \Phi \), from \( \tilde{\Omega} \) to a complex submanifold \( \tilde{\Sigma} \) in \( C^n \). For each fixed \( X_0 + iY_0 \) in \( \tilde{\Omega} \), consider the curve

\[
\Gamma(t) = \Phi(X_0 + itY_0), \quad \text{for } |t| < 1.
\]

(We can assume that \( \tilde{\Omega} \) is symmetric about \( R^m \).) For all \( t \) in the unit interval, we are in the same situation as we had in the proof of the first part in Proposition 3.3. Hence by choosing small \( \tilde{\Omega} \), we can obtain a complex submanifold \( \tilde{\Sigma} \) contained in \( \tilde{\Omega} \) that meets \( \overline{U(n)} \) only along the \( \Sigma \). This completes our proof of Theorem 2.2.

In order to prove Theorem 2.3, first we make the following convention:

Given two vectors in \( C^n = R^{2n} \). We regard them as two \( n \times n \) matrices \( U = (u^1_{st} + iu^2_{st}) \) and \( V = (v^1_{st} + iv^2_{st}) \) and define the usual Euclidean inner product between these two vectors (matrices) as

\[
U \cdot V = \sum_{s, t=1}^{n} (u^1_{st} v^1_{st} + u^2_{st} v^2_{st}).
\]
This is the real part of the standard Hermitian inner product in $\mathbb{C}^n$; it is the standard real inner product on $\mathbb{C}^n = \mathbb{R}^{2n}$.

Recall that a $C^1$ submanifold $\mathcal{M}$ in $\mathbb{C}^n$ is called totally real at a point $P$ in $\mathcal{M}$ if there is no complex subspace contained in the real tangent space of $\mathcal{M}$ at $P$, except the origin. Harvey and Wells [3] proved that if $M$ is a $C^1$ totally real submanifold of a complex manifold $X$, then there exist a neighborhood $\mathcal{N}$ of $M$ and a nonnegative function $\phi \in C^2(\mathcal{N})$ such that

1. $M = \{z \in \mathcal{N} : \phi(z) = 0\} = \{z \in X : \text{grad}(\phi(z)) = 0\}$,
2. $\phi(z)$ is strictly plurisubharmonic on $\mathcal{N}$.

The idea for proving Theorem 2.3 is, at every point $P$ in $\Sigma$, to embed $\Sigma$ locally into the boundary of a strictly pseudoconvex domain $\mathcal{D}$ in $\mathbb{C}^{n^2}$ such that $\Sigma$ is complex tangential in the boundary $b\mathcal{D}$. This can be done first by requiring $\mathcal{D}$ to be strictly pseudoconvex near the point $P$. Then use a method from Stout [13] and Saerens [11] to get a globally strictly pseudoconvex domain $\mathcal{D}$ so that $\Sigma$ is also complex tangential near $P$. Thus $\Sigma$ is a local peak set and a local interpolation set for $A(U(n))$. More-
same argument given in Saerens [11]. (See the proof of Lemma IV.2 in [11].)

So starting from now, we can assume that the manifold Σ is of top dimension, i.e., of dimension \( n^2 - 1 \). We need to show that if

\[
T_P(Σ) P_t \subset \mathcal{P} \setminus (\mathcal{P}_+ \cap \mathcal{P}_-)
\]

for \( P \in Σ \) near the identity, then a normal vector \( e(P) \in (T_P(Σ) P_t) \) can be chosen such that \( e(P) \in \mathcal{P}_+ \cup \mathcal{P}_- \). For this, it is enough to assume that \( P = I_n \) and that Σ is given by \( Φ(Z) = 0 \) for \( Z \in U(n) \) near \( I_n \) and Φ a \( C^2 \) real-valued function with \( dΦ \neq 0 \) on Σ.

Let \( B_Φ \) be the skew-hermitian matrix defined by

\[
B_Φ = (B_{ij}) = \left( \left( \frac{∂Φ}{∂Z_j} - \frac{∂Φ}{∂Z_i} \right) (I_n) \right).
\]

Then there exists a unitary matrix \( U \) so that

\[
UB_Φ \overline{U}^t = i \text{ diag}(λ_1, \ldots, λ_n), \quad λ_i ∈ R.
\]

Consider a linear change of coordinates \( L: Z → \overline{U} ZU^t \). Then under this mapping, \( U(n) → U(n), \; I_n → I_n \), and for \( Z ∈ L(U(n)) = U(n) \) near the identity, Σ is given by \( Ψ(Z) = Φ(U^t Z \overline{U}) = 0 \). Moreover,

\[
\frac{∂Ψ}{∂Z_j} = \sum_{k,l} U_k^j \frac{∂Φ}{∂Z_k} \overline{U_l^j}, \quad \frac{∂Ψ}{∂Z_l} = \sum_{k,l} U_k^l \frac{∂Φ}{∂Z_k} \overline{U_l^j}.
\]

Thus

\[
B_Ψ = UB_Φ \overline{U}^t = i \text{ diag}(λ_1, \ldots, λ_n).
\]

On the other hand, by the definition of the real tangent space,

\[
T_{I_n}(Σ) = \left\{ A = (A_j^i) ∈ \mathcal{P} : \text{Re} \left\{ \sum_{i,j} A_j^i \frac{∂Ψ}{∂Z_j} \bigg|_{I_n} \right\} = 0 \right\}.
\]

If \( A = -A^t \), then

\[
\text{Re} \left\{ \sum_{i,j} A_j^i \frac{∂Ψ}{∂Z_j} \bigg|_{I_n} \right\} = \frac{1}{2} \sum_{i,j} A_j^i \left( \frac{∂Ψ}{∂Z_j} - \frac{∂Ψ}{∂Z_i} \right) \bigg|_{I_n} = \frac{1}{2} \sum_{i,j} A_j^i (B_Ψ)_j^i = \frac{i}{2} \sum_{i} λ_i A_i^i.
\]
Therefore, the condition \( T_i^n (\Sigma) \subset \mathcal{P} \setminus \mathcal{P}_+ \cup \mathcal{P}_- \) implies that the real numbers \( \lambda_1, \ldots, \lambda_n \) all have the same sign. (For if, say, \( \lambda_1 > 0 \) and \( \lambda_2 < 0 \), then the skew-hermitian matrix \( A = i \text{ diag} (\lambda_2, -\lambda_1, 0, \ldots, 0) \) would be in \( \mathcal{P}_+ \cap T_i^n (\Sigma) \).) Thus the matrix \( iB\psi \) is either positive definite or negative definite, and by our definition of normal vector, we can choose \( e(I_n) = B\psi \), since for all vectors \( A \in T_i^n (\Sigma) \),

\[
A \cdot e(I_n) = \text{Re} \sum_{i,j} A^i_j (B\psi)^j_i = 0.
\]

For a general point \( P = (P^i_j) \in \Sigma \) near \( I_n \), we can choose

\[
e(P) = \left( \left( \frac{\partial \Phi}{\partial Z^i_k} - \frac{\partial \Phi}{\partial Z^k_i} \right) (P) P^i_j \right),
\]

and the positive (or negative) definiteness of \( e(P) \) follows from that of \( e(I_n) \).

To construct our desired function \( \rho \), we assume, without loss of generality, that \( e(P) \in \mathcal{P}_+ \); i.e., the matrix \( ie(P) = (C^k_j^i (P) + iD^k_j^i (P)) \) is positive definite for \( P \) near the identity.

By the theorem of Harvey and Wells, there exist a neighborhood \( \mathcal{N} \) of \( \Sigma \) and a non-negative strictly plurisubharmonic function \( \phi(Z) \) in \( \mathcal{N} \) such that

\[
\Sigma = \{ Z \in \mathcal{N} : \phi(Z) = 0 \} = \{ Z \in \mathcal{N} : \text{grad} \phi(Z) = 0 \}.
\]

If \( H(\phi)_P \) denotes the complex Hessian of \( \phi(Z) \) at \( P \), i.e.,

\[
H(\phi)_P = \left( \frac{\partial^2 \phi}{\partial \zeta_j \partial \zeta_k} (P) \right),
\]

where \( 1 \leq j, k \leq n^2 \) and \( \zeta_j \) runs through the \( n^2 \) complex coordinates \( Z^i_j \), then the \( n^2 \times n^2 \) matrix \( H(\phi)_Z \) is positive definite near \( I_n \). Therefore there exists a large positive number \( \alpha_0 \) such that the \( n^2 \times n^2 \) Hermitian matrix \( B + \alpha_0 H(\phi)_I \) is positive definite, where

\[
B = \left( \frac{\partial (C^i_j (Z) + iD^i_j (Z))}{\partial Z^u_v} \right) \bigg|_{Z=I_n} + \left( \frac{\partial C^i_j (Z) + iD^i_j (Z)}{\partial Z^u_v} \right) \bigg|_{Z=I_n}.
\]

We define a real-valued \( C^2 \) function

\[
\rho_1(Z) = \sum_{s,l=1}^n (C^s_i (Z) \varphi^s_l (Z) + D^s_i (Z) \psi^s_l (Z)),
\]

where \( \{ \varphi^s_i (Z), \psi^s_i (Z) \} \) are the defining functions of \( U(n) \) defined
in §1, and choose an arbitrary $C^2$ function $f: \mathbb{R} \to \mathbb{R}$ such that $f(0) = 0$ and $f'(0) = \alpha_0$. Then our desired function $\rho$ is given by

$$\rho(Z) = \rho_1(Z) + f(\phi(Z)).$$

Our assertion 1 in Proposition 3.4 follows from the fact that

$$\frac{\partial \rho(Z)}{\partial Z} \bigg|_{Z=I} = \frac{\partial \rho_1(Z)}{\partial Z} \bigg|_{Z=I} = C^u_v(I_n) + i D^u_v(I_n)$$

and that our matrix $ie(I_n)$ is nonzero. For part 2, we note that if $Z \in U(n)$ is near $I_n$, $\phi(Z) = \phi^\delta(Z) = \psi^\delta(Z) = 0$, and hence $U(n) \subset b\mathcal{D}$. For the inclusion that $\mathcal{Z} \cap U(n) \subset \mathcal{D}$, we note that for $Z \in U(n)$ near $I_n$,

$$(\phi_1^\delta(Z) + i \psi_1^\delta(Z)) \leq 0, \quad (C_1^\delta(Z) + i D_1^\delta(Z)) \geq 0.$$  

Therefore, Lemma 3.1 and the fact that at $I_n$, $f \circ \phi$ vanishes to the second order while the function $\rho_1$ vanishes only to the first order, yield our result. For part 3, we note that the complex tangent space of $b\mathcal{D}$ at $P \in \Sigma$ is defined by

$$T^C_P(b\mathcal{D}) = \left\{ \Xi = \left( \xi_v^u \right)_{n \times n} : \sum_{u, v=1}^n \xi_v^u \frac{\partial \rho(Z)}{\partial Z} \bigg|_{Z=I} = 0 \right\}$$

$$= \left\{ \Xi = \left( \xi_v^u \right)_{n \times n} : \sum_{u, v=1}^n \xi_v^u \frac{\partial \rho_1(Z)}{\partial Z} \bigg|_{Z=I} = 0 \right\}.$$

A computation shows that at $P$, $\Xi \in T^C_P(b\mathcal{D})$ if and only if the following equality holds

$$\sum_{u, v, k=1}^n \xi_v^u \overline{P_k^v} (C_k^u(P) + i D_k^u(P)) = 0.$$  

Thus the inclusion $T_P(\Sigma) \subset T^C_P(B\mathcal{D})$ follows from the fact that the skew-hermitian matrix $e(P)$ is in $(T_P(\Sigma) \overline{P})^{-1}$, i.e., $e(P)$ has to satisfy the equality (*) for all $\Xi \in T_P(\Sigma)$.

To prove the last part, it is enough to show that the Hessian of $\rho(Z)$ is strictly positive definite when $P = I_n$. This is obtained from Lemma 3.2 and the following identity

$$\left( \frac{\partial^2 \rho(Z)}{\partial Z_k^u \partial Z_l^v} \right) \bigg|_{Z=I} = \left( \delta_k^l (C_v^u(I_n) + i D_v^u(I_n)) \right)_{n \times n} + B + f'(0)H(\phi) \bigg|_{Z=I}.$$

Thus, we finish the proof of our proposition.
The global version of Proposition 3.4 is stated in the following proposition that ensures that the domain $\mathcal{D}$ can be chosen globally as a strictly pseudoconvex domain. The proof is the same as that given by Saerens in [11] for polydiscs.

**PROPOSITION 3.5.** Given a point $P \in \Sigma$, there exists a strictly pseudoconvex domain $\mathcal{D} \subset C^n$ with $C^2$ boundary and an open subset $\mathcal{U}$ containing $P$ such that conclusions (2) with (3) in Proposition 3.4 hold.

It is known [5, 10] that a $C^1$ submanifold $M$ in the boundary of a strictly pseudoconvex domain $D$ is a peak-interpolation set if and only if for each point $P \in M$, $T_P(M) \subset T_p^B(bD)$. Thus together with Proposition 3.5, we can assert, following the lines in Saerens [4], that $\Sigma$ is a local peak set and an interpolation set for $A(\widehat{U(n)})$, provided that $\Sigma$ satisfies the open cone condition at every point. Since, for every point $P$ in $U(n)$, the function

$$f_P(Z) = \frac{\sum_{k=1}^{n} z^k_{l} p^k_{l}}{n}, \quad \text{for } Z \in \widehat{U(n)},$$

peaks only at the point $P$, $P$ is a peak point for $A(\widehat{U(n)})$. Our sufficient condition in Theorem 2.3 is then an immediate consequence of a result, due to Varopoulos in [14], which implies that, for a bounded domain $D$, an interpolation set for $A(D)$ of which every point is also a peak point for $A(D)$ is actually a peak-interpolation set for $A(D)$.

Our proof of the necessity in Theorem 2.3 is based on the following two theorems (cf. [9]).

**THEOREM (Nagel and Rudin).** Let the segment $(0, 1) \subset \mathbb{R}$ be one edge of an open rectangle $Q$ in the upper half-plane of $C$. Suppose

(a) $f : Q \to \mathbb{C}$ is a bounded $C^1$-function, and

(b) $\frac{\partial f}{\partial z} \in L^p(Q)$ for some $p > 1$.

Then $\lim_{y \to 0} f(x + iy)$ exists for almost all $x \in (0, 1)$, as $y \to 0$.

**THEOREM (Nagel and Rudin).** If $\mathcal{D} \subset C^n$ is a domain and if $K \subset b\mathcal{D}$ is a peak set for $A(\mathcal{D})$, then there exists an $F \in H^\infty(\mathcal{D})$ which has no limit along any curve in $\mathcal{D}$ that ends at a point of $K$.

Nagel and Wainger obtained several more general results. For details, see [10].
Suppose now that $\sigma$ is a peak set for $A(\mathbb{U}(n))$ and that there is a point, say $P$, at which there is a non-zero vector $\xi \in T_P(\Sigma)$ such that $\xi P^i \in \mathcal{P}_+ \cup \mathcal{P}_-$. Choose a $C^2$ simple closed curve $\gamma$ in $U(n)$ so that $P \in \gamma$ and $\gamma$ is the image of some $C^2$ periodic mapping $\varphi : R \to U(n)$ with $\varphi(0) = P$ and $\varphi'(0) = \xi$. Let $d = \text{Max}\{\|\varphi'\|_{\infty}, \|\varphi''\|_{\infty}\} < \infty$. Assume that $i\varphi'(0)\varphi^i(0) < 0$. (The same proof works for the case when the matrix $i\varphi'(0)\varphi^i(0)$ is positive definite.) Then this matrix remains negative definite for small $x$ in $R$. Without loss of generality, we assume that $\varphi(x + 2) = \varphi(x)$. Choose a function $\psi : (-1, 1) \to C^{n^2}$ such that

$$\int_{-1}^{1} \psi_i^k(x) \, dx = 1, \quad \int_{-1}^{1} |x\psi_i^k(x)| \, dx < \frac{1}{d}.$$ 

The existence of such a function is seen as follows. Let $c = \frac{1}{2d} > 0$, and let $\lambda$ be a function on $[0, 1]$ with $\lambda(0) = \lambda'(0) = \lambda''(0) = 0, \lambda(1) = 1/2$, $\lambda$ positive and increasing on $[0, 1]$ such that $\int_0^1 \lambda(x) \, dx > 1/2 - c$. Then by extending $\lambda$ to $[-1, 0]$ as an odd function, the function $\lambda'(x)$ has the desired properties.

Define $u_i^k(x, y) = \int_{-1}^{1} (\varphi_i^k)'(x + ty)\psi_i^k(t) \, dt$ and

$$\Phi(x + iy) = \varphi(x) + iyu(x, y)$$

for $x$ near 0 and $y > 0$. Since our matrix $i\varphi'(x)\varphi^i(x)$ is negative definite when $x = 0$, we can find a positive number $e$ so that for $x$ near 0,

$$\text{Im} \left( \sum_{l=1}^{n} \varphi_i^k(x)\overline{\varphi_i^k(x)} \right) > e > 0$$

for $k = 1, \ldots, n$. Therefore $\varphi$ and $\Phi$ have the following properties for $z = x + iy$:

1. $\Phi(x) = \varphi(x)$ and $\frac{\partial \Phi(x)}{\partial y} |_{y=0} = i\varphi'(x)$.

2. There exist two small positive constants $\varepsilon, \eta$ such that under the mapping $\Phi$, the region $(-\varepsilon, \varepsilon) \times [0, \eta]$ is mapped into $\mathbb{U}(n)$ and

$$\text{Max}_{x \in [-\varepsilon, \varepsilon]} |\varphi'(x) - \varphi'(x + y)| < dy < e.$$ 

3. $|u_x(x, y)| \leq \|\varphi'\|_{\infty}, |u_y(x, y)| \leq 1$, and $|\frac{\partial \Phi(x)}{\partial z}| \leq C < \infty$.

Let $\Phi(z) = (\Phi^1(z), \ldots, \Phi^n(z))$, where the $\Phi^k$'s are the columns
of Φ. Then for 1 ≤ k ≤ n and z near 0

\[ 1 - |Φ^k(x + iy)|^2 = 1 - \sum_{l=1}^{n} |φ^k_l(x) + iyu^k_l(x, y)|^2 \]

\[ = 2y \left( \text{Im} \sum_{l=1}^{n} (φ^k_l(x)φ^k_l(x)) \right) \]

\[ + 2y \left( \text{Im} \sum_{l=1}^{n} φ^k_l(x)(u^k_l(x, y) - (φ^k_l(x))) \right) \]

\[ - y^2|u^k_l(x, y)|^2 > ey, \]

since second and last term in this equality are \( O(y^2) \) by the above property (2). Now \( U(n) \) is contained in the set \( S, S = S^{2n-1} × \cdots × S^{2n-1}, \) the product of \( n \) copies of \((2n-1)-\text{sphere}\). The distance from the point \( Φ(z) \) to \( U(n) \) is greater than or equal to that to \( S \). Suppose \( ζ \) to be a point in \( S \). Then

\[ |Φ^k(z) - ζ|^2 = 1 + |Φ^k(z)| - 2 \text{Re}(ζ^k, Φ^k(z)) \]

\[ ≥ 1 - |Φ^k(z)|^2 > ey. \]

Therefore \( \text{dist}(Φ(z), U(n)) > ey \). If \( F \) is a function in \( A(\overline{U(n)}) \), by letting \( f(z) = F(Φ(z)) \), we have following estimate for small \( y \):

\[ \left| \frac{∂f(z)}{∂z} \right| ≤ \frac{∥F∥_∞}{\text{dist}(Φ(z), U(n))} \left| \frac{∂Φ^k(z)}{∂z} \right| = O(y^{-1/2}). \]

Therefore \( \frac{∂f(z)}{∂z} \) belongs to \( L^p(Q) \) for some rectangle \( Q \) in the upper half plane, where \( 1 < p < 2 \). Our theorem then follows from the theorem of Nagel and Rudin.

The proof of the sufficiency of Theorem 2.4 could have been carried out exactly in the same fashion, if one notes that our constructions and all the theorems we quoted there still work in the \( C^∞ \) case. But since we no longer have a \( C^∞ \) version of Varopoulos's theorem, we can only reach the conclusion that \( Σ \) is a local peak set and an interpolation set for \( A^∞(\overline{U(n)}) \).

Proof of the necessity in Theorem 2.4: Let \( f ∈ A^k(\overline{U(n)}) \) be such that \( f|_Σ = 1 \) and \( |f|_{U(n)}, Σ < 1 \). Without loss of generality, we can assume that \( f ≠ 0 \) in \( U(n) \). Let \( \log(f(Z)) = u(Z) + iv(Z) \) and

\[ Μ = \{ Z ∈ C^{n^2}, v(Z) = 0 \} \cap U(n). \]

Then \( Μ \) contains \( Σ \). First we show that near every point \( P_0 ∈ Σ, Μ \)
is a manifold of dimension \( n^2 - 1 \). This amounts to showing that there
exists $\eta \in T_p(U(n))$ such that $\eta(v) \neq 0$. Consider the holomorphic mapping $\phi$ from the unit disc $U$ in $C$ to $\overline{U(n)} \setminus U(n)$ defined by $\phi(\xi) = \xi P_0$. Then $\phi(1) = P_0$, $f(\phi(1)) = 1$ and $|f(\phi(\xi))| < 1$ for $\xi \in U$. Therefore, Hopf's lemma and the Cauchy-Riemann equations give $d\nu(\phi(e^{i\theta})) / d\theta \neq 0$. By taking $\eta = \phi \frac{\partial}{\partial \theta} \in T_p(U(n))$, we have $\eta(v) \neq 0$. Thus $d(v|_{U(n)})$ does not vanish at point $P_0$. Next we claim that $\mathcal{M}$ satisfies the closed cone condition at every point of $\Sigma$. If not, say at $P$, we have that the set $T_P(\mathcal{M})$ is not contained in the set $\mathcal{P} \setminus (\mathcal{P}_+ \cup \mathcal{P}_-)$. Then there exists an $n \times n$ matrix $\xi$ in $T_P(\mathcal{M})$ such that $i\xi \bar{P}_i > 0$ or $i\xi \bar{P}_i < 0$, say the former. Let $A = i\bar{P}_i \xi$. Then $\xi + P\xi i P = 0$ implies that $A = P^{-1}(i\xi \bar{P}_i)P > 0$. For $|\xi| \leq 1$, we define a matrix function $M(\xi) = I_n - c(1 - \xi)A$, where $c = 1 / \max_{1 \leq i \leq n} \lambda_i > 0$ with $\lambda_i$ the positive eigenvalues of the matrix $A$. (If $A < 0$, we take $c = -1 / \max_{1 \leq i \leq n} |\lambda_i| < 0$.) The eigenvalues of $M(\xi)$ are $\mu_i = 1 - c(1 - \xi)\lambda_i$ with

$$|\mu_i| = 1 - c\lambda_i \left( \frac{2(1 - \text{Re} \xi)}{|1 - \xi|^2} - c\lambda_i \right) < 1,$$

since $2(1 - \text{Re} \xi) > (1 - \text{Re} \xi)^2 + (\text{Im} \xi)^2 = |1 - \xi|^2$. $M(1) = I_n$. Therefore the mapping $\zeta \mapsto PM(\zeta)$ is $C^\infty$ from the unit disc to $\overline{U(n)}$. The function $f(PM(\zeta))$ takes its maximum modulus only at $\zeta = 1$. Hopf's lemma yields $\frac{\partial f}{\partial r}|_{\zeta = 1} > 0$. Thus the Cauchy-Riemann equations give $\frac{\partial v}{\partial \theta}|_{\zeta = 1} > 0$. Now we write $M(\zeta) = (a^k_i(\zeta))$ and $v = v(PM(\zeta)) = v(\sum_{k=1}^n P^i_k a^k_i(\zeta))$. Then $\frac{d}{d\xi} a^k_i(\zeta)|_{\zeta = 1} = i \sum_{k=1}^n \xi^k P^i_k$ and

$$0 < \frac{\partial v}{\partial \theta}\bigg|_{\zeta = 1} = \sum_{s, t=1}^n \frac{\partial v}{\partial z^s_t}\bigg|_{Z = P} \frac{\partial}{\partial \theta} \left( \sum_{k=1}^n P^s_k a^k_i(\zeta) \right)\bigg|_{\zeta = 1} = \sum_{s, t=1}^n \frac{\partial v}{\partial z^s_t}\bigg|_{Z = P} \sum_{k=1}^n i P^s_k \frac{d}{d\xi} a^k_i(1) = -\sum_{s, t=1}^n \frac{\partial v}{\partial z^s_t}\bigg|_{Z = P} \xi^s_t,$$

which contradicts the equality $\text{Re}(\sum_{s, t=1}^n \frac{\partial v}{\partial z^s_t}\bigg|_{Z = P} \xi^s_t) = 0$, since $\zeta \in T_P(\mathcal{M})$. Thus we finish our proof of Theorem 2.4.

4. Remarks.

Remark 4.1. Recall that $U(n)$ is the image of $\mathcal{P}$, the set of all $n \times n$ skew-Hermitian matrices, under the exponential map. Therefore,
if $\Omega$ is an open subset in $R^m$ and if $\Psi$ is a $C^k$ mapping from $\Omega$ to $\mathcal{S}$, $\exp \circ \Psi$ is also a $C^k$ mapping with image in $U(n)$. Under this correspondence, if the set $\exp(\Psi(\Omega))$ is a submanifold in $U(n)$, the open cone condition and closed cone condition on $\exp(\Psi(\Omega))$ are converted to the following form:

**open cone condition at point $P = \Psi(X)$:**

$$\{(J\Psi)|_X V : V \in R^m \} \subset \mathcal{S}(\mathcal{P}_+ \cup \mathcal{P}_-)$$

**closed cone condition at point $P = \Psi(X)$:**

$$\{(J\Psi)|_X V : V \in R^m \} \subset \mathcal{S}(\mathcal{P}_+ \cup \mathcal{P}_-)$$

where $J\Psi$ is the Jacobian of the mapping $\Psi$. Thus we can restate all theorems in §2 by imposing these revised cone conditions on $\Psi(X)$.

The proof of the equivalence of these two types of cone conditions is based on the following lemma:

**Lemma 4.1.** Let $H = H(t_1, \ldots, t_m)$ be an $n \times n$ matrix that depends on the parameters $t_1, \ldots, t_m$. Then for any constant $s$

$$\frac{\partial}{\partial t_i}(e^{sH}) = -\int_0^s e^{-(s-s_i)H} \frac{\partial H}{\partial t_i} e^{-s_iH} ds_1.$$ 

**Proof.** Let $X(s, t) = \frac{\partial}{\partial t_j} e^{-sH}$. Then

$$\frac{dX}{ds} = \frac{\partial}{\partial t_j} \frac{\partial}{\partial s} e^{-sH} = \frac{\partial}{\partial t_j} (-He^{-sH})$$

$$= -HX - \frac{\partial H}{\partial t_j} e^{-sH}.$$ 

Hence $X(s, t)$ satisfies the inhomogeneous system

$$\frac{dY}{ds} = AY(s) + B(s), \quad Y(0) = 0,$$

which has the solution $Y(s) = \int_0^s e^{(s-\tau)A} B(\tau) d\tau$. As a consequence, we have the desired equality in the lemma.

By using this lemma, our equivalence follows immediately. For if we write $\Psi(X) = (\psi_t^s(X))$ and $e^{\Psi(X)} = (e_t^s(X))$, then for every
\[ V = (v_1, \ldots, v_m) \in \mathbb{R}^m \text{ we have} \]
\[
ie^{-\Psi(X)} \left( \sum_{l=1}^{m} \frac{\partial e_i^\ast(X)}{\partial x_l} \right)_{n \times n} = ie^{-\Psi(X)} \left( \sum_{l=1}^{m} \left( \frac{\partial e_i^\ast(X)}{\partial x_l} \right)_{n \times n} v_l \right)
\]
\[
= ie^{-\Psi(X)} \sum_{l=1}^{m} e^{\Psi(X)} \left( \int_0^1 e^{-r\Psi(X)} \frac{\partial \Psi(X)}{\partial x_l} e^{r\Psi(X)} \, dr \right)_{n \times n} v_l
\]
\[
= \int_0^1 e^{-r\Psi(X)} \left( i \sum_{l=1}^{m} \frac{\partial \psi_i^\ast(X)}{\partial x_l} v_l \right)_{n \times n} e^{r\Psi(X)} \, dr.
\]

As two conjugate matrices, the left-hand side is positive (or negative) definite if and only if the right-hand side is. This gives the equivalence of the two type of cone conditions.

There is an interesting consequence of the above equivalence. If we canonically embed the polydisc \( T^n \) into \( U(n) \) as

\[ (z_1, \ldots, z_n) \in T^n \rightarrow \text{diag}(z_1, \ldots, z_n) \in U(n), \]

then every submanifold \( \Sigma \) in \( T^n \) can be considered as a submanifold \( \tilde{\Sigma} \) in \( U(n) \) of the same smoothness. It follows that \( \tilde{\Sigma} \) satisfies the open (closed, resp.) cone condition in our definition if and only if \( \Sigma \) satisfies the open (closed, resp.) cone condition in Burns and Stout [2] and Saerens [11]. Namely, if \( \Omega \) is an open subset in \( \mathbb{R}^m \) and if \( \Phi: \mathbb{R}^m \rightarrow \mathbb{R}^n \) is a nonsingular map of class \( C^2 \), then the open cone condition in [2] and [11]

\[ \{ \Phi'(X)V : V \in \mathbb{R}^m \} \cap \mathbb{R}^n_+ = \{ 0 \}, \]

which implies that the set \( \{(e^{i\Phi_1(X)}, \ldots, e^{i\Phi_n(X)}) : X \in \Omega \} \) is a peak-interpolation set for the polydisc algebra \( A(U^n) \), holds if and only if

\[ \{ J\Psi(X)V : V \in \mathbb{R}^m \} \subset \mathcal{S} \setminus \mathcal{P}_+ \cup \mathcal{P}_-, \]

where \( \Psi(X) = \text{diag}(i\Phi_1(X), \ldots, i\Phi_n(X)) \in \mathcal{S} \). Moreover, the point \( (e^{i\Phi_1(X)}, \ldots, e^{i\Phi_n(X)}) \) in \( U^n \) corresponds to the point

\[ \text{diag}(e^{i\Phi_1(X)}, \ldots, e^{i\Phi_n(X)}) = \exp(\Psi(X)) \in U(n). \]

Similarly, the closed cone condition in [2] and [11] can be obtained by the same argument. Therefore all parallel results in [2] and [11] about peak sets, interpolation sets and peak-interpolation sets for \( A(T^n), A^\infty(T^n) \) and \( A^\omega(T^n) \) can be obtained as corollaries of our Theorem 2.1, 2.2, 2.3 and 2.4.
Remark 4.2. If a submanifold $\Sigma$ in $U(n)$ happens to be a closed subgroup (Lie subgroup), e.g., $SU(n)$, then the cone condition holds at every point if and only if it holds at one point, because we have following proposition.

**Proposition 4.2.** If $\Sigma$ is a subgroup of $U(n)$ and satisfies the open cone condition at point $P_0$, then $\Sigma$ has the same property at every point $P$.

**Proof.** From the definition of the real space of $U(n)$, we can derive that for any unitary matrix $U$,

$$UT_{P_0}(U(n)) = T_{U P_0}(U(n)) \quad \text{and} \quad T_{P_0}(U(n)) U = T_{P_0} U(U(n)).$$

Since $\Sigma$ is a subgroup of $U(n)$, $P P_0^{-1}$ also lies in $\Sigma$. Therefore $T_P(U(n)) = P P_0^{-1} T_{P_0}(U(n))$. Let $\Sigma = \Psi(\Omega)$ with $\Psi$ defined in Remark 4.1. Assume $P = \Psi(X)$ and $P_0 = \Psi(X_0)$. Then there exist $m^2$ functions $A(X, X_0) = (a^j_k(X, X_0))_{m \times m}$ such that

$$\frac{\partial \Psi(X)}{\partial x_k} = \Psi(X) \Psi(X_0)^{-1} \left( \sum_{j=1}^m \frac{\partial \Psi(X)}{\partial x_j} \bigg|_{x=X_0} a^j_k(X, X_0) \right),$$

since $\Sigma \subset U(n)$ implies $T_P(\Sigma) \subset T_P(U(n))$. We only need to show that the matrix $A(X, X_0)$ is nonsingular. But this is obvious, since we have

$$\frac{\partial \Psi(X)}{\partial x_k} = \sum_{j, l=1}^m \frac{\partial \Psi(X)}{\partial x_l} (X) a^j_k(X, X) a^l_k(X, X_0),$$

and this implies that $A(X, X_0) A(X_0, X) = I_n$.

**Remark 4.3.** Let $\mathcal{D} = \mathcal{D}_1 \times \cdots \times \mathcal{D}_r$ be a domain in $\mathbb{C}^N$, where each $\mathcal{D}_\nu$ is a strictly pseudoconvex domain of $\mathbb{C}^{n_\nu}$ with $C^\infty$ boundary. Let $\rho_\nu$ be a defining function for $\mathcal{D}_\nu$ and set $\Gamma = b \mathcal{D}_1 \times \cdots \times b \mathcal{D}_r$ and $\tau^\nu_P = i \chi^\nu_P (P)^{-1} \chi^\nu_P$ with $\chi^\nu_P = (\text{grad } \rho_\nu)_P$ and $\alpha_\nu(P) = |\chi^\nu_P|, \nu = 1, \ldots, r$. For each vector $\lambda = (\lambda_1, \ldots, \lambda_r)$ with $\lambda_\nu > 0$, we set

$$\Lambda_P(\lambda) = \left\{ \sum_{\nu=1}^r t_\nu \tau^\nu_P, t_\nu \in R \quad \text{and} \quad \sum_{\nu=1}^r t_\nu \lambda_\mu = 0 \right\}.$$

T. Jimbo proved in [7] the following result: Let $M \subset \Gamma$ be a real $C^\infty$ submanifold. If $M$ is locally a peak set for $A^\infty(\mathcal{D})$, then there exists a vector-valued $C^\infty$ function $\lambda = (\lambda_1, \ldots, \lambda_r)$ with $\lambda_\nu > 0$ such that

$$T_P(M) \subset T_P^C(\Gamma) \oplus \Lambda_P(\lambda(P)).$$
Conversely, if $M$ satisfies the above inclusion, then it is locally a peak set and locally an interpolation set for $A^\infty(\mathcal{D})$.

In our case, as the unitary group $U(n)$ is contained in the product of $n$-copies of unit sphere, we need consider the domain that is the product of $n$-copies of unit ball.

**Proposition 4.3.** Let $\Omega$ be an open set in $\mathbb{R}^m$, and let $\Phi$ be a nonsingular $C^\infty$ mapping from $\Omega$ to $bB_n \times \cdots \times bB_n = S^{2n-1} \times \cdots \times S^{2n-1}$. Set $\Sigma = \Phi(\Omega)$. If $\Sigma$ is a local peak set for $A^\infty(\mathcal{U}(n))$ may not be a local peak set for $A^\infty(\mathcal{D})$, where $\mathcal{D} = B_n \times \cdots \times B_n$, then at every point $P \in \Sigma$, $P = \Phi(X)$,

$$\sum_{k=1}^{n} \lambda_k \left( \sum_{l=1}^{n} \Phi^k_l(X) \frac{\partial \Phi^k_l(X)}{\partial x_j} \right) = 0 \quad \text{for} \ 1 \leq j \leq m,$$

for some $\lambda = (\lambda_1, \ldots, \lambda_n)$ with $\lambda_\nu > 0$.

Two comments about Proposition 4.3 are in order:

1. The condition in the proposition is also sufficient, but we only need the necessity so that we can compare the equality in Proposition 4.3 with our cone conditions.

2. The above equality implies that for any vector $V = (v_1, \ldots, v_m)$ the matrix $\sum_{j=1}^{m} (\Phi^j(X) \frac{\partial \Phi^j(X)}{\partial x_j}) v_j$ is neither positive definite nor negative definite. Therefore if $\Sigma$ is contained in $U(n)$, then it has to satisfy the closed cone condition. But a local peak set for $A^\infty(\mathcal{U}(n))$ may not be a local peak set for $A^\infty(\mathcal{D})$, as the following example shows.

**Example 4.4.** Let $\Sigma$ be a smooth curve in $U(2) \subset S^3 \times S^3$ defined by

$$\Sigma = \left\{ \begin{pmatrix} c & de^{i\alpha(t)} \\ -de^{i\beta(t)} & ce^{i\alpha(t)+i\beta(t)} \end{pmatrix} : t \in \mathbb{R} \right\},$$

here $c$, $d$ are real constants satisfying $c^2 + d^2 = 1$. Then we have

1. If $\alpha'(t)\beta'(t) < 0$ for all $t$, then $\Sigma$ is a local peak set for $A^\infty(\mathcal{U}(n))$.

2. $\Sigma$ is a local peak set for $A^\infty(B_2 \times B_2)$ only if $\alpha'(t)\beta''(t) < -(c\beta'(t))^2 < 0$ for all $t$. 
Proof of Proposition 4.3. It is easy to get that
\[ \Lambda_p(\lambda) = \left\{ (t_1 z^1_1, \ldots, t_1 z^n_1, \ldots, t_n z^n_1, \ldots, t_n z^n_n) \in R^n : t = (t_1, \ldots, t_n) \in R^n, \text{ and } \sum_{j=1}^n t_j \lambda_j = 0 \right\}. \]

For each \( V \in R^m \), \( \sum_{j=1}^m \frac{\partial \Phi(X)}{\partial x_j} v_j \in T_p(S) \) implies that \( \sum_{j=1}^m \frac{\partial \Phi(X)}{\partial x_j} v_j - (it_k \Phi^k_j(X))_{1 \leq k, j \leq n} \) must lie in \( T_p^C(\Gamma) \), where \( \Gamma = S^{2n-1} \times \ldots \times S^{2n-1} \). That means that
\[ \sum_{l=1}^n \left( \sum_{j=1}^m \frac{\partial \Phi^k_l(X)}{\partial x_j} v_j - it_k \Phi^k_l(X) \right) \Phi^k_l(X) = 0, \]
for \( k = 1, \ldots, n \). Since \( V \) is arbitrary, our result follows from the equality \( \sum_{l=1}^n |\Phi^k_l(X)|^2 = 1 \).
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