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We introduce a generalization of the Hilbert projective metric to the space of positive definite matrices which we view as part of the Lagrangian Grassmannian.

1. Introduction. In his treatment of Kalman Bucy filters Bougerol [1], [2] uses the Riemannian metric on the set of positive definite matrices considered as a Riemannian symmetric space.

Graphs of symmetric linear maps from $\mathbb{R}^n$ to $\mathbb{R}^n$ are Lagrangian subspaces in the standard linear symplectic space $\mathbb{R}^n \times \mathbb{R}^n$. We call a Lagrangian subspace positive, if it is a graph of a positive definite linear map. Further, we call a linear symplectic map monotone, if it maps positive Lagrangian subspaces onto positive Lagrangian subspaces. Bougerol discovered that the symplectic matrices in Kalman filtering theory are monotone. He shows that the action of any monotone map on the manifold of positive Lagrangian subspaces contracts the metric of the Riemannian symmetric space. It is the only (up to scale) Riemannian metric which has this property.

The goal of this paper is to introduce a natural Finsler metric in the manifold of positive definite matrices which, in addition to being contracted by the action of any monotone map, has striking geometric properties. In particular, we obtain that the coefficient of least contraction is equal to the hyperbolic tangent of one half of the diameter of the image. This is the same relation which was obtained by Birkhoff [3] (see also [4]) for the Hilbert projective metric.

In the case of the positive orthant the Hilbert metric is also only Finsler (cf. [6]), which reflects the nonsmoothness of the cone. It is natural that the generalization of the Hilbert metric to the space of positive definite matrices is not smooth, because its boundary in the Lagrangian Grassmannian is not smooth.
After our paper was written we learned that this metric was discussed earlier by Vesentini [9] from a completely different point of view, which is applicable also in the infinite dimensional setting. In Vesentini's approach our metric becomes a Caratheodory-type metric on the convex cone of positive definite matrices.

2. Preliminaries. We consider a linear symplectic space $\mathcal{W}$ of dimension $2n$ with the symplectic form $\omega$. We call $\mathcal{W} = \mathbb{R}^n \times \mathbb{R}^n$ the standard linear symplectic space, if

$$\omega(w_1, w_2) = \langle \xi^1, \eta^2 \rangle - \langle \xi^2, \eta^1 \rangle,$$

where $w_i = (\xi^i, \eta^i), i = 1, 2$, and $\langle \xi, \eta \rangle = \xi_1 \eta_1 + \cdots + \xi_n \eta_n$.

The symplectic group $\text{Sp}(n, \mathbb{R})$ is the group of linear maps of $\mathcal{W}$ $(2n \times 2n$ matrices if $\mathcal{W} = \mathbb{R}^n \times \mathbb{R}^n$) preserving the symplectic form, i.e., $L \in \text{Sp}(n, \mathbb{R})$ if

$$\omega(Lw_1, Lw_2) = \omega(w_1, w_2),$$

for every $w_1, w_2 \in \mathcal{W}$.

By definition, a Lagrangian subspace of a linear symplectic space $\mathcal{W}$ is an $n$-dimensional subspace on which the restriction of $\omega$ is zero (equivalently, it is a maximal subspace on which $\omega$ vanishes).

**Definition 1.** Given two transversal Lagrangian subspaces $V_1$ and $V_2$, we define the sector between $V_1$ and $V_2$ by

$$\mathcal{C} = \mathcal{C}(V_1, V_2) = \{w \in \mathcal{W} | \omega(v_1, v_2) \geq 0 \text{ for } w = v_1 + v_2, v_i \in V_i, i + 1, 2\}.$$ 

We call $V_1$ and $V_2$ the sides of the sector.

Equivalently, we define first the quadratic form associated with an ordered pair of transversal Lagrangian subspaces

$$Q(w) = 2\omega(v_1, v_2),$$

where $w = v_1 + v_2, v_i \in V_i, i = 1, 2$, is the unique decomposition. The factor 2 is introduced here to simplify some of the formulas. We have now

$$\mathcal{C} = \{w \in \mathcal{W} | Q(w) \geq 0\}.$$
In the standard symplectic space, if we take \( V_1 = \mathbb{R}^n \times \{0\} \) and \( V_2 = \{0\} \times \mathbb{R}^n \), we get

\[
Q((\xi, \eta)) = 2\langle \xi, \eta \rangle
\]

and

\[
C = \{ (\xi, \eta) \in \mathbb{R}^n \times \mathbb{R}^n | \langle \xi, \eta \rangle \geq 0 \}.
\]

Since any two pairs of transversal Lagrangian subspaces are symplectically equivalent, we can consider only this case without any loss of generality. We will keep using the coordinatefree language to expose the geometric character of some formulas.

The Lagrangian subspaces which are contained in the boundary of the sector \( C \) can be described in the following way. Let \( Y_1 \subset V_1 \) be any linear subspace, and let \( Y_2 \subset V_2 \) be the intersection of \( V_2 \) with the skeworthogonal complement of \( Y_1 \). Then \( Y_1 + Y_2 \) is a Lagrangian subspace in the boundary of the sector. It can be shown [8] that in this way we obtain all Lagrangian subspaces in the boundary of the sector. We see that the subspaces \( V_1 \) and \( V_2 \) are singled out among all the Lagrangian subspaces contained in the boundary of \( C \) by being the only isolated points. It follows that a sector determines uniquely its sides.

Based on the notion of the sector between two transversal Lagrangian subspaces (or the quadratic form \( Q \)), we define two monotonicity properties of a linear symplectic map.

**Definition 2.** Given the sector \( C \) between two transversal Lagrangian subspaces, we call a linear symplectic map \( L \) monotone if

\[
LC \subset C
\]

and strictly monotone if

\[
LC \backslash \{0\} \subset \text{int} \ C.
\]

Equivalent property is given by

**Theorem 1.** \( L \) is (strictly) monotone if and only if \( Q(Lw) \geq Q(w) \) for every \( w \in \mathcal{W} \) (\( Q(Lw) > Q(w) \) for every \( w \in \mathcal{W} \), \( w \neq 0 \)).

The increasing of the quadratic form implies trivially monotonicity, but the converse holds only because of a very special geometric
structure of the sector, and it is not true in general for cones defined by arbitrary quadratic forms. This theorem was first proved in [5].

Let
\[
\begin{pmatrix}
A & B \\
C & D
\end{pmatrix}
\]
be a symplectic map of the standard symplectic space \( \mathbb{R}^n \times \mathbb{R}^n \), monotone with respect to the standard sector. \( A, B, C, D \) are \( n \times n \) matrices, and it can be shown that \( A \) and \( D \) are nondegenerate (cf. [7], [8]).

Let us describe those symplectic matrices which are monotone in the weakest form, namely they preserve the quadratic form \( Q \). We will call such matrices \( Q \)-isometries.

**Proposition 1.** If \( L \) is a linear symplectic map and \( LC = C \), then
\[
L = \begin{pmatrix}
A & 0 \\
0 & A^{-1}
\end{pmatrix}.
\]
In particular, \( L \) preserves the quadratic form \( Q \)
\[
Q \circ L = Q.
\]

**Proof.** If \( LC = C \) then \( L \) maps also the boundary of the sector \( C \) onto itself. Since the sides of the sector are the only isolated Lagrangian subspaces in the boundary of the sector, it follows that they stay put under \( L \). Hence \( B = C = 0 \). By symplecticity \( D = A^{-1} \).

Given a monotone \( L \), we can always factor out the following \( Q \)-isometry on the left.
\[
L = \begin{pmatrix}
A & B \\
C & D
\end{pmatrix} = \begin{pmatrix}
A & 0 \\
0 & A^{-1}
\end{pmatrix} \begin{pmatrix}
I & \cdot \\
0 & I
\end{pmatrix}.
\]

Symplecticity of \( L \) forces further unique factorization
\[
L = \begin{pmatrix}
A & 0 \\
0 & A^{-1}
\end{pmatrix} \begin{pmatrix}
I & 0 \\
P & I
\end{pmatrix} \begin{pmatrix}
I & R \\
0 & I
\end{pmatrix},
\]
with symmetric $P$ and $R$. Moreover, monotonicity forces $P \geq 0$ and $R \geq 0$. Strict monotonicity means that $P > 0$ and $R > 0$. These claims follow from the following

**Proof of Theorem 1.** Using the above factorization, we get for $w = (\xi, \eta)$

$$Q(Lw) = \langle \xi, \eta \rangle + \langle R\eta, \eta \rangle + \langle P(\xi + R\eta), \xi + R\eta \rangle.$$  

Putting $\eta = 0$, we obtain that $P \geq 0$. To show that also $R \geq 0$, let us consider an eigenvector $\eta$ of $R$ with eigenvalue $\lambda$ and let $w = (a\eta, \eta)$. We get that if $a \geq 0$ then $w \in C$ and $Lw \in C$, so that

$$(a + \lambda)\langle \eta, \eta \rangle + (a^2 + \lambda^2)\langle P\eta, \eta \rangle \geq 0.$$  

This implies immediately that $\lambda \geq 0$, which ends the proof of the monotone version of the Theorem. The strictly monotone version is obtained in a similar way. \qed

As a byproduct of the proof, we get the following useful observation

**Proposition 2.** A monotone map $L$ is strictly monotone if and only if

$$LV_i \setminus \{0\} \subset \text{int} C, \quad i = 1, 2.$$  

3. The metric in the manifold of positive Lagrangian subspaces. We start by defining the symplectic angle $\Theta(u, w)$ between two vectors in the interior of the sector $C$.

**Definition 3.** The symplectic angle between two vectors $u, w \in \text{int} C$ is the real number $\Theta(u, w)$ such that

$$\omega(u, w) = \sqrt{Q(u)}\sqrt{Q(w)} \sinh \Theta(u, w).$$  

For any monotone symplectic map $L$ and two vectors $u, w \in \text{int} C$ we have

$$\sinh \Theta(Lu, Lw) = \sinh \Theta(u, w) \sqrt{\frac{Q(u)}{Q(Lu)}} \sqrt{\frac{Q(w)}{Q(Lw)}}.$$
Hence, by Theorem 1, a monotone map does not increase the absolute value of the symplectic angle, and the contraction of the symplectic angle can be estimated by the least coefficient of expansion of $Q$ under the monotone map. We will find an explicit formula for this coefficient. For a linear symplectic map $L$, monotone with respect to the sector $\mathcal{C}$, we define the coefficient of expansion at $w \in \text{int } \mathcal{C}$ by

$$\beta(w, L) = \sqrt{\frac{Q(Lw)}{Q(w)}}.$$ 

We define further the least coefficient of expansion $\sigma(L)$ by

$$\sigma(L) = \inf_{w \in \text{int } \mathcal{C}} \beta(w, L).$$

To find the value of this expansion coefficient, we will use the fact that it does not change, if $L$ is multiplied on the left or on the right by $Q$-isometries.

**Proposition 3.** If

$$L = \begin{pmatrix} A & B \\ C & D \end{pmatrix}$$

is a strictly monotone map then, by multiplying it by $Q$-isometries on the left and on the right, we can bring it to the form

$$\begin{pmatrix} I & I \\ TI + T \end{pmatrix},$$

where $T$ is diagonal and has the same eigenvalues as $C^*B$.

**Proof of Theorem 1.** The factorization of a monotone map yields

$$\begin{pmatrix} A^{-1} & 0 \\ 0 & A^* \end{pmatrix} L = \begin{pmatrix} I & R \\ PI + PR \end{pmatrix},$$

where $P > 0$, $R > 0$ and $PR = C^*B$.

We have further

$$\begin{pmatrix} R^{-\frac{1}{2}} & 0 \\ 0 & R^{\frac{1}{2}} \end{pmatrix} \begin{pmatrix} I & R \\ PI + PR \end{pmatrix} \begin{pmatrix} R^{\frac{1}{2}} & 0 \\ 0 & R^{-\frac{1}{2}} \end{pmatrix} = \begin{pmatrix} I & I \\ KI + K \end{pmatrix},$$
where $K = R^{1/2}PR^{1/2}$ has the same eigenvalues as $C^*B = PR$.

Finally, if $F$ is the orthogonal matrix which diagonalizes $K$, i.e., $F^{-1}KF$ is diagonal, then

\[
\begin{pmatrix}
F^{-1} & 0 \\
0 & F^{-1}
\end{pmatrix}
\begin{pmatrix}
I & I \\
KI + K & 0
\end{pmatrix}
\begin{pmatrix}
F & 0 \\
TI + T
\end{pmatrix}
= \begin{pmatrix}
I & I \\
TI + T
\end{pmatrix}
\]

has the desired form with $T = F^{-1}KF$ having the same eigenvalues as $C^*B$.

For a monotone $L$ the matrix $C^*B$ is equal to the product of two positive semidefinite matrices $(C^*B = PR)$, and so it has only real nonnegative eigenvalues. Let us denote them by $0 \leq t_1 \leq \cdots \leq t_n$.

**Proposition 4.** For a monotone map $L$

\[
\sigma(L) = \sqrt{1 + t_1} + \sqrt{t_1} = \exp \sinh^{-1} \sqrt{t_1},
\]

and if $L$ is strictly monotone, then

\[
\sigma(L) = \beta(w, L),
\]

for some $w \in \text{int } C$.

**Proof of Theorem 1.** Let us put

\[
m(L) = \sqrt{1 + t_1} + \sqrt{t_1} = \min_{1 \leq i \leq n} (\sqrt{1 + t_i} + \sqrt{t_i}).
\]

First we prove the inequality $\beta(w, L) \geq m(L)$, for $w \in \text{int } C$. Since both $\beta(w, L)$ and $m(L)$ are continuous functions of $L$, it is sufficient to prove the inequality for strictly monotone maps only. In view of Proposition 3, we can take

\[
\begin{pmatrix}
I & I \\
TI + T
\end{pmatrix},
\]
with diagonal $T$ and $t_1, \ldots, t_n$ on the diagonal. We compute directly, for $w = (\xi, \eta)$ such that $Q(w) = 1$,

$$
(\beta(w, L))^2 = \sum_{i=1}^{n} (t_i \xi_i^2 + (1 + 2t_i) \xi_i \eta_i + (1 + t_i) \eta_i^2)
$$

$$
= \sum_{i: \xi_i \eta_i \geq 0} ((\sqrt{t_i} \xi_i - \sqrt{1 + t_i} \eta_i)^2 + (\sqrt{1 + t_i} + \sqrt{t_i})^2 \xi_i \eta_i)
$$

$$
+ \sum_{i: \xi_i \eta_i < 0} ((\sqrt{t_i} \xi_i + \sqrt{1 + t_i} \eta_i)^2 + (\sqrt{1 + t_i} - \sqrt{t_i})^2 \xi_i \eta_i)
$$

$$
\geq \sum_{i: \xi_i \eta_i \geq 0} (\sqrt{1 + t_i} + \sqrt{t_i})^2 \xi_i \eta_i
$$

$$
+ \sum_{i: \xi_i \eta_i < 0} (\sqrt{1 + t_i} + \sqrt{t_i})^{-2} \xi_i \eta_i
$$

$$
\geq (1 + \delta)(m(L))^2 - \delta (m(L))^{-2} \geq (m(L))^2,
$$

where

$$
\delta = \left( \sum_{i: \xi_i \eta_i \geq 0} \xi_i \eta_i \right) - 1 \geq 0,
$$

and all the inequalities become equalities with the appropriate choice of $w$.

Thus the Proposition is proven for strictly monotone matrices. To extend it to all monotone matrices, we proceed as follows. For any $\epsilon > 0$, we choose a strictly monotone matrix $L_\epsilon$, so close to the identity that $m(L_\epsilon L) < m(L) + \epsilon$. Let $w_\epsilon \in \text{int } \mathcal{C}$ be such that

$$
\beta(w_\epsilon, L_\epsilon L) = m(L_\epsilon L) = \sigma(L_\epsilon L).
$$

But $\beta(w, L_\epsilon L) > \beta(w, L)$, for any $w \in \text{int } \mathcal{C}$. Hence,

$$
m(L) \leq \sigma(L) \leq \beta(w_\epsilon, L) < \beta(w_\epsilon, L_\epsilon L) = m(L_\epsilon L) < m(L) + \epsilon,
$$

which ends the proof. \qed

We say that a Lagrangian subspace is contained strictly in the sector $\mathcal{C}$, or that it is positive (if it is clear which sector we have in mind), if all of its nonzero vectors are contained in the interior of $\mathcal{C}$. We consider the manifold of all Lagrangian subspaces which are strictly contained in the sector $\mathcal{C}$ and denote it by $\mathcal{L}$. Although $\mathcal{C}$ is a smooth (nonconvex) cone, the boundary of $\mathcal{L}$ in the Lagrangian Grassmannian is not smooth.
We define further the distance of two Lagrangian subspaces $U$, $W$ contained strictly in the sector $C$.

**Definition 4.** The distance $s(U, W)$ of two positive Lagrangian subspaces $U$ and $W$ is equal to the supremum of absolute values of symplectic angles between nonzero vectors from the two Lagrangian subspaces, i.e.,

$$s(U, W) = \sup_{0 \neq u \in U, 0 \neq w \in W} |\Theta(u, w)|.$$ 

We will check that $s(U, W)$ is indeed a metric by computing it in coordinates. We assume that we have the standard linear symplectic space $\mathbb{R}^n \times \mathbb{R}^n$ and $V_1 = \mathbb{R}^n \times \{0\}$ and $V_2 = \{0\} \times \mathbb{R}^n$. Let $U : \mathbb{R}^n \to \mathbb{R}^n$ be a linear map, and let

$$gU = \{(\xi, \eta) \in \mathbb{R}^n \times \mathbb{R}^n | \eta = U\xi\}$$

be its graph. The subspace $gU$ is Lagrangian if and only if $U$ is symmetric. Moreover, for a symmetric $U$ the subspace $gU \subset C$ if and only if $U \geq 0$. For a monotone $L$ and $gU \subset C$ the image subspace $LgU$ is again Lagrangian, and it is the graph of a linear map, which we denote by $LU$ i.e., $gLU = LgU$. All Lagrangian subspaces strictly inside the sector are graphs of symmetric positive definite linear maps in $\mathbb{R}^n$. To simplify notation, we will write $U$ instead of $gU$.

The linear map

$$\begin{pmatrix} A & B \\ C & D \end{pmatrix}$$

acts on Lagrangian subspaces by the following Möbius transformation

$$LU = (C + DU)(A + BU)^{-1}.$$ 

For a monotone $L$, if $U > 0$ then also $LU > 0$.

**Proposition 5.** For two positive Lagrangian subspaces defined by $U : \mathbb{R}^n \to \mathbb{R}^n$ and $W : \mathbb{R}^n \to \mathbb{R}^n$

$$s(U, W) = \max \left\{ \frac{|\ln \lambda|}{2} | \lambda \text{ is an eigenvalue of } UW^{-1} \right\}$$

$$= \sup_{0 \neq \xi \in \mathbb{R}^n} \frac{1}{2} |\ln \langle U\xi, \xi \rangle - \ln \langle W\xi, \xi \rangle|.$$
Proof of Theorem 1. We have

\[
\sinh s(U, W) = \sup_{0 \neq \xi, \xi' \in \mathbb{R}^n} \frac{|\langle \xi, W\xi' \rangle - \langle U\xi, \xi' \rangle|}{\sqrt{\langle \xi, U\xi \rangle} \sqrt{\langle \xi', W\xi' \rangle}}.
\]

Putting \( \zeta = U^{\frac{1}{2}}\xi \) and \( \zeta' = W^{\frac{1}{2}}\xi' \) we get

\[
\sinh s(U, W)
\]

\[
= \sup_{0 \neq \zeta, \zeta' \in \mathbb{R}^n} \frac{|\langle (W^{\frac{1}{2}}U^{-\frac{1}{2}} - W^{-\frac{1}{2}}U^{\frac{1}{2}})\zeta, \zeta' \rangle|}{2\sqrt{\langle \zeta, \zeta \rangle} \sqrt{\langle \zeta', \zeta' \rangle}}
\]

\[
= \sup_{0 \neq \zeta \in \mathbb{R}^n} \frac{\sqrt{\langle (W^{\frac{1}{2}}U^{-\frac{1}{2}} - W^{-\frac{1}{2}}U^{\frac{1}{2}})\zeta, (W^{\frac{1}{2}}U^{-\frac{1}{2}} - W^{-\frac{1}{2}}U^{\frac{1}{2}})\zeta \rangle}}{2\sqrt{\langle \zeta, \zeta \rangle}}
\]

\[
= \sup_{0 \neq \zeta \in \mathbb{R}^n} \frac{\sqrt{\langle (U^{-\frac{1}{2}}WU^{-\frac{1}{2}} - 2I + U^{\frac{1}{2}}W^{-1}U^{\frac{1}{2}})\zeta, \zeta \rangle}}{2\sqrt{\langle \zeta, \zeta \rangle}}
\]

\[
= \max \left\{ \frac{\sqrt{\mu}}{2} |\mu| \text{ is an eigenvalue of } U^{-\frac{1}{2}}WU^{-\frac{1}{2}} - 2I + U^{\frac{1}{2}}W^{-1}U^{\frac{1}{2}} \right\}
\]

\[
= \max \left\{ \frac{\sqrt{\lambda - 2 + \lambda^{-1}}}{2} |\lambda| \text{ is an eigenvalue of } UW^{-1} \right\}
\]

\[
= \max \left\{ \frac{|\lambda^{\frac{1}{2}} - \lambda^{-\frac{1}{2}}|}{2} |\lambda| \text{ is an eigenvalue of } UW^{-1} \right\}.
\]

This proves the first equality. To prove the last equality, we transform further

\[
\max \left\{ \frac{|\ln \lambda|}{2} |\lambda| \text{ is an eigenvalue of } W^{-\frac{1}{2}}UW^{-\frac{1}{2}} \right\}
\]

\[
= \sup_{0 \neq \zeta \in \mathbb{R}^n} \frac{1}{2} \left| \ln \frac{\langle W^{-\frac{1}{2}}UW^{-\frac{1}{2}}\zeta, \zeta \rangle}{\langle \zeta', \zeta' \rangle} \right|
\]

\[
= \sup_{0 \neq \zeta \in \mathbb{R}^n} \frac{1}{2} |\ln \langle U\xi, \zeta \rangle - \ln \langle W\xi, \zeta \rangle|.
\]
COROLLARY. The function $s(U, W)$ is a complete metric on the space of positive definite matrices. The topology defined by this metric coincides with the standard topology.

If the least coefficient of expansion of $Q$ is large, then the image of $C$ under $L$ is narrow. Moreover, we have the following formula connecting $\sigma(L)$ and the diameter of $LL$.

**Theorem 2.** For a strictly monotone map $L$, the diameter of $LL$ is equal to the $s$-distance of $LV_1$ and $LV_2$, and

\[
\tanh \left( \frac{s(LV_1, LV_2)}{2} \right) = \frac{1}{\sigma(L)^2}.
\]

*Proof of Theorem 1.* $Q$-isometries are also isometries when acting on $L$. Hence, by Proposition 3, we can restrict our calculations to

\[
L = \begin{pmatrix} I & I \\ T & I + T \end{pmatrix},
\]

with diagonal $T$. We have

\[
s(LV_1, LV_2) = \max \left\{ \frac{|\ln \lambda|}{2} ; \lambda \text{ is an eigenvalue of } I + T^{-1} \right\}
\]

\[
= \max_{1 \leq i \leq n} \frac{\ln(1 + t_i^{-1})}{2},
\]

where $t_1, \ldots, t_n$ are the eigenvalues of $T$. Now we obtain the formula connecting $s(LV_1, LV_2)$ and $\sigma(L)$ from Proposition 4, by a straightforward calculation.

It remains to estimate from above the distance of any two Lagrangian subspaces in $LL$. So let $U$ and $W$ be two positive definite matrices. Then

\[
U_1 = LU = (T + U + TU)(I + U)^{-1} = T + (I + U^{-1})^{-1},
\]

and the same formula applies to $W_1 = LW$. $U_1W_1^{-1}$ has the same eigenvalues as $W_1^{1/2}U_1W_1^{-1/2}$, and since

\[
I + T > U_1 > T,
\]

\[
\]
we get
\[ W_1^{-\frac{1}{2}}(I + T)W_1^{-\frac{1}{2}} > W_1^{-\frac{1}{2}}U_1W_1^{-\frac{1}{2}} > W_1^{-\frac{1}{2}}TW_1^{-\frac{1}{2}}. \]

The eigenvalues of $W_1^{-\frac{1}{2}}TW_1^{-\frac{1}{2}}$ are the same as the eigenvalues of
\[ T^{\frac{1}{2}}W_1^{-1}T^{\frac{1}{2}} = T^{\frac{1}{2}}(T + (I + W^{-1})^{-1})^{-1}T^{\frac{1}{2}}. \]

But
\[ T^{\frac{1}{2}}(T + (I + W^{-1})^{-1})^{-1}T^{\frac{1}{2}} > T^{\frac{1}{2}}(I + T)^{-1}T^{\frac{1}{2}} = (I + T^{-1})^{-1}. \]

Similarly, the eigenvalues of $W_1^{-\frac{1}{2}}(I + T)W_1^{-\frac{1}{2}}$ are the same as the eigenvalues of
\[ (I + T)^{\frac{1}{2}}W_1^{-1}(I + T)^{\frac{1}{2}} = (I + T)^{\frac{1}{2}}(T + (I + W^{-1})^{-1})^{-1}(I + T)^{\frac{1}{2}}. \]

Again we can estimate
\[ I + T^{-1} = (I + T)^{\frac{1}{2}}T^{-1}(I + T)^{\frac{1}{2}} > (I + T)^{\frac{1}{2}}(T + (I + W^{-1})^{-1})^{-1}(I + T)^{\frac{1}{2}}. \]

We have established that the eigenvalues of $U_1W_1^{-1}$ are smaller than the eigenvalues of $I + T^{-1}$ and bigger than the eigenvalues of $(I + T^{-1})^{-1}$, which gives us the desired estimate. \qed

4. The Finsler character of the metric $s$. We will be introducing a Finsler metric in the manifold of positive Lagrangian subspaces $\mathcal{L}$, such that all monotone maps act on $\mathcal{L}$ as contractions. In particular, since $\mathcal{Q}$-isometries are monotone together with their inverses, they act on $\mathcal{L}$ as isometries. Since $\mathcal{Q}$-isometries act transitively on $\mathcal{L}$, such a Finsler metric is uniquely defined by its value on the tangent space at any chosen point in $\mathcal{L}$. We will use the parametrization of $\mathcal{L}$ by positive definite matrices. Since $\mathcal{L}$ is an
open subset of the linear space of symmetric matrices, all tangent spaces of $\mathcal{L}$ can be identified with the linear space.

We define the Finsler metric in the tangent space at the identity matrix. For $X \in T_I \mathcal{L}$, its Finsler norm $|X|$ is one half of the usual operator norm, i.e.,

$$|X| = \frac{1}{2} \|X\| = \frac{1}{2} \sup_{0 \neq \xi \in \mathbb{R}^n} \frac{\|X \xi\|}{\|\xi\|} = \frac{1}{2} \sup_{0 \neq \xi \in \mathbb{R}^n} \frac{|\langle X \xi, \xi \rangle|}{\langle \xi, \xi \rangle} = \max \left\{ \frac{|\lambda|}{2} |\lambda \text{ is an eigenvalue of } X \right\}.$$ 

(Let us note here that the Riemannian metric of the symmetric space is obtained by choosing $\text{tr } X_1 X_2$ as the scalar product on $T_I \mathcal{L}$.)

Such a definition is correct if and only if the $Q$- isometries which have $I$ fixed act as isometries on $T_I \mathcal{L}$ with respect to the chosen norm. The $Q$- isometries preserving the graph of $I$ have the form

$$\begin{pmatrix} F & 0 \\ 0 & F \end{pmatrix},$$

where $F$ is an orthogonal matrix. The action of such a $Q$-isometry on $T_I \mathcal{L}$ (the derivative at $I$ of the action on $\mathcal{L}$) is given by the formula

$$T_I \mathcal{L} \ni X \mapsto FXF^{-1} \in T_I \mathcal{L},$$

and indeed

$$|FXF^{-1}| = |X|.$$

Let us summarize the above discussion in the following

**Definition 5.** The Finsler metric $|\cdot|$ on $\mathcal{L}$ is defined by

$$|X| = \frac{1}{2} \|U^{-\frac{1}{2}} X U^{-\frac{1}{2}}\| = \frac{1}{2} \sup_{0 \neq \xi \in \mathbb{R}^n} \frac{|\langle X \xi, \xi \rangle|}{\langle U \xi, \xi \rangle} = \max \left\{ \frac{|\lambda|}{2} |\lambda \text{ is an eigenvalue of } XU^{-1} \right\}.$$ 

for $X \in T_U \mathcal{L}$.

In contrast to the Riemannian metric, which is uniquely determined (up to scale), there are infinitely many Finsler metrics of this
kind and our choice seems to be rather arbitrary. It is easily justified though by the following

**Theorem 3.** The distance function defined by the Finsler metric \( |\cdot| \) on \( \mathcal{L} \) coincides with the metric \( s \) of Definition 4.

**Proof of Theorem 1.** Since the \( \mathcal{Q} \)-isometries act transitively on \( \mathcal{L} \) and are isometries with respect to both metrics that we are comparing, it is sufficient to consider the distances between \( I \) and an arbitrary positive definite \( U \). Let \( U(t) \), \( 0 \leq t \leq 1 \), be a smooth path connecting \( I \) and \( U \), i.e., \( U(0) = I \) and \( U(1) = U \). We have

\[
s(I, U) = \frac{1}{2} \sup_{0 \neq \xi \in \mathbb{R}^n} \left| \ln \frac{\langle U(1)\xi, \xi \rangle}{\langle \xi, \xi \rangle} \right|
= \frac{1}{2} \sup_{0 \neq \xi \in \mathbb{R}^n} \left| \int_0^1 \frac{d}{dt} \ln \langle U(t)\xi, \xi \rangle \, dt \right|
= \frac{1}{2} \sup_{0 \neq \xi \in \mathbb{R}^n} \left| \int_0^1 \frac{\langle U'(t)\xi, \xi \rangle}{\langle U(t)\xi, \xi \rangle} \, dt \right|
\leq \frac{1}{2} \int_0^1 \sup_{0 \neq \xi \in \mathbb{R}^n} \frac{|\langle U'(t)\xi, \xi \rangle|}{\langle U(t)\xi, \xi \rangle} \, dt
\]

which is equal to the length of the path in the Finsler metric. Thus the \( s \)-distance does not exceed the Finsler distance. We conclude the proof by choosing the path

\[ U(t) = e^{tx}, \]

where \( X \) is defined by \( e^X = U \). Its Finsler length is equal to \( s(I, U) \).

The formula (1) implies immediately that with respect to our metric in \( \mathcal{L} \) the action of any monotone map is a contraction, and moreover, the contraction can be estimated by the inequality

\[ \sinh s(LU, LW) \leq \frac{\sinh s(U, W)}{\sigma(L)^2}, \]

which holds for any two positive Lagrangian subspaces \( U \) and \( W \).
Let us introduce the coefficient of least contraction of the metric $s$ under the action of a monotone map $L$

$$\tau(L) = \sup_{U,W \in \mathcal{L}, U \neq W} \frac{s(LU, LW)}{s(U, W)}.$$

**Theorem 4.** The action of a monotone map $L$ on $\mathcal{L}$, equipped with the metric $s$, is a contraction, and the coefficient of least contraction $\tau(L)$ is equal to $\frac{1}{\sigma(L)^2}$.

**Proof of Theorem 1.** The inequality (2) tells us that, in the limit of coinciding Lagrangian subspaces, the coefficient of contraction is at least $\frac{1}{\sigma(L)^2}$. But our metric is the distance function defined by a Finsler metric, so that $\tau(L)$ is equal to the infinitesimal coefficient of least contraction, and thus (2) implies immediately that

$$\tau(L) \leq \frac{1}{\sigma(L)^2}.$$ 

To establish the equality, let us assume first that $L$ is strictly monotone. Then, by Proposition 4, we can restrict ourselves to

$$\begin{pmatrix} I & I \\ TI & I + T \end{pmatrix},$$

with diagonal $T$. The action of such $L$ on positive Lagrangian subspaces is given by the formula

$$\mathcal{L} \ni U \mapsto LU = T + (I + U^{-1})^{-1} \in \mathcal{L}.$$ 

The derivative of this action at $U$ is

$$T_{LU} \ni X \mapsto (I + U)^{-1}X(I + U)^{-1} \in T_{LU} \mathcal{L}.$$ 

Hence the infinitesimal coefficient of contraction at $U \in \mathcal{L}$ and $X \in T_{LU} \mathcal{L}$ is equal to

$$\frac{|(I + U)^{-1}X(I + U)^{-1}|}{|X|} = \sup_{0 \neq \xi \in \mathbb{R}^n} \frac{\langle X, \xi \rangle}{\langle ((I + U)T(I + U) + U^2 + U)\xi, \xi \rangle} \left( \sup_{0 \neq \xi \in \mathbb{R}^n} \frac{\langle X, \xi \rangle}{\langle U, \xi \rangle} \right)^{-1}.$$
We know that it does not exceed $\sigma(L)^{-2}$, and we want to show that, at least for some $U$, there is an $X$ such that

$$\sup_{0 \neq \xi \in \mathbb{R}^n} \frac{\langle X\xi, \xi \rangle}{\langle U\xi, \xi \rangle} = \sigma(L)^2 \sup_{0 \neq \xi \in \mathbb{R}^n} \frac{\langle X\xi, \xi \rangle}{\langle (I + U)T(I + U) + U^2 + U \rangle \xi, \xi \rangle}.$$ 

We will achieve this by choosing $U = uI$ and $X = I$. By straightforward computation we obtain that in this case

$$\frac{|(I + U)^{-1}X(I + U)^{-1}|}{|X|} = \frac{u}{(1 + u)(t_1(1 + u) + u)},$$

where $t_1$ is the smallest eigenvalue of $T$. We find further that the function

$$g(u) = \frac{(1 + u)(t_1(1 + u) + u)}{u}$$

has a minimum at

$$u = \frac{\sqrt{t_1}}{\sqrt{t_1 + 1}},$$

which is equal to $(\sqrt{t_1} + \sqrt{t_1 + 1})^2 = \sigma(L)^2$. This proves the Theorem for strictly monotone maps. To extend it to all monotone maps, we proceed in the same way as at the end of the proof of Proposition 3. For any $\epsilon > 0$, we choose a strictly monotone map $L_\epsilon$ so close to the identity that

$$\frac{1}{\sigma(L_\epsilon L)^2} \geq \frac{1}{\sigma(L)^2} - \epsilon.$$

We have

$$\frac{1}{\sigma(L)^2} - \epsilon \leq \frac{1}{\sigma(L_\epsilon L)^2} = \tau(L_\epsilon L) \leq \tau(L) \leq \frac{1}{\sigma(L)^2},$$

which ends the proof. $\square$

Theorem 4 combined with Theorem 2 yields

$$\tau(L) = \tanh \frac{\text{diam} (L\mathcal{C})}{2},$$
for any monotone linear map $L$. This formula is identical with the formula obtained by Birkhoff [3] for the contraction of the Hilbert's projective metric. (Birkhoff has one fourth of the diameter, but it comes just from different scaling.)

References


Received May 8, 1992, revised August 21, 1992 and accepted for publication September 7, 1992.

The second author gratefully acknowledges the hospitality of Forschungsinstitut für Mathematik at ETH Zürich, where this paper was written. He was partially supported by the NSF Grant DMS-9017993 and the Sloan Foundation.

UNIVERSITY OF ROME II
ROME ITALY

AND

UNIVERSITY OF ARIZONA
TUCSON AZ 85721
Geometric aspects of Bäcklund transformations of Weingarten submanifolds

STEVEN BUYSKE

Multipliers between invariant subspaces of the backward shift

ROBERT BRUCE CROFOOT

The Cauchy integral, analytic capacity and subsets of quasicircles

XIANG FANG

The number of lattice points within a contour and visible from the origin

DOUGLAS AUSTIN HENSLEY

On flatness of the Coxeter graph $E_8$

MASAKI IZUMI

Immersions up to joint-bordism

GUI SONG LI

Generalization of the Hilbert metric to the space of positive definite matrices

CARLANGELO LIVERANI and MACIEJ WOJTKOWSKI

Periodicity, genera and Alexander polynomials of knots

SWATEE NAIK

On divisors of sums of integers. V

ANDRÁS SÁRKÖZY and CAMERON LEIGH STEWART

Approximately inner automorphisms on inclusions of type $\text{III}_\lambda$-factors

CARL WINSLØW

Correction to: “A convexity theorem for semisimple symmetric spaces”

KARL-HERMANN NEEB

Correction to: “Periodic points on nilmanifolds and solvmanifolds”

EDWARD KEPPELMANN

Correction to: “Partially measurable sets in measure spaces”

MAX SHIFFMAN