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The purpose of this paper is to provide new proofs to known theorems on the L^p boundedness of the maximal function and Hilbert transform corresponding to curves in \( R^n \) which are “infinitely flat” at the origin. The old proofs use the Fourier transform in a crucial way. The present proofs avoid the Fourier transform and hence at least have the potential of being used in more general situations.

1. Introduction. For each \( x \in R^n \) let \( \Gamma(x,t) = \Gamma_x(t) \) be a smooth curve in \( R^n \) with \( \Gamma(x,0) = x \). For \( f \in C_c^\infty(R^n) \) we define

\[
M_\Gamma f(x) = \sup_{0<r\leq 1} \frac{1}{r} \int_0^r |f(\Gamma(x,t))| \, dt,
\]

and

\[
H_\Gamma f(x) = \int_{-1}^1 f(\Gamma(x,t)) \frac{dt}{t}.
\]

In recent years there has been much attention devoted to the study of \( L^p \) bounds for \( M_\Gamma \) and \( H_\Gamma \). In particular positive results have been obtained under a hypothesis that a certain type of curvature does not vanish to infinite order. See [C1] and [CNSW]. In the case that \( \Gamma(x,t) = x + \gamma(t) \), the condition means that the vectors \( \gamma'(0), \gamma''(0), \ldots \), span \( R^n \). More recently, a great deal of effort has been directed towards obtaining \( L^p \) bounds in the special case that \( \Gamma(x,t) = x + \gamma(t) \), but where the curvature condition is not satisfied. The proofs of these results depend heavily on the Fourier transform.

The use of the Fourier transform is not viable in the general setting i.e. where \( \Gamma(x,t) \) is not of the special form \( x + \gamma(t) \). Thus it
seems that the first step in obtaining results for general \( \Gamma(x,t) \) in the case that the curvature condition is violated is to find proofs of positive results in the setting that \( \Gamma(x,t) = x + \partial t \) without using the Fourier transform.

In this paper we give a new proof of Theorem 5.2 in [CVWW] which does not use the Fourier transform. Our present proof uses the \( \text{"{T}T*\text{"}} \) method. This method depends upon the fact that if \( d\mu \) is a measure supported on a piece of a curve, then \( d\mu \ast \ldots \ast d\mu \) might have an \( L^1 \) density with some smoothness. This idea was used by Stein and Fefferman in studying the restriction problem. See [F]. In the context of Hilbert transforms and maximal functions related to curves, this idea first appears in [NSW1].

This “smoothing” principle was first shown to be applicable in great generality by Christ [C2]. See also [RS], [C1], and [CNSW]. Our proof here follows the general ideas of [C2] in combination with the dilations introduced in [CCVWW] and [CVWW].

The setting of Theorem 5.2 in [CVWW] is as follows. Let \( \Gamma(t) = (t, \gamma_2(t), \ldots, \gamma_n(t)) : \mathbb{R} \to \mathbb{R}^n \) be an odd curve of class \( C^n \) and \( \Gamma(0) = 0 \). The condition imposed on \( \Gamma(t) \) are expressed in terms of \( D_j(t) \) and \( N_j(t) \), \( 1 \leq j \leq n \), where for \( t > 0 \),

\[
D_j(t) = \det \begin{pmatrix}
1 & \gamma'_2(t) & \cdots & \gamma'_j(t) \\
0 & \gamma''_2(t) & \cdots & \gamma''_j(t) \\
& \vdots & \ddots & \vdots \\
0 & \gamma^{(j)}_2(t) & \cdots & \gamma^{(j)}_j(t)
\end{pmatrix}
\]

and

\[
N_j(t) = \det \begin{pmatrix}
t & \gamma_2(t) & \cdots & \gamma_j(t) \\
1 & \gamma'_2(t) & \cdots & \gamma'_j(t) \\
0 & 0 & \cdots & 0 \\
& \vdots & \ddots & \vdots \\
0 & \gamma^{(j-1)}_2(t) & \cdots & \gamma^{(j-1)}_j(t)
\end{pmatrix}
\]

Set

\[
h_j(t) = \frac{N_j(t)}{D_{j-1}(t)}, \quad 1 \leq j \leq n
\]

where \( D_0(t) = 1 \).

**Theorem** [CVWW]. Suppose

\[
D_j(t) > 0, \quad 1 \leq j \leq n, \quad t > 0,
\]
and

\[ h'_j(t) \geq \epsilon \frac{h_j(t)}{t}, \quad 2 \leq j \leq n, \quad t > 0 \]

for some \( \epsilon > 0 \). Then

\[ ||M_\Gamma f||_p \leq C_p ||f||_p, \quad 1 < p \leq \infty \]

and

\[ ||H_\Gamma f||_p \leq C_p ||f||_p, \quad 1 < p < \infty. \]

We will prove the theorem for the maximal function first. The proof of the theorem for the Hilbert transform is similar. After the study of the maximal function, we will indicate the modification needed for the Hilbert transform. As in [CVWW], our proof will use certain dilations and a Littlewood-Paley decomposition. We need to recall from [NVWW], Lemma 2, that \( D_j(t) > 0 \) implies that \( h_j(t) > 0 \), \( 1 \leq j \leq n \), and hence \( h'_j(t) \) is positive. The dilations that we need are defined in terms of the following differential operators. For \( 1 \leq j \leq n \), set

\[ R_j f(t) = \left( f(t) h_j(t) \right)' \frac{h_j^2(t)}{h'_j(t)}. \]

Note that these operators are well-defined by the above remarks. The dilations are given by

\[ \delta(t) = (\Gamma(t), R_1 \Gamma(t), \ldots, R_{n-1} R_{n-2} \ldots R_1 \Gamma(t)). \]

\( \delta(t) \) are lower triangular matrices and the \( j^{\text{th}} \) diagonal entry is \( h_j(t) \). Furthermore for \( s \geq t \), we have

\[ ||\delta^{-1}(s)\delta(t)|| \leq C \left( \frac{t}{s} \right)^\epsilon \]

for some \( \epsilon > 0 \). This is the content of Proposition 4.2 in [CVWW].

The Littlewood-Paley decomposition is defined in terms of the family of invertible matrices

\[ A_j = \delta(\lambda^{-j}), \quad j \in \mathbb{Z} \]

where \( \lambda > 1 \) is chosen so large that
for some $\alpha$ independent of $j \in \mathbb{Z}$. This easily follows from (1). Next choose \( \psi \in C_c^\infty(\mathbb{R}^n) \) such that \( \int_{\mathbb{R}^n} \psi = 1 \) and \( \psi(x) = \psi(-x) \). Set

\[
\Psi_j(x) = \frac{1}{\det A_{j+1}} \psi(A_{j+1}^{-1}x) - \frac{1}{\det A_j} \psi(A_j^{-1}x).
\]

The following Littlewood-Paley inequalities can be found in [CVWW], Theorem 2.1.

\[
\sum_{j \in \mathbb{Z}} \Psi_j \ast f = f,
\]

and

\[
\left\| \left( \sum_{j \in \mathbb{Z}} |\Psi_j \ast f|^2 \right)^{1/2} \right\|_p \leq C_p \|f\|_p, \quad 1 < p < \infty.
\]

The sum in (3) converges in \( L^p, \ 1 < p < \infty \).

The proof of (3) in [CVWW] uses the Fourier transform, but it is easy to modify the argument so as not to use the Fourier transform. The proof of (4) in [CVWW] uses the Fourier transform only to show that (4) is valid for \( p = 2 \). However this argument can be replaced by applying the Cotlar-Stein lemma. In fact the estimate

\[
||\Psi_k \ast \Psi_j \ast f||_2 \leq C2^{-\epsilon|k-j|}||f||_2
\]

is a special case of Lemma 5 below. (5) together with the Cotlar-Stein lemma implies (4) for \( p = 2 \).

2. The main estimate. The heart of our argument for the \( L^p \) boundedness of \( M_\Gamma \) is the following \( L^\infty \) estimate.

**Lemma 1.** Let

\[
Q = \{y = (y_1, \ldots, y_n) \in \mathbb{R}^n|1 \leq y_k \leq \lambda, \ 1 \leq k \leq n\}
\]

and \( \Gamma_j(t) = A_j^{-1} \Gamma(\lambda^{-j}t) \). Also let

\[
\varphi_j(y) = \Gamma_j(y_1) - \Gamma_j(y_2) + \cdots + (-1)^{n+1} \Gamma_j(y_n) - \sum_{k=1}^{n} (-1)^{k+1} \Gamma_j(\lambda^{k-1}t).
\]
Set
\[ I_h(f)(x) = \int_Q [f(x + h + \varphi_j(y)) - f(x + \varphi_j(y))] \, dy. \]

Then
\[ ||I_h(f)||_\infty \leq C|h|^c ||f||_\infty \]
for some \( \epsilon > 0 \).

**Proof.** Let \( Z = \{ y = (y_1, \ldots, y_n) \in \mathbb{R}^n \mid y_j = y_k \text{ for some } j \neq k \} \) and consider a Whitney decomposition of
\[ Q \setminus Z = \bigcup_{l>0} \bigcup_{1 \leq m \leq C2^{(n-1)l}} Q_{lm} \]
where \( Q_{lm} \) is a cube such that
\[ \text{diameter}(Q_{lm}) = \sqrt{n}2^{-l} \approx \text{distance}(Q_{lm}, Z). \]
Let \( \{\psi_{lm}\} \) be a partition of unity with respect to \( \{Q_{lm}\} \) such that
\[ ||\partial^\alpha \psi_{lm}||_\infty \leq C_\alpha 2^{l|\alpha|}, \forall \alpha. \]
See [S, pp. 167-170]. Thus
\[ I_h(f)(x) = \sum_{l \geq 0} \sum_{1 \leq m \leq C2^{(n-1)l}} \int_{Q_{lm}} \psi_{lm}(y)[f(x + h + \varphi_j(y)) - f(x + \varphi_j(y))] \, dy. \]

We will need an estimate on the Jacobian of \( \varphi_j \),
\[ J_{\varphi_j} = \det(\Gamma'_j(y_1), -\Gamma'_j(y_2), \ldots, (-1)^{n+1}\Gamma'_j(y_n)). \]
Set
\[ \Omega_k(y) = ((-1)^{k+1}\omega_{1k}(y), (-1)^{k+2}\omega_{2k}(y), \ldots, (-1)^{n+k}\omega_{nk}(y)) \]
where \( \omega_{r,k}(u) \) denotes the \( (r, k) \) minor of the matrix
and note that for each $k = 1, 2, \ldots, n$, $J_{\varphi_j} = (-1)^{k+1} \Gamma_j(y_k) \cdot \Omega_k(y)$. The following estimate is a corollary of results obtained in [CVWW]. There is an $\epsilon > 0$ such that for each $k = 1, 2, \ldots, n$ and $y \in Q_{lm}$,

$$\left| J_{\varphi_j}(y) \right| \geq \epsilon 2^{-(n-1)l} |\Omega_k(y)| = \epsilon 2^{-(n-1)l} \left( \sum_{i=1}^{n} |\omega_{ik}(y)|^2 \right)^{1/2}$$

In fact suppose that

$$Q_{lm} = \{(y_1, \ldots, y_n) \in \mathbb{R}^n | a_p \leq y_p \leq b_p, p = 1, \ldots, n\}.$$

For a fixed $\tilde{y} = (y_1, \ldots, y_{k-1}, y_{k+1}, \ldots, y_n)$ where $a_p \leq y_p \leq b_p, p \neq k$, set $f(t) = \Gamma_j(t) \cdot \omega$ where $\omega = (-1)^{k+1} \Omega_k(\tilde{y})$ and note that (8) can be written as

$$|f'(s)| \geq \epsilon 2^{-(n-1)l}|\omega|$$

for $a_k \leq s \leq b_k$. The interval $[1, \lambda]$ can be divided into a bounded number of subintervals such that on each subinterval, we have the estimate

$$|f'(s) - f'(t)| \geq \epsilon |s - t|^{n-1}|\omega|$$

for some $\epsilon > 0$. (10) is implicitly contained in the proof of Proposition 3.1 of [CVWW].

Furthermore $f'(t)$ has at most $n - 1$ zeros and $f''(t)$ has at most $n - 2$ zeros. This is the content of Lemma 3 of [NVWW]. However we know that $f'(s) = 0$ when $s = y_p, p \neq k$ and so $f'$ has exactly $n - 1$ zeros. Therefore $f''$ has exactly $n - 2$ zeros. Since $Q_{lm}$ is a Whitney cube, the zeros of $f'$ are at least a distance of $2^{-l}$ from the interval $[a_k, b_k]$. Also the monotonicity of $f'$ changes exactly once between two consecutive zeros of $f'$. Thus for a fixed $s, a_k \leq s \leq b_k$, there is a closest zero $y_p$ of $f'$ to $s$ such that the monotonicity of $f'$ does not change between $y_p$ and $s$. Therefore we may apply (10) on certain subintervals $[c, d]$ (there are only a bounded number of such subintervals on which (10) applies) between $y_p$ and $s$ to obtain

$$|f'(s)| = |f'(s) - f'(y_p)| \geq |f'(c) - f'(d)|$$

$$\geq \epsilon |c - d|^{n-1}|\omega|.$$
Since $|s - y_p| \geq 2^{-l}$, there is at least one such subinterval $[c, d]$ such that $|d - c| \geq \epsilon 2^{-l}$ for some $\epsilon > 0$. This implies (9) and thus (8).

From the fact that $J_{\varphi_j}$ never vanishes on $Q_{lm}$, we see that $\varphi_j$ is $1 - 1$ on $Q_{lm}$. In fact note that for any two distinct points $x = (x_1, x_2, \ldots, x_n)$ and $y = (y_1, y_2, \ldots, y_n)$ in $Q_{lm}$,

$$\varphi_j(x) - \varphi_j(y) = \sum_{k=1}^{n} (-1)^{k+1} (\Gamma_j(x_k) - \Gamma_j(y_k)) \overset{\text{def}}{=} \sum_{k=1}^{n} u_k.$$  

Suppose that $x_k \neq y_k$ for all $k = 1, 2, \ldots, n$. The general case will then follow from an induction argument. Note that

$$\det(v_1, \ldots, v_n) = \int_{y_1}^{x_1} \cdots \int_{y_n}^{x_n} \det(\Gamma'_j(t_1), -\Gamma'_j(t_2), \ldots, (-1)^{n+1}\Gamma'_j(t_n)) \, dt_1 \cdots dt_n$$

$$= \int_{y_n}^{x_n} \cdots \int_{y_1}^{x_1} J_{\varphi_j}(t_1, \ldots, t_n) \, dt_1 \cdots dt_n$$

$$= \mp \int_{\hat{Q}} J_{\varphi_j}(t) \, dt$$

where $\hat{Q}$ is some subset of $Q_{lm}$ of positive measure and the choice of $\pm$ depends on the number of changes of sign of $\{x_k - y_k\}_{k=1}^{n}$. Thus $\det(v_1, \ldots, v_n) \neq 0$ and so

$$\varphi_j(x) - \varphi_j(y) = \sum_{k=1}^{n} u_k \neq 0.$$  

For a fixed $(l, m)$, $l \geq 0$ and $1 \leq m \leq C2^{(n-1)l}$, consider

$$I_{lm}(f)(x) = \int_{Q_{lm}} \psi_{lm}(y) \left[ f(x + h + \varphi_j(y)) - f(x + \varphi_j(y)) \right] \, dy$$

$$= \int_{Q_{lm}} \psi_{lm}(y) f(x + h + \varphi_j(y)) \, dy$$

$$- \int_{Q_{lm}} \psi_{lm}(y) f(x + \varphi_j(y)) \, dy$$

and note that

$$I_h(f)(x) = \sum_{l \geq 0} \sum_{1 \leq m \leq C2^{(n-1)l}} I_{lm}(f)(x).$$
We will make the change of variables \( \bar{x} = h + \varphi_j(y) \) in the first integral and \( \bar{x} = \varphi_j(y) \) in the second integral. The change of variables is justified since \( \varphi_j \) is 1–1 on \( Q_{lm} \). Thus

\[
I_{lm}(f)(x) = \int_{\mathbb{R}^n} f(\bar{x} + x) \left[ \frac{\psi_{lm} \circ \varphi_j^{-1}(\bar{x} + h)}{|J_{\varphi_j} \circ \varphi_j^{-1}(\bar{x} + h)|} - \frac{\psi_{lm} \circ \varphi_j^{-1}(\bar{x})}{|J_{\varphi_j} \circ \varphi_j^{-1}(\bar{x})|} \right] d\bar{x}
\]

and so

\[
(11) \quad ||I_{lm}(f)||_{\infty} \leq \int_{\mathbb{R}^n} |k(x + h) - k(x)| \, dx \quad ||f||_{\infty}
\]

where \( k(x) = \frac{\psi_{lm} \circ \varphi_j^{-1}(x)}{|J_{\varphi_j} \circ \varphi_j^{-1}(x)|} \). We will show that the following two estimates:

\[
(12) \quad \int_{\mathbb{R}^n} |k(x + h) - k(x)| \, dx \leq C2^{-n!}
\]
and

\[
(13) \quad \int |k(x + h) - k(x)| \, dx \leq C|h|.
\]

(12) is clear from the definition of \( k(x) \) and the fact that \( |\text{supp}(\psi_{lm})| \leq C2^{-n!} \). For (13), consider \( II = \int_{\mathbb{R}^n} |\nabla k(x)| \, dx \). We will again make the change of variables \( x = \varphi_j(y) \) in \( II \) but first let us observe that \( \nabla_x k = (\varphi_j^*)^{-1} \nabla_y k \) where \( \nabla_x = (\frac{\partial}{\partial x_1}, \ldots, \frac{\partial}{\partial x_n}) \) and \( x = (x_1, \ldots, x_n) \). Note that

\[
(\varphi_j^*)^{-1}(y) = \frac{1}{J_{\varphi_j}(y)} C(y)
\]

where \( C(y) \) is the matrix of cofactors of \( \varphi_j^*(y) \), \( C(y) = ((-1)^{j+k} \omega_j k(y)) \). Therefore

\[
II = \int_{\mathbb{R}^n} |\nabla_x k(x)| \, dx = \int_{\mathbb{R}^n} |C(y) \nabla_y k(y)| \, dy \\
\leq \sum_{r,s=1}^{n} \int_{\mathbb{R}^n} \left| \omega_{rs}(y) \frac{\partial k}{\partial y_s}(y) \right| \, dy.
\]
For a fixed $r$ and $s$, note that
\[
\int_{\mathbb{R}^n} \left| \frac{\partial k}{\partial y_s}(y) \right| dy 
\leq \int_{\mathbb{R}^n} \left| \frac{\partial \psi_{lm}}{\partial y_s}(y) \right| \left| \frac{\omega_{rs}(y)}{J_{\varphi_j}(y)} \right| dy 
+ \int_{\mathbb{R}^n} \psi_{lm}(y) \left| \omega_{rs}(y) \frac{\partial}{\partial y_s} \left( \frac{1}{J_{\varphi_j}} \right) \right| dy
\]
\[= A + B. \]

From (7) and (8), we see that
\[
(14) \quad A \leq C 2^{(n-1)!} 2^j |\text{supp}(\psi_{lm})| \leq C.
\]

For $B$, we will assume without loss of generality that $s = 1$. Again suppose that
\[
Q_{lm} = \{ y = (y_1, \ldots, y_n) \in \mathbb{R}^n | a_k \leq y_k \leq b_k, \ k = 1, 2, \ldots, n \}
\]
and let
\[
\tilde{Q}_{lm} = \{ y = (y_2, \ldots, y_n) \in \mathbb{R}^{n-1} | a_k \leq y_k \leq b_k, \ k = 2, \ldots, n \}.
\]
In $B$ integrate with respect to $y_1$ first, dividing up the $y_1$ integral where $\frac{\partial J_{\varphi_j}}{\partial y_1}$ vanishes.

Recall that for a fixed $(y_1, \ldots, y_n)$, $\frac{\partial J_{\varphi_j}}{\partial y_1}$ has exactly $n - 2$ zeros. Since for each $r = 1, 2, \ldots, n$, $\omega_{r1}(y)$ is independent of $y_1$,
\[
B \leq \int_{\tilde{Q}_{lm}} \omega_{r1}(y)\, dy_2 \ldots dy_n \int_{a_1}^{b_1} \left| \frac{\partial}{\partial y_1} \left( \frac{1}{J_{\varphi_j}} \right) \right| \, dy_1
\]
\[\leq \sum_{k=1}^{N} \int_{\tilde{Q}_{lm}} \omega_{r1}(y)\, dy_2 \ldots dy_n \left| \int_{x_k}^{x_{k+1}} \frac{\partial}{\partial y_1} \left( \frac{1}{J_{\varphi_j}} \right) \, dy_1 \right|
\]
\[\leq C \int_{\tilde{Q}_{lm}} \left| \frac{\omega_{r1}(y)}{J_{\varphi_j}(y_1, y_2, \ldots, y_n)} \right| \, dy_2 \ldots dy_n
\]
where $N \leq n - 2$ and $a_1 \leq \bar{y}_1 = \bar{y}_1(y_2, \ldots, y_n) \leq b_1$ is a point where $|J_{\varphi_j}(y_1, y_2, \ldots, y_n)|$ takes on its minimum value in $[a_1, b_1]$ as a function of $y_1 ((y_2, \ldots, y_n)$ being fixed). Therefore by (8), we have
\[
(15) \quad B \leq C 2^{(n-1)!} |\tilde{Q}_{lm}| \leq C.
\]
Hence from (14) and (15), we have
\[ H = \int_{\mathbb{R}^n} |\nabla k(x)| \, dx \leq C \]
and so
\[ \int_{\mathbb{R}^n} |k(x + h) - k(x)| \, dx \leq C|h| \int_{\mathbb{R}^n} |\nabla k(x)| \, dx \leq C|h| \]
which gives (13). Together, (12) and (13) imply that for \( 0 < \epsilon \leq 1 \),
\[ \sup_{h \in \mathbb{R}^n} \frac{1}{|h|^\epsilon} \int_{\mathbb{R}^n} |k(x + h) - k(x)| \, dx \leq C2^{-n(1-\epsilon)}. \]
From (11), we then have
\[ ||I_{tm}f||_\infty \leq C2^{-n(1-\epsilon)}|h|^{\epsilon}||f||_\infty \]
for \( 0 < \epsilon \leq 1 \). Since
\[ I_h f(x) = \sum_{l \geq 0} \sum_{|m| \leq 2^{(n-1)l}} I_{tm} f(x), \]
we see that
\[ ||I_h f||_\infty \leq \sum_{l \geq 0} 2^{-l(1-n\epsilon)}|h|^{\epsilon}||f||_\infty. \]
So for \( \epsilon > 0 \) small enough, we have (6) and this completes the proof of the lemma. \( \square \)

3. Boundedness of \( M_\Gamma \). For the \( L^p \) boundedness of \( M_\Gamma \), note that it is sufficient to estimate the maximal operator
\[ \mathcal{M} f(x) = \sup_{k \in \mathbb{Z}} |M_k f(x)| \]
where
\[ M_k f(x) = \frac{\lambda^k}{\lambda - 1} \int_{\lambda^{-k}}^{\lambda^{-k+1}} f(x - \Gamma(t)) \, dt. \]
(Recall that \( \lambda > 1 \) was introduced in (2).) In fact we have the pointwise estimate
\[ M_\Gamma f(x) \leq C \mathcal{M} f(x) \]
for \( f \geq 0 \). The \( L^p \) boundedness of \( \mathcal{M} \) will follow from a well-known bootstrap argument contained in the following three lemmas, see [NSW2].

**Lemma 2.** \( \mathcal{M} \) is bounded in \( L^2 \).

**Lemma 3.** Suppose that
\[
\left\| \left( \sum_{k \in \mathbb{Z}} |M_k f_k|^2 \right)^{1/2} \right\|_{p_0} \leq C_{p_0} \left\| \left( \sum_{k \in \mathbb{Z}} |f_k|^2 \right)^{1/2} \right\|_{p_0}
\]
for some \( p_0 < 2 \). Then
\[
\|\mathcal{M} f\|_p \leq C_p \|f\|_p, \quad p_0 < p \leq 2.
\]

**Lemma 4.** If \( \|\mathcal{M} f\|_{p_0} \leq C_{p_0} \|f\|_{p_0} \) for some \( p_0 \leq 2 \), then
\[
\left\| \left( \sum_{k \in \mathbb{Z}} |M_k f_k|^2 \right)^{1/2} \right\|_p \leq C_p \left\| \left( \sum_{k \in \mathbb{Z}} |f_k|^2 \right)^{1/2} \right\|_p, \quad \frac{1}{p} \leq \frac{1}{2} \left( \frac{1}{p_0} + 1 \right).
\]

The proof of Lemma 4 follows from a standard interpolation argument since the operators \( M_k \) are positive and uniformly bounded in \( L^p, 1 \leq p \leq \infty \). See [NSW2]. To prove Lemmas 2 and 3, let \( \varphi \geq 0 \in C_0^\infty (\mathbb{R}^n) \) such that \( \int_{\mathbb{R}^n} \varphi = 1 \) and set
\[
\Phi_j(x) = \frac{1}{\det A_j} \varphi (A_j^{-1} x).
\]

Then as shown in [CCVWW], \( \sup_{j \in \mathbb{Z}} |\Phi_j * f| \) is bounded in \( L^p(\mathbb{R}^n) \), \( 1 < p \leq \infty \). Therefore if
\[
N_k f(x) = M_k f(x) - \Phi_k * f(x),
\]
then
\[
\mathcal{M} f(x) \leq \sup_{k \in \mathbb{Z}} |\Phi_k * f(x)| + \sup_{k \in \mathbb{Z}} |N_k f(x)|
\]
and so to prove the \( L^p \) estimates for \( \mathcal{M} \) in Lemmas 2 and 3, it suffices to prove the \( L^p \) estimates for
\[
\sup_{k \in \mathbb{Z}} |N_k f(x)|.
\]
For these $L^p$ estimates, note that from (3) we may write

$$N_k f(x) = \sum_{l \in \mathbb{Z}} \Psi_{k+l} * N_k f(x)$$

and so

$$\sup_{k \in \mathbb{Z}} |N_k f(x)| \leq \sum_{l \in \mathbb{Z}} \left( \sum_{k \in \mathbb{Z}} |\Psi_{k+l} * N_k f(x)|^2 \right)^{1/2}$$

$$= \sum_{l \in \mathbb{Z}} G_l f(x).$$

We will momentarily prove

$$\text{(16)} \quad \|G_l f\|_2 \leq C 2^{-\delta |l|} \|f\|_2$$

for some $\delta > 0$. (16) implies the conclusion of Lemma 2.

For the proof of Lemma 3, note that

$$\left\| \left( \sum_{k \in \mathbb{Z}} |\Phi_k * f_k|^2 \right)^{1/2} \right\|_p \leq C_p \left\| \left( \sum_{k \in \mathbb{Z}} |f_k|^2 \right)^{1/2} \right\|_p, \quad p > 1.$$ 

In fact one can easily see that Lemmas 2, 3, and 4 are true when the operators $M_k$ are replaced by convolution with $\Phi_k$. Therefore under the assumption of Lemma 3, we see that

$$\text{(17)} \quad \left\| \left( \sum_{k \in \mathbb{Z}} |N_k f_k|^2 \right)^{1/2} \right\| \leq C_{p_0} \left\| \left( \sum_{k \in \mathbb{Z}} |f_k|^2 \right)^{1/2} \right\|_{p_0}.$$ 

Thus

$$\text{(18)} \quad \|G_l f\|_{p_0} = \left\| \left( \sum_{k \in \mathbb{Z}} |N_k (\Psi_{k+l} * f)|^2 \right)^{1/2} \right\|_{p_0} \leq C_{p_0} \left\| \left( \sum_{k \in \mathbb{Z}} |\Psi_{k+l} * f|^2 \right)^{1/2} \right\|_{p_0} \leq C_{p_0} \|f\|_{p_0}. $$
The last inequality follows from (4). Interpolating the estimates (16) and (18) gives us

$$\|G_l f\|_p \leq C 2^{-\epsilon |l|} \|f\|_p, \ \epsilon_p > 0$$

for $p_0 < p \leq 2$. Therefore $\sup |N_k f|$ and hence $\mathcal{M}$ is bounded in $L^p$, $p_0 < p \leq 2$ and this will then complete the proof of Lemma 3.

It remains to establish (16). Write

$$T_k^l f(x) = \Psi_{k+l} * N_k f(x)$$

and set $S_l f(x) = \sum_{k \in \mathbb{Z}} T_k^l f(x)$. We will show that

$$\|T_k^l(T_j^l)^* f\|_2 \leq C 2^{-\delta |l|} 2^{-c |j-k|} \|f\|_2$$

for some $\delta, \epsilon > 0$. Since $T_k^l$ and $(T_j^l)^*$ commute, we will also have

$$\|(T_k^l)^* T_j^l f\|_2 \leq C 2^{-\delta |l|} 2^{-c |j-k|} \|f\|_2.$$  

The Cotlar-Stein lemma then implies

$$\|S_l f\|_2 \leq C 2^{-\delta |l|} \|f\|_2,$$

which in turn implies (16) by a standard Rademacher function argument. Note that it suffices to prove (19) when $\delta = 0$ and then when $\epsilon = 0$.

We will first establish (19) when $\delta = 0$ by proving the following lemma.

**Lemma 5.** $\|\Psi_{k+l} * \Psi_{j+l} f\|_2 \leq C 2^{-\epsilon |j-k|} \|f\|_2$ for some $\epsilon > 0$.

**Proof.** It suffices to show

$$\|\Psi_{k+l} * \Psi_{j+l}\|_1 \leq C 2^{-\epsilon |j-k|}.$$
Without loss of generality, assume \( j > k \). Since \( \Psi_{k+l} \) has mean value zero, we have

\[
\int_{\mathbb{R}^n} |\Psi_{k+l} \ast \Psi_{j+l}(x)| \, dx
\]

\[
= \int_{\mathbb{R}^n} dx \left| \int_{\mathbb{R}^n} [\Psi_{k+l}(x - y) - \Psi_{k+l}(x)] \Psi_{j+l}(y) \, dy \right|
\]

\[
\leq \int_{\mathbb{R}^n} |\Psi_{j+l}(y)| \, dy \int_{\mathbb{R}^n} \frac{1}{\det A_{k+l+1}} |\psi(A_{k+l+1}^{-1}(x - y))|
\]

\[
- \psi(A_{k+l+1}^{-1}(x)) \, dx
\]

\[
+ \int_{\mathbb{R}^n} |\Psi_{j+l}(y)| \, dy \int_{\mathbb{R}^n} \frac{1}{\det A_{k+l}} |\psi(A_{k+l}^{-1}(x - y))|
\]

\[
- \psi(A_{k+l}^{-1}(x)) \, dx
\]

\[
= I + II.
\]

Changing variables in \( I \), we see that

\[
I = \int_{\mathbb{R}^n} |\Psi_{j+l}(y)| \, dy \int_{\mathbb{R}^n} |\psi(x - A_{k+l+1}^{-1}y) - \psi(x)| \, dx
\]

\[
\leq C ||\nabla \psi||_1 \int_{\mathbb{R}^n} |\Psi_{j+l}(y)| |A_{k+l+1}^{-1}y| \, dy
\]

\[
\leq C \left[ \int_{\mathbb{R}^n} |\psi(y)| |A_{k+l+1}^{-1}A_{j+l+1}y| \, dy + \int_{\mathbb{R}^n} |\psi(y)| |A_{k+l+1}^{-1}A_{j+l}y| \, dy \right]
\]

\[
\leq C[||A_{k+l+1}^{-1}A_{j+l+1}|| + ||A_{k+l+1}^{-1}A_{j+l}||] \leq C\lambda^{-\epsilon(j-k)}
\]

for some \( \epsilon > 0 \). The last inequality follows from (1). The same estimate for \( II \) follows similarly. Therefore

\[
||\Psi_{k+l} \ast \Psi_{j+l}||_1 \leq C2^{-\epsilon(j-k)}
\]

for some \( \epsilon > 0 \) and this completes the proof of the lemma.

Next we will prove (19) when \( \epsilon = 0 \). We will divide the argument into two cases.

Case 1. \( l \geq 0 \). Write

\[
T_k^l f(x) = R_k^l f(x) - Q_k^l f(x)
\]

where

\[
R_k^l f(x) = \Psi_{k+l} \ast (M_k f(x))
\]
\[ Q_k^l f(x) = \Psi_{k+l} \ast (\pm \Phi_k \ast f(x)). \]

We will prove the estimates for \( R_k^l \) and \( Q_k^l \) separately. In fact for \( R_k^l \), we will show the stronger estimate

\[(21) \quad ||R_k^l f||_2 \leq C 2^{-\delta l} ||f||_2 \]

for some \( \delta > 0 \). Since \( \|R_k^l\|^2_{op} = \|R_k^l(R_k^l)^*\|_{op} \) (\( \|R\|_{op} \) denotes the operator norm of \( R \)) and convolution with \( \Psi_{k+l} \) is uniformly bounded in \( L^2 \), it suffices to estimate \( \|\Psi_{k+l} \ast (M_k M_k^*)\|_{op} \). Iterating this observation \( n \) times, we see that (21) follows from the estimate

\[(22) \quad ||\Psi_{k+l} \ast T f||_2 \leq C 2^{-\delta l} ||f||_2 \]

where

\[ T f(x) = \underbrace{M_k M_k^* M_k \cdots M_k^* f(x)}_{n \text{ times}} \]

\[ = \frac{\lambda^{nk}}{(\lambda - 1)^n} \int_{\lambda^{-k} \leq y_j \leq \lambda^{-k+1}} f(x - \Gamma(y_1)) \]
\[ + \Gamma(y_2) - \cdots + (-1)^n \Gamma(y_n)) \, dy \]
\[ = \int Q f(A_k^{-1} x - \varphi_k(y))) \, dy. \]

(22) in turn follows from the \( L^\infty \) estimate

\[(23) \quad ||\Psi_{k+l} \ast T f||_\infty \leq C 2^{-\delta l} ||f||_\infty. \]

In fact since \( \{\Psi_{k+l} \ast T\} \) is uniformly bounded in \( L^1 \), then interpolation with (23) gives (22). Note that

\[ T f(x - y) - T f(x) = I_{A_k^{-1} y}(f_k)(A_k^{-1} x) \]

where \( f_k(x) = f(A_k x) \). By Lemma 1, we see that

\[ |T f(x - y) - T f(x)| \leq C|A_k^{-1} y|^\epsilon ||f||_\infty \]
for some $\epsilon > 0$ and so since $\Psi_{k+l}$ has mean value zero,

$$
|\Psi_{k+l} * Tf(x)| = \left| \int_{\mathbb{R}^n} \Psi_{k+l}(y)[Tf(x - y) - Tf(x)] \, dy \right|
$$

$$
\leq C ||f||_{\infty} \int_{\mathbb{R}^n} |\Psi_{k+l}(y)| |A_k^{-1} y|^\epsilon \, dy
$$

$$
\leq C ||f||_{\infty} \left[ \int_{\mathbb{R}^n} |A_k^{-1} A_{k+l+1} y|^\epsilon |\psi(y)| \, dy + \int_{\mathbb{R}^n} |A_k^{-1} A_{k+l} y|^\epsilon |\psi(y)| \, dy \right]
$$

$$
\leq C \lambda^{-\delta l} ||f||_{\infty}
$$

for some $\delta > 0$. The last inequality follows from (1) since $l \geq 0$. This gives us (23). A similar but easier argument gives us

$$
||Q_k^l f||_2 \leq C 2^{-\delta l} ||f||_2
$$

for some $\delta > 0$. Thus (19) holds when $\epsilon = 0$ and $l \geq 0$.

**Case 2.** $l \leq 0$. To prove (19) when $\epsilon = 0$, it is sufficient to show that

$$
||N_k(\Psi_{k+l})(x)||_1 \leq C 2^{\delta l}
$$

for some $\delta > 0$. Note that

$$
N_k(\Psi_{k+l})(x) = \frac{\lambda^k}{\lambda - 1} \int_{\lambda^{-k}}^{\lambda^{-k+1}} \Psi_{k+l}(x - \Gamma(t)) \, dt
$$

$$
- \int_{\mathbb{R}^n} \Phi_k(y) \Psi_{k+l}(x - y) \, dy
$$

$$
= \frac{\lambda}{1 - \lambda} \int_{\lambda^{-k}}^{1} \left[ \Psi_{k+l}(x - \Gamma(\lambda^{-k+1} t)) - \Psi_{k+l}(x) \right] dt
$$

$$
- \int_{\mathbb{R}^n} \Phi_k(y) \left[ \Psi_{k+l}(x - y) - \Psi_{k+l}(x) \right] \, dy
$$

$$
= I(x) + II(x).
$$

We will prove (24) for $I(x)$. The $L^1$ estimate for $II(x)$ is somewhat easier. For $I(x)$, write

$$
\Psi_{k+l}(x - \Gamma(\lambda^{-k+1} t)) - \Psi_{k+l}(x)
$$

$$
= \int_0^1 \nabla \Psi_{k+l}(x - s \Gamma(\lambda^{-k+1} t)) \cdot \Gamma(\lambda^{-k+1} t) \, ds
$$

$$
= \int_0^1 A_{k-1}^* \nabla \Psi_{k+l}(x - s \Gamma(\lambda^{-k+1} t)) \cdot \Gamma_{k-1}(t) \, ds.
$$
Therefore

\[ (25) \quad \int_{\mathbb{R}^n} |\Psi_{k+l}(x - \Gamma(\lambda^{-k+1}t)) - \Psi_{k+l}(x)| \, dx \]

\[ \leq |\Gamma_{k-1}(t)| \int_{0}^{1} ds \int_{\mathbb{R}^n} |A_{k-1}^* \nabla \Psi_{k+l}(x - s\Gamma(\lambda^{-k+1}t))| \, dx \]

\[ = |\Gamma_{k-1}(t)| \int_{\mathbb{R}^n} |A_{k-1}^* \nabla \Psi_{k+l}(x)| \, dx. \]

But

\[
\frac{\partial \Psi_{k+l}(x)}{\partial x_r} = \frac{1}{\det A_{k+l+1}} \sum_{s=1}^{n} \frac{\partial \psi}{\partial x_s} (A_{k+l+1}^{-1} x) b_{sr} - \frac{1}{\det A_{k+l}} \sum_{s=1}^{n} \frac{\partial \psi}{\partial x_s} (A_{k+l}^{-1} x) c_{sr}
\]

where

\[(b_{sr}) = A_{k+l+1}^{-1} \quad \text{and} \quad (c_{sr}) = A_{k+l}^{-1}.\]

Thus the \(p\)th component of \(A_{k-1}^* \nabla \Psi_{k+l}(x)\) is

\[
\frac{1}{\det A_{k+l+1}} \sum_{s=1}^{n} \frac{\partial \psi}{\partial x_s} (A_{k+l+1}^{-1} x) \sum_{r=1}^{n} b_{sr} a_{rp} - \frac{1}{\det A_{k+l}} \sum_{s=1}^{n} \frac{\partial \psi}{\partial x_s} (A_{k+l}^{-1} x) \sum_{r=1}^{n} c_{sr} a_{rp}
\]

where \((a_{rp}) = A_{k-1}\). And so

\[
\int_{\mathbb{R}^n} |A_{k-1}^* \nabla \Psi_{k+l}(x)| \, dx \\
\leq C \int_{\mathbb{R}^n} |\nabla \psi(x)| \, dx \left[ ||A_{k+l+1}^{-1} A_k|| + ||A_{k+l}^{-1} A_k|| \right] \\
\leq C \lambda^{\delta l}
\]

for some \(\delta > 0\). The last inequality follows from (1) since \(l \leq 0\). Therefore from (25), we have

\[
||I(x)||_1 \leq C \int_{1/\lambda}^{1} |\Gamma_{k-1}(t)| \, dt \cdot \int_{\mathbb{R}^n} |A_{k-1}^* \nabla \Psi_{k+l}(x)| \, dx \\
\leq C \lambda^{\delta l} \int_{1/\lambda}^{1} |\Gamma_{k-1}(t)| \, dt \leq C \lambda^{\delta l}
\]
for some $\delta > 0$. The last inequality follows from (1). In fact for $t > 0$, $\Gamma(t) = \delta(t)e$ where $e = (1, 0, \ldots, 0)$ and so by (1),

$$|\Gamma_{k-1}(t)| = |\delta^{-1}(\lambda^{-k+1})\Gamma(\lambda^{-k+1}t)|$$

$$= |\delta^{-1}(\lambda^{-k+1})\delta(\lambda^{-k+1}t)e| \leq ||\delta^{-1}(\lambda^{-k+1})\delta(\lambda^{-k+1}t)|| \leq C$$

when $t \leq 1$. This establishes (24) and thus finishes the proof of (19) and hence (20) when $\epsilon = 0$. This completes the proof of the $L^p$ boundedness of $\mathcal{M}$ and hence $M_\Gamma$.

The proof of the theorem for the Hilbert transform, $H_\Gamma$, is similar. Write

$$H_j f(x) = \int_{\lambda^{-j}}^{\lambda^{-j+1}} f(x - \Gamma(t)) \frac{dt}{t} = f * d\sigma_j(x)$$

(recall that $\lambda > 1$ was introduced in (2)) and note that

$$H_\Gamma f = \sum_j H_j f = \sum_j \sum_l \Psi_{j+l} * H_j f$$

$$= \sum_j \sum_l \sum_m \Psi_{j+m} * \Psi_{j+l} * H_j f$$

$$= \sum_{l,m} \sum_j \Psi_{j+m} * \Psi_{j+l} * H_j f$$

$$= \sum_{l,m} g_{l,m} f$$

where

$$g_{l,m} f = \sum_j \Psi_{j+m} * \Psi_{j+l} * H_j f.$$ 

As in (16) and (18), it suffices to show

$$||g_{l,m} f||_p \leq C||f||_p, \ 1 < p < \infty$$

and

$$||g_{l,m} f||_2 \leq C2^{-\epsilon|l|}2^{-\epsilon|m||}||f||_2$$

(26) and

(27)
for some $\epsilon > 0$. To show (26), take $w \in L^{p'}$ and note that

$$\left| \int_{\mathbb{R}^n} \sum_j (\Psi_{j+m} * \Psi_{j+l} * H_j f)(x) w(x) \, dx \right|$$

$$= \left| \sum_j \int_{\mathbb{R}^n} \Psi_{j+l} * H_j f(x) \Psi_{j+m} * w(x) \, dx \right|$$

$$\leq \left\| \left( \sum_j |\Psi_{j+l} * H_j f|^2 \right)^{1/2} \right\|_p \left\| \left( \sum_j |\Psi_{j+m} * w|^2 \right)^{1/2} \right\|_p$$

$$\leq C_p \left\| \left( \sum_j |M_j(|\Psi_{j+l} * f|)|^2 \right)^{1/2} \right\|_p \|w\|_{p'}$$

$$\leq C_p \left\| \left( \sum_j |\Psi_{j+l} * f|^2 \right)^{1/2} \right\|_p \|w\|_{p'}$$

$$\leq C_p \|f\|_p \|w\|_{p'}.$$

We will show (27) by the Cotlar-Stein lemma. We have to show

$$\|\Psi_{j+m} * \Psi_{j+l} * d\sigma_j * \Psi_{k+m} * \Psi_{k+l} * d\tilde{\sigma}_k * f\|_2$$

$$\leq 2^{-\epsilon(|l|+|m|+|k-j|)} \|f\|_2.$$

Suppose for example $|l| \geq |m|$. Then

$$\|\Psi_{j+m} * \Psi_{j+l} * d\sigma_j * \Psi_{k+m} * \Psi_{k+l} * d\tilde{\sigma}_k * f\|_2$$

$$\leq C \|\Psi_{j+l} * d\sigma_j * \Psi_{k+l} * d\tilde{\sigma}_k * f\|_2$$

$$\leq C 2^{-\epsilon(|l|+|j-k|)} \|f\|_2$$

as in (19) and (20), where we have used the fact that $\Psi_{j+m} * \Psi_{k+m}$ has uniformly bounded $L^1$ norm.
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