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#### Abstract

We develop an operator $C_{\mathfrak{q}}\left(\Psi_{\mathcal{Q}}\right)$ on the space $\mathcal{S}_{k}(\mathcal{N}, \Psi)$ of Hilbert cuspforms as an alternative to the Hecke operator $T_{\mathfrak{q}}$ for primes $\mathfrak{q}$ dividing $\mathcal{N}$. For $\mathbf{f} \in \mathcal{S}_{k}(\mathcal{N}, \Psi)$ a newform, we have $\mathbf{f}\left|C_{\mathfrak{q}}\left(\Psi_{\mathcal{Q}}\right)=\mathbf{f}\right| T_{\mathfrak{q}}$. We are able to decompose the space $\mathcal{S}_{k}(\mathcal{N}, \Psi)$ into a direct sum of common eigenspaces of $\left\{T_{\mathfrak{p}}, C_{\mathfrak{q}}\left(\Psi_{\mathcal{Q}}\right): \mathfrak{p} \nmid \mathcal{N}, \mathfrak{q} \mid \mathcal{N}\right\}$, each of dimension one. Each common eigenspace is spanned by an element with the property that its eigenvalue with respect to $T_{\mathfrak{p}}$ (resp. $C_{\mathfrak{q}}\left(\Psi_{\mathcal{Q}}\right)$ ) is its $\mathfrak{p}^{\text {th }}\left(\operatorname{resp} \mathfrak{q}^{\text {th }}\right)$ Fourier coefficient. We finish by deriving bounds for the eigenvalues of $C_{\mathfrak{q}}\left(\Psi_{\mathcal{Q}}\right)$.


Introduction. Let $\mathcal{S}_{k}(\mathcal{N}, \Psi)$ denote the space of Hilbert cusp forms of Hecke character $\Psi$. Shemanske and Walling [7] characterized the newform theory for $\mathcal{S}_{k}(\mathcal{N}, \Psi)$ which is analogous to that derived in [1] for the elliptic modular case. They decompose the space $\mathcal{S}_{k}(\mathcal{N}, \Psi)$ into a direct sum of common eigenspaces for the Hecke operators $\left\{T_{\mathfrak{p}}: \mathfrak{p} \nmid \mathcal{N}\right\}$. The non-zero elements of the one-dimensional common eigenspaces are called newforms, and a newform can be normalized such that its $\mathfrak{p}^{\text {th }}$ Fourier coefficient is equal to its eigenvalue for $T_{\mathfrak{p}}$. They also show that each common eigenspace of $\left\{\dot{T}_{\mathfrak{p}}: \mathfrak{p} \nmid \mathcal{N}\right\}$ has a basis of the form $\left\{\mathbf{g} \mid B_{\mathfrak{L}}: \mathbf{g} \in\right.$ $\mathcal{S}_{k}(\mathcal{M}, \Psi)$ a newform, $\left.\mathcal{M}|\mathcal{N}, \mathfrak{L}| \mathcal{N} \mathcal{M}^{-1}\right\}$. While the Hecke operators $\left\{T_{\mathfrak{q}}: \mathfrak{q} \mid \mathcal{N}\right\}$ act invariantly on these eigenspaces, there generally does not exist a basis for these eigenspaces which consists of eigenforms for $\left\{T_{\mathfrak{q}}: \mathfrak{q} \mid \mathcal{N}\right\}$.

In this work, we resolve this particular difficulty by replacing $T_{\mathfrak{q}}$, $\mathfrak{q} \mid \mathcal{N}$ by the operator $C_{\mathfrak{q}}\left(\Psi_{\mathcal{Q}}\right)$. It is defined using the Hecke operator $T_{\mathfrak{q}}$ and the Hilbert analog of the Atkin-Lehner $W_{Q}$ operator of [7], and hence depends upon a choice of Hecke character $\Psi_{\mathcal{Q}}$. We are able to diagonalize the space $\mathcal{S}_{k}(\mathcal{N}, \Psi)$ with respect to the family $\left\{T_{\mathfrak{p}}, C_{\mathfrak{q}}\left(\Psi_{\mathcal{Q}}\right): \mathfrak{p} \nmid \mathcal{N}, \mathfrak{q} \mid \mathcal{N}\right\}$. Further, we are able to establish that each common eigenspace is one-dimensional and is spanned by a form whose $\mathfrak{p}$ th (resp $\mathfrak{q}^{\text {th }}$ ) Fourier coefficient is its eigenvalue with
respect to $T_{\mathfrak{p}}\left(\right.$ resp. $C_{\mathfrak{q}}\left(\Psi_{\mathcal{Q}}\right)$ ) (Theorem 2.7). In addition, for a newform $\mathbf{f} \in \mathcal{S}_{k}(\mathcal{N}, \Psi)$, we show that $\mathbf{f}\left|C_{\mathfrak{q}}\left(\Psi_{\mathcal{Q}}\right)=\mathbf{f}\right| T_{\mathfrak{q}}$ regardless of the choice made for $\Psi_{\mathcal{Q}}$, and hence the newform theory of $[7]$ is left intact when we replace $T_{\mathfrak{q}}$ by $C_{\mathfrak{q}}\left(\Psi_{\mathcal{Q}}\right)$. Our results generalize those in the elliptic modular case, where the $C_{q}$ operator was first introduced by Pizer in [5] for trivial character, and by Li in [4] for non-trivial character.

We finish by investigating the eigenvalues of $C_{\mathfrak{q}}\left(\Psi_{\mathcal{Q}}\right)$. In the case of elliptic cusp forms, one has the sharp Deligne bound of $2 q^{(k-1) / 2}$ for the magnitude of the $q^{\text {th }}$ Fourier coefficient of a newform. In the Hilbert case, the best corresponding bound is Shahidi's bound of $2 N(\mathfrak{q})^{(k-1) / 2+1 / 5}$ given in [6]. If one tries to adapt the methods of [4] to the Hilbert case, this weaker bound gives rise to complications when dealing with ideals of low norm. Because of these difficulties, we implement a significantly different method of proof to arrive at bounds for the magnitude of the eigenvalues of $C_{\mathfrak{q}}\left(\Psi_{\mathcal{Q}}\right)$ (Theorem 3.2). Essentially, the bound is $2 N(\mathfrak{q})^{k / 2}$, except for the case where $\mathfrak{q} \| \mathcal{N}$ or $N(\mathfrak{q})<11$.

1. Notation. For the most part, we follow the notation of [9] and [10]. Let $K$ be a totally real number field of degree $n$ over $\mathbb{Q}$ with ring of integers $\mathcal{O}$ and different $\mathfrak{d}$. Let $\mathcal{H}$ denote the complex upper half-plane, and $G L_{2}^{+}(K)$ be the group of $2 \times 2$ matrices with entries in $K$ and totally positive determinant. We define an action of $G L_{2}^{+}(K)$ on $\mathcal{H}^{n}$ by

$$
A \cdot z=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \cdot z=\left(\frac{a^{(1)} z_{1}+b^{(1)}}{c^{(1)} z_{1}+d^{(1)}}, \ldots, \frac{a^{(n)} z_{n}+b^{(n)}}{c^{(n)} z_{n}+d^{(n)}}\right)
$$

where $a^{(i)}$ denotes the $i$-th conjugate of $a$ over $\mathbb{Q}$. Also, for $k=$ $\left(k_{1}, \ldots, k_{n}\right) \in \mathbb{Z}_{+}^{n}$, we denote the product $\prod_{i}\left(c^{(i)} z_{i}+d^{(i)}\right)^{k_{i}}$ by $(c z+$ $d)^{k}$ and $\Pi_{i}\left(a^{(i)} d^{(i)}-b^{(i)} c^{(i)}\right)^{k_{i}}$ by $(\operatorname{det} A)^{k}$.

Define for $N \in \mathbb{Z}_{+}$the set $\Gamma_{N}=\left\{A \in S L_{2}(\mathcal{O}): A-I_{2} \epsilon^{-}\right.$ $\left.N M_{2}(\mathcal{O})\right\}$, and denote by $M_{k}\left(\Gamma_{N}\right)$ the complex vector space of all holomorphic functions $f$ on $\mathcal{H}^{n}$ such that $f(A \cdot z)=(\operatorname{det} A)^{-k / 2}(c z+d)^{k} f(z)$ for $A \in \Gamma_{N}$ and which are holomorphic at all of the cusps of $\Gamma_{N}$. Let $M_{k}=\cup_{N=1}^{\infty} M_{k}\left(\Gamma_{N}\right)$.

For an integral ideal $\mathcal{N}$ and a fractional ideal $\mathcal{I}$, set

$$
\begin{aligned}
& \Gamma_{0}(\mathcal{N}, \mathcal{I}) \\
& \quad=\left\{A=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in\left(\begin{array}{cc}
\mathcal{O} & \mathcal{I}^{-1} \mathfrak{d}^{-1} \\
\mathcal{N I} \mathfrak{d} & \mathcal{O}
\end{array}\right): \operatorname{det} A \in \mathcal{O}^{\times}, \operatorname{det} A \gg 0\right\}
\end{aligned}
$$

By a numerical character modulo $\mathcal{N}$, we mean a character $\psi$ : $(\mathcal{O} / \mathcal{N})^{\times} \rightarrow \mathbb{C}^{\times}$. As in [9] and [10], we define for a numerical character $\psi$ modulo $\mathcal{N}$ and a character $\theta$ on the totally positive units, the space $M_{k}\left(\Gamma_{0}(\mathcal{N}, \mathcal{I}), \psi, \theta\right)$ which consists of all functions $f \in M_{k}$ such that

$$
f\left(\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \cdot z\right)=\psi(a) \theta(a d-b c)(a d-b c)^{-k / 2}(c z+d)^{k} f(z)
$$

for all $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in \Gamma_{0}(\mathcal{N}, \mathcal{I})$. As in $[\mathbf{1 0},(9.20)]$, we shall assume that $\psi(\epsilon) \theta\left(\epsilon^{2}\right)=\operatorname{sgn}(\epsilon)^{k}$ for all $\epsilon \in \mathcal{O}^{\times}$. This imposes no real restriction since without this assumption, the space of modular forms is zero. We note the existence of an $m \in \mathbb{R}^{n}$ such that $\theta(a)=a^{i m}$ for all totally positive units $a$. While this $m$ is not unique, we will fix an $m$ which satisfies the previous equality for the remainder of the article.

Fix a complete set of strict ideal class representatives $\mathcal{I}_{1}, \ldots, \mathcal{I}_{h}$, and denote $\Gamma_{0}\left(\mathcal{N}, \mathcal{I}_{\lambda}\right)$ by $\Gamma_{\lambda}$. Then we put

$$
\mathfrak{M}_{k}(\mathcal{N}, \psi, \theta)=\prod_{i=1}^{h} M_{k}\left(\Gamma_{\lambda}, \psi, \theta\right) .
$$

We are interested in the $h$-tuples $\left(f_{1}, \ldots, f_{h}\right) \in \mathfrak{M}_{k}(\mathcal{N}, \psi, \theta)$.
In order to make the notation easier to handle, we follow Shimura and describe the above $h$-tuples as functions on an idele group. To do this, we must define an assortment of objects. Let $K_{A}^{\times}$denote the set of ideles of $K$ and let $G_{A}$ be the adelization of $G L_{2}(K)$, which can be identified with $G L_{2}\left(K_{A}\right)$. Note that $G L_{2}(K)$ can be embedded in $G_{A}$ as the set of diagonal elements, and when viewed this way, they will be denoted $G_{K}$. Also, let $G_{\infty_{\infty}}=G L_{2}(\mathbb{R})^{n}$ and $G_{\infty+}=G L_{2}^{+}(\mathbb{R})^{n}$. In the following, we will use $\tilde{a}, \tilde{b}, \tilde{c}, \ldots$ to denote elements of $K_{A}^{\times}$and $w, x, y, z$ to denote elements of $G_{A}$. If $\mathcal{N}$ is an integral ideal of $\mathcal{O}$ and $\mathfrak{p}$ a prime ideal, define the subsets $Y_{\mathfrak{p}}(\mathcal{N})$
and $W_{\mathfrak{p}}(\mathcal{N})$ of $G L_{2}\left(K_{\mathfrak{p}}\right)$ as follows:

$$
\begin{gathered}
Y_{\mathfrak{p}}(\mathcal{N})=\left\{x=\left(\begin{array}{c}
a \\
a \\
c
\end{array}\right) \in\left(\begin{array}{cc}
\mathcal{O}_{\mathfrak{p}} & \mathfrak{d}^{-1} \mathcal{O}_{\mathfrak{p}} \\
\mathcal{N} \mathfrak{d} \mathcal{O}_{\mathfrak{p}} & \mathcal{O}_{\mathfrak{p}}
\end{array}\right):\right. \\
\left.\operatorname{det} x \in K_{\mathfrak{p}}^{\times},\left(a \mathcal{O}_{\mathfrak{p}}, \mathcal{N} \mathcal{O}_{\mathfrak{p}}\right)=1\right\}, \\
W_{\mathfrak{p}}(\mathcal{N})=\left\{x \in Y_{\mathfrak{p}}(\mathcal{N}): \operatorname{ord}_{\mathfrak{p}}(\operatorname{det} x)=0\right\} .
\end{gathered}
$$

We then use these to define

$$
\begin{aligned}
Y(\mathcal{N}) & =G_{A} \cap\left(G_{\infty+} \times \prod_{\mathfrak{p}} Y_{\mathfrak{p}}(\mathcal{N})\right) \\
W(\mathcal{N}) & =G_{\infty+} \times \prod_{\mathfrak{p}} W_{\mathfrak{p}}(\mathcal{N})
\end{aligned}
$$

If $\tilde{a} \in K_{A}^{\times}$, then $\tilde{a} \mathcal{O}$ denotes the fractional ideal of $\mathcal{O}$ which is canonically identified with $\tilde{a}$, and, similarly, for any ideal $\mathcal{I}$ of $\mathcal{O}$, we set $\tilde{a} \mathcal{I}=(\tilde{a} \mathcal{O}) \mathcal{I}$. Also, let $(\tilde{a})_{\mathcal{N}}\left(\right.$ resp. $\left.(\tilde{a})_{0},(\tilde{a})_{\infty}\right)$ denote the $\mathcal{N}$-th part (resp. finite part, infinite part) of $\tilde{a}$. Fix $h$ elements $\tilde{t}_{1}, \ldots, \tilde{t}_{h}$ in $K_{A}^{\times}$such that $\tilde{t}_{\lambda} \mathcal{O}=I_{\lambda},\left(\tilde{t}_{\lambda}\right)_{\infty}=1$ and for each $\tilde{t}_{\lambda}$, define $x_{\lambda}=\left(\begin{array}{cc}1 & 0 \\ 0 & \tilde{t}_{\lambda}\end{array}\right)$. Also, fix $\tilde{t}_{\mathrm{d}}$ so that $\tilde{t}_{\mathfrak{d}} \mathcal{O}=\mathfrak{d},\left(\tilde{t}_{\mathfrak{d}}\right)_{\infty}=1$. By Strong Approximation, one can see that

$$
G_{A}=\bigcup_{\lambda=1}^{h} G_{K} x_{\lambda} W(\mathcal{N})=\bigcup_{\lambda=1}^{h} G_{K} x_{\lambda}^{-\iota} W(\mathcal{N})
$$

where $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)=\left(\begin{array}{cc}d & -b \\ -c & a\end{array}\right)$.
Given a numerical character $\psi$ modulo $\mathcal{N}$, define a homomorphism $\psi_{Y}: Y(\mathcal{N}) \rightarrow \mathbb{C}^{\times}$by $\psi_{Y}\left(\binom{\tilde{a} * *}{*}\right)=\psi\left(\tilde{a}_{\mathcal{N}} \bmod \mathcal{N}\right)$. Following Shimura [10, (9.20)], if $\left(f_{1}, \ldots, f_{h}\right) \in \mathfrak{M}_{k}(\mathcal{N}, \psi, \theta)$, we define the $\mathbb{C}$-valued function $\mathbf{f}$ on $G_{A}$ by

$$
\mathbf{f}\left(\alpha x_{\lambda}^{-\iota} w\right)=\psi_{Y}\left(w^{\iota}\right) \operatorname{det}\left(w_{\infty}\right)^{i m} f_{\lambda} \| w_{\infty}(\mathbf{i})
$$

where $\alpha \in G_{K}, w \in W(\mathcal{N}), \mathbf{i}=(i, i, \ldots, i)$, and

$$
f_{\lambda} \|\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)(z)=(a d-b c)^{k / 2}(c z+d)^{-k} f\left(\frac{a z+b}{c z+d}\right) .
$$

Given $\mathbf{f}$, one can recover $f_{1}, \ldots, f_{h}$, and thus we say $\mathbf{f}=\left(f_{1}, \ldots, f_{h}\right)$.

As in [9] and [10], we identify $\mathfrak{M}_{k}(\mathcal{N}, \psi, \theta)$ with the functions f: $G_{A} \rightarrow \mathbb{C}$ such that
i) $\mathbf{f}(\alpha x w)=\psi_{Y}\left(w^{\imath}\right) \mathbf{f}(x)$ for all $\alpha \in G_{K}, x \in G_{A}, w \in W(\mathcal{N})$, with $w_{\infty}=1$ and
ii) For every $\lambda$, there exists an $f_{\lambda} \in M_{k}$ such that $\mathbf{f}\left(x_{\lambda}^{-\iota} w_{\infty}\right)=$ $\operatorname{det}\left(w_{\infty}\right)^{i m} f_{\lambda} \| w_{\infty}(\mathbf{i})$ for all $w_{\infty} \in G_{\infty+}$.
We denote the space of such functions by $\mathfrak{M}_{k}(\mathcal{N}, \psi, m)$ where $m \in$ $\mathbb{R}^{n}$ is the fixed element with $\theta(a)=a^{i m}$ for all totally positive units $a$. We denote the corresponding subspace of cusp forms by $\mathfrak{S}_{k}(\mathcal{N}, \psi, m)$.

By a Hecke character, we shall mean a multiplicative character $\Psi$ on $K_{A}^{\times}$such that $\Psi(\tilde{a})=1$ for all $\tilde{a} \in K^{\times}$. We will denote numerical characters by lower case Greek letters, and Hecke characters by upper case Greek letters. Let $\psi_{\infty}: K_{A}^{\times} \rightarrow \mathbb{C}^{\times}$be given by $\psi_{\infty}(\tilde{a})=$ $\operatorname{sgn}\left(\tilde{a}_{\infty}\right)^{k}\left|a_{\infty}\right|^{2 i m}$, with $m \in \mathbb{R}^{n}$ as above. We then say that a Hecke character $\Psi$ extends $\psi \psi_{\infty}$ if $\Psi(\tilde{a})=\psi\left(\tilde{a}_{\mathcal{N}} \bmod \mathcal{N}\right) \psi_{\infty}(\tilde{a})$ for all $\tilde{a} \in$ $K_{\infty}^{\times} \times \Pi_{\mathfrak{p}} \mathcal{O}_{\mathfrak{p}}^{\times}$. If the previous equality holds for $\psi_{\infty}(\tilde{a})=\operatorname{sgn}\left(\tilde{a}_{\infty}\right)^{k}$, then we say $\Psi$ extends $\psi$. Let $\Psi$ be a character of $K_{A}^{\times}$, and denote by $\mathcal{M}_{k}(\mathcal{N}, \Psi)$ the subspace of $\mathfrak{M}_{k}(\mathcal{N}, \psi, m)$ consisting of $\mathbf{f}$ such that $\mathbf{f}(\tilde{s} x)=\Psi(\tilde{s}) \mathbf{f}(x)$ for all $\tilde{s} \in K_{A}^{\times}$. Since $\mathbf{f}(\tilde{s} x)=\mathbf{f}(x)$ for all $\tilde{s} \in K^{\times}$, we have $\mathcal{M}_{k}(\mathcal{N}, \Psi)=\{0\}$ unless $\Psi$ is a Hecke character, and, in addition, by $[\mathbf{9},(9.22)]$, we know such a $\Psi$ must extend $\psi \psi_{\infty}$. It is shown in [11] that there exists only $h$ such Hecke characters, and that $\mathfrak{M}_{k}(\mathcal{N}, \psi, m)=\oplus_{\Psi} \mathcal{M}_{k}(\mathcal{N}, \Psi)$. Let $\mathcal{S}_{k}(\mathcal{N}, \Psi)$ denote the subspace of cusp forms in $\mathcal{M}_{k}(\mathcal{N}, \Psi)$.

It is easy to show that if $\mathcal{N}$ is the $K$-modulus of $\psi$, then the conductor of a Hecke character $\Psi$ which extends $\psi \psi_{\infty}$ divides $\mathcal{N} \mathfrak{P}_{\infty}$. This allows us to define an ideal class character $\Psi^{*}$ modulo $\mathcal{N} \mathfrak{P}_{\infty}$ by

$$
\Psi^{*}(\mathfrak{q})= \begin{cases}0 & \text { if }(\mathfrak{q}, \mathcal{N}) \neq 1 \\ \Psi\left(\tilde{\pi}_{\mathfrak{q}}\right) & \text { if }(\mathfrak{q}, \mathcal{N})=1\end{cases}
$$

where $\left(\tilde{\pi}_{\mathfrak{q}}\right)_{\infty}=1$ and $\tilde{\pi}_{\mathfrak{q}} \mathcal{O}=\mathfrak{q}$. Observe that for any $\tilde{a} \in K_{A}^{\times}$ such that $(\tilde{a} \mathcal{O}, \mathcal{N})=1$, we have $\Psi(\tilde{a})=\Psi^{*}(\tilde{a} \mathcal{O}) \psi\left(\tilde{a}_{\mathcal{N}}\right) \psi_{\infty}(\tilde{a})$. In addition, note that both $\Psi$ and $\Psi^{*}$ have modulus 1 .

Let $\mathbf{f}=\left(f_{1}, \ldots, f_{h}\right) \in \mathcal{M}_{k}(\mathcal{N}, \Psi)$, with $f_{\lambda} \in M_{k}\left(\Gamma_{\lambda}, \psi, \theta\right)$. Then
$f_{\lambda}$ has the Fourier expansion

$$
f_{\lambda}(z)=a_{\lambda}(0)+\sum_{0 \ll \xi \in \mathcal{I}_{\lambda}} a_{\lambda}(\xi) \exp (2 \pi i \operatorname{Tr}(\xi z)) .
$$

As in Shimura, we set

$$
C(\mathfrak{m}, \mathbf{f})= \begin{cases}N(\mathfrak{m})^{k_{0} / 2} a_{\lambda}(\xi) \xi^{-k / 2-i m} & \text { if } \mathfrak{m}=\xi I_{\lambda}^{-1} \subseteq \mathcal{O} \\ 0 & \text { if } \mathfrak{m} \nsubseteq \mathcal{O}\end{cases}
$$

where $k_{0}=\max \left\{k_{1}, \ldots, k_{n}\right\}$. We call $C(\mathfrak{m}, \mathbf{f})$ the Fourier coefficient of $\mathbf{f}$ at $\mathfrak{m}$, and we use these Fourier coefficients to associate a Dirichlet series to $\mathbf{f}$, namely

$$
D(w, \mathbf{f})=\sum_{\mathfrak{m} \subseteq \mathcal{O}} C(\mathfrak{m}, \mathbf{f}) N(\mathfrak{m})^{-w} .
$$

Note that, while the Fourier coefficients of $\mathbf{f}$ determine $\mathbf{f}$, the Dirichlet series does not.

Finally, we define some basic operators on elements of $\mathfrak{M}_{k}(\mathcal{N}, \psi, m)$. For more details, one is directed to [9]. First, we define the slash operator for $\mathbf{f} \in \mathfrak{M}_{k}(\mathcal{N}, \psi, m)$ and $z \in G_{A}$ by $\mathbf{f} \mid z(x)=\mathbf{f}\left(x z^{\iota}\right)$. For $\mathfrak{n}$ an ideal of $\mathcal{O}$, we follow [9] and define $\mathbf{f}\left|B_{\mathfrak{n}}=N(\mathfrak{n})^{-k_{0} / 2} \mathbf{f}\right|\left(\begin{array}{cc}1 & 0 \\ 0 & \tilde{n}^{-1}\end{array}\right)$, where $\tilde{\mathfrak{n}} \in K_{A}^{\times}$is such that $\tilde{\mathfrak{n}} \mathcal{O}=\mathfrak{n}$ and $\tilde{\mathfrak{n}}_{\infty}=1$. One can then show that $B_{\mathfrak{n}}$ maps $\mathcal{M}_{k}(\mathcal{N}, \Psi)$ to $\mathcal{M}_{k}(\mathcal{N} \mathfrak{n}, \Psi)$, and $C\left(\mathfrak{m}, \mathbf{f} \mid B_{\mathfrak{n}}\right)=C\left(\mathfrak{m n}^{-1}, \mathbf{f}\right)$. Thus, $\mathbf{f}\left|B_{\mathfrak{n}}\right| B_{\mathfrak{m}}=$ $\mathbf{f} \mid B_{\mathrm{nm}}$. Finally, for $\mathfrak{m}$ an integral ideal of $\mathcal{O}$, we have from [9] the Hecke operator $T_{\mathfrak{m}}^{\mathcal{N}}$ of level $\mathcal{N}$. It is shown that $T_{\mathrm{m}}=T_{\mathrm{m}}^{\mathcal{N}}$ maps $\mathcal{M}_{k}(\mathcal{N}, \Psi)$ to $\mathcal{M}_{k}(\mathcal{N}, \Psi)$, regardless of whether ( $\mathfrak{m}, \mathcal{N}$ ) $=1$ and $[\mathbf{9}, 2.20]$ gives $C\left(\mathfrak{m}, T_{\mathfrak{n}}\right)=\sum_{\mathfrak{m}+\mathfrak{n} \subseteq \mathfrak{a}} \Psi^{*}(\mathfrak{a}) N(\mathfrak{a})^{k_{0}-1} C\left(\mathfrak{a}^{-2} \mathfrak{m} \mathfrak{n}, \mathbf{f}\right)$. We note that both $B_{\mathrm{n}}$ and $T_{\mathrm{n}}$ take cusp forms to cusp forms.
2. The $C_{q}\left(\Psi_{\mathcal{Q}}\right)$ operator. In this section, we introduce the operator $C_{\mathfrak{q}}\left(\Psi_{\mathcal{Q}}\right)$ and develop its properties. For the most part, these properties mimic those of $T_{\mathfrak{q}}, \mathfrak{q} \mid \mathcal{N}$, with the additional property that $C_{\mathfrak{q}}\left(\Psi_{\mathcal{Q}}\right)$ is normal with respect to the Petersson inner product. We then establish a multiplicity one condition on $\mathcal{S}_{k}(\mathcal{N}, \Psi)$ with respect to the operators $\left\{T_{\mathfrak{p}}, C_{\mathfrak{q}}\left(\Psi_{\mathcal{Q}}\right): \mathfrak{p} \nmid \mathcal{N}, \mathfrak{q} \mid \mathcal{N}\right\}$ (Theorem 2.7).

Fix a space $\mathcal{M}_{k}(\mathcal{N}, \Psi) \subseteq \mathfrak{M}_{k}(\mathcal{N}, \psi, m)$, where $\Psi$ is a Hecke character which extends $\psi \psi_{\infty}$. To define the $C_{\mathfrak{q}}\left(\Psi_{\mathcal{Q}}\right)$ operator, we will
need the Hilbert analog of the Atkin-Lehner $W_{Q}$ operator, as defined in [7]. For the convenience of the reader, we state its definition as follows. For a prime divisor $\mathfrak{q}$ of $\mathcal{N}$, let $\mathcal{Q}=\mathfrak{q}^{\operatorname{ord}_{\mathfrak{q}}(\mathcal{N})}$, and choose a Hecke character $\Psi_{\mathcal{Q}}$ which extends $\psi_{\mathcal{Q}}$ (here, we write $\psi=\psi_{\mathcal{Q}} \psi_{\mathcal{N Q}^{-1}}$, where $\psi_{\mathcal{Q}}$ (resp. $\psi_{\mathcal{N Q}^{-1}}$ ) is a character modulo $\mathcal{Q}$ (resp. modulo $\mathcal{N} \mathcal{Q}^{-1}$ )). In the following, if $\psi_{\mathcal{Q}} \equiv 1$, we will always choose $\Psi_{\mathcal{Q}} \equiv 1$ to extend it. Choose a matrix $y=\left(\begin{array}{c}a \\ \bar{a} \\ \tilde{c} \\ \tilde{d}\end{array}\right) \in G_{A}$ so that $y_{\infty}=1$, $\operatorname{det} y \mathcal{O}=\mathcal{Q}$ and $\tilde{a} \mathcal{O}, \tilde{d} \mathcal{O} \subseteq \mathcal{Q}, \tilde{b} \mathcal{O} \subseteq \mathfrak{d}^{-1}$, and $\tilde{c} \mathcal{O} \subseteq \mathcal{N} \mathfrak{d}$. Then the $W_{Q}$ operator for $\mathbf{f} \in \mathcal{S}_{k}(\mathcal{N}, \Psi)$ is defined by

$$
\begin{aligned}
& \mathbf{f} \mid W_{\mathcal{Q}}\left(\Psi_{\mathcal{Q}}\right)(x) \\
& \quad=\overline{\Psi_{\mathcal{Q}}}(\operatorname{det} x) \overline{\psi_{\mathcal{Q}}}\left(\tilde{b}_{t_{0}} \bmod \mathcal{Q}\right) \overline{\psi_{\mathcal{M}}}(\tilde{a} \bmod \mathcal{M}) \mathbf{f} \mid y(x) .
\end{aligned}
$$

This operator is independent of the choice of $\tilde{a}, \tilde{b}, \tilde{c}, \tilde{d}$, and sends $\mathcal{S}_{k}(\mathcal{N}, \Psi)$ to $\mathcal{S}_{k}\left(\mathcal{N}, \Psi \bar{\Psi}_{\mathcal{Q}}^{2}\right)$. Define $C_{\mathfrak{q}}\left(\Psi_{\mathcal{Q}}\right)$ as follows

$$
C_{\mathfrak{q}}\left(\Psi_{\mathcal{Q}}\right)=\left\{\begin{array}{l}
T_{\mathfrak{q}} \quad \text { if } \psi \text { is not a character } \bmod \mathcal{N}^{-1} \\
T_{\mathfrak{q}}+W_{\mathcal{Q}}(1) T_{\mathfrak{q}} W_{\mathcal{Q}}^{-1}(1)+N(\mathfrak{q})^{\left(k_{0} / 2\right)-1} W_{\mathcal{Q}}(1) \\
\quad \text { if } \psi \text { is a character } \bmod \mathcal{N q ^ { - 1 }} \text { and } \mathfrak{q} \| \mathcal{N} \\
\\
T_{\mathfrak{q}}+W_{\mathcal{Q}}\left(\Psi_{\mathcal{Q}}\right) T_{\mathfrak{q}} W_{\mathcal{Q}}^{-1}\left(\Psi_{\mathcal{Q}}\right) \\
\quad \text { if } \psi \text { is a character } \bmod \mathcal{N} \mathfrak{q}^{-1} \text { and } \mathfrak{q}^{2} \mid \mathcal{N} .
\end{array}\right.
$$

Here, $T_{\mathfrak{q}}$ is as in [9], and $W_{\mathcal{Q}}^{-1}\left(\Psi_{\mathcal{Q}}\right)=\psi_{\mathcal{Q}}(-1) \bar{\Psi} \Psi_{\mathcal{Q}}\left(\tilde{\pi}_{\mathfrak{q}}\right) W_{\mathcal{Q}}\left(\bar{\Psi}_{\mathcal{Q}}\right)$, by [7, Proposition 2.2]. It is easy to check that the above is an endomorphism of the space $\mathcal{S}_{k}(\mathcal{N}, \Psi)$.

In what follows, we let $\mathfrak{p}$ denote a prime which does not divide $\mathcal{N}$, and let $\mathfrak{q}$ denote a prime which does divide $\mathcal{N}$. Also, suppose wehave fixed a Hecke character $\Psi_{\mathcal{Q}}$ which extends $\psi_{\mathcal{Q}}$ for each $\mathfrak{q} \mid \mathcal{N}$. We now establish properties of $C_{\mathfrak{q}}\left(\Psi_{\mathfrak{Q}}\right)$.
$\mathfrak{q}^{\prime} \mid \mathcal{N}$.
Proof. This is because

$$
\begin{aligned}
T_{\mathfrak{p}} T_{\mathfrak{q}} & =T_{\mathfrak{q}} T_{\mathfrak{p}}, \\
T_{\mathfrak{p}} W_{\mathcal{Q}}\left(\Psi_{\mathcal{Q}}\right) & =\Psi_{\mathcal{Q}}^{*}(\mathfrak{p}) W_{\mathcal{Q}}\left(\Psi_{\mathcal{Q}}\right) T_{\mathfrak{p}}, \\
T_{\mathfrak{q}} T_{\mathfrak{q}^{\prime}} & =T_{\mathfrak{q}^{\prime}} T_{\mathfrak{q}}, \\
\text { and } \quad T_{\mathfrak{q}^{\prime}} W_{\mathcal{Q}}\left(\Psi_{\mathfrak{Q}}\right) & =\Psi_{\mathcal{Q}}^{*}\left(\mathfrak{q}^{\prime}\right) W_{\mathcal{Q}}\left(\Psi_{\mathcal{Q}}\right) T_{\mathfrak{q}^{\prime}}
\end{aligned}
$$

for $\mathfrak{q}^{\prime} \neq \mathfrak{q}$ by [ $\mathbf{7}$, Proposition 2.4].
Thus, $C_{\mathfrak{q}}\left(\Psi_{\mathcal{Q}}\right)$ preserves a common eigenspace of $\left\{T_{\mathfrak{p}}: \mathfrak{p} \nmid \mathcal{N}\right\}$ on $\mathcal{S}_{k}(\mathcal{N}, \Psi)$.

Proposition 2.2. $C_{\mathfrak{q}}\left(\Psi_{\mathcal{Q}}\right)$ commutes with $B_{\mathfrak{L}}$ if $\mathfrak{q} \nmid \mathfrak{L}$.
Proof. Recall $C_{\mathfrak{q}}\left(\Psi_{\mathcal{Q}}\right)$ takes $\mathcal{S}_{k}(\mathcal{N}, \Psi)$ to $\mathcal{S}_{k}(\mathcal{N} \mathfrak{L}, \Psi)$. As the definition of $C_{\mathfrak{q}}\left(\Psi_{\mathcal{Q}}\right)$ depends only upon the order of $\mathfrak{q}$ dividing $\mathcal{N}$ and the conductor of $\psi$, we have that $C_{\mathfrak{q}}\left(\Psi_{\mathcal{Q}}\right)$ is the same on $\mathcal{S}_{k}(\mathcal{N}, \Psi)$ as it is on $\mathcal{S}_{k}(\mathcal{N} \mathfrak{L}, \Psi)$. Thus, we have $C_{\mathfrak{q}}\left(\Psi_{\mathfrak{Q}}\right) B_{\mathfrak{L}}=B_{\mathfrak{L}} C_{\mathfrak{q}}\left(\Psi_{\mathcal{Q}}\right)$ because $T_{\mathfrak{q}} B_{\mathfrak{L}}=B_{\mathfrak{L}} T_{\mathfrak{q}}$ and $W_{\mathcal{Q}}\left(\Psi_{\mathcal{Q}}\right) B_{\mathfrak{L}}=\Psi_{\mathcal{Q}}^{*}(\mathfrak{L}) B_{\mathfrak{L}} W_{\mathcal{Q}}\left(\Psi_{\mathcal{Q}}\right)$ on $\mathcal{S}_{k}(\mathcal{N}, \Psi)$ if $\mathfrak{q} \dagger \mathfrak{L}$, by [7, Proposition 2.3].

The Petersson inner product on $\mathcal{S}_{k}(\mathcal{N}, \Psi)$ is defined to be $\langle\mathbf{f}, \mathbf{g}\rangle=$ $\sum_{\lambda}\left\langle f_{\lambda}, g_{\lambda}\right\rangle$, where the inner product on $M_{k}\left(\Gamma_{\lambda}, \psi, m\right)$ is given by $[\mathbf{9},(2.27)]$. To gain some insight into how $C_{\mathfrak{q}}\left(\Psi_{\mathcal{Q}}\right)$ acts with respect to this inner product, we examine how it acts on component functions. Before we do this, we set some notation. Given $x=\left(\begin{array}{cc}1 & 0 \\ 0 & \bar{\pi}_{q}\end{array}\right) \in$ $Y(\mathcal{N})$, we can find for each $\lambda$ an element $a_{\lambda} \in x_{\lambda} Y(\mathcal{N}) x_{\mu}^{-\iota} \cap G_{K}$ such that $x_{\lambda} x=a_{\lambda} x_{\mu} w$, with $w \in W(\mathcal{N})$. Given $a_{\lambda}$, define the set $\left\{v_{\lambda j}\right\}_{j=1}^{s} \subset x_{\lambda} Y(\mathcal{N}) x_{\mu}^{-\iota} \cap G_{K}$ to be a common set of coset representatives of $\Gamma_{\lambda} a_{\lambda} \Gamma_{\mu}$, i.e., $\Gamma_{\lambda} a_{\lambda} \Gamma_{\mu}=\cup_{j=1}^{s} \Gamma_{\lambda} v_{\lambda j}=\cup_{j=1}^{s} v_{\lambda j} \Gamma_{\mu}$. With this notation, we can state

Proposition 2.3. If $\mathbf{f} \in \mathcal{S}_{k}(\mathcal{N}, \Psi)$, then
i) $\quad\left(\mathbf{f} \mid T_{\mathfrak{q}}\right)_{\lambda}=N(\mathfrak{q})^{k_{0} / 2-1} \sum_{j=1}^{s}\left(\operatorname{det} v_{\lambda j}\right)^{-i m} \psi_{Y}\left(x_{\lambda}^{-1} v_{\lambda j} x_{\mu}\right)^{-1} f_{\mu} \| v_{\lambda j}$
ii) $\quad\left(\mathbf{f} \mid W_{\mathcal{Q}}\left(\Psi_{\mathcal{Q}}\right) T_{\mathfrak{q}} W_{\mathcal{Q}}^{-1}\left(\Psi_{\mathcal{Q}}\right)\right)_{\lambda}$

$$
=\Psi \overline{\Psi_{\mathcal{Q}}}\left(\tilde{\pi}_{\mathfrak{q}}\right) N(\mathfrak{q})^{k_{0} / 2-1} \sum_{j=1}^{s}\left(\operatorname{det} v_{\lambda j}\right)^{i m} \psi_{Y}\left(x_{\lambda}^{-1} v_{\lambda j} x_{\mu}\right) f_{\mu} \| v_{\lambda j}^{l} .
$$

Proof. Part i) is simply a restatement of $[\mathbf{1 0},(9.24)]$. To prove ii), we first remark that $[\mathbf{9},(2.10)]$ and tedious but straightforward manipulations give us

$$
\begin{aligned}
& \mathbf{f} \mid W_{\mathcal{Q}}\left(\Psi_{\mathcal{Q}}\right) T_{\mathfrak{q}} W_{\mathcal{Q}}^{-1}\left(\Psi_{\mathcal{Q}}\right)(z) \\
& \quad=N(\mathfrak{q})^{k_{0} / 2-1} \sum_{j=1}^{s}\left(\psi \bar{\psi}_{\mathcal{Q}}^{2}\right)_{Y}\left(x_{j}\right)^{-1} \bar{\Psi}_{\mathcal{Q}}\left(\operatorname{det} x_{j}\right) \mathbf{f} \mid y^{-1} x_{j} y(z),
\end{aligned}
$$

where $W(\mathcal{N})\left(\begin{array}{cc}1 & 0 \\ 0 & \tilde{\pi}_{q}\end{array}\right) W(\mathcal{N})=\cup_{j=1}^{s} W(\mathcal{N}) x_{j}$, and $y$ is as in the above definition of $W_{\mathcal{Q}}\left(\Psi_{\mathcal{Q}}\right)$. One can check that $W(\mathcal{N})\left(\begin{array}{cc}\tilde{\pi}_{4} & 0 \\ 0 & 1\end{array}\right) W(\mathcal{N})=$ $\cup_{j=1}^{s} W(\mathcal{N}) y^{-1} x_{j} y=\cup_{j=1}^{s} y^{-1} W(\mathcal{N}) x_{j} y$, and, in addition, we have $W(\mathcal{N})\left(\begin{array}{c}\tilde{\pi}_{4} \\ 0 \\ 0\end{array}\right) W(\mathcal{N})=\cup_{j=1}^{s} W(\mathcal{N}) x_{\mu}^{\iota}\left(v_{\lambda j}^{\iota}\right)_{0} x_{\lambda}^{-\iota}$, by [8, Proposition 2.3]. Thus, in the following computations, we can let $\left\{y x_{\mu}^{\iota}\left(v_{\lambda j}^{\iota}\right)_{0} x_{\lambda}^{-\iota} y^{-1}\right\}$ play the role of $\left\{x_{j}\right\}$ in the above.

Let $z \in \mathcal{H}^{n}$, and let $w_{\infty} \in G L_{2}(\mathbb{R})^{n}$ be such that $w_{\infty} \mathbf{i}=z$, and let $\mathbf{f}^{\prime}=\left(f_{1}^{\prime}, \ldots, f_{h}^{\prime}\right)=\mathbf{f} \mid W_{\mathcal{Q}}\left(\Psi_{\mathcal{Q}}\right) T_{\mathfrak{q}} W_{\mathcal{Q}}^{-1}\left(\Psi_{\mathcal{Q}}\right)$. We then have

$$
\begin{gathered}
f_{\lambda}^{\prime}(z)=f_{\lambda}^{\prime} \| w_{\infty}(\mathbf{i})=\left(\operatorname{det} w_{\infty}\right)^{-i m}\left(\mathbf{f} \mid W_{\mathcal{Q}}\left(\Psi_{\mathcal{Q}}\right) T_{\mathfrak{q}} W_{\mathcal{Q}}^{-1}\left(\Psi_{\mathcal{Q}}\right)\right)\left(x_{\lambda}^{-\iota} w_{\infty}\right) \\
=\left(\operatorname{det} w_{\infty}\right)^{-i m} \sum_{j=1}^{s}\left(\bar{\psi} \psi_{\mathcal{Q}}^{2}\right)_{Y}\left(y x_{\mu}^{\iota}\left(v_{\lambda j}^{\iota}\right)_{0} x_{\lambda}^{-\iota} y^{-1}\right) \\
\quad \cdot \bar{\Psi}_{\mathcal{Q}}\left(\operatorname{det} x_{\mu}^{\iota}\left(v_{\lambda j}^{\iota}\right)_{0} x_{\lambda}^{-\iota}\right) \mathbf{f} \mid\left(x_{\mu}^{\iota}\left(v_{\lambda j}^{\iota}\right)_{0} x_{\lambda}^{-\iota}\right)\left(x_{\lambda}^{-\iota} w_{\infty}\right) \\
=\sum_{j=1}^{s}\left(\operatorname{det} v_{\lambda j}\right)^{-i m}\left(\bar{\psi} \psi_{\mathcal{Q}}^{2}\right)_{Y}\left(y x_{\mu}^{\iota}\left(v_{\lambda j}^{\iota}\right)_{0} x_{\lambda}^{-\iota} y^{-1}\right) \\
\cdot \Psi \bar{\Psi}_{\mathcal{Q}}\left(\operatorname{det} x_{\mu}^{\iota}\left(v_{\lambda j}\right)_{0} x_{\lambda}^{-\iota}\right) f_{\mu} \| v_{\lambda j}^{\iota}(z)
\end{gathered}
$$

by a series of uncomplicated calculations, and using the fact that all of the above matrices, with the exception of $w_{\infty}$, have trivial infinite parts.

Let $\left(v_{\lambda j}\right)_{0}=\left(\begin{array}{cc}\tilde{a}_{j} & * \\ * & \tilde{d}_{j}\end{array}\right)$. If we let $\mathcal{M}=\mathcal{N} \mathcal{Q}^{-1}$, then the above equation simplifies to

$$
\begin{aligned}
f_{\lambda}^{\prime}(z)=\sum_{j=1}^{s}\left[\psi _ { \mathcal { M } } \left(\tilde{t}_{\mu} \tilde{a}_{j} \tilde{d}_{j} \tilde{t}_{\lambda}^{-1}\right.\right. & \left.\bmod \mathcal{M}) \Psi \bar{\Psi}_{\mathcal{Q}}\left(\tilde{t}_{\mu} \tilde{a}_{j} \tilde{d}_{j} \tilde{t}_{\lambda}^{-1}\right)\right] \\
& \cdot\left(\operatorname{det} v_{\lambda j}\right)^{-i m} \psi\left(\tilde{a}_{j} \bmod \mathcal{N}\right) f_{\mu} \| v_{\lambda j}^{\iota}
\end{aligned}
$$

Note that $\psi\left(\tilde{a}_{j} \bmod \mathcal{N}\right)=\psi_{Y}\left(x_{\lambda}^{-1} v_{\lambda j} x_{\mu}\right)$.

To complete the proof, we need only compute the term in brackets. Since $W(\mathcal{N})\left(\begin{array}{cc}\tilde{\pi}_{q} & 0 \\ 0 & 1\end{array}\right) W(\mathcal{N})=\cup_{j=1}^{s} W(\mathcal{N}) x_{\mu}^{\iota}\left(v_{\lambda j}^{\iota}\right)_{0} x_{\lambda}^{-\iota}$, there exists, for each $j=1, \ldots, s$, matrices $w_{1 j}, w_{2 j} \in W(\mathcal{N})$ such that $w_{1 j}\left(\begin{array}{cc}\tilde{\pi}_{4} & 0 \\ 0 & 1\end{array}\right) w_{2 j}=x_{\mu}^{\iota}\left(v_{\lambda j}^{\iota}\right)_{0} x_{\lambda}^{-\iota}$, and hence

$$
\tilde{\pi}_{\mathbf{q}}=\left(\operatorname{det} w_{1 j} w_{2 j}\right)^{-1} \tilde{t}_{\mu} \tilde{a}_{j} \tilde{d}_{j} \tilde{t}_{\lambda}^{-1}
$$

for each $j$. As $\left(\operatorname{det} w_{1 j} w_{2 j}\right)^{-1} \in K_{\infty}^{\times} \times \Pi_{\mathfrak{p}} \mathcal{O}_{\mathfrak{p}}^{\times}$, we have

$$
\Psi \bar{\Psi}_{\mathcal{Q}}\left(\left(\operatorname{det} w_{1 j} w_{2 j}\right)^{-1}\right)=\psi_{\mathcal{M}}\left(\left(\operatorname{det} w_{1 j} w_{2 j}\right)^{-1}\right),
$$

and hence the bracketed term is equal to

$$
\bar{\psi}_{\mathcal{M}}\left(\tilde{\pi}_{\mathfrak{q}}\right) \Psi \Psi_{\mathcal{Q}}\left(\tilde{\pi}_{\mathfrak{q}}\right)=\Psi \bar{\Psi}_{\mathcal{Q}}\left(\tilde{\pi}_{\mathfrak{q}}\right)
$$

This finishes the proof.

Remark. Let $\mathbf{f}, \mathbf{g} \in \mathcal{S}_{k}(\mathcal{N}, \Psi) \subset \mathfrak{S}_{k}(\mathcal{N}, \psi, m)$. If $\psi$ is not a character modulo $\mathcal{N} \mathfrak{q}^{-1}$, then, by definition, we have $\mathbf{f} \mid C_{\mathfrak{q}}\left(\Psi_{\mathcal{Q}}\right)=$ $\mathbf{f} \mid T_{\mathbf{q}}$. Hence, in general, there is no relation between $\left\langle\mathbf{f} \mid C_{\mathbf{q}}\left(\Psi_{\mathcal{Q}}\right), \mathbf{g}\right\rangle$ and $\left\langle\mathbf{f}, \mathbf{g} \mid C_{\mathbf{q}}\left(\Psi_{\mathcal{Q}}\right)\right\rangle$. This is not the case if $\psi$ is a character modulo $\mathcal{N q}^{-1}$, as can be seen in

Proposition 2.4. If $\mathbf{f}, \mathbf{g} \in \mathcal{S}_{k}(\mathcal{N}, \Psi) \subseteq \mathfrak{S}(\mathcal{N}, \psi, m)$, and $\psi$ is character modulo $\mathcal{N q}^{-1}$, then $\left\langle\mathbf{f} \mid C_{\mathfrak{q}}\left(\Psi_{\mathcal{Q}}\right), \mathbf{g}\right\rangle=\Psi \bar{\Psi}_{\mathcal{Q}}\left(\tilde{\pi}_{\boldsymbol{q}}\right)\langle\mathbf{f}, \mathbf{g}|$ $\left.C_{\mathfrak{q}}\left(\Psi_{\mathcal{Q}}\right)\right\rangle$, where $\langle$,$\rangle is the Petersson inner product of [\mathbf{9},(2.28)]$ on $\mathcal{S}_{k}(\mathcal{N}, \Psi)$.

Proof. We first prove that

$$
\left\langle\mathbf{f} \mid W_{\mathcal{Q}}\left(\Psi_{\mathcal{Q}}\right) T_{\mathfrak{q}} W_{\mathcal{Q}}^{-1}\left(\Psi_{\mathcal{Q}}\right), \mathbf{g}\right\rangle=\Psi \bar{\Psi}_{\mathcal{Q}}\left(\tilde{\pi}_{\mathfrak{q}}\right)\left\langle\mathbf{f}, \mathbf{g} \mid T_{\mathfrak{q}}\right\rangle
$$

We have, by definition,

$$
\begin{aligned}
\langle\mathbf{f}| W_{\mathcal{Q}}\left(\Psi_{\mathcal{Q}}\right) T_{\mathbf{q}} W_{\mathcal{Q}}^{-1}\left(\Psi_{\mathcal{Q}}\right) & \mathbf{g}\rangle \\
& =\sum_{\lambda=1}^{h}\left\langle\left(\mathbf{f} \mid W_{\mathcal{Q}}\left(\Psi_{\mathcal{Q}}\right) T_{\mathfrak{q}} W_{\mathcal{Q}}^{-1}\left(\Psi_{\mathcal{Q}}\right)\right)_{\lambda}, g_{\lambda}\right\rangle .
\end{aligned}
$$

Let $\Gamma$ be a congruence subgroup such that $M_{k}(\Gamma)$ contains both $\left(\mathbf{f} \mid W_{\mathcal{Q}}\left(\Psi_{\mathcal{Q}}\right) T_{\mathbf{q}} W_{\mathcal{Q}}^{-1}\left(\Psi_{\mathcal{Q}}\right)\right)_{\lambda}$ and $g_{\lambda}$. Then

$$
\begin{aligned}
& \mu\left(\Gamma \backslash \mathcal{H}^{n}\right)\left\langle\left(\mathbf{f} \mid W_{\mathcal{Q}}\left(\Psi_{\mathcal{Q}}\right) T_{\mathfrak{q}} W_{\mathcal{Q}}^{-1}\left(\Psi_{\mathcal{Q}}\right)\right)_{\lambda}, g_{\lambda}\right\rangle \\
&= \int_{\Gamma \backslash \mathcal{H}^{n}} \Psi \bar{\Psi}_{\mathcal{Q}}\left(\tilde{\pi}_{\mathbf{q}}\right) . \\
& \sum_{j=1}^{s}\left(\operatorname{det} v_{\lambda j}\right)^{i m} \psi_{Y}\left(x_{\lambda}^{-1} v_{\lambda j} x_{\mu}\right) f_{\mu} \| v^{\iota}{ }_{\lambda j}(z) \overline{\bar{g}_{\lambda}}(z) y^{k} d \mu(z) \\
&= \int_{\Gamma \backslash \mathcal{H}^{n}} \Psi \bar{\Psi}_{\mathcal{Q}}\left(\tilde{\pi}_{\mathbf{q}}\right) f_{\mu}(z) \cdot \\
& \sum_{j=1}^{s} \overline{\left(\operatorname{det} v_{\lambda j}\right)^{-i m} \psi_{Y}\left(x_{\lambda}^{-1} v_{\lambda j} x_{\mu}\right)^{-1} g_{\lambda} \| v_{\lambda j}(z)} y^{k} d \mu(z) \\
&= \mu\left(\Gamma \backslash \mathcal{H}^{n}\right) \Psi \bar{\Psi}_{\mathcal{Q}}\left(\tilde{\pi}_{\mathbf{q}}\right)\left\langle f_{\mu},\left(\mathbf{g} \mid T_{\mathbf{q}}\right)_{\mu}\right\rangle .
\end{aligned}
$$

Hence, $\left\langle\mathbf{f} \mid W_{\mathcal{Q}}\left(\Psi_{\mathcal{Q}}\right) T_{\mathfrak{q}} W_{\mathcal{Q}}^{-1}\left(\Psi_{\mathcal{Q}}\right), \mathbf{g}\right\rangle=\Psi \bar{\Psi}_{\mathcal{Q}}\left(\tilde{\pi}_{\mathfrak{q}}\right)\left\langle\mathbf{f}, \mathbf{g} \mid T_{\mathfrak{q}}\right\rangle$. Similarly, we can show

$$
\left\langle\mathbf{f} \mid T_{\mathbf{q}}, \mathbf{g}\right\rangle=\Psi \bar{\Psi}_{\mathcal{Q}}\left(\tilde{\pi}_{\mathfrak{q}}\right)\left\langle\mathbf{f}, \mathbf{g} \mid W_{\mathcal{Q}}\left(\Psi_{\mathcal{Q}}\right) T_{\mathfrak{q}} W_{\mathcal{Q}}^{-1}\left(\Psi_{\mathcal{Q}}\right)\right\rangle
$$

If $\mathfrak{q} \| \mathcal{N}$ and $\psi$ is a character modulo $\mathcal{N q}^{-1}$, then [7, Proposition 4.1] implies $\left\langle\mathbf{f} \mid W_{\mathcal{Q}}(1), \mathbf{g}\right\rangle=\Psi(\mathfrak{q})\left\langle\mathbf{f}, \mathbf{g} \mid W_{\mathcal{Q}}(1)\right\rangle$. This completes the proof.

An immediate consequence of Proposition 2.4 is the following. The proof is a direct generalization of the proof of [4, Corollary 2.5].

Corollary 2.5. $C_{\mathbf{q}}\left(\Psi_{\mathcal{Q}}\right)$ is diagonalizable on $\mathcal{S}_{k}(\mathcal{N}, \Psi)$.
Proposition 2.6. If $\mathbf{f} \in \mathcal{S}_{k}(\mathcal{N}, \Psi) \subseteq \mathfrak{S}_{k}(\mathcal{N}, \psi, m)$ is a newform, then $\mathbf{f}\left|C_{\mathfrak{q}}\left(\Psi_{\mathcal{Q}}\right)=\mathbf{f}\right| T_{\mathbf{q}}$.

Proof. The claim is immediate if $\psi$ is not a character modulo $\mathcal{N q}^{-1}$. If $\psi$ is a character modulo $\mathcal{N q}^{-1}$, then $\mathbf{f}\left|T_{\mathfrak{q}}=0=\mathbf{f}\right|$ $W_{\mathcal{Q}}\left(\Psi_{\mathcal{Q}}\right) T_{\mathfrak{q}}$ by [7, Theorem 3.3(3)], and hence $\mathbf{f} \mid C_{\mathfrak{q}}\left(\Psi_{\mathcal{Q}}\right)=0$ if $\mathfrak{q}^{2} \mid \mathcal{N}$. If $\psi$ is a character modulo $\mathcal{N} \mathfrak{q}^{-1}$ and $\mathfrak{q} \| \mathcal{N}$, then the proposition follows from the fact that $\mathbf{f} \mid W_{\mathcal{Q}}(1) T_{\mathfrak{q}} W_{\mathcal{Q}}^{-1}(1)=C(\mathfrak{q}, \mathbf{f}) \mathbf{f}$ by [7, Theorem 3.3(1)], and $\mathbf{f} \mid W_{\mathcal{Q}}(1)=-N(\mathfrak{q})^{-k_{0} / 2+1} C(\mathfrak{q}, \mathbf{f}) \mathbf{f}$ by a straightforward generalization of [3, Theorem 3 iii$)]$.

REMARK. The above proposition shows that the substitution of the $C_{\mathfrak{q}}\left(\Psi_{\mathcal{Q}}\right)$ operator for the Hecke operator $T_{\mathfrak{q}}$ for $\mathfrak{q} \mid \mathcal{N}$ leaves the newform theory of [7] intact, regardless of which choice is made for the Hecke character $\Psi_{\mathcal{Q}}$.

With Propositions 2.1-2.4, and the newform theory of [7], one can emulate the proof of [4, Theorem 3.6] to arrive at similar results for the Hilbert modular case. As the proof is long, and no substantially new ideas are introduced, we omit it, and state

ThEOREM 2.7. For each $\mathfrak{q} \mid \mathcal{N}$, let $\Psi_{\mathcal{Q}}$ be a Hecke character extending $\psi_{\mathcal{Q}}$. Then the space $\mathcal{S}_{k}(\mathcal{N}, \Psi)$ can be decomposed into a direct sum of common eigenspaces of $\left\{T_{\mathfrak{p}}: \mathfrak{p} \nmid \mathcal{N}\right\}$ and $\left\{C_{\mathfrak{q}}\left(\Psi_{\mathcal{Q}}\right)\right.$ : $\mathfrak{q} \mid \mathcal{N}\}$, each of dimension one. In each common eigenspace, there exists a form $\mathbf{h}$ with Dirichlet series

$$
D(w, \mathbf{h})=\sum_{\mathfrak{m} \subseteq \mathcal{O}} C(\mathfrak{m}, \mathbf{h}) N(\mathfrak{m})^{-w}
$$

in which $C(\mathcal{O}, \mathbf{h})=1, \mathbf{h} \mid T_{\mathfrak{p}}=C(\mathfrak{p}, \mathbf{h}) \mathbf{h}$ for all $\mathfrak{p} \nmid \mathcal{N}$, and $\mathbf{h} \mid$ $C_{\mathfrak{q}}\left(\Psi_{\mathcal{Q}}\right)=C(\mathfrak{q}, \mathbf{h}) \mathbf{h}$ for all $\mathfrak{q} \mid \mathcal{N}$. In addition, for such $\mathbf{h}$, we have $C(\mathfrak{m n}, \mathbf{h})=C(\mathfrak{m}, \mathbf{h}) C(\mathfrak{n}, \mathbf{h})$ for $(\mathfrak{m}, \mathfrak{n})=1$.

Remark. By Proposition 2.6, the newforms of $\mathcal{S}_{k}(\mathcal{N}, \Psi)$ are among the above mentioned basis elements for $\mathcal{S}_{k}(\mathcal{N}, \Psi)$.
3. Eigenvalues of $C_{\mathfrak{q}}\left(\Psi_{\mathcal{Q}}\right)$. In this section, we find bounds for the eigenvalues of $C_{\mathfrak{q}}\left(\Psi_{\mathcal{Q}}\right)$ on $\mathcal{S}_{k}(\mathcal{N}, \Psi) \subseteq \mathfrak{S}_{k}(\mathcal{N}, \psi, m)$. To do so, we follow the methods of [4] and restrict our attention to a common eigenspace V of $\left\{T_{\mathfrak{p}}: \mathfrak{p} \nmid \mathcal{N}\right\}$ in $\mathcal{S}_{k}(\mathcal{N}, \Psi)$. We find a polynomial whose distinct roots consist of the eigenvalues of $C_{\mathfrak{q}}\left(\Psi_{\mathcal{Q}}\right)$ on V . By determining bounds on the size of this polynomial's roots, we arrive at the bounds presented in Proposition 3.2.

For the following section, we let V be a common eigenspace of the Hecke operators $\left\{T_{\mathfrak{p}}: \mathfrak{p} \nmid \mathcal{N}\right\}$, and let $\mathbf{g} \in \mathcal{S}_{k}(\mathcal{M}, \Psi)$, where $\mathcal{M} \mid \mathcal{N}$, be the newform such that $\left\{\mathbf{g}\left|B_{\mathfrak{L}}: \mathfrak{L}\right| \mathcal{N}^{-1}\right\}$ generates V. Fix a prime divisor $\mathfrak{q}$ of $\mathcal{N}$, and a Hecke character $\Psi_{\mathcal{Q}}$ which extends $\psi_{\mathcal{Q}}$. Let $r(\mathfrak{q})=\operatorname{ord}_{\mathfrak{q}}\left(\mathcal{N} \mathcal{M}^{-1}\right), t(\mathfrak{q})=\operatorname{ord}_{\mathfrak{q}}(\mathcal{M})$, and denote by $\tilde{\mathbf{g}}$ the newform in $\mathcal{S}_{k}\left(\mathcal{N}, \Psi \bar{\Psi}_{\mathcal{Q}}^{2}\right)$ such that $\mathbf{g} \mid W_{\mathcal{Q}}\left(\Psi_{\mathcal{Q}}\right)=\lambda \tilde{\mathbf{g}}$. With $\delta_{i, j}$ the

Kronecker delta, we emulate [4, (3.3), (3.4)] and define

$$
\left.\begin{array}{rl}
f_{\mathfrak{q}, 0}(x)= & 1, \quad f_{\mathfrak{q}, 1}(x)=x-C(\mathfrak{q}, \mathbf{g}) \\
f_{\mathfrak{q}, 2}(x)= & x f_{\mathfrak{q}, 1}(x)-\Psi \bar{\Psi}_{\mathcal{Q}}\left(\tilde{\pi}_{\mathfrak{q}}\right) N(\mathfrak{q})^{k_{0}}\left(1-\delta_{0, t(\mathfrak{q})} N(\mathfrak{q})^{-1}\right) f_{\mathfrak{q}, 0}(x) \\
\text { if } r(\mathfrak{q}) \geq 3 \\
f_{\mathfrak{q}, s}(x)= & x f_{\mathfrak{q}, s-1}(x)-N(\mathfrak{q})^{k_{0}} \Psi \bar{\Psi}_{\mathcal{Q}}\left(\tilde{\pi}_{\mathfrak{q}}\right) f_{\mathfrak{q}, s-2}(x) \\
\text { for } 3 \leq s \leq r(\mathfrak{q})-1
\end{array}\right\} \begin{gathered}
\left(1-\delta_{0, t(\mathfrak{q})} N(\mathfrak{q})^{-1}\right)^{-1} \\
\cdot\left(x f_{\mathfrak{q}, r(\mathfrak{q})-1}(x)-N(\mathfrak{q})^{k_{0}} \Psi \bar{\Psi}_{\mathcal{Q}}\left(\tilde{\pi}_{\mathfrak{q}}\right) f_{\mathfrak{q}, r(\mathfrak{q})-2}(x)\right) \\
\text { if } r(\mathfrak{q})>2 \\
f_{\mathfrak{q}, r(\mathfrak{q})}(x)=\left\{\begin{array}{c}
\left(1-\delta_{0, t(\mathfrak{q})} N(\mathfrak{q})^{-1}\right)^{-1} x f_{\mathfrak{q}, 1}(x) \\
-\Psi \bar{\Psi}_{\mathcal{Q}}\left(\tilde{\pi}_{\mathfrak{q}}\right) N(\mathfrak{q})^{k_{0}} f_{\mathfrak{q}, 0}(x) \\
\text { if } r(\mathfrak{q})=2
\end{array}\right.
\end{gathered}
$$

and

$$
F_{\mathfrak{q}}(x)= \begin{cases}(x-C(\mathfrak{q}, \tilde{\mathbf{g}})) f_{\mathfrak{q}, r(\mathfrak{q})}(x)-N(\mathfrak{q})^{k_{0}} & \\ \cdot \Psi \bar{\Psi}_{\mathcal{Q}}\left(\tilde{\pi}_{\mathfrak{q}}\right) f_{\mathfrak{q}, r(\mathfrak{q})-1}(x) & \text { if } r(\mathfrak{q})>0 \\ (x-C(\mathfrak{q}, \mathbf{g})) & \text { if } r(\mathfrak{q})=0\end{cases}
$$

Following [4], it is a straightforward exercise to show that the roots of $F_{\mathfrak{q}}(x)$ are distinct and are, in fact, the eigenvalues of $C_{\mathfrak{q}}\left(\Psi_{\mathcal{Q}}\right)$.

We now estimate the size of the roots of $F_{\mathfrak{q}}(x)$. If $r(\mathfrak{q})=0$, then the root of $F_{\mathfrak{q}}(x)$ is $C(\mathfrak{q}, \mathbf{g})$, and thus we may assume $r(\mathfrak{q}) \geq 1$ in the following. The assumption $r(\mathfrak{q}) \geq 1$ implies that $\psi$ is a character modulo $\mathcal{N q}^{-1}$, and hence, by Proposition 2.4, we know $\lambda=\Psi \bar{\Psi}_{\mathcal{Q}}\left(\tilde{\pi}_{\mathfrak{q}}\right) \bar{\lambda}$ for all eigenvalues $\lambda$ of $C_{\mathfrak{q}}\left(\Psi_{\mathcal{Q}}\right)$ on V .

As $C(\mathfrak{q}, \mathbf{g})$ and $C(\mathfrak{q}, \tilde{\mathbf{g}})$ are integral to the definition of $F_{\mathfrak{q}}(x)$, we break our discussion into the following four cases, which result from [7, Lemma 4.3, Proposition 3.3]:
$\mathfrak{q} \mid \mathcal{M}$ and $\psi$ is not a character modulo $\mathcal{M q}^{-1}$, so that

$$
\begin{equation*}
C(\mathfrak{q}, \tilde{\mathbf{g}})=\Psi \bar{\Psi}_{\mathcal{Q}}\left(\tilde{\pi}_{\mathfrak{q}}\right) \overline{C(\mathfrak{q}, \mathbf{g})} \text { and }|C(\mathfrak{q}, \mathbf{g})|=0 \text { or } N(\mathfrak{q})^{\left(k_{0}-1\right) / 2} \tag{3.1}
\end{equation*}
$$

$\mathfrak{q} \| \mathcal{M}$ and $\psi$ is a character modulo $\mathcal{M q}^{-1}$, so that

$$
\begin{equation*}
C(\mathfrak{q}, \tilde{\mathbf{g}})=C(\mathfrak{q}, \mathbf{g}) \text { and } C(\mathfrak{q}, \mathbf{g})^{2}=\Psi \bar{\Psi}_{\mathcal{Q}}\left(\tilde{\pi}_{\mathfrak{q}}\right) N(\mathfrak{q})^{k_{0}-2} \tag{3.2}
\end{equation*}
$$

$\mathfrak{q}^{2} \mid \mathcal{M}$ and $\psi$ is a character modulo $\mathcal{M q}^{-1}$, so that

$$
\begin{equation*}
C(\mathfrak{q}, \tilde{\mathbf{g}})=0=C(\mathfrak{q}, \mathbf{g}) \tag{3.3}
\end{equation*}
$$

$\mathfrak{q} \nmid \mathcal{M}$, so that $C(\mathfrak{q}, \tilde{\mathbf{g}})=C(\mathfrak{q}, \mathbf{g})=\Psi \bar{\Psi}_{\mathcal{Q}}\left(\tilde{\pi}_{\mathfrak{q}}\right) \overline{C(\mathfrak{q}, \mathbf{g})}$ and

$$
\begin{equation*}
|C(\mathfrak{q}, \mathfrak{g})| \leq 2 N(\mathfrak{q})^{\left(k_{0}-1\right) / 2+1 / 5}, \tag{3.4}
\end{equation*}
$$

where the last estimate for $|C(\mathfrak{q}, \mathbf{g})|$ is due to Shahidi [6].
In cases (3.1), (3.2), and (3.3), the methods of [4] for finding bounds on the roots of $F_{\mathrm{q}}(x)$ can be generalized easily to the Hilbert case. In addition, if $r(\mathfrak{q})=1$, then the proofs of [4] for all four cases can be emulated, to get similar results. We will state these results without proof in the final statements of this section.

In case (3.4), however, the methods of [4] rely on the sharp Deligne bound of $2 q^{(k-1) / 2}$ for the modulus of the $q^{\text {th }}$ Fourier coefficient of an elliptic newform. In the case of Hilbert cusp forms, the best bound presently known is Shahidi's bound given above. If one tries to adapt the methods of [4] to find a bound on the roots of $F_{\mathbf{q}}(x)$ in case (3.4), the difference between Shahidi's bound and Deligne's bound gives rise to complications when dealing with ideals of low norm. It is because of these difficulties that we must implement a significantly different method than [4] when examining the roots of $F_{\mathbf{q}}(x)$ in case (3.4).

Choose a square root $\Psi \bar{\Psi}_{\mathcal{Q}}\left(\tilde{\pi}_{\mathrm{q}}\right)^{1 / 2}$ of $\Psi \bar{\Psi}_{\mathcal{Q}}\left(\tilde{\pi}_{\mathrm{q}}\right)$. For a complex number $\lambda$, define $\lambda^{\prime}$ by $\lambda=\Psi \bar{\Psi}_{\mathcal{Q}}\left(\tilde{\pi}_{q}\right)^{1 / 2} N(\mathfrak{q})^{k_{0} / 2} \lambda^{\prime}$. Now, assume $r(\mathfrak{q}) \geq 2$, and define the polynomials

$$
\begin{aligned}
& f_{0}^{\prime}(x)=1 \\
& f_{1}^{\prime}(x)=x-C(\mathfrak{q}, \mathbf{g})^{\prime}, \\
& f_{2}^{\prime}(x)=x f_{1}^{\prime}(x)-\left(1-N(\mathfrak{q})^{-1}\right) f_{0}^{\prime}(x) \\
& f_{s}^{\prime}(x)=x f_{s-1}^{\prime}(x)-f_{s-2}^{\prime}(x) \quad \text { for } s \geq 3
\end{aligned}
$$

and further, we define the polynomials

$$
\begin{aligned}
G_{0}(x)= & -\left(N(\mathfrak{q})^{-1} x-C(\mathfrak{q}, \mathbf{g})^{\prime}\right)\left(N(\mathfrak{q})^{-1} x-C(\mathfrak{q}, \tilde{\mathbf{g}})^{\prime}\right) \\
& +\left(1-N(\mathfrak{q})^{-1}\right)^{2}
\end{aligned}
$$

$$
\begin{aligned}
G_{1}(x)= & x-\left(C(\mathfrak{q}, \mathbf{g})^{\prime}+C(\mathfrak{q}, \tilde{\mathbf{g}})^{\prime}\right) \\
& +N(\mathfrak{q})^{-1}\left(C(\mathfrak{q}, \mathbf{g})^{\prime}+C(\mathfrak{q}, \tilde{\mathbf{g}})^{\prime}-N(\mathfrak{q})^{-1} x\right) \\
G_{2}(x)= & \left(x-C(\mathfrak{q}, \mathbf{g})^{\prime}\right)\left(x-C(\mathfrak{q}, \tilde{\mathbf{g}})^{\prime}\right)-\left(1-N(\mathfrak{q})^{-1}\right)^{2} \\
G_{s}(x)= & \left(x-C(\mathfrak{q}, \tilde{\mathbf{g}})^{\prime}\right) f_{s-1}^{\prime}(x)-\left(1-N(\mathfrak{q})^{-1}\right) f_{s-2}^{\prime}(x) \text { for } s \geq 3
\end{aligned}
$$

If $\gamma=\Psi \bar{\Psi}_{\mathcal{Q}}\left(\tilde{\pi}_{\mathfrak{q}}\right)^{1 / 2} N(\mathfrak{q})^{k_{0} / 2}$, then it is easy to see that, when we are in case (3.4), we have $f_{\mathfrak{q}, s}(x)=f_{s}^{\prime}\left(x^{\prime}\right) \gamma^{s}$ for $s<r(\mathfrak{q})$ and that $F_{\mathfrak{q}}(x)=\gamma^{r(\mathfrak{q})+1}\left(1-N(\mathfrak{q})^{-1}\right)^{-1} G_{r(\mathfrak{q})+1}\left(x^{\prime}\right)$. Hence $\lambda$ is a root of $F_{\mathfrak{q}}(x)$ iff $\lambda^{\prime}$ is a root of $G_{r(\mathrm{q})+1}(x)$. Note that $G_{s}(x)=x G_{s-1}(x)-G_{s-2}(x)$ for $s \geq 2$. If we set $H_{s}(x)=G_{s}\left(x+x^{-1}\right)$ for $s \geq 0$, then, for $x^{2} \neq$ $0,1,\left[2\right.$, Theorem 6.2.2] tells us that $H_{s}(x)=a(x) x^{s}+b(x) x^{-s}=$ $G_{s}\left(x+x^{-1}\right)$. We now prove

Proposition 3.1. Suppose we are in case (3.4), and that $x_{0} \in \mathbb{C}$ is a non-zero root of $H_{s}(x)$. Then $\left|x_{0}\right|=1$.

Proof. If $x_{0}= \pm 1$, then we are done. Thus, assume $x_{0} \neq \pm 1$. Recall that, in case (3.4) we have $C(\mathfrak{q}, \mathbf{g})^{\prime}=C(\mathfrak{q}, \tilde{\mathbf{g}})^{\prime} \in \mathbb{R}$, and $\left|C(\mathfrak{q}, \mathbf{g})^{\prime}\right| \leq 2 N(\mathfrak{q})^{-1 / 2+1 / 5}$. This first identity gives us

$$
\begin{aligned}
H_{0}\left(x_{0}\right)= & a\left(x_{0}\right)+b\left(x_{0}\right) \\
= & \left(1+N(\mathfrak{q})^{-1}\right)^{2}-\left[N(\mathfrak{q})^{-1}\left(x_{0}+x_{0}^{-1}\right)-C(\mathfrak{q}, \mathbf{g})^{\prime}\right]^{2} \\
H_{1}\left(x_{0}\right)= & a\left(x_{0}\right) x_{0}+b\left(x_{0}\right) x_{0}^{-1} \\
= & x_{0}+x_{0}^{-1}-2 C(\mathfrak{q}, \mathbf{g})^{\prime}+2 N(\mathfrak{q})^{-1} C(\mathfrak{q}, \mathbf{g})^{\prime} \\
& \quad-N(\mathfrak{q})^{-1}\left(x_{0}+x_{0}^{-1}\right)
\end{aligned}
$$

Linear elimination and simplication yields

$$
\begin{aligned}
H_{s}\left(x_{0}\right)=\left(x_{0}^{2}-1\right)^{-1}[ & \left(N(\mathfrak{q}) x_{0}^{2}-C(\mathfrak{q}, \mathbf{g})^{\prime} N(\mathfrak{q}) x_{0}+1\right)^{2} x_{0}^{s-2} \\
& \left.-\left(x_{0}^{2}-C(\mathfrak{q}, \mathbf{g})^{\prime} N(\mathfrak{q}) x_{0}+N(\mathfrak{q})\right)^{2} x_{0}^{-s}\right]
\end{aligned}
$$

As we know $H_{s}\left(x_{0}\right)=0$ and as we have assumed $x_{0}^{2} \neq 1$, we have

$$
x_{0}^{2 s-2}=\left(\frac{x_{0}^{2}-C(\mathfrak{q}, \mathbf{g})^{\prime} N(\mathfrak{q}) x_{0}+N(\mathfrak{q})}{N(\mathfrak{q}) x_{0}^{2}-C(\mathfrak{q}, \mathbf{g})^{\prime} N(\mathfrak{q}) x_{0}+1}\right)^{2}
$$

In order for $x_{0}$ to satisfy the above equation, it must necessarily satisfy

$$
\begin{align*}
& \left|x_{0}\right|^{2 s-2}=\left|\frac{x_{0}^{2}-C(\mathfrak{q}, \mathbf{g})^{\prime} N(\mathfrak{q}) x_{0}+N(\mathfrak{q})}{N(\mathfrak{q}) x_{0}^{2}-C(\mathfrak{q}, \mathbf{g})^{\prime} N(\mathfrak{q}) x_{0}+1}\right|^{2}  \tag{3.5}\\
& =1+\frac{\left(1-N(\mathfrak{q})^{2}\right)\left(\left|x_{0}\right|^{2}-1\right)\left[(1+N(\mathfrak{q}))\left(\left|x_{0}\right|^{2}+1\right)-2 \operatorname{Re}\left(x_{0}\right) C(\mathfrak{q}, \mathbf{g})^{\prime} N(\mathfrak{q})\right]}{\left|N(\mathfrak{q}) x_{0}^{2}-C(\mathfrak{q}, \mathbf{g})^{\prime} N(\mathfrak{q}) x_{0}+1\right|^{2}} .
\end{align*}
$$

Note that $1-N(\mathfrak{q})^{2}<0$, and, in addition,

$$
\begin{aligned}
(1+N(\mathfrak{q})) & \left(\left|x_{0}\right|^{2}+1\right)-2 \operatorname{Re}\left(x_{0}\right) C(\mathfrak{q}, \mathbf{g})^{\prime} N(\mathfrak{q}) \\
& \geq(1+N(\mathfrak{q}))\left(\left|x_{0}\right|^{2}+1\right)-\left(2\left|x_{0}\right| N(\mathfrak{q})\right) /\left(2 N(\mathfrak{q})^{1 / 2-1 / 5}\right) \\
& =f\left(\left|x_{0}\right|\right) / N(\mathfrak{q})^{1 / 2-1 / 5}
\end{aligned}
$$

with $f(|x|)=N(\mathfrak{q})^{1 / 2-1 / 5}(1+N(\mathfrak{q}))\left(|x|^{2}+1\right)-|x| N(\mathfrak{q})$. Using elementary calculus, we find that the absolute minimum of $f(|x|)$ is positive for any prime $\mathfrak{q}$, and so

$$
\left[(N(\mathfrak{q})+1)\left(|x|^{2}+1\right)-2 \operatorname{Re}(x) C(\mathfrak{q}, \mathbf{g})^{\prime} N(\mathfrak{q})\right]>0 \text { for all } x \in \mathbb{C} .
$$

By examining (3.5), we see we must have $\left|x_{0}\right|=1$, for otherwise one side of equation (3.5) is greater than 1 , while the other side is less than 1. This finishes the proof.

Recall that we are looking for zeroes of $F_{\mathbf{q}}(x)$ by examining zeroes of $G_{r(\mathrm{q})+1}(x)$. We have $H_{r(\mathrm{q})+1}(x)=G_{r(\mathrm{q})+1}\left(x+x^{-1}\right)$ and the above theorem tells us that in case (3.4), if $x_{0} \neq 0$ is a zero of $H_{s}(x)$, then $\left|x_{0}\right|=1$. Thus, if $z_{0}$ is a root of $G_{r(\mathrm{q})+1}(x)$ in case (3.4), then $z_{0}$ is of the form $2 \cos (\theta)$. We noted before that a complex number $z_{0}$ is a zero of $G_{r(\mathfrak{q})+1}$ iff $N(\mathfrak{q})^{k_{0} / 2}\left(\Psi \bar{\Psi}_{\mathcal{Q}}\left(\tilde{\pi}_{\mathfrak{q}}\right)\right)^{1 / 2} z_{0}$ is a zero of $F_{\mathfrak{q}}(x)$. Hence, if we incorporate what we have shown with the generalized results of [ 4 , Theorem 4.5], we have

Theorem 3.2. Let $r(\mathfrak{q})>0$. Then the roots of the polynomial $F_{\mathfrak{q}}(x)$ are distinct and of the form $N(\mathfrak{q})^{k_{0} / 2}\left(\Psi \bar{\Psi}_{\mathcal{Q}}\left(\tilde{\pi}_{\mathfrak{q}}\right)\right)^{1 / 2} \lambda^{\prime}$ where $\lambda^{\prime}$ is as follows: if $r(\mathfrak{q})=1$, then $\lambda^{\prime}=C(\mathfrak{q}, \mathbf{g})^{\prime} \pm 1$ in cases (3.2)-(3.4), and $(1 / 2)\left(C(\mathfrak{q}, \mathbf{g})^{\prime}+\overline{C(\mathfrak{q}, \mathbf{g})^{\prime}} \pm\left(\left(C(\mathfrak{q}, \mathbf{g})^{\prime}-\overline{C(\mathfrak{q}, \mathbf{g})^{\prime}}\right)^{2}+4\right)^{1 / 2}\right.$ in case (3.1); when $r(\mathfrak{q}) \geq 2,\left|\lambda^{\prime}\right| \leq 2$.

Let $\mathbf{h}$ be an a simultaneous eigenfunction of $C_{\mathfrak{q}}\left(\Psi_{\mathcal{Q}}\right), \mathfrak{q} \mid \mathcal{N}$ in V with associated Dirichlet series $\sum_{\mathfrak{a} \subseteq \mathcal{O}} C(\mathfrak{a}, \mathbf{h}) N(\mathfrak{a})^{-w}$ and $C(\mathcal{O}, \mathbf{h})=$

1. Then $C(\mathfrak{q}, \mathbf{h})$ is the eigenvalue of $\mathbf{h}$ for $C_{\mathfrak{q}}\left(\Psi_{\mathcal{Q}}\right)$, and thus the above theorem gives a bound for $|C(\mathfrak{q}, \mathbf{h})|$.

Corollary 3.3. If $\psi$ is not a character modulo $\mathcal{N q}^{-1}$, then $|C(\mathfrak{q}, \mathbf{h})|=N(\mathfrak{q})^{\left(k_{0}-1\right) / 2}$ or 0 . If $\psi$ is a character modulo $\mathcal{N q}^{-1}$, then $|C(\mathfrak{q}, \mathbf{h})|<2 N(\mathfrak{q})^{k_{0} / 2}$, except for the case when $\operatorname{ord}_{\mathfrak{q}}(\mathcal{N})=1$ and $N(\mathfrak{q})<11$. In this last case, $|C(\mathfrak{q}, \mathbf{h})| \leq N(\mathfrak{q})^{k_{0} / 2}\left(2 N(\mathfrak{q})^{-1 / 2+1 / 5} \pm\right.$ 1).

Proof. The first statement is due to [7, Theorem 3.3]. The last statement follows from Theorem 3.2 and from the fact that $\left|2 N(\mathfrak{q})^{-1 / 2+1 / 5} \pm 1\right|<2$ for $N(\mathfrak{q}) \geq 11$.

## References

[1] A. Atkin, J. Lehner, Hecke operators on $\Gamma_{0}(m)$, Math Ann., 185 (1970), 134-160.
[2] R. A. Brualdi, Introductory Combinatorics, North-Holland, Amsterdam, 1977.
[3] W. Li, Newforms and functional equations, Math. Ann, 212 (1975), 285-315.
[4] , Diagonalizing modular forms, J. Algebra, 99 (1986), 210-231.
[5] A. Pizer, Hecke operators for $\Gamma_{0}(N)$, J. Algebra, 83 (1983), 39-64.
[6] F. Shahidi, Best estimates for Fourier coefficients of Maass forms, Automorphic Forms and Analytic Number Theory, Centre de Recherches Mathématiques, Montreal, 1990.
[7] T. Shemanske, L. Walling, Twists of Hilbert modular forms, Trans. Amer. Math. Soc., 338 (1993), 375-403.
[8] G. Shimura, On Dirichlet series and Abelian varieties attached to automorphic forms, Annals of Math., 76 (1962), 237-294.
[9] , The special values of the zeta functions associated with Hilbert modular forms, Duke Math. J., 45 (1978), 637-679; Corrections to "The special values of the zeta functions associated with Hilbert modular forms", Duke Math. J., 48 (1981), 697.
[10] _ The arithmetic of certain zeta functions and automorphic forms on orthogonal groups, Annals of Math, 111 (1980), 313-375.
[11] L. Walling, On lifting Hecke eigenforms, Trans. Amer. Math. Soc., 328 (1991), 881-896.

Received November 16, 1992 and in revised form January 10, 1993.
132 North 80th Street
Seattle, WA 98103
E-mail address: 73501.1361@CompuServe.COM

## PACIFIC JOURNAL OF MATHEMATICS

Founded by E. F. Beckenbach (1906-1982) and F. Wolf (1904-1989)

## EDITORS

Sun-Yung Alice Chang (Managing Editor)<br>University of California<br>Los Angeles, CA 90095-1555<br>pacific@math.ucla.edu

F. Michael Christ

University of California
Los Angeles, CA 90095-1555
christ@math.ucla.edu
Thomas Enright
University of California
San Diego, La Jolla, CA 92093
tenright@ucsd.edu
Nicholas Ercolani
University of Arizona
Tucson, AZ 85721
ercolani@math.arizona.edu

Robert Finn<br>Stanford University<br>Stanford, CA 94305<br>finn@gauss.stanford.edu<br>Vaughan F. R. Jones<br>University of California<br>Berkeley, CA 94720<br>vfr@math.berkeley.edu<br>Steven Kerckhoff<br>Stanford University<br>Stanford, CA 94305<br>spk@gauss.stanford.edu

Martin Scharlemann<br>University of California<br>Santa Barbara, CA 93106<br>mgscharl@math.ucsb.edu<br>Gang Tian<br>Courant Institute<br>New York University<br>New York, NY 10012-1100<br>tiang@taotao.cims.nyu.edu<br>V. S. Varadarajan<br>University of California<br>Los Angeles, CA 90095-1555<br>vsv@math.ucla.edu

## SUPPORTING INSTITUTIONS

## CALIFORNIA INSTITUTE OF TECHNOLOGY <br> NEW MEXICO STATE UNIVERSITY OREGON STATE UNIVERSITY STANFORD UNIVERSITY UNIVERSITY OF ARIZONA UNIVERSITY OF BRITISH COLUMBIA UNIVERSITY OF CALIFORNIA UNIVERSITY OF HAWAII

UNIVERSITY OF MONTANA
UNIVERSITY OF NEVADA, RENO UNIVERSITY OF OREGON UNIVERSITY OF SOUTHERN CALIFORNIA UNIVERSITY OF UTAH UNIVERSITY OF WASHINGTON WASHINGTON STATE UNIVERSITY

The supporting Institutions listed above contribute to the cost of publication of this Journal, but they are not owners or publishers and have no responsibility for its contents or policies.

Manuscripts must be prepared in accordance with the instructions provided on the inside back cover.
The Pacific Journal of Mathematics (ISSN 0030-8730) is published monthly except for July and August. Regular subscription rate: $\$ 215.00$ a year ( 10 issues). Special rate: $\$ 108.00$ a year to individual members of supporting institutions.

Subscriptions, orders for back issues published within the last three years, and changes of subscribers address should be sent to Pacific Journal of Mathematics, P.O. Box 4163, Berkeley, CA 94704-0163, U.S.A. Prior back issues are obtainable from Kraus Periodicals Co., Route 100, Millwood, NY 10546.

The Pacific Journal of Mathematics at the University of California, c/o Department of Mathematics, 981 Evans Hall, Berkeley, CA 94720 (ISSN 0030-8730) is published monthly except for July and August. Second-class postage paid at Berkeley, CA 94704, and additional mailing offices. POSTMASTER: send address changes to Pacific Journal of Mathematics, P.O. Box 6143, Berkeley, CA 94704-0163.

PUBLISHED BY PACIFIC JOURNAL OF MATHEMATICS at University of California,
Berkeley, CA 94720, A NON-PROFIT CORPORATION
This publication was typeset using AMS-LATEX, the American Mathematical Society's TEX macro system.

Copyright (c) 1995 by Pacific Journal of Mathematics

## PACIFIC JOURNAL OF MATHEMATICS

Volume 169 No. $1 \quad$ May 1995
Minimal sets of periods for torus maps via Nielsen numbers ..... 1
Lluís Alsedì, Stewart Baldwin, Jaume Llibre, Richard Swanson and Wieslaw Szlenk
Diagonalizing Hilbert cusp forms ..... 33
Timothy ATwill
A splitting criterion for rank 2 vector bundles on $\mathbf{P}^{n}$ ..... 51
Edoardo Ballico
Controlling Tietze-Urysohn extensions ..... 53Marc Frantz
Length of Julia curves ..... 75
David H. Hamilton
On the uniqueness of capillary surfaces over an infinite strip ..... 95
Jenn-Fang Hwang
Volume estimates for log-concave densities with application to iterated 107 convolutions
MARIUS Junge
A reflection principle in complex space for a class of hypersurfaces ..... 135
and mappingsFrancine Antoinette Meylan
Jean Bourgain's analytic partition of unity via holomorphic martingales 161
Paul F.X. MÜLler
Characters of Brauer's centralizer algebras ..... 173
Arun Ram

