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Here we study the singular radial solutions of the prescribed mean curvature equation
\[
\text{div} \left( \frac{D u}{\sqrt{1 + |Du|^2}} \right) + f(u) = 0, \quad \text{in } \mathbb{R}^N / \{0\},
\]
where \( f \) is increasing and has the sign of \( u \) near infinity. We prove the local existence of a generalized singular solution under slight growth assumptions on \( f \). In the physical case \( N = 2 \) we prove that the curve is asymptotic to the curve \( r|f(u)| = 1 \). We also study the global behaviour of the solutions.

0. Introduction.

In this paper we consider the question of existence and behaviour of radial singular solutions of the prescribed mean curvature in \( \mathbb{R}^N (N \geq 2) \):

(0.1) \[
\text{div} \left( \frac{D u}{\sqrt{1 + |Du|^2}} \right) + f(u) = 0 \quad \text{in } \mathbb{R}^N / \{0\},
\]
with

(0.2) \[
u(x) \to -\infty \quad \text{as } ||x|| \to 0,
\]
where the function \( f \in C^0(\mathbb{R}) \cap C^2(\mathbb{R}/\{0\}) \) will be assumed throughout to satisfy the following assumptions:

(0.3) There is a real \( a \leq 0 \) such that \( f \) is negative and increasing on \( (-\infty, a) \), with \( \lim_{u \to -\infty} f(u) = -\infty. \)

(0.4) \[
\lim_{u \to -\infty} \frac{df}{du}(u) f^2(u) = 0.
\]

For radial solutions \( r = ||x|| \to u(r) \), the equation in \( \mathbb{R}^N / \{0\} \) reduces to an ordinary differential equation in \( (0, +\infty) \):

(0.5) \[
r^{1-N} \left( r^{N-1} u' \left/ \sqrt{1 + u'^2} \right. \right)'(r) + f(u(r)) = 0,
\]
where \( u' = \frac{du}{dr} \); obviously equivalent to

\[
(0.6) \quad \frac{u''}{(1 + u'^2)^{3/2}} + \frac{N - 1}{r} \frac{u'}{\sqrt{1 + u'^2}} + f(u(r)) = 0.
\]

The linear case \( f(u) = (N - 1)u \) is well-known problem of the pendent liquid drop. Using fixed point methods, Concus and Finn proved in [CF1] the local existence of a singular solution \( U \) under the form

\[
(0.7) \quad U(r) = -\frac{1}{r} + \frac{N + 3}{2(N - 1)} r^3 + r^3 \circ (r).
\]

Recall that \( U \) has an asymptotic expansion in powers of \( r \) but the formal Taylor series is divergent.

Using the same way we prove in Appendix A the local existence of a singular solution \( u \) of \( (0.6) \) when \( f \) is a power:

\[
(0.8) \quad f(u) = \lambda |u|^{q-1}u, \quad \text{with } q, \lambda > 0;
\]

these rather tedious calculus lead to a solution \( U \) given by

\[
(0.9) \quad U(r) = -\left( \frac{N - 1}{\lambda r} \right)^{1/q} + c_\lambda r^{2+1/q} (1 + o(r)),
\]

where \( c_\lambda = (\lambda/(N - 1))^{1/q} (q(N + 1) + 2)/2(N - 1) \). Notice that \( r|f(U(r))| \) converges to \((N - 1)\) when \( r \) goes to 0, which could be foreseen from \((0.6)\).

Another way for finding singular solutions is to consider the regular problem: let \((u_{0,n})_{n \in \mathbb{N}}\) be any sequence of reals smaller than \( a \), with \( \lim_{n \to +\infty} u_{0,n} = -\infty \); if \( u_n \) is a solution of \((0.6)\) near the origin such that

\[
(0.10) \quad u_n(0) = u_{0,n}, \quad u_n'(0) = 0,
\]

one has to find the limit behaviour of \((u_n)_{n \in \mathbb{N}}\). This method was first investigated in the linear case when \( N = 2 \) by Concus and Finn [CF3] and more recently by Finn [F5]. The main difficulty is that the size of the existence domain of \( u_n \) shrinks to 0 as \( n \) goes to infinity, because of the occurrence of vertical points near the origin. In fact from the geometrical point of view, we can extend the notion of (regular or singular) solution of equation \((0.6)\): we ask more generally for a \( C^2 \)-embedded hypersurface in \( \mathbb{R}^N \times \mathbb{R} \), rotationally symmetric, whose mean curvature at each point \((x, u)\) is given by \(-f(u)/N\). As in [CF3] we are led to the parametrical system

\[
\begin{align*}
\frac{d\psi}{ds} &= -f(u) - (N - 1)r^{-1} \sin \psi, \\
\frac{du}{dr} &= \sin \psi, \\
\frac{dr}{ds} &= \cos \psi,
\end{align*}
\]

\[
(0.11)
\]
where $s$ is the arc-length of a vertical section of the hypersurface, and $\psi$ is the angle between a tangent to the section and the $r$ axis. When $\psi \in (0, \pi)$ the hypersurface can be represented by a function $r$ of $u$, and (0.11) is equivalent to

$$(0.12) \quad \frac{\dot{r}(u)}{(1 + \dot{r}^2(u))^{3/2}} - \frac{N - 1}{r(u)} \frac{1}{\sqrt{1 + \dot{r}^2(u)}} - f(u) = 0,$$

where $\dot{r} = \frac{dr}{du}$, see [CF3], [APS]. The regular solutions are now represented by the solutions $r(u)$ of (0.12) on $(u_0, a)$ such that

$$(0.13) \quad \lim_{u \to u_0} r(u) = 0, \quad \lim_{u \to u_0} \dot{r}(u) = +\infty.$$

When $N = 2$ and $f(u) = u$, Concus and Finn proved in [CF3] that some sequences of regular solutions converge uniformly on any compact of $\mathbb{R}^-$ to a singular solution of (0.12). They used very accurate local comparison methods with Delaunay surfaces, also called unduloids, which are rotationally symmetric surfaces with constant mean curvature. A shorter proof in [F5] shows that moreover the singular solution is locally a function $u$ of $r$; and it is asymptotic to the curve $u = -1/r$, see Fig. 3.

In Section 1 we give the essential tools for our study, which are energy functions of the problem. One of them is the energy function for the equation satisfied by $u'/\sqrt{1 + u'^2}$, used in the linear case in [B2] and also in [W2]. Two other energy functions are of Pohožaev type. In fact they can be defined in the nonradial case. By integration they lead to Pohožaev relations, extending the Green’s identity given in the linear case and dimension 2 in [F5].

In Section 2, our main result concerns the existence of singular solutions for a large class of functions $f$. We prove the following:

When $u \mapsto |u|^{-1/(N-1)} f(u)$ is nondecreasing for large $|u|$, there exists a singular local generalized solution of (0.1), (0.2) under the form $u \to r(u)$.

To prove this result we use one of the Pohožaev functions and some properties of unduloids in dimension $N$; we study those hypersurfaces in Appendix B, extending some results of [HY].

In Section 3 we study the local behaviour of any singular local solution of the form $u \to r(u)$. In the physical case $N = 2$ we prove (under suitable assumptions on $f$) that $r|f(u)|$ converges to 1 when $u$ goes to $-\infty$. Our proof differs from the proof of [F5] when $f(u) = u$, since it does not use unduloids. In the case (0.8) of a power, we give also some estimates on the angle $\psi$ and the difference $|f(u)| - 1/r$. They allow us to prove that, if $q < 1$, ...
any singular solution is a function $r \to u(r)$ (as long as $u < 0$), which means that it has no vertical point. In dimension $N$, we extend a part of those results, generalizing the estimates of [CF2], [B2] and simplifying the first proofs.

In Section 4 we suppose that $f$ is increasing from $\mathbb{R}$ to $\mathbb{R}$ with $f(0) = 0$, and give some global properties of the regular solutions, such as: global existence, estimate on the incidence angle if the curve crosses the axis $u = 0$, estimates on the maximal diameter of the regular drops. This extends among others the previous results of [CF3], [B2], [F3], [F6].
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1. Energy functions for regular or singular solutions.

We call regular solution of the parametrical system (0.11) any solution such that $r > 0$ for small $s > 0$, with initial conditions

\[(1.1) \quad \lim_{s \to 0} \psi(s) = 0, \quad \lim_{s \to 0} u(s) = u_0 < a, \quad \lim_{s \to 0} r(s) = 0.\]

From [CF3], [APS] we have local existence and uniqueness of such a solution expressed in terms of $r \to u(r)$. Its satisfies locally $\sin \psi > 0$, hence it is also given by a function $u \to r(u)$.

Now we call singular solution of (0.11) any solution such that $r > 0$, $\psi \in (0, \pi)$ for small $s > 0$, with initial conditions

\[(1.2) \quad \lim_{s \to 0} u(s) = -\infty, \quad \lim_{s \to 0} r(s) = 0;\]

in other words we look for a local positive solution $u \to r(u)$ of (0.12) such that $\lim_{u \to -\infty} r(u) = 0$.

Several questions follow naturally: does there exist such a solution? What is its maximal extension? Do we have $\lim_{s \to 0} \psi(s) = \frac{\pi}{2}$? Does the solution define a function $r \to u(r)$?

To deal about it, we shall use energy functions linked to the system. Some of them, used for the regular problem, are classical, see [CF3] in the linear case, and [APS] in the general case. The first one comes from integration of $\frac{d\psi}{ds} \sin \psi$: Set

\[(1.3) \quad E(s) = F(u) - \cos \psi,\]

where $F(u) = \int_{a}^{u} f(t) \, dt$; then $E$ is nonincreasing, since

\[(1.4) \quad \frac{dE}{ds}(s) = -(N - 1)r^{-1} \sin^2 \psi.\]
The second one comes from integration of \( r^{N-1} \frac{d\psi}{ds} \cos \psi \): let us define

\[
J(s) = r^{N-1} \sin \psi + r^N \frac{f(u)}{N},
\]

then

\[
\frac{dJ}{ds}(s) = \frac{r^N}{N} \dot{f}(u) \sin \psi,
\]

therefore \( J \) is increasing as long as \( \psi \in (0, \pi) \). In fact it is also positive, which gives an essential estimate for singular solutions as well as for regular ones:

**Proposition 1.1.** Any singular (resp. regular) solution \( r(u) \) is defined at least on \((-\infty, \alpha)\) (resp. \((u_0, a)\)) and satisfies the relation

\[
0 < r |f(u)| < N \sin \psi.
\]

**Proof.** Let us recall the proof of \([APS]\) in the regular case and extend it to the singular one. Near the origin, \( J \) is increasing; let \( \ell = \lim_{s \to 0} J(s) \in [-\infty, +\infty) \). Obviously \( \ell = 0 \) in the regular case. In the singular case \( \ell \) is nonpositive, since \( f(u) \leq 0 \). Suppose \( \ell < 0 \); then \( \lim_{u \to -\infty} (\cos \psi)(u)/f(u) = 1 \), since \( (\cos \psi) = (N-1)r^{-1} \sin \psi + f(u) \); and \( \cos \psi - F(u)/2 \) is decreasing for large \( |u| \), which is impossible. Then \( \ell = 0 \) and \( J(s) \) is positive near 0, which means that (1.7) is satisfied near 0. Let \((-\infty, a)\) (resp. \([-u_0, a]\)) its maximal existence set. If \( a < \alpha \), then \( r \) and \( \frac{dJ}{ds} \) cannot vanish, from (1.5), (1.6); hence \( \liminf_{r \to a} r(u) > 0 \), and \( |r| \) is bounded by \( N/r|f(u)| \); then \( a \) is not maximal. Hence \( a \geq \alpha \) and (1.7) is true up to \( a \). \( \square \)

The function \( E \) gives also useful properties of the vertical points. The proofs of \([APS]\) are similar in the singular case:

**Proposition 1.2.** The extremal points of any singular (resp. regular) solution \( r(u) \) are isolated in \((-\infty, a] \) (resp. \([u_0, a] \)). There is an \( \bar{u}_0 < 0 \) such that any regular solution has more than one extremal point when \( u_0 < \bar{u}_0 \), one exactly when \( u = \bar{u}_0 \) and no extremal point when \( u_0 > \bar{u}_0 \), if \( a > \bar{u}_0 \). Denoting by \( (u_n) \) the decreasing sequence of the extremal points, finite or infinite, we have

\[
r(u_{2n})|f(u_{2n})| > N - 1 > r(u_{2n+1})|f(u_{2n+1})|,
\]
for any maximal point \( u_{2n}(n \geq 0 \text{ or } 1) \) and any minimal point \( u_{2n+1}(n \geq 0) \). And the sequences \((r(u_{2n}))\) and \((r(u_{2n+1}))\) are decreasing with \( n \).

**Remark 1.1.** Between two consecutive extremal points the curve crosses the “basic curve” \( r = -(N - 1)/f(u) \) exactly one time. It has no inflection point on the set of \( u \) where \( r|f(u)| > N - 1 \), from (1.9).

The third energy function was used in the linear case in [B2] to prove the global existence of singular solutions, and in [W2] to study the stability of the regular cases. It is new in the nonlinear case. In fact it is the energy function for the equation obtained by derivation of (0.6) by respect to \( r \) (or (0.12) by respect to \( u \)); let us denote

\[
(1.8) \quad \xi = \cos \psi = \dot{r} \sqrt{1 + \dot{r}^2} ;
\]

then (0.11), (0.12) imply

\[
(1.9) \quad r\dot{\xi} = r\ddot{r}(1 + \dot{r}^2)^{3/2} = -r\frac{d\psi}{ds} = rf(u) + (N - 1)\sqrt{1 - \xi^2}.
\]

Let us define, for any \( u < a \), the function

\[
(1.10) \quad G(u) = \frac{r^2}{2}\dot{\xi}^2 + \frac{N - 1}{2}\xi^2 - r^2\dot{f}(u)\xi;
\]

then

\[
(1.11) \quad \dot{G}(u) = -(N - 2)r\frac{\xi\dot{\xi}^2}{\sqrt{1 - \xi^2}} - 2r\dot{f}(u)\frac{\xi^2}{\sqrt{1 - \xi^2}} - r^2\ddot{f}(u)\xi.
\]

Notice that \( G \) is nonincreasing when \( \xi \geq 0 \) and \( \ddot{f}(u) \geq 0 \).

The last functions we shall use in our study are Pohožaev type functions: for any \( q > 0 \) and \( \delta \geq 0 \) we define, for any \( u < a \),

\[
(1.12) \quad \phi_{\delta,q}(u) = r^N \left( \delta - \cos \psi + \frac{uf(u)}{q + 1} + \frac{N}{q + 1} \frac{u \sin \psi}{r} \right);
\]

then

\[
(1.13) \quad \phi_{\delta,q}(u) = -\frac{r^{N-1}}{(q + 1)\sin \psi} \left( (N + q + 1)\cos^2 \psi - N\delta(q + 1)\cos \psi \\
+ (N - 1)q - 1 + (qf(u) - uf(u))r \sin \psi \right);
\]

then \( \phi_{\delta,q} \) is nonincreasing when \( q \geq 1/(N - 1) \), \( u \to |u|^{-q}f(u) \) is nondecreasing, and \( 0 \leq \delta \leq \delta_q \), where

\[
(1.14) \quad \delta_q = \begin{cases} 1, & \text{if } q \geq (N + 2)/(N - 2), \\
\frac{2}{N(q + 1)}((N + q + 1)((N - 1)q - 1))^{1/2} < 1, & \text{if not}. \end{cases}
\]
This function is very close to the function

\[
\psi_{\delta,q}(u) = r^N \left( \delta - \cos \psi + F(u) + \frac{N}{q+1} u \frac{\sin \psi}{r} \right),
\]

which gives by differentiation,

\[
\dot{\psi}_{\delta,q}(u) = -\frac{r^{N-1}}{(q+1) \sin \psi} \left( (N+q+1) \cos^2 \psi - N \delta (q+1) \cos \psi 
+ (N-1)q - 1 + N \cos (uf(u) - (q+1)F(u)) \right).
\]

The function \( \psi_{1,(N+2)/(N-2)} \) was used for the study of ground states \( r \to u(r) \) of (0.6) in [NiS1]; and \( \phi_{1,(N+2)/(N-2)} \) for ground states \( u \to r(u) \) of (0.12) in [APS], because \( \cos \psi \) does not keep a constant sign.

**Remark 1.2.** Consider more generally the nonradial case of an orientable \( C^2 \) hypersurface \( S \) in \( \mathbb{R}^{N+1} \), given by \( X(x_1, \ldots, x_N, x_{N+1}) \), governed by the equation

\[
\Delta_S X = f(x_{N+1}) \bar{n},
\]

where \( \bar{n} \) is the unit exterior normal to \( S \), and \( \Delta_S \) is the Laplace-Beltrami operator. Suppose that for any \( u \) in an interval \( I \subset (-\infty, a) \) the hyperplane \( H_u : x_{N+1} = u \) cuts \( S \) in an hypersurface \( \Sigma_u \) of \( \mathbb{R}^{N-1} \), enclosing a domain \( \Omega_u \) of \( \mathbb{R}^N \), regular enough. Let \( n \) be the unit exterior normal to \( \Sigma_u \) in \( H_u \), and \( \psi \) be the angle between \( S \) and \( H_u \) on \( \Sigma_u \). For any \( q > 0 \) and \( \delta \geq 0 \), let us define the function

\[
\Phi_{\delta,q}(u) = \int_{\Sigma_u} \left( \delta - \cos \psi + \frac{uf(u)}{q+1} \right) X.n + \frac{Nuf(u)}{q+1} d\Sigma_u.
\]

Then we prove in [B3] that, for any \( u \in I \),

\[
\dot{\Phi}_{\delta,q}(u) = -\frac{1}{(q+1)}
\cdot \int_{\Sigma_u} \left( \frac{1}{\sin \psi} \left( (N+q+1) \cos^2 \psi - N(q+1) \delta \cos \psi + (N-1)q - 1 \right) 
+ \left( uf(u) - uf(u) \right) X.n \right) d\Sigma_u;
\]

hence \( \Phi_{\delta,q} \) is nondecreasing when \( q \geq 1/(N-1) \), \( u \to |u|^{-q}f(u) \) is nondecreasing and \( \delta \leq \delta_q \).
In particular if $S$ has a finite minimum $u_0 \in I$, we get by integration between $u_0$ and $u \in I$ the following Pohožaev relation:

\begin{equation}
(q + 1)\delta + uf(u)\Omega_u = \frac{q + 1}{N} \int_{\Sigma_u} X.n \cos \psi \, d\Sigma_u + u \int_{\Sigma_u} \sin \psi \, d\Sigma_u
\end{equation}

\begin{equation}
= -\frac{1}{N} \int_{S_u} ((N + q + 1) \cos^2 \psi - N(q + 1)\delta \cos \psi + (N - 1)q - 1) \, dS_u
\end{equation}

\begin{equation}
- \int_{V_u} \left( qf(u) - u \dot{f}(u) \right) \, dV_u,
\end{equation}

where $S_u$ is the part of $S$ under $H_u$, and $V_u$ is the domain of $\mathbb{R}^{N+1}$ with boundary $S_u \cup \Omega_u$.

When $\delta = 0$, $N = 2$ and $f(u) = u$ we find again the Green's identity of Finn, see [F5].

**Remark 1.3.** It is interesting to notice that, when (and only when) $N = 2$ and $f(u) = u$, then, up to a constant, the function $G$ coincides with the Pohožaev function $\phi_{0,1}$:

\begin{equation}
G(u) = \phi_{0,1}(u) + \frac{1}{2} = \frac{1}{2}(ru + \sin \psi)^2 + \frac{\cos^2 \psi}{2} - r^2 \cos \psi.
\end{equation}

Hence in this case the use of $G$, or $\phi_{0,1}$, is equivalent to the use of Green's identity of [F5].

**Remark 1.4.** Let us mention at least an energy function used in [FLS]: it is

\begin{equation}
\Gamma(s) = r^{2(N-1)} (\sin^2 \psi + 2F(u) \cos \psi - F^2(u)),
\end{equation}

which is nondecreasing when $F(u) \leq 2$, since

\begin{equation}
\frac{d\Gamma}{ds}(s) = 2(N - 1)r^{2N-3}F(u)(\cos^2 \psi - F(u) \cos \psi + 1).
\end{equation}

## 2. Existence results.

First we consider the case where $f$ is a power, given by (0.8), where $\lambda$ is a positive parameter. The change of variables $u(r) = a^{-1}v(ar)$, where $a = (\lambda/(N - 1))^{1/(q-1)}$ reduces the problem to the case where $\lambda = N - 1$. Using the fixed point method of [CF2] we get the following, see Appendix A:

**Theorem 2.1.** For any $q > 0$, there exists a local solution $r \to U(r)$ of the equation

\begin{equation}
\frac{u''}{(1 + u'^2)^{3/2}}(r) + \frac{N - 1}{r} \frac{u'}{\sqrt{1 + u'^2}}(r) + (N - 1)|u(r)|^{q-1}u(r) = 0,
\end{equation}

where $S_u$ is the part of $S$ under $H_u$, and $V_u$ is the domain of $\mathbb{R}^{N+1}$ with boundary $S_u \cup \Omega_u$.
such that

\begin{equation}
U(r) = -r^{-1/q} + \frac{q(N + 1) + 2}{2(N - 1)} r^{2+1/q} (1 + o(r)).
\end{equation}

**Remark 2.1.** As in [CF2] one can obtain an asymptotic expansion for \(U(r)\) in powers of \(r\) near 0, which only contains powers of the form \(r^{2+1/q+2p(1+1/q)}\) \((p \in \mathbb{N})\). Notice that \(U\) is asymptotic to the curve \(r \to -r^{-1/q}\) and more precisely \(1/r + f(U)/(N - 1) = 1/r - |U|^q = 0(r^{1+2/q})\). A last \(U\) is locally concave. The question of uniqueness is open. In [B2] we proved the uniqueness among locally concave functions when \(q = 1\).

The fixed point method gives accurate results but we could not extend it to more general functions \(f\). Now, following the idea of [F5] we start from the regular solutions.

**Theorem 2.2.** Suppose that

\begin{equation}
    u \to |u|^{-1/(N-1)} f(u) \text{ is nondecreasing on } (-\infty, a);
\end{equation}

then there exist \(b < a\) and a sequence of regular solutions of (0.12) converging uniformly on any compact set of \((-\infty, b]\) to a singular solution of the equation.

**Proof.** For any \(u_0 < a\), denote by \(r(., u_0)\) the regular solution starting from \(u_0\). Let \(b < a - 1\) such that \(|f(b + 1)| > 1/2\sqrt{2}\), and let \(d < b\). We are going to prove as in [F5] that

\begin{equation}
    \text{There exist } \varepsilon > 0 \text{ and } A < d \text{ such that } \inf_{[d, b] \times (-\infty, A]} r(u, u_0) \geq \varepsilon.
\end{equation}

Suppose it is false. Then for any sequence \(\varepsilon_n \to 0\) there are \(\tilde{u}_n \in [d, b]\), \(u_{0,n} \to -\infty\), such that \(\tilde{r}_n = r(\tilde{u}_n, u_{0,n}) = \min_{[d, b]} r(u, u_{0,n}) \leq \varepsilon_n\). From (0.4) we can take \(d\) large enough such that \(\tilde{f}(u)/f^2(u) < 1/(1 + \sqrt{2})\) on \((-\infty, d)\) and \(|f(d)| > 2\), and take \(\varepsilon_0 < \min \left(1/2, (N - 1)/3\sqrt{2}|f(d - 1)|\right)\). Then we claim that

\begin{equation}
    \text{There is a } u_n \in [d - 1, b + 1] \text{ such that } r_n = r(u_n, u_{0,n}) \leq \varepsilon_n \text{ and } r_n \text{ is a minimal point of the curve } r(., u_{0,n}).
\end{equation}

Indeed either \(\tilde{r}_n\) is a minimal point, or \(\tilde{u}_n = b\) and \(\tilde{r}(b, u_{0,n}) < 0\), or \(\tilde{u}_n = d\) and \(\tilde{r}(d, u_{0,n}) > 0\). When \(\tilde{u}_n = b\) (resp. \(\tilde{u}_n = d\)) there exists a \(u_n \in [b, b + \varepsilon_n]\) with \(r_n = r(u_n, u_{0,n}) < \tilde{r}_n\) and \(\hat{r}_n = \hat{r}(u_n, u_{0,n}) \in (-1, 0]\) (resp. \(u_n \in \ldots\)
with \( r_n < \tilde{r}_n \) and \( \tilde{r}_n \in [0,1) \), since \( r \) remains positive. When \( \tilde{u}_n = b \), we get \( \tilde{r}_n / (1 + \tilde{r}_n^2) ^{3/2} \geq 2|f(u_n)| > 0 \), from (0.12). Then for \( u - u_n > 0 \) small enough, we get again \( \tilde{r} / (1 + \tilde{r}^2) ^{3/2} \geq 2|f(u_n)| \), and this is true as long as \( \tilde{r} \) is negative, since \( |f(u)| < |f(u_n)| \) and \( \tilde{r}^2 \) is decreasing. By integration we deduce that \( \tilde{r} / \sqrt{1 + \tilde{r}^2} + \tilde{r} / \sqrt{2} \geq 2|f(b+1)|(u-u_n) \), hence there is a minimal point in \([b,b+1] \). When \( \tilde{u}_n = d \) we get again \( \tilde{r}_n > 0 \), and for \( u - u_n < 0 \) small enough we have \( \tilde{r} / (1 + \tilde{r}^2) ^{3/2} \geq 3|f(u_n)| - |f(u)| \); and this is true as long as \( \tilde{r} \) is positive and \( |f(u)| \leq 3|f(u_n)| \). By integration we deduce that

\[
(2.6) \quad 1/\sqrt{2} - \tilde{r} / \sqrt{1 + \tilde{r}^2} \geq F(u_n) - F(u) + 3|f(u_n)|(u_n - u) \\
\quad \geq (3|f(u_n)| - |f(u)|)(u_n - u).
\]

Then there is a minimal point in \([d-1,d] \); if not, taking \( u = u_n - 1/|f(u_n)| \) in (2.6), we would have \( 1/\sqrt{2} \geq 3 - |f(u)|/|f(u_n)| \); but \( 1/|f(u)| = 1/|f(u_n)|(1 - (f/f^2)(\xi_n)) \) with \( \xi_n \in (u,u_n) \), hence \( 1/\sqrt{2} \geq 2 - 1/\sqrt{2} \), which is false. Then (2.5) is proved.

Now we use for \( r(.,u_0,n) \) the Pohožaev function \( \phi = \phi_{0,1/(N-1)} \) defined in (1.12) by

\[
(2.7) \quad \phi(u) = r^N \left( -\cos \psi + \frac{N-1}{N} u f(u) + (N-1)u \frac{\sin \psi}{r} \right);
\]

from (2.3) \( \phi \) is decreasing with \( u \) and

\[
(2.8) \quad \phi(u) = -r^{N-1} \left( N \frac{\cos^2 \psi}{\sin \psi} + r \frac{f(u)}{N-1} - u f(u) \right).
\]

By integration we get

\[
(2.9) \quad N \int_{u_0,n}^{u_n} r^{N-1} \frac{\cos^2 \psi}{\sin \psi} \, du \leq |\phi(u_n)| = 0 \left( \varepsilon_n^{N-1} \right),
\]

since \( u_n \) remains in \([d-1,b+1] \). On the other hand we can also choose \( \varepsilon_0 \) such that \( \varepsilon_0 < (N-1)/|f(d-1-NM\sqrt{2})| \), where \( M \) is defined in App. B, Lemma B.2. From Lemma B.2, there is an unduloid \( \Omega_{k,n} \), with extremal points \((u_n,r_n),(v_n,\sigma_n)\), with \( v_n < u_n, \sigma_n > r_n \) and curvature \(|f(v_n)|/N \). As in [F5] it lies below the curve \( r(.,u_0,n) \) with an angle \( \theta \in (\pi/2,\psi) \) for any \( r \in (r_n,\sigma_n) \); then

\[
|\phi(u_n)|/N \geq \int_{v_n}^{u_n} r^{N-1} \frac{\cos^2 \psi}{\sin \psi} \, du \geq \int_{r_n}^{|\sigma_n|} r^{N-1} |\cos \psi| \, dr \\
\quad \geq \int_{r_n}^{|\sigma_n|} r^{N-1} |\cos \theta| \, dr.
\]
But the last integral is bounded below by a positive constant; indeed from Lemma B.1, the sequence \((v_n)\) is bounded, hence we can extract a subsequence \((v_\nu)\) of limit \(v\). From Lemma B.2, we have \(\lim k_\nu = 1, \lim \sigma_\nu = N/|f(v)| > 0\); then the curves \(\Omega_{k_\nu}\) tend to a lower quarter circle with center \((0, v)\) and radius \(N/|f(v)|\). Hence we get (2.4) by contradiction.

Now from (1.7) we have, for any \((u, u_0) \in [d, b] \times (-\infty, A]\),

\[
(2.10) \quad \sqrt{1 + \tilde{r}^2} < N/r|f(u)| < N/\varepsilon|f(b)|,
\]

hence

\[
(2.11) \quad \sup_{[d, b] \times (-\infty, A]} |\dot{r}(u, u_0)| < +\infty.
\]

From equation (0.12) it is the same for the higher derivatives. Then for any sequence of regular solutions of (0.12), with initial data \(u_{0, n} \to -\infty\), there is a subsequence converging uniformly on any compact set of \((-\infty, b]\) to a positive function \(u \to r(u)\), solution of (0.12) on \((-\infty, b]\). Moreover, going to the limit in (1.7) for regular solutions, we get \(0 < r(u)|f(u)| \leq N \sin \psi\), hence \(\lim_{u \to -\infty} r(u) = 0\) and \(u \to r(u)\) is singular solution of (0.11). From Proposition 1.1, it can be extended to \((-\infty, a)\) and satisfies (1.7) on the whole interval. \(\square\)

**Remark 2.2.** The assumption (2.3) is linked to the Pohožaev function \(\phi\); it means that \(f\) does not increase too slowly at infinity. It is satisfied in particular by any function \(f\) such that \(x \mapsto |f(-x)|\) is convex for large \(x > 0\). When \(f(u) = |u|^{q-1} u\), it reduces to the condition \(q \geq 1/(N - 1)\). Comparing with the result of Theorem 2.1, we conjecture that (2.3) is not needed.

**Remark 2.3.** The method of comparison with an unduloid such \(\Omega_{k, n}\), defined implicitly, was used in [F5] and also in [I] to study the bounds of the radius \(r(0)\) when \(N = 2\) and \(f(u) = |u|^{q-1} u\) with \(q > 1\).

### 3. Local behaviour of the singular solutions.

Here we look at the behaviour near \(-\infty\) of any singular solution \(u \to r(u)\). Either it is decreasing near \(-\infty\), hence it defines a function \(r \to u(r)\). Or the sequence of extremal points is infinite, and \(r(u)\) crosses the basic curve \(r = -(N - 1)/f(u)\) infinitely many times.

Our best results concern the case \(N = 2\). At first, under simple assumptions on \(f\), we prove that the curve is asymptotic to the basis curve:

**Theorem 3.1.** Suppose that \(N = 2\), and \(f\) satisfies

\[
(3.1) \quad \tilde{f}/f^2 \in L^1(-\infty, a) \quad \text{and} \quad \lim_{u \to -\infty} \left(\tilde{f}/f\tilde{f}\right)(u) = 0.
\]
Then any singular solution satisfies

(3.2) \[ \lim_{u \to -\infty} r(u)f(u) = -1, \]

(3.3) \[ \lim_{u \to -\infty} \hat{r}(u) = 0 \quad \text{(that is, } \lim_{u \to -\infty} \psi(u) = \frac{\pi}{2} \text{)}. \]

Proof. Here we use the energy function defined in (1.10) for any singular solution \( r(u) \): let

(3.4) \[ G(u) = r^2 \dot{\xi}^2 + \frac{\xi^2}{2} - r^2 \dot{f}(u) \xi, \]

where \( \xi = \cos \psi \); then, since \( N = 2 \),

(3.5) \[ \dot{G}(u) = -2r \dot{f}(u) \frac{\xi^2}{\sqrt{1 - \xi^2}} - r^2 \ddot{f}(u) \xi. \]

From Proposition 1.1 and assumption (3.1) the function \( u \to r^2 \ddot{f}(u) \xi \) is integrable on \( (-\infty, \alpha) \). Set

(3.6) \[ W(u) = \int_{-\infty}^{u} r^2 \ddot{f}(w) \xi dw; \]

then the function \( H = G + W \) is nonincreasing; it is bounded near \(-\infty\); indeed from (1.7), (1.9) we have

(3.7) \[ |r \dot{\xi}(u)| = |r f(u) + \sqrt{1 - \xi^2}| \leq 3; \]

moreover \( |r^2 \ddot{f}(u)| \leq 2 \dot{f}(u)/f^2(u) \), hence from (0.4)

(3.8) \[ \lim_{u \to -\infty} r^2 \ddot{f}(u) = 0. \]

Then \( H \) has a finite limit \( \ell/2 \) at \(-\infty\), and from (3.6), (3.8), we get

(3.9) \[ \lim_{u \to -\infty} \left( r^2 \dot{\xi}^2 + \dot{\xi}^2 \right) = \ell \geq 0. \]

Suppose first that \( \ell \) is positive. Let \( b < \alpha \) and

(3.10) \[ v(u) = \int_{b}^{u} \frac{dw}{r(w)} < 0 \quad \text{for any } u < b; \]

then, from (1.7), \( N|v(u)| \geq F(u) - F(b) \), and \( \lim_{u \to -\infty} v(u) = -\infty \). Taking \( v \) as a new variable, (3.9) becomes

(3.11) \[ \lim_{v \to -\infty} \left( \left( \frac{dv}{dv} \right)^2 + \dot{\xi}^2 \right) = \ell. \]
If $\xi$ keeps a constant sign, then $\lim_{v \to -\infty} \xi = \pm \sqrt{\ell}$ and $\lim_{v \to -\infty} \frac{d\xi}{dv} = 0$; since $\dot{r} = \xi/\sqrt{1 - \xi^2}$ then there is a $c > 0$ such that $|\dot{r}(u)| > c$ for large $|u|$; this is impossible since $\lim_{u \to -\infty} r = 0$. Then $\xi$ is necessarily oscillating near infinity and its least period in $v$ goes to $2\pi$. Let $(u_n)$ be the decreasing sequence of the zeros of $\xi$ less than $b$; we can suppose that $r_{2n} = r(u_{2n})$ is a maximal point, hence $r_{2n}|f(u_{2n})| > 1$ and $r_{2n+1}$ is a minimal point with $r_{2n+1}|f(u_{2n+1})| < 1$.

From (1.7), (3.10) we have

\begin{equation}
(3.12)
v(u_n) - v(u_{n+1}) = \int_{u_{n+1}}^{u_n} \frac{dw}{r(w)} \geq \frac{1}{2} \int_{u_{n+1}}^{u_n} |f(w)| \, dw \geq \frac{1}{2} |f(u_n)| (u_n - u_{n+1});
\end{equation}

this implies the estimate

\begin{equation}
(3.13) \quad u_n - u_{n+1} \leq \frac{5\pi}{|f(u_n)|} \quad \text{for large } n.
\end{equation}

Since $1/f(u_{n+1}) - 1/f(u_n) = (u_{n+1} - u_n)\dot{f}(\lambda_n)/f^2(\lambda_n)$ for some $\lambda_n \in [u_{n+1}, u_n]$, we get, from (0.4) and (3.13),

\begin{equation}
(3.14) \quad \lim_{r \to +\infty} f(u_{n+1})/f(u_n) = 1;
\end{equation}

hence for large $n$,

\begin{equation}
(3.15) \quad |f(u_n)| \leq |f(u_{n+1})| \leq 2|f(u_n)|.
\end{equation}

Now the function

\begin{equation}
(3.16) \quad u \to -\frac{\dot{H}(u)}{2} = r\dot{f}(u) \frac{\xi^2}{\sqrt{1 - \xi^2}}
\end{equation}

is in $L^1(-\infty, a)$, since $H$ decreases to a finite limit. Let us look at its integral between $u_{2n+1}$ and $u_{2n}$; let $w_n \in (u_{2n+1}, u_{2n})$ be the unique intersection point with the basis curve: $r(w_n)|f(w_n)| = 1$. From (1.9), $\xi$ is decreasing on $[w_n, u_{2n}]$, and from (3.7), (3.9), $\lim \xi^2(w_n) = \ell(1 - \ell/4) \in [3\ell/4, 3/4]$. Then $\xi_n = \xi(w_n) \in \left(\sqrt{\ell}/2, \sqrt{7}/8\right)$ for large $n$. Now $r|f(u)| \geq 1$ on $[w_{2n}, u_{2n}]$; then

\begin{equation}
(3.17) \quad \int_{u_{2n+1}}^{u_{2n}} r\dot{f}(u) \frac{\xi^2}{\sqrt{1 - \xi^2}} \, du \geq \int_{u_{2n}}^{u_{2n}} r\dot{f}(u) \frac{\xi^2}{\sqrt{1 - \xi^2}} \, du \\
\geq \int_{u_{2n}}^{u_{2n}} \frac{\dot{f}(u)}{|f(u)|} \frac{\xi^2}{\sqrt{1 - \xi^2}} \, du \geq \int_{\xi_n/2}^{\xi_n} \frac{\dot{f}(u)}{|f(u)|} \frac{\xi^2}{\sqrt{1 - \xi^2}} \, d\xi.
\end{equation}
From (3.9) we have on \([\xi_n/2, \xi_n]\)
\[
\xi^2/f^2(u) \leq r^2 \xi^2 \leq 17\ell/16 - \xi^2 \leq \ell,
\]
for large \(n\); hence there is an \(\eta_n \in [u_{2n+1}, u_{2n}]\) such that

\[
(3.18) \quad \int_{u_{2n+1}}^{u_{2n}} r f(u) \frac{\xi^2}{\sqrt{1 - \xi^2}} \, du \geq \frac{1}{8} \sqrt{\frac{2}{\ell}} \int_{\xi_n/2}^{\xi_n} \frac{\dot{f}(u)}{f^2(u)} \, d\xi \geq \frac{\sqrt{2}}{32} \frac{\dot{f}(\eta_n)}{|f(\eta_n)|} (u_{2n} - u_{2n+2}),
\]

from (3.13), (3.15). Let us prove that the series \(\sum \frac{\dot{f}(\eta_n)}{|f(\eta_n)|} (u_{2n} - u_{2n+2})\) is divergent: let \(\tau_n\) (resp. \(\sigma_n\)) be a maximal (resp. minimal) point of \(\dot{f}\) on \([u_{2n+2}, u_{2n}]\). Then there is a \(\zeta_n \in [\tau_n, \sigma_n]\) such that
\[
\dot{f}(\sigma_n) - \dot{f}(\tau_n) = (\sigma_n - \tau_n) \ddot{f}(\zeta_n),
\]
then from (3.13), (3.15),
\[
|\dot{f}(\sigma_n) - \dot{f}(\tau_n)|/\dot{f}(\zeta_n) \leq 10\pi \left|\left(\frac{\dot{f}}{f}\right)(\zeta_n)\right|;
\]
from (3.1) we get \(|\dot{f}(\sigma_n) - \dot{f}(\tau_n)| \leq \dot{f}(\zeta_n)/2 \leq \dot{f}(\tau_n)/2\), then \(\dot{f}(\eta_n) \geq \dot{f}(\tau_n)/2\), and

\[
(3.19) \quad \frac{\dot{f}(\eta_n)}{|f(\eta_n)|} (u_{2n} - u_{2n+2}) \geq \frac{1}{4} \int_{u_{2n+2}}^{u_{2n}} \frac{\dot{f}(u)}{|f(u)|} \, du.
\]
Hence the series is divergent, since \(\dot{f}/|f|\) is not integrable at \(-\infty\). By contradiction we deduce that

\[
(3.20) \quad \lim_{u \to -\infty} G(u) = \lim_{u \to -\infty} \left( r^2 \dot{\xi}^2 + \xi^2 \right) = \lim_{u \to -\infty} \left( (rf(u) + \sin \psi)^2 + \cos^2 \psi \right) = 0.
\]
Then we get (3.2) and (3.3). \(\square\)

**Remark 3.1.** Assumptions (0.4), (3.1) are satisfied in particular by \(f(u) = -e^{u^k}\) for any positive \(k\), by the powers \(f(u) = |u|^{q-1}u\) for any \(q > 0\), by \(f(u) = -\log(1 + |u|)\), etc \ldots; similar assumptions were introduced in [A].

When \(f\) satisfies (0.3), (0.4) and is convex or concave, then the assumption \(\dot{f}/f^2 \in L^1(-\infty, a)\) is equivalent to: \(\dot{f}^2/f^3 \in L^1(-\infty, a)\), since

\[
(3.21) \quad \int_{-\infty}^{u} \left( \frac{\dot{f}}{f^2} \right)(t) \, dt = \left( \frac{\dot{f}}{f^2} \right)(u) + 2 \int_{-\infty}^{u} \left( \frac{\dot{f}^2}{f^3} \right)(t) \, dt;
\]
and then $\left(\frac{f'}{f^2}\right)' = \frac{f'}{f^2} - 2\frac{\ddot{f}}{f^3} \in L^1(-\infty, a)$.

**Remark 3.2.** Under the assumptions of Theorem 3.1, we have obtained (3.20). By integration we get from (3.4), (3.5) the following relation on $(-\infty, a)$:

$$r^2\dot{\xi}^2 + (\xi - r^2\ddot{f}(u))^2 + 4\int_{-\infty}^{u} r\dot{f}(t)\frac{\xi^2}{\sqrt{1 - \xi^2}} dt = r^4\dot{f}^2(u) - 2\int_{-\infty}^{u} r^2\ddot{f}(t)\xi dt$$

$$\leq r^4\dot{f}^2(u) + 2\int_{-\infty}^{u} r^2\left|\ddot{f}(t)\right| dt.$$

Hence with (3.2) we deduce the estimates

$$|\xi| = |\cos \psi| \leq \left(2\left(\frac{f'}{f^2}\right)(u) + \sqrt{2}\left(\int_{-\infty}^{u} \left(\frac{f'}{f^2}\right)(t) dt\right)^{1/2}\right)(1 + o(1)), \quad (3.23)$$

$$|rf(u) - 1| \leq \left(\frac{f'}{f^2}\right)(u) + \sqrt{2}\left(\int_{-\infty}^{u} \left(\frac{f'}{f^2}\right)(t) dt\right)^{1/2}\right)(1 + o(1)). \quad (3.24)$$

When $f$ is convex for large $|u|$ (which means that $x \to |f(-x)|$ is concave for large $x > 0$) we deduce from (3.22) that

$$\max(|\xi|, |rf(u) - 1|) \leq \sqrt{2}\left(\frac{f'}{f^2}\right)(u)(1 + o(1)). \quad (3.25)$$

When $f$ is a power we can give more accurate estimates and prove that, in case of convexity, the singular curves $u \to r(u)$ cannot admit a vertical point on $(-\infty, a)$; in the linear case we find again the result of [F5] by another method.

**Theorem 3.2.** Suppose $N = 2$ and $f(u) = |u|^{q-1}u$ for any real $u$. Then:

(i) If $0 < q \leq 1$, any singular curve can be expressed as a function $r \to u(r)$ as long as $u \leq 0$.

(ii) For any $q > 0$, the singular curves $u \to r(u)$ satisfies the following estimates near $-\infty$, with $c = |q - 1|\sqrt{q/8(q + 1)}$:

$$-\frac{c}{|u|^{q+1}}(1 + o(1)) \leq \cos \psi \leq \frac{2q + c}{|u|^{q+1}}(1 + o(1)), \quad (3.26)$$

$$||u|^q - 1/r| \leq (q + c)r^{1/q}(1 + o(1)). \quad (3.27)$$

**Proof.** When $q = 1$, then $W = 0$, $G$ is nonincreasing from 0, hence nonpositive. From (3.4) we have $\xi(u) \geq 0$ for any $u \in (-\infty, a)$. If $\xi(\bar{u}) = 0$
for some $\overline{u} < 0$, then $\dot{\xi}(\overline{u}) = 0$, $G(\overline{u}) = 0$ and $G \equiv 0$ on $(-\infty, \overline{u})$; that means that $\dot{r} \equiv 0$ and $r f(u) + 1 \equiv 0$ on $(-\infty, \overline{u})$, which is impossible. Hence $\xi(u) = \dot{r}(u) > 0$ and the curve can be represented as a function $r \rightarrow u(r)$ as long as $u < 0$.

Now consider any $q > 0$. Let $\varepsilon > 0$; from (3.2), (3.22) we have for large $|u|$,

$$
(3.28) \quad r^2 \ddot{\xi}^2 + (\xi - qr^2|u|^{q-1})^2 + \frac{4q}{1 + \varepsilon} \int_{-\infty}^{u} \frac{\xi^2}{|t|} \, dt
$$

$$
\leq (qr^2|u|^{q-1})^2 + 2q|q - 1|/(1 + \varepsilon) \int_{-\infty}^{u} \frac{|\xi|}{|t|^{q+2}} \, dt.
$$

From Hölder inequality we deduce that, for any $\alpha > 0$,

$$
(3.29) \quad r^2 \ddot{\xi}^2 + (\xi - qr^2|u|^{q-1})^2 + \left(\frac{4q}{1 + \varepsilon} - q|q - 1|\alpha(1 + \varepsilon)\right) \int_{-\infty}^{u} \frac{\xi^2}{|t|} \, dt
$$

$$
\leq (qr^2|u|^{q-1})^2 + q|q - 1|(1 + \varepsilon) \frac{1}{2\alpha(q+1)} \frac{1}{|u|^{2(q+1)}};
$$

taking $\alpha = \frac{4}{|q - 1|(1 + \varepsilon)^2}$ (or any $\alpha > 0$ if $q = 1$) we get

$$
r^2 \ddot{\xi}^2 + (\xi - qr^2|u|^{q-1})^2 \leq (qr^2|u|^{q-1})^2 + \frac{q(q - 1)^2}{8(q + 1)}(1 + \varepsilon)^3 \frac{1}{|u|^{2(q+1)}};
$$

hence the estimate (3.26); and

$$
|r\dot{\xi}| = |r|u|^q - \sqrt{1 - \xi^2} \leq \left(q + |q - 1|\sqrt{\frac{q}{8(q + 1)}}\right) \frac{1}{|u|^{q+1}} (1 + o(1)),
$$

but $\sqrt{1 - \xi^2} - 1 = 0(1/|u|^{2(q+1)})$, hence (3.27).

Suppose now that $q < 1$. From (3.5), if there is any $u < 0$ such that $\dot{G}(u) = 0$, then at this point

$$
(3.30) \quad \dot{\xi}/\sqrt{1 - \xi^2} = -(1 - q)r/2|u| < 0,
$$

and if $|u|$ is large enough, $\xi = -\frac{1 - q}{2|u|^{q+1}}(1 + o(1))$. This is impossible from the estimate (3.26), since $c < (1 - q)/2$. Then for large $|u|$, $G$ is decreasing, negative, and $\xi$ is positive from (3.4). In fact $G$ is decreasing and negative on $(-\infty, a)$, since it is decreasing as long as $\xi > 0$ and nonnegative when $\xi = 0$. Then $\xi$ is also positive on $(-\infty, a)$ and the curve can be expressed in terms of a function of $r$ on this interval. \qed
We cannot extend our previous results to the case $N > 2$, because the derivative of the function $G$ defined in (1.10) contains the new term $-(N-2)r\xi^2/\sqrt{1-\xi^2}$ which has the sign of $\xi$ and is not necessarily integrable. However, we can give precisely the behaviour of those of the singular solutions which have no vertical point near $-\infty$; we prove also that when $f$ is convex (for example $f$ is a power less than one), such a solution has no vertical point whenever $u < a$.

**Theorem 3.3.** Suppose that $N \geq 2$ and $f$ satisfies

\begin{equation}
(3.31) \quad \left(\dot{f}\right)^{-1/2}f^2 \in L^1(-\infty, a).
\end{equation}

Then:

(i) *Any radial local solution* $r \rightarrow u(r)$ of (0.1), (0.2) *satisfies*

\begin{equation}
(3.32) \quad \lim_{r \rightarrow 0} r f(u) = -(N-1),
\end{equation}

\begin{equation}
(3.33) \quad \lim_{r \rightarrow 0} u'(r) = +\infty.
\end{equation}

(ii) *When* $\bar{f}(u) \geq 0$ *on* $(-\infty, a)$, *$u$ can be extended as a function of* $r$ *on whole* $(0, r(a))$, *and satisfies on this interval the estimates*

\begin{equation}
(3.34) \quad 0 < \xi = \cos \psi < 2r^2 \dot{f}(u)/(N-1),
\end{equation}

\begin{equation}
(3.35) \quad -\frac{N+1}{2\sqrt{N-1}} r \dot{f}(u) < |f(u)| - \frac{N-1}{r} < \frac{r \dot{f}(u)}{\sqrt{N-1}}.
\end{equation}

(iii) *When* $f(u) = (N-1)|u|^{q-1}u$ ($q > 0$), *then* $u$ *satisfies near the origin the estimates*

\begin{equation}
(3.36) \quad 0 < \xi \leq (2q + c^+) r^{(q+1)/q}(1 + o(1)),
\end{equation}

\begin{equation}
(3.37) \quad |u|^q - 1/r \leq \frac{q+c^+}{\sqrt{N-1}} r^{1/q}(1 + o(1)),
\end{equation}

where $c^+ = (q-1)^+\sqrt{q/8(q+1)}$.

*Proof.* 1st step. By hypothesis the singular solution is a function $r \rightarrow u(r)$ near 0, which means that $\xi(u) > 0$ near $-\infty$. Consider the function $G$ defined in (1.10) by

\[ G(u) = \frac{r^2}{2} \dot{\xi}^2 + \frac{N-1}{2} \xi^2 - r^2 \dot{f}(u)\xi; \]

from (1.11) we get

\begin{equation}
(3.38) \quad \dot{G}(u) \leq r^2 \left(\dot{f}\right)^{-1}(u)\xi.
\end{equation}
From (3.31) we can define the function

\begin{equation}
V(u) = \int_{-\infty}^{u} r^2 \left( \frac{f'}{f} \right)^- (w) \xi \, dw;
\end{equation}

and the function \( K = G - V \) is nonincreasing, and bounded near \(-\infty\) : from (1.7) (1.9) we have \(|\dot{r}(u)| \leq 2N - 1\) and \(\lim_{u \to -\infty} r^2 \dot{f}(u) = 0\), since \(r^2 \dot{f}(u) \leq N \dot{f}(u)/f^2(u)\). Then \( K \) has a finite limit \( \ell/2 \) at \(-\infty\); hence defining \( v \) by (3.10), we get, as in (3.11),

\begin{equation}
\lim_{u \to -\infty} \left( r^2 \xi^2 + (N - 1)\xi^2 \right) = \lim_{v \to -\infty} \left( \left( \frac{d\xi}{dv} \right)^2 + (N - 1)\xi^2 \right) = \ell.
\end{equation}

Since \( \xi > 0 \) near \(-\infty\), we have \(\lim_{u \to -\infty} \xi = \sqrt{\ell/(N - 1)}\) and \(\lim_{v \to -\infty} \frac{d\xi}{dv} = 0\); if \( \ell \neq 0 \) then \( u'(r) = \sqrt{1 - \xi^2}/\xi \) has a finite limit, which is impossible since \( u \) is singular. Hence \( \ell = 0 \) and we get (3.33), (3.34) from (1.9).

2nd step. Suppose \( \dot{f}(u) \leq 0 \) on \((-\infty, a)\). From Proposition 1.1 the curve can be extended as a function \( r \) of \( u \) on \((-\infty, a)\). Here the function \( G \) is decreasing near \(-\infty\), with \(\lim_{u \to -\infty} G(u) = 0\). It remains decreasing and negative and \( \xi \) remains positive on \((-\infty, a)\), as at the end of the proof of Theorem 3.2. We get (3.34) from (1.11), and also

\[ \frac{r^2 \dot{\xi}^2}{2} + \frac{N - 1}{2} \left( \xi - \frac{r^2 \dot{f}(u)}{N - 1} \right)^2 < \frac{r^4 \dot{f}^2(u)}{2(N - 1)}; \]

hence

\[ |\dot{\xi}| = \left| \frac{N - 1}{r} \right| \sqrt{1 - \xi^2} < \frac{\dot{f}(u)}{\sqrt{N - 1}}; \]

\[ \sqrt{1 - \xi^2} < \int_{0}^{r} \frac{\rho \dot{f}(u(\rho)) \, d\rho}{\sqrt{N - 1}} \leq \dot{f}(u(r)) \frac{r^2}{2\sqrt{N - 1}}, \]

hence (3.35).

3rd step. Suppose \( f(u) = (N - 1)|u|^{q-1}u \) \((q > 0)\). Let \( \varepsilon > 0 \). From (1.10), (1.11) and (3.22) we extend (3.28) under the form

\begin{equation}
\frac{r^2 \dot{\xi}^2}{N - 1} + \left( \xi - qr^2 |u|^{q-1} \right)^2 + 2 \frac{N - 2}{N - 1} \int_{-\infty}^{u} \frac{r^2 \xi^2}{\sqrt{1 - \xi^2}} \, du + 4q \frac{1}{1 + \varepsilon} \int_{-\infty}^{u} \frac{\xi^2}{|t|} \, dt \\
\leq (qr^2 |u|^{q-1})^2 + 2q(q - 1) + (1 + \varepsilon) \int_{-\infty}^{u} \frac{\xi^2}{|t|^{q+2}} \, dt,
\end{equation}
hence we get (3.36) (3.37) as in Theorem 3.2.

**Remark 3.3.** As in the linear case the estimates (3.36), (3.37) have to be compared to the very accurate estimates concerning the singular solution $U$ constructed in Theorem 2.1: from (2.1) it satisfies

\[(3.42)\]

\[
\xi = \cos \psi = \left(1 + U'(r)^2\right)^{-1/2} = q r^{(q+1)/q} (1 - mr^{2(q+1)/q}(1 + o(1))),
\]

and

\[(3.43)\]

\[
|U|^q - 1/r = -\mu r^{(q+2)/q}(1 + o(1)),
\]

where $m = ((3N + 1)q^2 + (N + 5)q + 2)/2(N - 1)$ and $\mu = q(q(N + 1) + 2)/2(N - 1)$.

### 4. Some global properties.

Here we give a global existence result extending those of [CF3], [B2], [APS]: we shall suppose that $a = 0$ in (0.3), more precisely that

\[(4.1)\]

\[f \text{ is increasing on } \mathbb{R} \text{ from } -\infty \text{ to } +\infty, \text{ with } f(0) = 0.\]

The assumption (2.3) can be written under the form

\[(4.2)\]

\[f(u) \geq (N - 1)uf(u), \quad \text{for any } u < 0,
\]

a slightly weaker assumption on $f$ (whenever $f(0) = 0$) is

\[(4.3)\]

\[(N - 1)uf(u) \geq NF(u), \quad \text{for any } u < 0.
\]

**Theorem 4.1.** (i) *Under the assumptions (0.4), (4.1), each regular or singular solution of the parametrical system (0.11) can be uniquely extended as a function $u \to r(u)$ up to a real $\tilde{u} \geq 0$.*

(ii) *If $\tilde{u} = 0$, then $\lim_{u \to 0} r(u) = +\infty$ and $\lim_{u \to 0} \tilde{r}(u) = +\infty$.*

(iii) *If $\tilde{u} > 0$, then $F(\tilde{u}) < 2$, $\tilde{r} = \lim_{u \to \tilde{u}} r(u)$ is finite and $\lim_{u \to 0} \tilde{r}(u) = +\infty$.*

Let $r_1 = r(0)$ be the intersection point with the $r$ axis, and $\psi_1 = \psi(0)$ be the incidental angle. When $\psi_1 \in [\pi/2, \pi)$, the curve has a unique minimal point $\tilde{u} \in (0, \tilde{u})$. When $\psi_1 \in (0, \pi/2)$, the curve can be expressed as a function $r \to u(r)$ on $[r_1, +\infty)$, with $\lim_{r \to +\infty} u(r) = \lim_{r \to +\infty} u'(r) = 0$.

(iv) *Assumption (4.3) implies $\psi_1 < \pi/2$.*
Moreover, when $f$ satisfies

$$qf(u) \geq uf(u), \quad \text{for any } u < 0, \quad \text{where } q > 1/(N - 1),$$

then $\psi_1$ can be estimated by

$$\cos \psi_1 > 2((N + q + 1)((N - 1)q - 1))^{1/2}/N(q + 1).$$

Proof. (i) From Proposition 1.1 each solution is defined as a function $r(u)$ at least on $(-\infty, 0)$; now (0.12), equivalent to (0.11) as long as $\sin \psi > 0$, can be written as a system

$$\left( \frac{d\psi}{du}, \frac{dr}{du} \right) = \left( \rho, \frac{(N - 1)(1 + \rho^2)}{r} + f(u)(1 + \rho^2)^{3/2} \right) = H(u, (r, \rho)), \quad (4.6)$$

where $H$ is continuous in $u$ and $C^1$ in $(r, \rho)$ on $\mathbb{R} \times ((0, +\infty) \times \mathbb{R})$; then the solution has a unique extension to a maximal interval with upperbound $\bar{u} \geq 0$. From (1.3) (1.4), $F(u) - \cos \psi$ decreases to a finite limit when $u$ goes to $\bar{u}$, hence $F(u)$ is bounded and $\bar{u}$ is finite; then $\cos \psi$ has a limit, $\dot{r}^2$ has a limit $\lambda \in [0, +\infty]$. In fact $\lambda$ is infinite, because of the maximality.

(ii) Suppose $\bar{u} = 0$. When $u \in (-1, 0)$, we know that $J(u) > J(-1) > 0$ from (1.5) to (1.7); hence $r^{N-1} > J(-1)(1 + \dot{r}^2)$ and $\lim_{u \to 0} r = +\infty$, $\lim_{u \to 0} \dot{r} = +\infty$, $\lim_{r \to +\infty} \frac{ds}{dr} = 1$ and $\lim_{u \to 0} s = +\infty$.

(iii) Suppose now $\bar{u} > 0$. For any $u \in [0, \bar{u})$ we have $\psi \in (0, \pi)$, since $J(0) > J(-1) > 0$. Then

$$F(\bar{u}) - \epsilon < F(0) - \cos \psi_1 < 1, \quad (4.7)$$

hence $\epsilon = 1$, $\lim_{u \to \bar{u}} \psi = 0$, $F(\bar{u}) < 2$ and $\lim_{u \to \bar{u}} \dot{r} = +\infty$. If $\lim_{u \to \bar{u}} r = +\infty$, then $\lim_{u \to \bar{u}} \left( \frac{\dot{J}}{J} (u) = \frac{\dot{f}}{f}(\bar{u}) \right)$, and $J$ is bounded, which is impossible. Then $\bar{r} = \lim_{u \to \bar{u}} r$ is finite. On $[0, \bar{u})$ the curve $u \to r(u)$ can only have one minimal point $\bar{u}$, from (1.9); it is the case when $\psi_1 \in [\pi/2, \pi)$.

Now consider the case $\psi_1 < \pi/2$. Then for any $s \geq s_1 = s(0)$, the parametrical curve cannot have vertical points, since

$$- \cos \psi < F(u) - \cos \psi \leq - \cos \psi_1 < 0, \quad (4.8)$$

and the curve can be expressed as a function $r \to u(r)$ with $r \geq r_1$, since $0 < \cos \psi_1 < \frac{dr}{ds} < 1$. Now (0.6), equivalent to (0.11), can be written as a system

$$\left( u'(r), \frac{d}{dr} \right) = \left( w, -(N - 1)(1 + w^2)/r + f(u)(1 + w^2)^{3/2} \right) = K(r, (u, w)), \quad (4.9)$$
where $K \in C^1 \left( (0, +\infty) \times (\mathbb{R}^* \times \mathbb{R}) \right)$. The solution has a unique extension to a maximal interval $[r_1, r_2)$ where $u$ remains positive. First suppose that $r_2 = +\infty$; $\bar{r}$ is the unique extremum of $u$ on $[r_1, +\infty)$, then $u$ decreases to a nonnegative limit $\lambda$, and $F(u) - \cos \psi$ has also a finite limit; hence $\lim_{r \to +\infty} \cos \psi = \lim_{r \to +\infty} u'(r) = 0$, $\lim_{r \to +\infty} u'' = -f(\lambda)$ from (0.6), and $\lim_{r \to +\infty} u(r) = 0$; at last $\lim_{r \to +\infty} s = +\infty$ since $\frac{ds}{dr} > 1$, and the parametrical curve is completely described. Now suppose that $r_2$ is finite; then $\psi_2 = 0$ and $\psi_2 = \psi(r_2)$ satisfies $|\psi_2| < \psi_1$ from (4.8); if $\psi_2 = 0$, then there would be an $r \in (\bar{r}, r_2)$ such that $\left( r^{N-1}u'\sqrt{1 + u'^2} \right)'(r) = 0$, which is impossible from (0.5). Near this point, (0.11) is equivalent to (0.12); then from (4.6) we have local existence and uniqueness, and the curve can locally be expressed in terms of $r \to u(r)$, since $u'(r_2) \neq 0$. As above, it has a unique extension to a maximal interval $[r_2, r_3)$ where $u$ remains negative. By induction, either $u$ has a unique extension to $[r_1, +\infty)$ with a finite number of zeros $r_1 < r_2 < \cdots < r_k$ and $\lim_{r \to +\infty} u(r) = \lim_{r \to +\infty} u'(r) = 0$; or we can construct an infinite increasing sequence $(r_n)_{n \geq 1}$ such that $u(r_n) = 0$, sign $u(r) = (-1)^{n-1}$ on $(r_n, r_{n+1})$, and $|\psi_n| = |\psi(r_n)| > |\psi_{n+1}| > 0$. If $\lim_{r_n} = +\infty$ then the curve is completely described for $s \geq s_1$, by the function $r \to u(r)$ on $[r_1, +\infty)$. If $\lim_{r_n} = R$ is finite, $u$ has a finite limit, since $u'$ is bounded from (4.8); then $\lim_{r \to R} u = 0$, $\cos \psi$ has also a limit from (1.3) (1.4); then $\lim_{r \to R} u' = 0$, since $u'(r_n)u'(r_{n+1}) < 0$; and the function $u \equiv 0$ is an extension of the solution on $(R, +\infty)$; it is the unique extension from (1.3) (1.4). The curve is again completely described on $[s_1, +\infty)$.

(iv) Here we suppose (4.3) and prove that $\psi_1 < \pi/2$. If $\psi_1 \geq \psi/2$ then there is a unique maximal point $\hat{u} < 0$ on the curve such that $\hat{\tau}(u) < 0$ on $(\hat{u}, 0)$ (if $\psi_1 = \frac{\pi}{2}$, then $0$ is a minimal point). Let $\hat{\tau} = r(\hat{u})$; integrating (0.6) between any $r \in [r_1, \hat{\tau}]$ and $\hat{\tau}$, we get from (1.7)

\begin{equation}
\hat{\tau}^{N-1} - r^{N-1} \sin \psi = \int_{r}^{\hat{\tau}} \rho^{N-1} |f(u)| d\rho < |f(\hat{u})| (\hat{\tau}^N - r^N) / N \leq \hat{\tau}^{N-1} - |f(\hat{u})| r^N / N,
\end{equation}

which implies

\begin{equation}
|f(\hat{u})| < Nr^{-1} \sin \psi, \quad \forall r \in [r_1, \hat{\tau}].
\end{equation}

Then from (1.3) (1.4),

\begin{equation}
-F(\hat{u}) \leq F(0) - \cos \psi_1 - F(\hat{u}) = -(N - 1) \int_{\hat{u}}^{0} \frac{\sin \psi}{r} du < -(N - 1) \hat{\tau} f(\hat{u}) / N,
\end{equation}
which gives a contradiction. Then $\psi_1 < \pi/2$.

(v) Suppose that (4.4) holds. Consider the Pohožaev function $\phi_{\delta, q}$ defined by (1.12) (1.13); it is nonincreasing whenever $u < 0$, and its derivative is nonidentically zero. We have $\phi_{\delta, q}(u_0) = 0$ for the regular solution starting at $u_0$; and, from (1.7), $\limsup_{u \to -\infty} \phi_{\delta, q}(u) \leq \lim_{u \to -\infty} r^N(\delta - \cos \psi) = 0$ for any singular solution. Then $\phi_{\delta, q}(0) < 0$, which means $\cos \psi_1 > \delta_q$, that is (4.5).

\begin{remark}
As a consequence of Theorems 3.3 and 4.1, when $f(u) = |u|^{q-1}u$ with $q \leq 1$, the singular solution $r \to U(r)$ constructed in Theorem 2.1 has a unique extension as a function of $r$ on whole $(0, +\infty)$, see Fig. 1, 2. The question is opened when $q > 1$.

\begin{remark}
When $f$ satisfies (4.4) with a $q \geq (N + 2)/(N - 2)$, then for any singular or regular solution we have $\bar{u} = 0$: the curve cannot cross the axis $u = 0$. Indeed, at it was proved in [APS] for the regular case, considering $\phi_{1,(N+2)/(N-2)}$ as above, we would get $\cos \psi_1 > 1$ when crossing the axis, which is impossible; see also [B3] for nonradial solutions.

In the general case, the problem is to determine if $u$ is oscillating or not is still opened, even for a power. Let us recall what we know up to now: Suppose $f(u) = |u|^{q-1}u$ ($q \geq 1/(N - 1)$). From [PuS], either the solution is oscillating, with an amplitude of the order of $r^{-2(N-1)/(q+3)}$, or keeps an constant sign, and $u = 0(r^{-2/(q-1)})$, $u' = 0(r^{-1}/(q-1))$ at $+\infty$. Since $\lim_{r \to +\infty} u'(r) = 0$, equation (0.1) appears as a small perturbation of the equation

\begin{equation}
\Delta u + |u|^{q-1}u = 0;
\end{equation}

and in fact we can prove that the behaviour near infinity is the same for the two equations: when $u$ keeps a constant sign, either there is a $c > 0$ such that $\lim_{r \to +\infty} r^{2/q-1}u(r) = c$, or

$$
\lim_{r \to +\infty} r^{2/(q-1)}u(r) = -\left(2(N - (N - 2))q/(q - 1)^2\right)^{1/(q-1)}
$$

(which implies $q > N/(N - 2)$, see [B3]).

When $q \leq N/(N - 2)$ (or $N = 2$) the curve necessarily oscillates around the axis $u = 0$, see [NiS1]. However from (4.5) when $N \geq 3$ and $q = N/(N - 2)$ the incidental angle is quite small: $\psi_1 < 9.6^\circ$ when $N = 3, 4$, and less for larger $N$.

When $N/(N - 2) < q < (N + 2)/(N - 2)$ the question is opened. Numerically it seems that all the curves cross the axis, see Fig. 6, 8. But if it is the case, the angle $\psi_1$ is very small from (4.5): $\psi_1 < 3.9^\circ$ when $N = 3, q = 4$,
ψ_1 < 1.8° when N = 3, q = 4, 5; and ψ_1 goes to zero when q increases to (N + 2)/(N - 2).

Serrin [S2] noticed that regular solutions with |u_0| small enough must oscillate: indeed their slope is small and (0.1) is again a perturbation of (4.10), which has no ground state in this range. We can give a more precise result:

**Proposition 4.1.** Let \( f(u) = |u|^{q-1}u \) with \( N/(N-2) < q < (N+2)/(N-2) \). Then any regular solution of (0.11) is oscillating for large \( r \), whenever

\[
|u_0|^{q+1} \leq (q + 1)(N + 2 - (N - 2)q)/(N + q + 1).
\]

**Proof.** Consider the function \( \phi_{1,q} \) defined in (1.12):

\[
\dot{\phi}_{1,q}(u) = r^N \left( 1 - \cos \psi + \frac{|u|^{q+1}}{q + 1} + \frac{N}{q + 1} \frac{u \sin \psi}{r} \right);
\]

then, from (1.13),

\[
\phi_{1,q}(u) = \frac{r^{N-1}}{(q + 1) \sin \psi} (N + q + 1)(1 - \cos \psi) \left( \cos \psi - \frac{(N - 1)q - 1}{N + q + 1} \right).
\]

Now from (1.3)(1.4), for any \( u > u_0 \), \( F(u) - \cos \psi < F(u_0) - 1 \). Then (4.14) implies that \( \cos \psi > \left( (N-1)q - 1 \right)/(N+q+1) \); and \( \phi_{1,q} \) is increasing whenever \( u < 0 \). Suppose that \( u \) keeps a constant sign; then \( u(r) = 0 \left( r^{-2/(q-1)} \right) \) and \( \sin \psi = 0 \left( r^{-(q+1)/(q-1)} \right) \) at \( +\infty \), hence \( \phi_{1,q}(u) = 0 \left( r^{((N-2)q - (N+2))/(q-1)} \right) \). Then \( \lim_{u \to 0} \phi_{1,q}(u) = 0 \), and \( \phi_{1,q}(u_0) = 0 \), which is impossible. \( \square \)

**Remark 4.3.** The next question is to determine what happens when \( f(u) = |u|^{q-1}u \), with \( 0 < q < 1/(N - 1) \). Since \( 1/(N - 1) \leq 1 \) the singular solution \( U \) has no vertical point, hence \( \psi_1 < \pi/2 \). On the contrary for regular solutions we can see numerically that \( \psi_1 \) can be greater or lower than \( \pi/2 \), depending on the initial data \( u_0 \), or on the value of \( q \), see Fig. 1.

To end this paragraph we give some results about the maximal diameter of the regular curves, and other related questions, which extend [CF3], [F3], [F6]. From Proposition 1.2, the maximal diameter is twice the radius \( r_\alpha \) of the first maximal point \( u_\alpha \) under the axis \( u = 0 \) (whenever it exists, that is when \( u_0 < \tilde{u}_0 \)). For simplification we only consider the case of a power.

**Proposition 4.2.** Let \( f(u) = |u|^{q-1}u \), where \( q > 0 \). Then

(i) There is a uniform bound for the diameter \( r_\alpha \) of all the regular solutions.
(ii) On the interval \(-q(N - 1)^2 / \sqrt{2N - 1}^{1/(q+1)}, 0\) any regular solution can have at most one maximal point and one minimal point.

(iii) When \(q > 1/(N - 1)\) then more precisely

\[
\delta_q < N/(\delta_q(q + 1)(N - 1))^{q/(q+1)},
\]

where \(\delta_q\) is given in (1.14). Moreover, on the interval

\[
(- (\delta_q(q + 1)(N - 1))^{1/(q+1)}, 0),
\]

any regular solution can have at most one minimal point.

**Proof.** First suppose that \(q > 1/(N - 1)\). Consider the function \(\phi_{\delta_q q}\) defined in (1.12). It is negative and decreasing. Then at the point \(u_\alpha\) we have, from (1.7),

\[
\delta_q + |u_\alpha|^{q+1}/(q + 1) < N|u_\alpha|/(q + 1)r_\alpha < N^{1+1/q}/(q + 1)r_\alpha^{1+1/q},
\]

hence \(r_\alpha\) is uniformly bounded by \(N/(\delta_q(q + 1))^{q/(q+1)}\). More precisely, there is a unique inflexion point \(r_\sigma = r(u_\sigma)\) on the curve, such that \(u_\sigma \in [u_\alpha, 0]\) and \(\cos \psi_\sigma \leq 0\). At this point, we have \(r_\sigma |u_\sigma|^q = (N - 1)\sin \psi_\sigma\) from (1.9) and \(\phi_{\delta_q q}(u_\sigma) < 0\); then

\[
\delta_q + |\cos \psi_\sigma| + |u_\sigma|^{q+1}/(q + 1) < N|u_\sigma|\sin \psi_\sigma/(q + 1)r_\sigma
\]

\[
= N|u_\sigma|^{q+1}/(q + 1)(N - 1),
\]

hence

\[
\delta_q(q + 1)(N - 1) < |u_\sigma|^{q+1} \leq |u_\alpha|^{q+1};
\]

then above \(u_\sigma\) any regular solution can have at most a minimal point; moreover \(r_\alpha < N/|u_\alpha|^q\), hence we get (4.15).

Now consider the general case. Here we follow the proof of [CF3]. Since \(r_\alpha|f(u_\alpha)| > N - 1\) and \(r(u_0)|f(u_0)| = 0\), there is a unique point \(r_\gamma = r(u_\gamma)\) on the curve, such that \(u_\gamma \in (u_0, u_\alpha)\), \(r_\gamma|f(u_\gamma)| = N - 1\), and \(\sin \psi > 0\) on \((u_\gamma, u_\alpha)\); then on this interval \(r|f(u)| > N - 1\), and there is no inflexion point, from (1.9), hence \(\psi > \psi_\gamma\). Consider the positive increasing function \(J\) defined in (1.5): we have \(J(u_\gamma) > 0\), and consequently

\[
\sin \psi_\gamma > (N - 1)/N.
\]

But on \((u_\gamma, u_\alpha)\) the curve lies under the "basis curve", hence at the crossing point, \(\tan \psi_\gamma < |u_\gamma|^{q+1}/q(N - 1)\). Then from (4.17),

\[
q(N - 1)^2 / \sqrt{2N - 1} < |u_\gamma|^{q+1},
\]
and (ii) follows. Moreover $r_\gamma = (N - 1)/|u_\gamma|^q$, then

\[(4.19) \quad r_\gamma < R_{N,q} = \left((N - 1)^{1-1/q} \sqrt{2N - 1}/q\right)^{q/(q+1)}.\]

Moreover from (1.5)(1.6),

\[J(u_\alpha) = J(u_\gamma) + q \int_{r_\gamma}^{r_\alpha} \frac{r^N}{N} |u|^q - 1 \tan \psi \, dr,\]

but $J(u_\alpha) = r_\alpha^{N-1} - r_\alpha^N |u_\alpha|^q / N < r_\alpha^{N-1} / N$, and $\tan \psi > \tan \psi_\gamma$ on $(r_\alpha, r_\gamma)$; then from (4.17),

\[r_\alpha^{N-1} \geq q \frac{N - 1}{\sqrt{2N - 1}} \int_{r_\gamma}^{r_\alpha} r^N |u|^q - 1 \, dr;\]

on this interval, we have $N - 1 < r |u|^q < N$, hence from (4.19)

\[(4.20) \quad r_\alpha^{N-1} \geq c_{N,q} \left(r_\alpha^{N+1/q} - R_{N,q}^{N+1/q}\right),\]

where $c_{N,q} = q(N - 1)^{2-1/q}/(N + 1/q)\sqrt{2N - 1}$ when $q \geq 1$, and $c_{N,q} = q(N - 1)^{1-1/q} / (N + 1/q)\sqrt{2N - 1}$ when $q < 1$. And (4.20) implies an uniform bound for $r_\alpha$. □

**Remark 4.4.** From (4.15) we establish that for large $q$, the maximal diameter of the curves is small, which could be foreseen numerically, see Fig. 4, 5, 7.

**Appendix A. The fixed point theorem.**

**Proof of Theorem 2.1.** It is the direct generalization of the proof of [CF1]. Let

\[(1) \quad c = (q(N + 1) + 2)/2(N - 1), \quad \text{and} \quad k = 2 + 1/q.\]

We write equation (2.1) as a system of unknown $(u, v, \alpha_0, \alpha_1)$:

\[(2) \quad \begin{cases} u(r) = -r^{-1/q} + (c + \alpha_0(r))r^k, \\ v(r) = q^{-1}r^{-(q+1)/q} + k(c + \alpha_1(r))r^{k-1}, \end{cases}\]

\[(3) \quad \begin{cases} \alpha_1(r) = \alpha_0(r) + k^{-1}r \alpha_0'(r), \\ v'(r) = -(N - 1) \left(|u(r)|^{q-1}u(r)(1 + v^2(r))^{3/2} + r^{-1}v(r)(1 + v^2(r))\right). \end{cases}\]
We write it under the form
\begin{equation}
\begin{cases}
\alpha_1(r) = \alpha_0(r) + r\alpha'_0(r)/k, \\
r^{-\beta} (r^k (r^\beta \alpha_0(r)))' + \gamma^2 r^{-k} \alpha_0(r) = F(r),
\end{cases}
\end{equation}
where we choose
\begin{equation}
\gamma = \sqrt{N-1}/q, \quad \beta = N/2 + 2(k-1);
\end{equation}
and \( F \) is given in function of \( \alpha_0, \alpha_1 \) by
\begin{equation}
F(r) = (k-1)q^{-1}r^{-k} - k(k-1)cr^{k-2} + (\beta - 1)(\beta - k)\alpha_0(r)r^{k-2}
+ k(2\beta - k)\alpha_1(r)r^{k-2} + \gamma^2 \alpha_0(r)r^{-k}
- (N-1) \left( |u(r)|^{q-1}u(r)(1 + v(r))^{3/2} + v(r)(1 + v^2(r))r^{-1} \right),
\end{equation}
where \( u, v \) are defined by (2). Now introduce the kernel of equation (3): set \( \alpha = (\alpha_0, \alpha_1) \). Then the system takes the form
\begin{equation}
\alpha = T(\alpha) = (T_0(\alpha), T_1(\alpha)),
\end{equation}
where
\begin{equation}
T_0(\alpha) = \gamma^{-1}r^{-\beta} \int_0^r \tau^\beta F(\tau) \sin \frac{\gamma}{k-1}(\tau^{1-k} - r^{1-k}) d\tau,
\end{equation}
\begin{equation}
T_1(\alpha) = (1 - \beta k^{-1})T_0(\alpha) + k^{-1}r^{1-\beta-k} \int_0^r \tau^\beta F(\tau) \cos \frac{\gamma}{k-1}(\tau^{1-k} - r^{1-k}) d\tau.
\end{equation}
Let \( \sigma \in (0, 2(k-1)) \) be fixed. For any \( M > 0 \) and any \( R \in (0, 1] \) we set
\begin{equation}
B_{M,R} = \left\{ \alpha = (\alpha_0, \alpha_1) \in C^0([0, R], \mathbb{R}^2) \left| ||\alpha|| = \max_{r \in (0, R]} |r^{-\sigma} \alpha_0(r)| + \max_{r \in [0, R]} |\alpha_1(r)| \leq M \right. \right\}.
\end{equation}
We are going to prove that for any \( M > 0 \), there is an \( R = R(M) \) such that \( T \) is a strict contraction of \( B_{M,R(M)} \).

Notice first that for \( R(M) \) small enough, \( u(r) \) is negative for any \( \alpha \in B_{M,R(M)} \). Then let us compute
\begin{equation}
F(r) = (k-1)q^{-1}r^{-k} - k(k-1)cr^{k-2} + (\beta - 1)(\beta - k)\alpha_0(r)r^{k-2}
+ k(2\beta - k)\alpha_1(r)r^{k-2} + \gamma^2 \alpha_0(r)r^{-k} + r^{2-3k}H\left(\alpha(r), r^{2(k-1)}\right),
\end{equation}
where

\begin{equation}
H(\alpha, t) = (N - 1)q^{-3}(1 - pt)^q(1 + mt + s^2t^2)^{3/2} - (1 + st)(1 + mt + s^2t^2),
\end{equation}

with

\begin{equation}
p = c + \alpha_0, \quad m = q(2kc + q + 2k\alpha_1), \quad s = qk(c + \alpha_1).
\end{equation}

Then we develop \( H \) up to the order 3 in \( t \) and obtain

\begin{equation}
H(\alpha, r^{2(k-1)}) = (N - 1)q^{-3}(m/2 - qp - s)r^{2(k-1)} + (N - 1)q^{-3}(s^2 + 3m^2/4 - 3mqp + q(q - 1)p^2 - 2ms) \\
\cdot r^{4(k-1)}/2 + r^{6(k-1)}Q(\alpha, r),
\end{equation}

where, for \( R(M) \) small enough, for any \( \alpha \in B_{M,R(M)} \) and \( r \in [0, R(M)] \),

\begin{equation}
|Q(\alpha(r), r)| + \left| \frac{\partial Q}{\partial \alpha_0}(\alpha(r), r) \right| + \left| \frac{\partial Q}{\partial \alpha_1}(\alpha(r), r) \right| \leq C(M),
\end{equation}

and \( C(M) \) depends only on \( M \); (15) comes from suitable estimates of \( \frac{\partial^3 H}{\partial t^3} \), \( \frac{\partial^4 H}{\partial \alpha_0 \partial t^3}, \frac{\partial^4 H}{\partial \alpha_1 \partial t^3} \). When using (14) in (11), with our choice of parameters \( \gamma, c \) and \( \beta \), the coefficients of \( r^{-k}, \alpha_0 r^{-k}, \alpha_1 r^{k-2} \) vanish, so that we get

\begin{equation}
F(r) = \lambda r^{k-2} + P(\alpha(r))r^{k-2} + Q(\alpha(r), r)r^{3k-4},
\end{equation}

where

\begin{equation}
\lambda = -k(k - 1)c + (N - 1)(3q/4 + (k - 3)c - 6q^{-1}kc^2 + (q - 1)q^{-2}c^2)/2,
\end{equation}

\begin{equation}
P(\alpha) = \mu \alpha_0 - 3(N - 1)q^{-1}k\alpha_0\alpha_1 + (N - 1)(q - 1)q^{-2}\alpha_0^2/2,
\end{equation}

\begin{equation}
\mu = (\beta - k)(\beta - 1) + (N - 1)q^{-2}(2(q - 1)c - 3(2kq + q^2))/2.
\end{equation}

Now we can estimate the right terms of (8) (9). For any function \( \phi \) on
we set
\[ S(\phi)(r) = \int_0^r \phi(\tau) \sin \frac{\gamma}{k-1} (\tau^{1-k} - r^{1-k}) \, d\tau, \]
\[ C(\phi)(r) = \int_0^r \phi(\tau) \cos \frac{\gamma}{k-1} (\tau^{1-k} - r^{1-k}) \, d\tau, \]
and get for any real \( \rho > -k \) the relations

\[ C(r^\rho) = \gamma^{-1}(\rho + k)S(r^{\rho+k-1}), \]
\[ S(r^\rho) = \gamma^{-1}(\rho + k) - \gamma^{-2}(\rho + 2k - 1)(\rho + k)S(r^{\rho+2(k-1)}). \]

They imply the estimates

\[ S(r^\rho) = \gamma^{-1}r^{\rho+k} + O(r^{\rho+3k-2}), \]
\[ C(r^\rho) = \gamma^{-2}(\rho + k)r^{\rho+2k-1} + O(r^{\rho+4k-3}). \]

Then

\[ \gamma^{-1}r^{-\beta}S(\lambda r^{\beta+k-2}) = \gamma^{-2}\lambda r^{2(k-1)} + O(r^{4(k-1)}), \]
\[ k^{-1}r^{1-\beta-k}C(\lambda r^{\beta+k-2}) = \gamma^{-2}k^{-1}(\beta + 2k - 2)\lambda r^{2(k-1)} + O(r^{4(k-1)}); \]

moreover from (10) and (15) we deduce the following estimates, with new constants \( C(M) \):

\[ |S(P(\alpha)r^{\beta+k-2})| + |C(P(\alpha)r^{\beta+k-2})| \leq C(M)r^{\beta+k-1+\sigma}, \]
\[ |S(Q(\alpha,r)r^{\beta+3k-4})| + |C(Q(\alpha,r)r^{\beta+3k-4})| \leq C(M)r^{\beta+3(k-1)}. \]

Then for any \( \alpha \in B_{M,R(M)}, \)

\[ ||T(\alpha)|| \leq C(M) \left( R(M)^{2(k-1)-\sigma} + R(M)^{k-1} + R(M)^{\sigma} \right), \]

hence \( T \) applies \( B_{M,R(M)} \) into itself for \( R(M) \) small enough. Then we estimate \( ||T(\alpha) - T(\widehat{\alpha})|| \) for any \( \alpha, \widehat{\alpha} \in B_{M,R(M)}. \) From (10) and (15) we get

\[ |S((\alpha_0 - \widehat{\alpha}_0)r^{\beta+k-2})| + |C((\alpha_0 - \widehat{\alpha}_0)r^{\beta+k-2})| \leq C(M)r^{\beta+k-1+\sigma}||\alpha - \widehat{\alpha}||, \]
\[ |S((\alpha_0\alpha_1 - \widehat{\alpha}_0\widehat{\alpha}_1)r^{\beta+k-2})| + |C((\alpha_0\alpha_1 - \widehat{\alpha}_0\widehat{\alpha}_1)r^{\beta+k-2})| \leq C(M)r^{\beta+k-1+\sigma}||\alpha - \widehat{\alpha}||, \]
\[ |S((\alpha_0^2 - \widehat{\alpha}_0^2)r^{\beta+k-2})| + |C((\alpha_0^2 - \widehat{\alpha}_0^2)r^{\beta+k-2})| \leq C(M)r^{\beta+k-1+2\sigma}||\alpha - \widehat{\alpha}||, \]
\[ |S((Q(\alpha, r) - Q(\widehat{\alpha}, r))r^{\beta+3k-4})| + |C((Q(\alpha, r) - Q(\widehat{\alpha}, r))r^{\beta+3k-4})| \leq C(M)r^{\beta+3(k-1)}||\alpha - \widehat{\alpha}||; \]
hence

\[ ||T(\alpha) - T(\tilde{\alpha})|| \leq C(M) (R(M)^{k-1} + R(M)^{\sigma}) ||\alpha - \tilde{\alpha}||, \]

and \( T \) is a strict contraction of \( B_{M,R(M)} \) for \( R(M) \) small enough. Consequently it has a unique fixed point \( \alpha \). From (6) (8), \( \alpha_0 = T_0(\alpha) \) is in fact in \( C^\infty([0,R(M)]) \), so that the function

\[ U(r) = -r^{-1/q} + (c + \alpha_0(r))r^{2+1/q}, \]

where \( c \) is given by (1), is a solution in \( (0,R(M)] \) of equation (2.1), which ends the proof.

\[ \square \]

**Remark.** With (16) we get the third term in the expansion of \( U \) (and the others, as in [CF1]):

\[ U(r) = -r^{-1/q} + cr^{2+1/q} + \lambda \gamma^{-2} r^{4+3/q}(1 + o(r)), \]

where \( \gamma, \lambda \) are given by (5), (17).

**Appendix B. Unduloids in dimension \( N \).**

The unduloids are rotationally invariant surfaces of constant positive mean curvature \( H \), without any double points and periodic in \( u \). Hence they are given by the periodic solutions \( u \rightarrow r(u) \) of the equation

\[ \frac{\ddot{r}}{(1 + \dot{r}^2)^{3/2}} - \frac{N-1}{r} \frac{1}{\sqrt{1 + r^2}} = -NH. \]

By integration we get

\[ \frac{r^{N-1}}{\sqrt{1 + \dot{r}^2}} - Hr^N = A, \]

where necessarily \( 0 < A < (N-1)^{N-1}H^{1-N}/N^N \). Set

\[ A = \frac{(N-1)^{N-1}}{N^N}H^{1-N}(1 - k^2)^{N/2}, \]

where \( k \in (0,1) \). Denote by \( \psi \) the angle between a tangent to the curve and the \( r \) axis, hence \( \cos \psi = \ddot{r}/\sqrt{1 + \dot{r}^2} \). Then from (1) (2), it is easy to verify that \( k \) is the maximal value of \( |\cos \psi| \) on a periodic loop, attained at the point \( r = \sqrt{1 - k^2(N-1)/NH} \).
Let $T = T(H, k)$ be the smallest period of the unduloid $\Omega_k$ with parameter $k$.

Then from (2) the curve is symmetric by respect to $u = \bar{u} + T/2$ where $\bar{u}$ is any extremal point, and $T$ is given explicitly in terms of an hyperelliptic integral:

$$T = 2 \int_{r_\alpha}^{r_\beta} \left( (Hr + Ar^{1-N})^{-2} - 1 \right)^{-1/2} \, dr,$$

where $r_\alpha, r_\beta$ are two extremal points, the two solutions of the equation $Hr + Ar^{1-N} = 1$. In order to study the period function $T$ we use another way: when $N = 2$ any unduloid is the curve traced by the focal point of an ellipse when it is rolled on the $u$-axis. Hsiang and Yu extended this classical result to the dimension $N$ in [HY]: for any unduloid $\Omega$ there exists unique polar coordinate graph $\Gamma$, $\theta \to \rho = f(\theta)$, such that $\Omega$ is the trace of the origin by rolling $\Gamma$ on the $u$-axis. Then $\Gamma$ is a periodic curve of period $\tau$, $T$ is equal to the arc length of $\Gamma$ between $\theta = 0$ and $\theta = \tau$, and the extremals of $r$ and $\rho$ are the same. From [HY], Theorem 3, there is a $\beta > N^2(H/(N-1))^{2-2/N}$ such that

$$\left( \frac{d\theta}{dw} \right)^2 = \beta(w - H)^{2/N} - w^2,$$

where $w = 1/r$. 
Then we get

\( T = 2 \int_0^{\pi/2} \left( \rho^2 + \left( \frac{d\rho}{d\theta} \right)^2 \right)^{1/2} d\theta \)

\[ = 2 \int_{\rho_\alpha}^{\rho_\beta} \left( 1 - \beta^{-1} \rho^{2/N-2} (1 - H \rho)^{-2/N} \right)^{-1/2} d\rho. \]

But \( \rho_\alpha = r_\alpha, \rho_\beta = r_\beta \) are the solutions of the equation \( \rho^{2-2/N} (1 - H \rho)^{2/N} = \beta^{-1} \), hence \( \beta = A^{-2/N} \), and we get a second formula for \( T \):

\( T = 2 \int_{r_\alpha}^{r_\beta} \left( 1 - A^{2/N} r^{2/N-2} (1 - H r)^{-2/N} \right)^{-1/2} dr. \)

Now we can prove the following lemma, which extends the results of [F5] to any dimension \( N \):

**Lemma B1.** The period function of an unduloid \( \Omega_k \) with curvature \( H \) and parameter \( k \) is given by

\( T(H, K) = I(k)/H, \)

where \( I \) is a continuous positive function on \([0, 1]\).

**Proof.** For any \( k \in (0, 1) \), we make the change of variables \( r = (N - 1)(1 + t)/NH \) in formula (6), and get (7), with

\[ I(k) = \frac{2(N - 1)}{N} \int_{t_\alpha(k)}^{t_\beta(k)} \left( 1 - \frac{1 - k^2}{K(t)} \right)^{-1/2} dt, \]

where

\[ K(t) = (1 + t)^{2-2/N} (1 - (N - 1)t)^{2/N}, \]

and \( t_\alpha(k), t_\beta(k) \) are the two solutions of the equation \( K(t) = 1 - k^2 \), with \(-1 < t_\alpha(k) < 0 < t_\beta(k) < 1/(N - 1)\).

Now the two functions \( t_\alpha, t_\beta \) are differentiable in \((0, 1)\), and we can write, as in [BB],

\[ \frac{N}{2(N - 1)} I(k) = \int_0^k \frac{d}{dq} (t_\beta - t_\alpha)(q) \left( 1 - \frac{1 - k^2}{1 - q^2} \right)^{-1/2} dq \]

\[ = \int_0^1 \frac{d}{dq} (t_\beta - t_\alpha)(k\tau) \sqrt{1 - k^2\tau^2} \frac{d\tau}{\sqrt{1 - \tau^2}}. \]
Then $I$ is a continuous function on $(0, 1)$, obviously positive. We have to prove that $I$ has positive limits at 0 and 1. Let for any $q \in (0, 1)$,

\begin{equation}
W(q) = \frac{d}{dq} (t_\beta - t_\alpha)(q) \sqrt{1 - q^2} = 2q \left( \frac{1}{K'(t_\alpha(q))} - \frac{1}{K'(t_\beta(q))} \right) \sqrt{1 - q^2},
\end{equation}

then $W$ is nonnegative. When $N = 2$, $W(q) = 2\sqrt{1 - q^2}$ and we find again the result of [CF3], [F5]: $I(k) = 2E(k)$, where $E(k) = \int_0^{\pi/2} \sqrt{1 - k^2 \sin^2 \omega} \, d\omega$; and $I$ is decreasing from $\pi$ to 2 on $[0, 1]$. Now look at the case $N > 2$; we get easily $\lim_{q \to 0} q^{-1} t_\alpha(q) = -\lim_{q \to 0} q^{-1} t_\alpha(q) = 1/\sqrt{N - 1}$, hence $\lim_{q \to 0} W(q) = 2/\sqrt{N - 1}$. Now we have $\lim_{q \to 1} t_\alpha(q) = -1$, $\lim_{q \to 1} t_\beta(q) = 1/(N - 1)$, then $\lim_{q \to 1} (1/K'(t_\beta(q))) = 0$ since $N > 2$. We get

\[ \lim_{q \to 1} 2(1 - q)^{-1/2(N - 1)} W(q) = N(N - 2)/(N - 1)/(N - 1), \]

hence $\lim_{q \to 1} W(q) = 0$. The function $W$ is bounded on $(0, 1)$ and we can apply the Lebesgue theorem, since $(1 - r^2)^{-1/2}$ is integrable. We obtain $\lim_{k \to 1} I(k) = 2$ and $\lim_{k \to 0} I(k) = \pi/\sqrt{N - 1}$.

**Remark.** From (5), Hsiang and Yu had given in [H, Y] an upper bound for $T$, which means that $I(k) \leq 2(\pi + 1)$. Here we prove that $I$ has also a positive lower bound in $(0, 1)$. Incidentally one could expect the form (7) of function $T$, since the change of variables $r(u) = \frac{N - 1}{NH} s(v), v = \frac{NH}{N - 1} u$ reduces equation (1) into the equation of an unduloid of curvature $N - 1$:

\[ \frac{d^2 s}{dv^2} \left(1 + \left(\frac{ds}{dv}\right)^2\right)^{3/2} - \frac{N - 1}{s} \frac{1}{\sqrt{1 + \left(\frac{ds}{dv}\right)^2}} = -(N - 1); \]

hence $T(H, k) = \frac{N - 1}{NH} T(N - 1, k)$.

In the following lemma we construct an unduloid of comparison in dimension $N$, whose curvature is given implicitly, as in [F5], [I] when $N = 2$.

**Lemma B2.** Let $b < a, v_\alpha < \beta$ and $r_\alpha$ be small enough: such that

\begin{equation}
0 < r_\alpha < (N - 1) / |f(v_\alpha - NM/2)|f(b)|, \quad \text{where } M = \max_{k \in [0, 1]} I(k).
\end{equation}

Then there exists an unduloid $\Omega_k$ with consecutive extremal points $(v_\alpha, r_\alpha), (v_\beta, r_\beta)$, with $v_\beta < v_\alpha, r_\beta > r_\alpha$ and curvature $|f(v_\beta)|/N$. Its parameter $k$ is given by the relation

\begin{equation}
k^2 = 1 - K(-1 + r_\alpha |f(v_\beta)|/(N - 1)),
\end{equation}
where $K$ is defined in (9).

**Proof.** If $\Omega_k$ exists, its period is given by

\begin{equation}
T(k) = 2(v_\alpha - v_\beta) = NI(k)/|f(v_\beta)|.
\end{equation}

For any $k \in [0,1]$ there is a unique $v(k) < v_\alpha$ such that

\begin{equation}
2(v_\alpha - v(k)) = NI(k)/|f(v(k))|.
\end{equation}

Indeed the continuous function $v \rightarrow y(v) = 2(v_\alpha - v) + NI(k)/f(v)$ is decreasing from (0.3), and $\lim_{v \to -\infty} y(v) = +\infty$ and $y(v_\alpha) < 0$. Moreover $v(k) > v_\alpha - NI(k)/2|f(b)|$; then from (12), $t_\alpha = -1 + r_\alpha|f(v(k))/(N-1) < 0$. Consequently $r_\alpha$ is a minimal point of $\Omega_k$ if and only if $K(t_\alpha) = 1 - k^2$. Let us define for any $k \in [0,1],

\begin{equation}
\Theta(k) = (1 - K(r_\alpha|f(v(k))|/(N-1) - 1))^{1/2}.
\end{equation}

Then from Lemma B1, $\Theta$ takes $[0,1]$ continuously into itself, and has a fixed point $k$, and $\Omega_k$ satisfies Lemma B2. \qed
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