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Let $G$ be a connected finite dimensional Lie group. In this paper we consider the problem of extending irreducible unitary representations of $G$ to holomorphic representations of certain semigroups $S$ containing $G$ and a dense open submanifold on which the semigroup multiplication is holomorphic. We show that a necessary and sufficient condition for extendability is that the unitary representation of $G$ is a highest weight representation. This result provides a direct bridge from representation theory to coadjoint orbits in $g^*$, where $g$ is the Lie algebra of $G$. Namely the moment map associated naturally to a unitary representation maps the orbit of the highest weight ray (the coherent state orbit) to a coadjoint orbit in $g^*$ which has many interesting geometric properties such as certain convexity properties and an invariant complex structure.

In this paper we use the interplay between the orbit picture and representation theory to obtain a classification of all irreducible holomorphic representations of the semigroups $S$ mentioned above and a classification of unitary highest weight representations of a rather general class of Lie groups. We also characterize the class of groups and semigroups having sufficiently many highest weight representations to separate the points.

0. Introduction.

A closed convex cone $W$ in the Lie algebra $g$ is called invariant if it is invariant under the adjoint action. The starting point in the theory of holomorphic extensions of unitary representations was Ol’shanskiĭ’s observation that if $W$ is a pointed generating invariant cone in a simple Lie algebra $g$, where $G$ is a corresponding linear connected group, and $G_C$ its universal complexification, then the set $S_W = G \exp(iW)$ is a closed subsemigroup of $G_C$ ([Ol82]). This theorem has been generalized by Hilgert and Ølafsson to solvable groups ([HiOl92]) and the most general result of this type, due to Lawson ([La94], [HiNe93]), is that if $G_C$ is a complex Lie group with an antiholomorphic involution inducing the complex conjugation on $g_C = L(G_C)$, then the set
Sw = G \exp(iW) is a closed subsemigroup of \( G_c \). The class of semigroups obtained by this construction is not sufficient for many applications in representation theory. For instance Howe's oscillator semigroup (cf. [How88]) is a 2-fold covering of such a semigroup, but it cannot be embedded into any group. In [Ne94d] we have shown that given a Lie algebra \( \mathfrak{g} \), a generating invariant convex cone \( W \subseteq \mathfrak{g} \), and a discrete central subgroup \( D \) invariant under complex conjugation of the simply connected group corresponding to the Lie algebra \( \mathfrak{g} + i(W \cap (-W)) \), there exists a semigroup \( S = \Gamma(\mathfrak{g}, W, D) \) called the Ol'shanskiï semigroup defined by this data. This semigroup is the quotient \( \tilde{S}/D \), where \( \tilde{S} \) is the universal covering semigroup of \( S \) (cf. [Ne92]) and \( D \cong \pi_1(S) \) is a discrete central subgroup of \( \tilde{S} \). Moreover, the semigroup \( \tilde{S} \), also denoted \( \Gamma(\mathfrak{g}, W) \), can be obtained as the universal covering semigroup of the subsemigroup \( \langle \exp(\mathfrak{g} + iW) \rangle \) of the simply connected complex Lie group \( G_c \) with Lie algebra \( \mathfrak{g}_c \). The semigroup \( S \) contains a dense open semigroup ideal called the interior \( \text{int}(S) \) which is a complex manifold on which the semigroup multiplication is holomorphic. Complex conjugation on the cone \( \mathfrak{g} + iW \) integrates to an antiautomorphism \( s \mapsto s^* \) of \( S \) which is antiholomorphic on \( \text{int}(S) \).

Let us write \( B(\mathcal{H}) \) for the \( C^* \)-algebra of bounded operators on a Hilbert space \( \mathcal{H} \). A holomorphic representation of an Ol'shanskiï semigroup \( S \) is a weakly continuous monoid morphism \( \pi : S \to B(\mathcal{H}) \) such that \( \pi \) is holomorphic on the complex manifold \( \text{int}(S) \) and \( \pi(s)^* = \pi(s^*) \) holds for all \( s \in S \). One can think of representations of \( S \) as analytic continuations of unitary representations of the subgroup \( U(S) = \{ s \in \tilde{S} : s^*s = 1 \} \) of unitary elements in \( S \).

If the cone \( W \) is pointed, then, according to the results in Chapter 9 of [HiNe93], holomorphic contraction representations of \( S = \Gamma(\mathfrak{g}, W, D) \) are in one-to-one correspondence to unitary representations \( \pi \) of the connected Lie group \( G \) with fundamental group \( D \) satisfying the condition that the essentially selfadjoint operators \( i \cdot d\pi(X) \) are negative for every \( X \in W \). We note that this result is due to Ol'shanskiï in the case of simple groups ([Ol82]) and to Hilgert and Olafsson in the case of solvable groups ([HiOl92]). The case of simple Lie groups has also been considered in [Sta86] and for the case of the metaplectic representation we also refer to [How88], [BK80], [Br85] and [Hi89]. The main technique in [Ne94d] was to reduce the problem of studying holomorphic representations to the investigation of holomorphic representations by contractions.

One of the main results in [Ne94d] consists of a characterization of those unitary representations of a connected Lie group \( G \) which can be extended to holomorphic representations of an Ol'shanskiï semigroup \( S = \Gamma(\mathfrak{g}, W, \pi_1(G)) \) with \( U(S)_0 \cong G \).
From now on we assume that $g$ is a (CA) Lie algebra, i.e., the group of inner automorphisms of $g$ is closed in the group $\text{Aut}(g)$ of all automorphisms of $g$. As we have seen in [Ne94d], this condition is a rather natural one since it entails that every connected group $G$ with $L(G) = g$ is a type I group.

Let us say that a subalgebra $\alpha \subseteq g$ is compactly embedded if the group generated by $e^{ad\alpha}$ has compact closure in $\text{Aut}(g)$. We assume that $g$ contains a compactly embedded Cartan algebra $t$, i.e., $t$ is compactly embedded and maximal abelian in $g$. Then there exists a unique maximal compactly embedded subalgebra $\mathfrak{k}$ containing $t$. We write $K = \exp \mathfrak{k}$ for the corresponding analytic subgroup of $G$.

In [Ne94e, Th. III.8] we have shown that for every irreducible representation $(\pi, \mathcal{H})$ of the O’Shanskiï $S$ the space $\mathcal{H}^K$ of $K$-finite vectors is a highest weight module of the Lie algebra $g_C$ and that $\pi(\text{int} S)$ consists of trace class operators. In the same paper we applied these results to obtain a rather satisfactory disintegration and character theory for O’Shanskiï semigroups.

The best known examples for representations which fit into this theory are the irreducible representations of compact Lie groups, the holomorphic discrete series representations of simple hermitean Lie groups, the metaplectic representation of the 2-fold cover $H_n \rtimes \text{Mp}(n, \mathbb{R})$ of the Jacobi group $\text{St}(n, \mathbb{R}) := H_n \rtimes \text{Sp}(n, \mathbb{R})$, where $H_n$ denotes the $(2n + 1)$-dimensional Heisenberg group, and the oscillator representation of the $(2n + 2)$-dimensional oscillator group. Other examples are the ladder representations of the subgroups of $\text{Mp}(n, \mathbb{R})$ obtained by restriction of the metaplectic representation.

In this paper we combine the results from [Ne94f] on coadjoint orbits with the results from [Ne94d, e] on holomorphic representations. In the first section we consider the coadjoint orbits associated to unitary highest weight representations. We show that the orbit of the highest weight ray in the projective space is a coherent state orbit, i.e., a complex Kähler manifold. For reductive Lie groups we show that the unitary highest weight representations are precisely those which have such an orbit. This result is originally due to Lisiecki (cf. [Li90, 3.8]) but we note that our proof does not need the Bott-Borel-Weil Theorem. We also discuss the integrality conditions which are necessary for unitarizability.

In Section II we discuss the metaplectic or Weil representation of the two-fold covering $\text{Mp}(n, \mathbb{R})$ of the symplectic group $\text{Sp}(n, \mathbb{R})$. We are mainly interested in the extension of this representation to a unitary representation of the semidirect product $H\text{Mp}(n, \mathbb{R}) = H_n \rtimes \text{Mp}(n, \mathbb{R})$. This representation plays a crucial role in Section III, where we use a theorem of Satake on tensor product decompositions of irreducible representations of semidirect products ([Sa71]) to obtain a classification of the unitary highest weight
representations of a Lie group $G$. These representations are tensor products of suitably modified extended metaplectic representations and highest weight representations of reductive Lie groups which are classified by Enright, Howe, Wallach ([EHW83]) and Jakobsen ([Jak83]).

The first three sections of this paper only deal with Lie groups and their representations. In Section IV we turn to the characterization of those unitary highest weight representations which extend holomorphically to a given Ol’shanskiï semigroup. We prove in particular that every unitary highest weight representation extends holomorphically to a certain Ol’shanskiï semigroup.

Moreover we use the results of Section III to show that every irreducible holomorphic representation of an Ol’shanskiï semigroup is a highest weight representation which in turn leads to a classification of all irreducible holomorphic representations.

Section V contains a proof of the Gelfand-Raïkov Theorem for Ol’shanskiï semigroups which says that for every Ol’shanskiï’s semigroup $S = \Gamma(g, W, D)$ the holomorphic representations separate the points if and only if $g$ is admissible, i.e., $g \oplus \mathbb{R}$ contains a pointed generating invariant cone, and $H(W) := W \cap (-W)$ is a compact Lie algebra. Moreover, if $W$ is pointed, then even the holomorphic contraction representations separate the points.

1. Highest weight representations and coadjoint orbits.

1.1. Coherent state orbits. Let $G$ be a simply connected Lie group and $\mathfrak{g}$ its Lie algebra. We assume that $\mathfrak{g}$ contains a compactly embedded Cartan algebra $\mathfrak{t}$. Let $\mathfrak{k}$ denote the uniquely determined maximal compactly embedded subalgebra containing $\mathfrak{t}$ ([HHL89, A.2.40]). We set $T := \exp \mathfrak{t}$ and $K := \exp \mathfrak{k}$.

Associated to the Cartan subalgebra $\mathfrak{t}_C$ in the complexification $\mathfrak{g}_C$ is a root decomposition as follows ([HiNe93, Ch. 7]). For a linear functional $\alpha \in \mathfrak{t}_C^*$ we set

$$\mathfrak{g}_C^\alpha := \{X \in \mathfrak{g}_C : (\forall Y \in \mathfrak{t}_C)[Y, X] = \alpha(Y)X\}$$

and

$$\Delta := \Delta(\mathfrak{g}_C, \mathfrak{t}_C) := \{\alpha \in \mathfrak{t}_C^* \setminus \{0\} : \mathfrak{g}_C^\alpha \neq \{0\}\}.$$ 

Then

$$\mathfrak{g}_C = \mathfrak{t}_C \oplus \bigoplus_{\alpha \in \Delta} \mathfrak{g}_C^\alpha,$$
α(t) ⊆ iR for all α ∈ Δ and $g_c^α = g_C^{-α}$, where $X \mapsto \overline{X}$ denotes complex conjugation on $g_C$ with respect to $g$. A root $α$ is said to be compact if $g_c^α \subseteq t_C$. We write $Δ_k$ for the set of compact roots and $Δ_p$ for the set of non-compact roots. We say that $g$ has cone potential if $[X, \overline{X}] = 0$ for $X \in g_c^α$ implies that $X = 0$ (cf. [HHL89, Ch. III]). We write $W_κ$ for the Weyl group of the compact Lie algebra $t$. This is a finite group which acts on $t$.

**Definition 1.1.**

(a) A subset $Δ^+ \subseteq Δ$ is called a positive system if there exists $X_0 \in it$ such that $Δ^+ = \{α \in Δ : α(X_0) > 0\}$ and a set $Σ$ is called a parabolic system if there exists $X_0 \in it$ such that

$$Σ = \{α \in Δ : α(X_0) \geq 0\}.$$

A positive system $Δ^+$ is said to be $t$-adapted if the set $Δ^+_p := Δ^+ \cap Δ_p$ of positive non-compact roots is invariant under the Weyl group $W_κ$. We say that $g$ is quasihermitean if there exists a $t$-adapted positive system (cf. [Ne94e, Prop. II.7]).

(b) For a $g_C$-module $V$ and $α \in t_C^*$ we set

$$V^α := \{v \in V : (\forall X \in t_C)X.v = α(X)v\}.$$  

This space is called the weight space of weight $α$ and $α$ is said to be a weight of $V$ if $V^α \neq \{0\}$. We write $P_V$ for the set of weights of $V$. Suppose that $λ \in P_V$. An element $v \in V^λ$ is called primitive (with respect to $Δ^+$) if $g_c^α.v = 0$ holds for all $α \in Δ^+$. A $g_C$-module $V$ is called a highest weight module with highest weight $λ$ (with respect to $Δ^+$) if it is generated by a primitive element of weight $λ$.

We recall that for each $λ \in t_C^*$ there exists a, up to isomorphism, unique highest weight module $L(λ)$ of $g_C$ (cf. [Ne94e, Prop. II.10]).

(c) In the following we write representations on Hilbert spaces as pairs $(π, H)$, where $H$ is the representing Hilbert space and $π$ the corresponding homomorphism to $B(H)$.

The irreducible highest weight module $L(λ)$ is said to be unitarizable if there exists a unitary representation $(π_λ, H_λ)$ of the simply connected Lie group $G$ with $L(G) = g$ such that $L(λ)$ is isomorphic to the $g_C$-module $H^{K,∞}$ of $K$-finite smooth vectors in $H$ (cf. [Ne94e, Th. III.6]). In this case $(π, H)$ is called a unitary highest weight representation of $G$. Note that in this case $H$ can be viewed as the completion of $L(λ) \cong H^{K,∞}$ with respect to the $g$-invariant hermitean scalar product on $L(λ)$. 
For more details on highest weight representations we refer to Section II in [Ne94e].

**Definition 1.2.** Let \((\pi, \mathcal{H})\) be a unitary representation of the Lie group \(G\). Then we have an action of the group \(G\) on the projective space \(\mathbb{P}(\mathcal{H})\) given by \(g.[v] := [g.v]\), where \(q : \mathcal{H} \setminus \{0\} \to \mathbb{P}(\mathcal{H}), v \mapsto [v] := \mathbb{C}v\) denotes the quotient mapping.

We write \(\mathcal{H}^\infty\) for the space of *smooth vectors*, i.e., the set of all elements \(v \in \mathcal{H}\) such that the mapping \(G \to \mathcal{H}, g \mapsto g.v\) is smooth. Then the Lie algebra \(\mathfrak{g}\) acts on \(\mathcal{H}^\infty\) by

\[
d\pi(X).v := \frac{d}{dt}|_{t=0} \pi(\exp tX).v
\]

and since \(\mathcal{H}^\infty\) is a complex vector space, this action extends to \(\mathfrak{g}_\mathbb{C}\) and turns \(\mathcal{H}^\infty\) in a \(\mathfrak{g}_\mathbb{C}\)-module. The mapping

\[
\Psi : \mathbb{P}(\mathcal{H}^\infty) \to \mathfrak{g}^*, \quad [v] \mapsto \left( X \mapsto \frac{1}{i} \frac{\langle d\pi(X).v, v \rangle}{\langle v, v \rangle} \right)
\]

is called the *moment mapping* of this representation.

For the following we recall the *coadjoint action* of a Lie group \(G\) on the dual \(\mathfrak{g}^*\) of its Lie algebra by \(g.\omega := \mathrm{Ad}^*(g).\omega = \omega \circ \mathrm{Ad}(g)^{-1}\). We write \(O_\omega\) for the coadjoint orbit \(\mathrm{Ad}^*(G).\omega\). Moreover we identify \(t^*\) with the subspace \([t, \mathfrak{g}]^\perp \subseteq \mathfrak{g}^*\), so that we consider every functional on \(t\) as a functional on \(\mathfrak{g}\).

**Lemma 1.3.** The moment mapping \(\Psi\) has the following properties:

(i) \(\Psi\) is \(G\)-equivariant with respect to the coadjoint action on \(\mathfrak{g}^*\).

(ii) If \(t \subseteq \mathfrak{g}\) is a compactly embedded Cartan algebra, \(\lambda = i\omega \in t_\mathbb{C}^*\), and \(\mathcal{H}_\lambda \subseteq \mathcal{H}^\infty\) the corresponding weight space, then \(\Psi(\mathbb{P}(\mathcal{H}_\lambda)) = \omega\).

(iii) If \(v_\lambda \in \mathcal{H}^\infty\) is a vector of weight \(\lambda = i\omega\), then \(\Psi\) maps \(G.[v_\lambda]\) onto the coadjoint orbit \(O_\omega\).

(iv) For \(v \in \mathcal{H}^\infty\) and \(X \in \mathfrak{g}\) we have

\[
d\Psi([v]) dq(v) d\pi(X).v = -\Psi([v]) \circ \mathrm{ad} X.
\]

(v) Let \(v \in \mathcal{H}^\infty\) with \(\|v\| = 1\) und write \(p_v(w) := w - \langle w, v \rangle v\) for the projection of \(\mathcal{H}\) onto the subspace \(v^\perp\). Then we have for \(X \in \mathfrak{g}_\mathbb{C}\)

\[
\Psi([v]) \left( i \left[ X, X \right] \right) = \|d\pi(X).v\|^2 - \left\| d\pi \left( X \right) . v \right\|^2
\]

\[
= \left\| p_v(d\pi(X).v) \right\|^2 - \left\| p_v \left( d\pi \left( X \right) . v \right) \right\|^2.
\]

**Proof.** (i) This follows by a direct computation from \(\pi(G) \subseteq U(\mathcal{H})\).
(ii) For $X \in \mathfrak{t}$ and $v \in \mathcal{H}^\lambda$ we find that $d\pi(X).v = \lambda(X)v$ so that $\langle \Psi([v]), X \rangle = -i\lambda(X) = \omega(X)$. For $X \in \mathfrak{g}_c^\alpha$ we have $d\pi(X).v \in \mathcal{H}^{\lambda+\alpha}$ which is orthogonal to $\mathcal{H}^\lambda$ and $d\pi(\overline{X}).v \in \mathcal{H}^{\lambda-\alpha}$ which is also orthogonal to $\mathcal{H}^\lambda$. Hence $\Psi([v])$ vanishes on $[t, g]$ and therefore $\Psi([v]) = \omega$.

(iii) follows by combining (i) and (ii).

(iv) Let $\gamma(t) := \pi(\exp tX).[v]$. Then $\gamma'(0) = dq(v)d\pi(X).v$ and therefore (i) implies that

$$
\frac{d}{dt}\big|_{t=0} \Psi(\gamma(t)) = \frac{d}{dt}\big|_{t=0} \text{Ad}^*(\exp tX).\Psi([v])
$$

$$
= \frac{d}{dt}\big|_{t=0} \Psi([v]) \circ e^{-t \text{ad} X} = -\Psi([v]) \circ \text{ad} X.
$$

(v) For the first assertion we calculate

$$
\Psi([v]) \left( i \left[ X, \overline{X} \right] \right) = \langle d\pi \left( \left[ X, \overline{X} \right] \right), v, v \rangle
$$

$$
= \langle d\pi(X)d\pi(\overline{X}).v, v \rangle - \langle d\pi(X)d\pi(\overline{X}).v, v \rangle
$$

$$
= -\langle d\pi(\overline{X}).v, d\pi(\overline{X}).v \rangle + \langle d\pi(X).v, d\pi(X).v \rangle
$$

$$
= -\left\|d\pi(\overline{X}).v\right\|^2 + \left\|d\pi(X).v\right\|^2.
$$

For the second we note that $\|p_v(w)\|^2 = \|w\|^2 - |\langle w, v \rangle|^2$ so that

$$
|\langle d\pi(X).v, v \rangle| = \left| -\langle v, d\pi(\overline{X}).v \rangle \right| = \left| \langle d\pi(\overline{X}).v, v \rangle \right|
$$

implies that

$$
\Psi([v]) \left( i \left[ X, \overline{X} \right] \right) = \|d\pi(X).v\|^2 - \left\|d\pi(\overline{X}).v\right\|^2
$$

$$
= \|d\pi(X).v\|^2 - |\langle d\pi(X).v, v \rangle|^2
$$

$$
- \left\|d\pi(\overline{X}).v\right\|^2 + \left| \langle d\pi(\overline{X}).v, v \rangle \right|^2
$$

$$
= \|p_v(d\pi(X).v)\|^2 - \|p_v(d\pi(\overline{X}).v)\|^2.
$$

For more details on the moment map and its convexity properties we refer to [Ne94g]. In general one cannot expect that an orbit $G.[v]$ is a symplectic submanifold of the infinite dimensional complex Kähler manifold $\mathcal{M}(\mathcal{H}^\infty)$ (cf. [GS84, p. 168]). The situation is considerably better if we consider orbits of highest weight vectors. The following lemma extends [Li90, Prop. 2.8].
Lemma 1.4. Suppose that $v_\lambda$ is a unit highest weight vector in $\mathcal{H}^K \subseteq \mathcal{H}^\infty$, $\lambda = i\omega$, and

$$b_\omega := \{ X \in g_C : d\pi(X).v_\lambda \in C v_\lambda \}.$$ 

Then the following assertions hold:

(i) The tangent space of the orbit $G.[v_\lambda] \subseteq \mathbb{P}(\mathcal{H}^\infty)$ is a complex subspace.

(ii) $b_\omega + \overline{b_\omega} = g_C$.

(iii) $\omega\left( i\left[ X, X \right] \right) \geq 0$ for all $X \in b_\omega$, where equality holds if and only if $X \in b_\omega \cap \overline{b_\omega}$.

(iv) If $g^\omega = \{ X \in g : \omega \circ \text{ad} X = 0 \}$ is the stabilizer algebra of $\omega$, then

$$(g^\omega)_C = b_\omega \cap \overline{b_\omega}.$$ 

(v) The moment mapping $\Psi$ induces a bijection of $G.[v_\lambda]$ onto $O_\omega$.

Proof. (i), (ii) First we note that $b_\omega$ contains $b(\Delta^+) := t_C \oplus \bigoplus_{\alpha \in \Delta^+} g_C^\alpha$. Hence

$$b_\omega + \overline{b_\omega} \supseteq b(\Delta^+) + b(-\Delta^+) = g_C.$$ 

We conclude that $g + b_\omega = g_C$. Thus $d\pi(g_C).v_\lambda = d\pi(g).v_\lambda$ which is the tangent space of the orbit $G.v_\lambda$ in $\mathcal{H}^\infty$ is a complex vector space. The tangent space of the orbit in the projective space inherits this property.

(iii) First we note that polarization shows that

$$\omega_C \left( i\left[ X, Y \right] \right) = \left\langle d\pi \left( \left[ X, Y \right] \right), v_\lambda, v_\lambda \right\rangle$$

$$= -\left\langle d\pi \left( Y \right), v_\lambda, d\pi \left( X \right), v_\lambda \right\rangle + \left\langle d\pi(X).v_\lambda, d\pi(Y).v_\lambda \right\rangle$$

for all $X, Y \in g_C$. This formula entails in particular that the orthogonality of the weight spaces in $\mathcal{H}^\infty$ implies the orthogonality of the root space in $b_\omega$ with respect to this form. Hence it suffices to check positivity on the root spaces and on $t_C$. For $X \in t_C$ we evidently have that $\omega\left( i\left[ X, X \right] \right) = 0$. For $X \in b_\omega \cap g_C^\alpha$ we have $d\pi(X).v_\lambda = 0$ and therefore $\omega\left( i\left[ X, X \right] \right) = -\left\| d\pi \left( X \right), v_\lambda \right\|^2 \leq 0$ by Lemma I.3(v) which even shows that equality holds if and only if $d\pi \left( X \right).v_\lambda = 0$, i.e., if $X \in b_\omega \cap \overline{b_\omega}$.

(iv) Let $X \in g^\omega$. We use (ii) to find $Y \in b_\omega$ with $X = Y + \overline{Y}$. Then

$$0 = i\omega \circ \text{ad} X \left( i\left( Y - \overline{Y} \right) \right) = i\omega \left( i\left[ Y + \overline{Y}, Y - \overline{Y} \right] \right) = 2i\omega \left( i\left[ \overline{Y}, Y \right] \right).$$

Hence, in view of (ii), $Y \in b_\omega \cap \overline{b_\omega}$ and therefore $X \in b_\omega \cap \overline{b_\omega}$. 
If, conversely, $X \in b_\omega \cap \overline{b_\omega}$, then (iii) above implies that $i \omega_c \left( i \left[ X, Y \right] \right) = -\omega_c \left( \left[ X, Y \right] \right) = 0$ holds for all $Y \in b_\omega$. Since $X \in g$, we also obtain $\omega_c([X,Y]) = 0$ for all $Y \in b_\omega$. Now (ii) entails that $\omega \circ \text{ad} X = 0$, i.e., $X \in g_\omega$.

(v) In view of (iv), the Lie algebras of the stabilizer subgroup of $\omega \in g^*$ and $[v_\lambda] \in \mathcal{P}(H^\infty)$ coincide. Hence the mapping from $G.[v_\lambda]$ onto $\mathcal{O}_\omega$ is a covering. Now the assertion is a consequence of the simple connectedness of the coadjoint orbit $\mathcal{O}_\omega$ ([Ne94c, Th. I.18]).

Before we apply the results from [Ne94c, f], we recall some of the crucial definitions.

**Definition 1.5.** Let $g$ be a finite dimensional Lie algebra and $\omega \in g^*$.

(a) A complex subalgebra $b \subseteq g_\mathbb{C}$ is called a **complex polarization** in $\omega$ if it satisfies the following conditions:

(P1) $b \cap g = g^\omega$, where $g^\omega$ is the stabilizer Lie algebra of $\omega$,

(P2) $b + b = g_\mathbb{C}$, and

(P3) $\omega_c([b, b]) = \{0\}$, where $\omega_c$ denotes the complex linear extension of $\omega$ to $g_\mathbb{C}$.

(b) A complex polarization $b$ in $\omega$ is said to be **positive** if $\omega \left( i \left[ X, X \right] \right) \geq 0$ holds for all $X \in b$.

(c) The stabilizer $g^\omega$ of $\omega$ is said to be **strictly reduced** if the ideal $\mathcal{O}^\perp_\omega \subseteq g^\omega$ is trivial, i.e., if the coadjoint orbit $\mathcal{O}_\omega$ spans $g^*$. It is called **reduced** if the largest ideal contained in it is central.

(d) We say that an element $\omega \in g^*$ is **admissible** if the coadjoint orbit $\mathcal{O}_\omega$ is closed and its convex hull contains no lines. We call $\omega \in g^*$ **strictly admissible** if there exists a closed invariant convex set $C \subseteq g^*$ which contains no lines and which contains the coadjoint orbit $\mathcal{O}_\omega$ in its algebraic interior. We say that $\mathcal{O}_\omega$ is (strictly) **admissible** if $\omega$ is (strictly) admissible. Note that strict admissibility implies admissibility (cf. [HNP93, Cor. 5.12]).

(e) A finite dimensional real Lie algebra $g$ is said to be **admissible** if the extended Lie algebra $g \oplus \mathbb{R}$ contains pointed generating invariant cones.

In the following proposition we will see that the positive system $\Delta^+$ is automatically $\mathfrak{k}$-adapted whenever there exists a corresponding unitarizable highest weight module.

**Proposition 1.6.** Let $\omega$ and $b_\omega$ be as in Lemma I.4. Then the following assertions hold:

(i) $b_\omega \supseteq b(\Delta^+)$ is a positive complex polarization in $\omega \in g^*$.

(ii) $\mathcal{O}^\perp_{\omega} = \ker d\pi$. 
(iii) \( \omega \) is strictly admissible.  
If, in addition, \( \pi \) has discrete kernel. Then we even have:
(iv) \( \mathfrak{g}^\omega \) is strictly reduced.
(v) \( \Delta^+ \) is \( \mathfrak{k} \)-adapted.
(vi) \( \Sigma^\omega := \{ \alpha \in \Delta : \mathfrak{g}^\alpha_\omega v_\lambda = \{0\} \} \) is a parabolic system of roots.
(vii) \( \mathfrak{g} \) is admissible.

Proof. (i) This has been shown in Lemma I.4.
(ii) Let \( \alpha := \mathcal{O}^\perp_\omega \) and write \( A \) for the corresponding analytic normal subgroup of \( G \). Then \( X.v_\lambda = i\omega(X) v_\lambda = 0 \) holds for all \( X \in \alpha \) and therefore \( \pi(\alpha).v_\lambda = v_\lambda \) for all \( \alpha \in A \). Let \( \mathcal{H}^A \) denote the set of all \( A \)-fixed vectors in \( \mathcal{H} \). Since \( A \) is a normal subgroup, this is a \( G \)-invariant subspace of \( \mathcal{H} \). Hence its closedness implies that \( \mathcal{H} = \mathcal{H}^A \) because the representation \( \pi \) is irreducible (cf. [Ne94e, Th. III.6]). We conclude that \( A \) acts trivially on \( \mathcal{H} \), hence that \( \alpha \subseteq \ker d\pi \). On the other hand, Lemma I.3(iii) implies that \( \mathcal{O}^\perp_\omega \subseteq \ker d\pi^+ \), i.e., \( \ker d\pi \subseteq \mathcal{O}^\perp_\omega = \alpha \), whence \( \alpha = \ker d\pi \).

For the remaining assertions it suffices to prove them for the quotient algebra \( \mathfrak{g}/\alpha \), so that we may w.l.o.g. assume from now on that \( \pi \) has discrete kernel. We postpone the proof of (iii) for a while.
(iv) This is a direct consequence of (ii) and the assumption \( \ker d\pi = 0 \).
(v) First we use [Ne94f, Prop. III.4] to see that \( \mathfrak{b}_\omega \cap \overline{\mathfrak{b}_\omega} \subseteq \mathfrak{t}_C \). Then (i) implies that \( \mathfrak{g}^\alpha_\omega \subseteq \mathfrak{b}_\omega \) for \( \alpha \in \Delta^+_k \). Hence \( \mathfrak{g} \) has cone potential by [Ne94f, Prop. III.5]. Now [Ne94f, Th. IV.21(iv)] together with (i) and (iv) yield that \( \Delta^+ \) is \( \mathfrak{k} \)-adapted.
(vi) We have already seen in the proof of (v) that \( \Sigma^\omega \cap \Delta^+_p = \Delta^+_p \). So, in view of (v), it suffices to show that \( \Sigma \cap \Delta^+_k \) is parabolic ([Ne94e, Lemma II.6]). Let \( p^+ := \sum_{\alpha \in \Delta^+_k} \mathfrak{g}^\alpha_\omega \). According to [Ne94e, Cor. II.12],
\[
\mathcal{H}^K_+ := \{ v \in \mathcal{H}^K : p^+.v = \{0\} \}
\]
is an irreducible highest weight module for \( \mathfrak{t}_C \), hence the assertion follows from the fact that \( \{ X \in \mathfrak{t}_C : X.v \in \mathbb{C}v \} \) is a parabolic subalgebra of \( \mathfrak{t}_C \) (cf. [Bou90, Ch. 8; §3; no. 4; Prop. 11]).
(iii) According (i), (iv)–(vi) above, this follows from [Ne94f, Th. IV.23].
(vii) In view of (iv) and (iii), this follows from [HNP93, 5.15].

**Definition 1.7.** Let \( (\pi, \mathcal{H}) \) be a continuous unitary representation of the Lie group \( G \). A **coherent state orbit** (CS-orbit) is an orbit of \( G \) in \( \mathbb{P}(\mathcal{H}^\infty) \) which is a complex submanifold. A representation \( (\pi, \mathcal{H}) \) is called a **coherent state representation** (CS-representation) if it is irreducible, \( \pi \) has discrete kernel, and there exists \( 0 \neq v \in \mathcal{H}^\infty \) such that \( G.[v] \) is a CS-orbit. For more details and the applications of coherent states we refer to [Pe86].
As a consequence of Lemma I.4(i) we record the following proposition.

**Proposition 1.8.** Let $G$ be a connected Lie group such that $\mathfrak{g}$ contains a compactly embedded Cartan algebra $\mathfrak{t}$. Then every highest weight representation of $G$ is a CS-representation.

Now we can use the results from [Ne94f] to obtain a new proof of the following result which is due to Lisiecki ([Li90, 3.8]). Note that we don’t use the Bott-Borel-Weil Theorem in the proof.

**Theorem 1.9.** Let $G$ be a connected reductive Lie group and $(\pi, \mathcal{H})$ an irreducible continuous unitary representation with discrete kernel. Then $(\pi, \mathcal{H})$ is a CS-representation if and only if it is a highest weight representation. In this case the uniquely determined CS-orbit is the highest weight orbit.

**Proof.** If $(\pi, \mathcal{H})$ is a highest weight representation, then we have just seen in Proposition 1.8 that it is a CS-representation.

Suppose, conversely, that $(\pi, \mathcal{H})$ is a CS-representation. Pick a unit vector $v \in \mathcal{H}^\infty$ such that $G.[v]$ is a CS-orbit, set $b := \{X \in \mathfrak{g}_C : d\pi(X).v \in \mathbb{C}v\}$ and $\omega := \Psi([v])$. Then the fact that $G.[v]$ is a complex orbit shows that $b + \overline{b} = \mathfrak{g}_C$ and by Lemma 1.3(v), we also have that

$$\omega (i [X, X]) = \|p_v (d\pi (X).v)\|^2 \geq 0$$

for all $X \in b$, where equality holds if and only if $d\pi (X).v \in \mathbb{C}v$, i.e., $\overline{X} \in b$. If $X \in \mathfrak{g} \cap b$, then $\omega (i[X, X]) = 0$ entails that $d\pi(X).v = 0$. Hence $X \in \mathfrak{g}^\omega$ (Lemma 1.3(iv)), and therefore $b \cap \mathfrak{g} \subseteq \mathfrak{g}^\omega$. If on the other hand $X \in \mathfrak{g}^\omega$, then there exists $Y \in b$ with $X = Y + \overline{Y}$ and so

$$0 = \omega (i [Y - \overline{Y}, Y + \overline{Y}]) = 2\omega (i [Y, \overline{Y}]).$$

We conclude that $d\pi (\overline{Y}).v \in \mathbb{C}v$. Hence $\overline{Y} \in b$ and $X = Y + \overline{Y} \in b \cap \mathfrak{g}$.

This shows that $b \cap \mathfrak{g} = \mathfrak{g}^\omega$.

Moreover

$$b \to \mathbb{C}, \quad X \mapsto \frac{1}{i} (d\pi(X).v, v) = \Psi([v])(X)$$

is a homomorphism of Lie algebras, so that $b$ is isotropic for $\Psi([v])$. Now [Ne94f, Lemma 1.7] shows that $b$ is a positive complex polarization in $\omega$.

To see that $\mathfrak{g}^\omega$ is strictly reduced, let $a := O_{\mathfrak{g}^\omega}^\perp$ and $A$ the corresponding analytic normal subgroup. Then $A$ fixes $v$ pointwise and since the closed space $\mathcal{H}^A$ of $A$-fixed vectors is $G$-invariant, the irreducibility of the representation shows that $A$ acts trivially on $\mathcal{H}$. Therefore $a = \{0\}$ is a consequence
of the discrete kernel assumption. Thus we have shown that \( g^\omega \) is strictly reduced.

Since \( g \) is reductive, \([\text{Ne94f}, \text{Lemma IV.15}]\) applies and we find a compactly embedded Cartan algebra \( t \subseteq g^\omega \). With \([\text{Ne94f}, \text{Prop. IV.16}]\) we even see that \( b \) is a parabolic subalgebra of \( g_\mathbb{C} \). This proves that \( v \) is a primitive element in \( H^\infty \) with respect to a positive system \( \Delta^+ \) such that \( b \) contains all the positive root spaces. Now the first assertion follows from Theorem III.6 in \([\text{Ne94e}]\).

The preceding argument also shows that every CS-orbit is a highest weight orbit. Since the space of primitive elements for an irreducible representations is one-dimensional, the uniqueness of the CS-orbit follows.

\[ \square \]

**Remark 1.10.** In \([\text{Li91}]\) Lisiecki announces some results which can be used to obtain a generalization of Theorem 1.9 to admissible Lie groups, i.e., to those for which \( g \) is an admissible Lie algebra.

We may w.l.o.g. assume that \( G \) is not reductive. We start with a choice of a compactly embedded Cartan algebra \( t \), write \( n \) for the nilradical of \( g \) and pick a \( t \)-invariant reductive subalgebra \( I \subseteq g \) such that \( g = n \rtimes I \) is a semidirect product decomposition (cf. \([\text{HiNe93}, \text{Prop. 7.3}]\)). Note that \( n = [t, n] + 3(\mathfrak{g}) \) and that \( t = 3(\mathfrak{g}) + t_i \), where \( t_i := t \cap I \). Since \( g \) is not reductive, \( n \neq 3(\mathfrak{g}) \), and since \( g^\omega \) is strictly reduced and \( g \) is admissible, \( \dim 3(\mathfrak{g}) = 1 \). Moreover \( n \cong \mathfrak{h}_n \), where \( \mathfrak{h}_n \) is the Heisenberg algebra of dimension \( 2n + 1 \). We also recall that \( G \) is unimodular (cf. \([\text{HiNe93}, \text{Prop. 7.3}]\)).

According to the fact that \( \pi \) is irreducible, there exists a non-zero functional \( \alpha \in 3(\mathfrak{g})^* \subseteq g^* \) such that \( \pi(\exp X) = e^{i\alpha(X)} 1 \) for all \( X \in 3(\mathfrak{g}) \).

In view of Theorem 1 in \([\text{Li91}]\), the semidirect product \( G = N \rtimes L \) is a subgroup of the group \( H_n \rtimes \text{Sp}(n, \mathbb{R})^\circ \), where \( H_n \) is the \((2n + 1)\)-dimensional Heisenberg group and the homomorphism \( L \rightarrow \text{Sp}(n, \mathbb{R}) \) is obtained by the action of \( L \) on \([t, n]\) which in turn corresponds to the \( N \)-orbit of \([v]\) in \( \mathbb{P}(H^\infty) \) which is also a complex manifold (cf. \([\text{Li91}]\)).

Moreover, the embedding \( \mathfrak{s} \subseteq \mathfrak{sp}(n, \mathbb{R}) \) can be chosen in such a way that a maximal compactly embedded subalgebra \( \mathfrak{k}_i \subseteq I \) is mapped into a maximal compactly embedded subalgebra of \( \mathfrak{sp}(n, \mathbb{R}) \).

On the other hand Theorem 2 in \([\text{Li91}]\) shows that the moment mapping \( \Psi \) maps a CS-orbit onto a coadjoint Kähler orbit meeting the space \( t^* \), where \( t = 3(\mathfrak{g}) + t_i \) is a compactly embedded Cartan algebra of \( \mathfrak{g} \). Now the arguments from the proof of Theorem I.9 carry over to the general case because the result in \([\text{Ne94f}]\) apply to coadjoint Kähler orbits meeting \( t^* \).

We note that the main point in these results is to use the Kähler structure on the CS-orbit to obtain results on the structure of the group \( G \). Here the main ingredient is the paper \([\text{DoNa88}]\) which contains the proof of the
Fundamental Conjecture for Homogeneous Kähler Manifolds. The main difficulty in the application of the result in [DoNa88] to our setting is that they use different types of groups which act transitively on the Kähler manifold under consideration.

So far we have encountered several properties of those functionals $\omega \in t^*$ for which $i\omega$ arises as a highest weight of a unitary highest weight representations of $G$. In the next subsection we discuss another condition which has to be satisfied by these functionals and in Section III we will see how to obtain a description of all highest weights of unitary representations.

1.2. The integrality condition. As in the preceding sections, $g$ denotes a finite dimensional real Lie algebra, $t \subseteq g$ a compactly embedded Cartan algebra, and $\mathfrak{k} \supseteq t$ a maximal compactly embedded subalgebra. We fix a simply connected Lie group $G$ with $L(G) = g$.

Definition 1.11.
(a) Let $\omega \in g^*$ and $O_\omega$ be the corresponding coadjoint orbit. We say that $\omega$, or the orbit $O_\omega$, is integral, if the homomorphism

$$\sigma : g^* \to \mathbb{C}, \quad X \mapsto i\omega(X)$$

integrates to a unitary character $\chi : G^* \to \mathbb{C}^*$. 

(b) Let $\alpha \in \Delta_k$ be a compact root. We choose elements $Y_\alpha \in g^*_C$ such that $\bar{Y}_\alpha = Y_{-\alpha}$ and $\tilde{\alpha} := [\bar{Y}_\alpha, Y_\alpha]$ satisfies $\alpha(\tilde{\alpha}) = 2$ (cf. [HiNe93, Th. 7.4]).

Lemma 1.12. The lattice $t_c := \exp^{-1}(1) \cap t$ is given by the subgroup

$$\text{span}\{2\pi i \tilde{\alpha} : \alpha \in \Delta_k^+\}$$

of $t$.

Proof. Since $G$ is simply connected, the same holds for the subgroup $K := \langle \exp \mathfrak{k} \rangle$ because $\mathfrak{k}$ is maximal compactly embedded ([HiNe91, III.7.20]). We conclude that $K \cong \exp Z(\mathfrak{t}) \times [K, K]$, where $\exp Z(\mathfrak{t}) = Z(K)_0$ is a vector group. Hence $t_c \subseteq t \cap [t, t]$ and therefore we may assume that $g$ is compact and simple. Then $K$ is compact and simply connected. Now the assertion follows from [Bou82, Ch. 9; §4; no. 6; Prop. 11].

Lemma 1.13. Let $\omega \in t^*$. Then $\mathfrak{k}^\omega$ is maximal compactly embedded in $g^\omega$

Proof. Since $t \subseteq g^\omega$, this follows from [Ne94f, Lemma II.7(iv)].

Proposition 1.14. For $\omega \in t^* \subseteq t^*$ the following are equivalent:

1. $\omega$ is integral.
(2) \( \omega |_{[t, t]} \) is integral.

(3) \( \omega(t_e) \subseteq 2\pi \mathbb{Z} \).

(4) \( i\omega(\hat{\alpha}) \in \mathbb{Z} \) for all \( \alpha \in \Delta_k^+ \).

(5) There exists a positive system \( \Delta^+ \) such that \( \lambda = i\omega \) is a highest weight of a finite dimensional irreducible representation of \( K \).

Proof. (1) \( \Rightarrow \) (2): trivial.

(2) \( \Rightarrow \) (3): Let \( \chi : [K, K]^\omega \to \mathbb{C}^* \) be a character with \( d\chi(1) = i\omega \) and \( X \in t_e \).

Then \( X \in [t, t] \cap t \subseteq t^\omega \) and therefore \( 1 = \chi(1) = \chi(\exp X) = e^{i\omega(X)} \) entails that \( \omega(X) \in 2\pi \mathbb{Z} \).

(3) \( \Rightarrow \) (1): Suppose that \( \omega(t_e) \subseteq 2\pi \mathbb{Z} \). Further, let \( \tilde{G}^\omega \) denote the universal covering group of \( G^\omega \). Since \( \omega \) vanishes on the commutator algebra of \( g^\omega \), there exists a character \( \tilde{\chi} : \tilde{G}^\omega \to \mathbb{C}^* \) with \( d\tilde{\chi}(1) = i\omega \).

Since \( \pi_1(G^\omega) \subseteq Z(G^\omega) \subseteq \exp \tilde{G}^\omega \) \( t \) ([HiNe91, III.7.11]), it follows that

\[ \pi_1(G^\omega) \subseteq \exp t_e \]

because the homomorphism \( \tilde{G}^\omega \to G \) factors over \( G^\omega \). Hence \( \omega(t_e) \subseteq 2\pi \mathbb{Z} \) entails that the kernel of \( \tilde{\chi} \) contains \( \pi_1(G^\omega) \). Thus \( \tilde{\chi} \) factors to a character \( \chi \) of \( G^\omega \).

(3) \( \Leftrightarrow \) (4): Lemma 1.12.

(4) \( \Leftrightarrow \) (5): We choose \( \Delta^+ \) such that \( i\omega(\hat{\alpha}) \geq 0 \) holds for all \( \alpha \in \Delta^+ \). Then the assertion follows from [Bou90, Ch. 8; §7; no. 2; Th. 1].

Remark 1.15. If \( \omega \in \mathfrak{t}^* \) is such that the dimension of \( \mathcal{O}_\omega \) is maximal, i.e., \( t = g^\omega \) (cf. [Ne94f, Lemma II.4]), then \( \omega(i\hat{\alpha}) \neq 0 \) holds for all \( \alpha \in \Delta_k \). If, in addition, \( \omega \) is integral, then \( i\omega(\hat{\alpha}) \in \mathbb{Z} \setminus \{0\} \).

Note that for every positive system \( \Delta^+ \) every element \( \omega \in \mathfrak{t}^* \) is conjugate under the Weyl group \( \mathcal{W}_t \) to an element \( \omega' \) with \( i\omega'(\hat{\alpha}) \geq 0 \) for all \( \alpha \in \Delta_k^+ \).

Proposition 1.16. If \( \lambda = i\omega \in \mathfrak{t}^* \) is a highest weight of a unitary highest weight representation \( (\pi, \mathcal{H}) \) of \( G \), then \( \omega \) is integral.

Proof. Let \( v_\lambda \) denote a highest weight vector. Then \( \mathcal{C}v_\lambda \) is invariant under the group \( G^\omega \) because this group fixes the element \( [v_\lambda] \) in \( \mathcal{P}(\mathcal{H}) \) (Lemma 1.4(v)). Moreover, the corresponding character of \( G^\omega \) is given by \( \chi(\exp X) = e^{i\omega(X)} \), hence \( \omega \) is integral. \( \square \)

We subsume the results obtained so far in the following theorem. It contains a collection of necessary conditions for a coadjoint orbit to arise as a highest weight orbit for a unitarizable highest weight module. We recall the definition of the cones

\[ C_{\min} := C_{\min}(\Delta^+_p) := \text{cone} \left\{ i \left[ \overline{X}, X \right] : X \in g^\omega_0, \alpha \in \Delta^+_p \right\} \subseteq \mathfrak{t}, \]
where cone(\(E\)) denotes the smallest closed convex cone containing \(E\) and
\[
C_{\text{max}} := C_{\text{max}}(\Delta_p^+) := \{X \in \mathfrak{t} : (\forall \alpha \in \Delta_p^+)i\alpha(X) \geq 0\}.
\]
For a set \(E\) in a vector space \(V\) we put \(E^* := \{\alpha \in V^* : (\forall e \in E)\alpha(e) \geq 0\}\).
Note that \(E^*\) is always a closed convex cone which is the dual cone of \(E\) if \(E\) is a cone.

**Theorem 1.17.** Let \((\pi_\lambda, \mathcal{H}_\lambda)\) be an irreducible representation of the Lie group \(G\) with discrete kernel such that \(\mathcal{H}_\lambda^K\) is a highest weight module of \(\mathfrak{g}_C\) with highest weight \(\lambda = i\omega\) with respect to a positive system \(\Delta^+\). Then \(\mathfrak{g}\) is admissible, the subalgebra \(\mathfrak{g}^\omega\) is strictly reduced, \(\omega\) is integral, \(\Delta^+\) is \(\mathfrak{k}\)-adapted, \(\omega \in \text{int}C_{\text{max}}^*\), and there exists a parabolic subset \(\Sigma\) such that \(p_\Sigma := \mathfrak{t}_C \oplus \bigoplus_{\alpha \in \Sigma} \mathfrak{g}_C^\alpha\) is a positive complex polarization in \(\omega\).

**Proof.** This follows from Propositions 1.6, 1.16, and [Ne94f, Th. IV.21].

**Proposition 1.18.** If \(\pi\) (as in Theorem 1.17) is not assumed to have discrete kernel but the Lie algebra \(\mathfrak{g}\) is supposed to be quasihermitean, then the following conclusions hold:

(i) \(\omega \in C_{\text{min}}^*\).

(ii) There exists a \(\mathfrak{k}\)-adapted positive system \(\Delta^+\) such that \(\mathcal{H}_\lambda^K\) is a highest weight module with respect to \(\Delta^+\).

**Proof.** (i) This follows from Lemma 1.4(iii).

(ii) Put \(\mathfrak{a} := \ker d\pi_\lambda, \mathfrak{h} := \mathfrak{g}/\mathfrak{a}\) and write \(q : \mathfrak{g} \to \mathfrak{h}\) for the quotient map. Let \(\mathfrak{t}' := q(\mathfrak{t})\) denote the Cartan algebra of \(\mathfrak{h}\). Then we can identify \(\Delta_1 := \Delta(\mathfrak{h}_C, \mathfrak{t}_C')\) with the subset \(\Delta_1 := \{\alpha \in \Delta : \mathfrak{g}_C^\alpha \not\subset \mathfrak{a}_C\}\). According to Theorem 1.17, the positive system \(\Delta_1^+ = \Delta_1 \cap \Delta^+\) is \(\mathfrak{k}\)-adapted.

Note that \(q(\mathfrak{z}(\mathfrak{t})) = \mathfrak{z}(q(\mathfrak{t}))\) because \(\mathfrak{k}\) is a reductive Lie algebra. Since \(\Delta_1^+\) is \(\mathfrak{k}\)-adapted, we find \(X_1 \in i\mathfrak{z}(q(\mathfrak{t}))\) such that \(\alpha(X_1) > 0\) for all \(\alpha \in \Delta_{p,1}^+\). Pick \(X_1' \in i\mathfrak{z}(\mathfrak{t})\) with \(q(X_1') = X_1\) and \(X_1'' \in i\mathfrak{z}(\mathfrak{t})\) so near to \(X_1'\) that no non-compact root vanishes on \(X_1''\).

The positive system \(\Delta_1^+\) can be defined by an element \(X_0'\) which is arbitrarily near to \(X_1''\). Then we have
\[
\Delta_1^+ = \{\alpha \in \Delta_p : \alpha(X_0') > 0\} = \{\alpha \in \Delta_p : \alpha(X_1'') > 0\}
\]
and this set is \(\mathcal{W}_\mathfrak{t}\)-invariant because \(X_0''\) is fixed by \(\mathcal{W}_\mathfrak{t}\).

To see that this positive system is compatible with the highest weight module \(L(\lambda)\), we note that for \(\alpha \in \Delta_p^+\) we always have \(q(\mathfrak{g}_C^\alpha) = \mathfrak{h}_C^\alpha\), a space which might be \(\{0\}\). Therefore \(\mathfrak{g}_C^\omega.v_\lambda = \mathfrak{h}_C^\omega.v_\lambda = \{0\}\) for \(\alpha \in \Delta_p^+\). Then one only has to choose the system \(\Delta^+_k\) such that \(\lambda\) is dominant integral. □
2. The Metaplectic Representation.

Let $H_n$ denote the $(2n+1)$-dimensional Heisenberg group, $\text{Sp}(n, \mathbb{R})$ the symplectic group on $\mathbb{R}^{2n}$ and $\text{Sp}(n, \mathbb{R})^\sim$ its universal covering group. In this section we discuss a representation of the simply connected covering $\text{St}(n, \mathbb{R})^\sim = H_n \ltimes \text{Sp}(n, \mathbb{R})^\sim$ of the Jacobi group which is called the metaplectic representation. It will be crucial in the next section. The most convenient model for this representation is the Fock model which we describe in the following subsection.

2.1. The Fock model. Let $V$ denote a finite dimensional complex Hilbert space and $\mu_V$ the Lebesgue measure on $V$ determined by any isometry with $\mathbb{C}^n$. We write $\text{Hol}(V)$ for the space of holomorphic functions on $V$ and define the Fock space

$$\mathcal{F}_V := \left\{ f \in \text{Hol}(V) : \int_V |f(z)|^2 e^{-\|z\|^2} d\mu_V(z) < \infty \right\}.$$ 

We recall that $\mathcal{F}_V$ is a Hilbert space with respect to the scalar product

$$\langle f, h \rangle := \frac{1}{\pi \dim \mathcal{H}} \int_V f(z) \overline{h(z)} e^{-\|z\|^2} d\mu(z).$$

Let $n = \dim \mathcal{H}$ and fix an orthonormal basis $e_1, \ldots, e_n$. For a multiindex $\alpha = (\alpha_1, \ldots, \alpha_n)$ we write $z^\alpha := z_1^{\alpha_1} \cdots z_n^{\alpha_n}$, $|\alpha| := \sum_{j=1}^n \alpha_j$ and $\alpha! := \alpha_1! \cdots \alpha_n!$. Then the functions

$$\zeta_\alpha \left( \sum_j z_j e_j \right) = \frac{1}{\sqrt{\alpha!}} z^\alpha$$

form an orthonormal basis of the Hilbert space $\mathcal{F}_V$ (cf. [Fo89, p. 40]). The Hilbert space $\mathcal{F}_V$ is a reproducing kernel Hilbert space since the functions $E_z(w) := e^{\langle w, z \rangle}$ are contained in $\mathcal{F}_V$ and satisfy $f(z) = \langle f, E_z \rangle$ for all $z \in V$ (cf. [Fo89, pp. 41-42]). Note that

$$\|E_z\|^2 = \sum_\alpha \frac{1}{\alpha!} |z^\alpha|^2 = e^{\|z\|^2}.$$ 

We consider the annihilation operators $A_j := \frac{\partial}{\partial z_j}$ and the creation operators $A_j^* := z_j$, where $z_j$ means the multiplication operator. Then

$$[A_j, A_k^*] = \delta_{jk} 1, \quad A_j \zeta_\alpha = \sqrt{\alpha_j} \zeta_{\alpha-e_j}, \quad \text{and} \quad A_j^* \zeta_\alpha = \sqrt{\alpha_j + 1} \zeta_{\alpha+e_j},$$

where $e_1, \ldots, e_n$ denote the canonical basis vectors in $\mathbb{R}^n$. Hence the base vectors in $\mathcal{F}_V$ can be written as

$$\zeta_\alpha = \frac{1}{\sqrt{\alpha!}} (A_1^*)^{\alpha_1} \cdots (A_n^*)^{\alpha_n} \zeta_0,$$
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where \( \zeta_0 \approx 1 \) denotes the constant function.

To connect our general setup to the notation of Folland’s book, we have to identify \( V \) with \( \mathbb{C}^n \cong \mathbb{R}^{2n} \), where the complex structure on \( \mathbb{R}^{2n} \) is given by \( I(x, y) = (-y, x) \) and the scalar product on the Hilbert space \( \mathbb{C}^n \) is \( \langle z, w \rangle = \pi z^\top \bar{w} = \pi \sum_{j=1}^n z_j \bar{w}_j \).

2.2. The Schrödinger representation. Let us return to the general setting. We define the Heisenberg group \( H_V \) as the set \( V \times \mathbb{R} \) endowed with the multiplication

\[
(v, t)(v', t') = (v + v', t + t' - \text{Im}(v, v')).
\]

Then the Lie algebra of \( H_V \) which is called the Heisenberg algebra, is \( h_V := V \times \mathbb{R} \) with

\[
[(v, t), (v', t')] = (0, -2 \text{Im}(v, v')).
\]

Then the exponential function of \( H_V \) is simply the identity and the multiplication on \( H_V \) is the corresponding Campbell-Hausdorff multiplication. Note that \( [(v, 0), (iv, 0)] = -\text{Im}(v, iv) = \text{Im} i\langle v, v \rangle = \langle v, v \rangle \geq 0 \). For \( V = \mathbb{C}^n \) we write \( H_n \) resp. \( h_n \) instead of \( H_V \) resp. \( h_V \).

The Schrödinger representation \( (\rho, \mathcal{F}_V) \) of \( H_V \) on \( \mathcal{F}_V \) is defined by

\[
(\rho(v, t).f)(z) = e^{it - \frac{1}{2}||v||^2 - \langle z, v \rangle} f(z + v).
\]

It is well known that this prescription defines an irreducible unitary representation of \( H_V \) on \( \mathcal{F}_V \) (cf. [Fo89]).

The basic result on the representation theory of \( H_V \) is the following theorem:

**Theorem 2.1 (Stone-von Neumann).** Let \( \pi \) be a unitary representation of the Heisenberg group \( H_V \) on a Hilbert space \( \mathcal{H} \) such that \( \pi(0, t) = e^{it}1 \) for all \( t \in \mathbb{R} \). Then \( \mathcal{H} \) decomposes as a direct sum of invariant subspaces \( \bigoplus_{j \in J} \mathcal{H}_j \) such that the representations \( (\pi_j, \mathcal{H}_j) \) are unitarily equivalent to \( (\rho, \mathcal{F}_V) \). In particular if \( \pi \) is irreducible, then \( (\pi, \mathcal{H}) \) is equivalent to \( (\rho, \mathcal{F}_V) \).

**Proof.** [Fo89, p. 35]

Since the imaginary part \( J(v, w) := \text{Im}(w, v) \) defines a symplectic structure on each Hilbert space \( V \), it makes sense to consider the symplectic group \( \text{Sp}(V) \). We form the semidirect product \( \text{HSp}(V) := H_V \rtimes \text{Sp}(V) \), where \( \text{Sp}(V) \) acts on \( H_V \cong V \times \mathbb{R} \) by \( A.(x, t) := (A.x, t) \). Note that these are automorphisms of the group \( H_V \). Set \( T_A.(x, t) := (A.x, t) \). For \( V = \mathbb{C}^n \) we write \( \text{HSp}(n) := H_n \rtimes \text{Sp}(n, \mathbb{R}) \).
We consider the Schrödinger representation $\rho$ on $\mathcal{F}_V$. Pick $A \in \text{Sp}(V)$. Then $T_A$ is an automorphism of $H_V$ fixing the center pointwise. Hence $\rho \circ T_A$ is an irreducible representation of $H_V$ on $\mathcal{F}_V$. According to the Stone-von Neumann Theorem (Theorem 2.1), there exists a unitary operator $\nu'(A)$ on $\mathcal{F}_V$ such that

$$(\rho \circ T_A)(g) = \nu'(A)\rho(g)\nu'(A)^{-1} \quad \forall g \in H_V.$$ 

**Definition 2.2.** Since $\text{Sp}(n, \mathbb{R}) \cap \text{O}(2n, \mathbb{R}) \cong \text{U}(n)$ is a maximal compact subgroup of $\text{Sp}(n, \mathbb{R})$, it follows that $\pi_1(\text{Sp}(n, \mathbb{R})) \cong \mathbb{Z}$. Hence there exists a uniquely determined 2-fold covering group $\text{Mp}(n, \mathbb{R})$ of $\text{Sp}(n, \mathbb{R})$. We set $\text{HMp}(n) := H_n \ltimes \text{Mp}(n, \mathbb{R})$. In the general setting we write $\text{HMp}(V) := H_V \ltimes \text{Mp}(V)$.

**Theorem 2.3.** There exists a unique continuous unitary representation $\nu$ of $\text{Mp}(V)$ on $\mathcal{F}_V$ such that

$$(\rho \circ T_A)(g) = \nu(\tilde{A})\rho(g)\nu(\tilde{A})^{-1}$$

holds for all $g \in H_V$ and $\tilde{A}$ in $\text{Mp}(V)$ lying over $A \in \text{Sp}(V)$. Hence this representation can be used to define a continuous unitary representation $\tilde{\nu}$ of $\text{HMp}(V)$ by $\tilde{\nu}(h, a) := \rho(h)\nu(a)$.

**Proof.** The first part is [Fo89, p. 185] and the second part is obvious. \(\square\)

**Definition 2.4.** The representation $(\nu, \mathcal{F}_V)$ of $\text{Mp}(V)$ is called the *metaplectic representation* and $(\tilde{\nu}, \mathcal{F}_V)$ is called the *extended metaplectic representation*.

For the purpose of explicit calculations, it is more convenient to use a different realization of the group $\text{Sp}(n, \mathbb{R})$, namely the group

$$\text{Sp}_c(n, \mathbb{R}) := \left\{ A = \begin{pmatrix} P & Q \\ Q & P \end{pmatrix} \in \text{Gl}(2n, \mathbb{C}) : A \in \text{U}(n, n) \right\}$$

(cf. [Fo89, p. 175]). Then

$$K := \left\{ \begin{pmatrix} P & 0 \\ 0 & P \end{pmatrix} : P \in \text{U}(n) \right\}$$

is a maximal compact subgroup and

$$T_K := \left\{ \begin{pmatrix} D & 0 \\ 0 & D^{-1} \end{pmatrix} : D \in \text{U}(n) \text{ diagonal} \right\}$$
is a maximal torus. We have

\[ \nu \left( \begin{pmatrix} P & 0 \\ 0 & \overline{P} \end{pmatrix} \right) \cdot f(z) = (\det^{-\frac{1}{2}} P) f(P^{-1}z), \]

where \( \det^{-\frac{1}{2}} (P) \) means the corresponding function on the twofold covering of \( U(n) \) (cf. \cite{Fo89}, p. 184). The same formula applies to elements in the maximal torus \( T_K \). For \( X \in u(n) \cong \mathfrak{k} \) this means that

\[ (\nu(\exp X) \cdot f)(z) = e^{-\frac{1}{2} \text{tr } X} f(\exp(-X)z). \]

In the abstract setting one can directly check that for \( g \in U(V) \) the operator \( \nu'(g) \cdot f)(z) := f(g^{-1}z) \) satisfies \( \nu'(g)\rho(v, t)\nu'(g^{-1}) = \rho(g, v, t) \). The determinant factor is necessary to extend the representation to the big group \( \text{Sp}(V) \).

We fix the basis \( e_j := E_{jj}, j = 1, \ldots, n \) in \( it_k \subseteq iu(n) \). Then we have for \( X = \sum_{j=1}^{n} x_j e_j \) the formula

\[ d\nu(X) = -\frac{1}{2} \left( \sum_{j=1}^{n} x_j \right) \left( 1 - \sum_{j=1}^{n} x_j z_j \frac{\partial}{\partial z_j} \right). \]

Extending the Cartan algebra \( t_k \) to the Cartan algebra \( t := t_k + Z(g) \) of \( g = \mathfrak{osp}(n) \), we obtain

\[ (2.1) \quad d\tilde{\nu}(X) = \left( x_0 - \frac{1}{2} \sum_{j=1}^{n} x_j \right) \left( 1 - \sum_{j=1}^{n} x_j z_j \frac{\partial}{\partial z_j} \right), \]

where \( e_0 = (0, 0, -i) \in i\mathfrak{h}_n \).

The compact roots \( \Delta_k \) are the roots of the compact Lie algebra \( u(n) \), hence

\[ \Delta_k^+ = \{ \varepsilon_i - \varepsilon_j : 1 \leq i < j \leq n \}. \]

The non-compact positive roots are given by

\[ \Delta^+_p = \{ \varepsilon_k + \varepsilon_j : 1 \leq k, j \leq n \} \]

(cf. \cite{Ne94a, IV}). In the Lie algebra \( \mathfrak{osp}(n, \mathbb{R}) \) we also have roots corresponding to the root spaces contained in \( (\mathfrak{h}_n)_c \) which are given by

\[ \Delta^+_r = \{ \varepsilon_j : 1 \leq j \leq n \}. \]

The following proposition is an immediate consequence of (2.1).
Proposition 2.5. With respect to the positive system $\Delta^+$, the metaplectic representation $\tilde{\nu}$ of $\text{HM}_{\mathbb{P}}(n)$ is a highest weight representation with highest weight

$$\lambda_{\nu} = \left(1, -\frac{1}{2}, \ldots, -\frac{1}{2}\right) = \varepsilon_0 - \frac{1}{2}\sum_{j=1}^{n} \varepsilon_j = \varepsilon_0 - \rho(\Delta^+_r),$$

where $\rho(\Delta_r) = \frac{1}{2} \sum_{\alpha \in \Delta_r} m(\alpha)\alpha$ and $m(\alpha) = \dim_{\mathbb{C}} g^\alpha$.

Proof. Let $t$ be the compactly embedded Cartan algebra from the preceding subsection. We claim that the positive system $\Delta^+$ described above is chosen such that $C_{\min, z} = \mathbb{R}^+$, i.e., that $\forall [\overline{V}, Y] \geq 0$ for all $Y \in (\mathbb{C}^n)^+ := \{X - iIX : X \in \mathbb{R}^{2n}\}$

where $I(x,y) = (-y,x)$. To see this, one only has to note that

$$i[X + iIX, X - iIX] = 2i[X, -iIX] = 2[X, IX] = -4\text{Im}(X, IX) = 4\|X\|^2 \geq 0.$$ 

Let $\lambda_{\nu} = \varepsilon_0 - \rho(\Delta_+^r)$ denote the highest weight of the extended metaplectic representation $\tilde{\nu}$. Then $\lambda_{\nu} \in iC_{\min}^*$ because $-i\varepsilon_0(0,1) = -i\varepsilon_0(i\varepsilon_0) = 1 > 0$ and $-\rho(\Delta_+^r) \in iC_{\max}^* \subseteq iC_{\min}^*$ (cf. [Ne93a, III.20]).

3. The classification of the irreducible representations.

In this section we will see how one can reduce the classification of the unitary highest weight representations of a general Lie groups $G$, where $g$ contains a compactly embedded Cartan algebra, to the case where $G$ is reductive. Note that if $g$ does not contain a compactly embedded Cartan algebra, then it makes no sense to consider unitary highest weight representations. The reductive case in turn splits into the trivial abelian case, the compact case which is classical, and the case of hermitean simple Lie algebras, where the classification of the unitary highest weight representations is due to Enright, Howe, and Wallach ([EHW83]) and Jakobsen ([Jak83]).

Let $g$ be a finite dimensional Lie algebra, $t \subseteq g$ a compactly embedded Cartan algebra, and $\Delta^+ \subseteq \Delta$ a $t$-adapted positive system of roots. We assume that $g$ has cone potential. We also fix a $t$-invariant semidirect decomposition $g = n \rtimes I$, such that $t = Z(g) \oplus t_i$, where $t_i = t \cap I$ holds (cf. [HiNe93, Prop. 7.3]) and set $\Delta_r := \{\alpha \in \Delta : g_{\alpha}^C \subseteq n_C\}$. We set

$$C_{\min, z} := C_{\min} \cap \delta(g) = \text{cone}\left\{i \left[X_{\alpha}, X_{\alpha}\right] : X_{\alpha} \in g_{\alpha}^C, \alpha \in \Delta_r^+\right\}.$$
Pick \( \alpha \in C_{\text{min}, z}^* \subseteq Z(g)^* \). We consider \( g \) as a direct sum of \( m := [t, n], Z(g), \) and \( l \), and accordingly we write the elements of \( g \) as triples \( (Y, Z, X) \in m \times Z(g) \times l \).

Now we use the assumption that \( \alpha \in C_{\text{min}}^* \). Let \( m^+ := \bigoplus_{\beta \in \Delta^2} g_\mathbb{C}^\beta \). The mapping \( m^+ \to m, X \mapsto X + \overline{X} \) is a linear isomorphism. Hence we obtain a complex structure \( I \) on \( m \) by the prescription \( I \left( X + \overline{X} \right) := i \left( X - \overline{X} \right) \). This is the complex structure on \( m^+ \) transported to \( m \). Then

\[
m^+ = \{ Y \neq iY : Y \in m \}
\]

and we define \( \langle Y, Y' \rangle := \frac{1}{2} \alpha([Y, iY']) \).

This is a positive semidefinite real bilinear form on \( m \). In fact, the positivity follows from

\[
\langle X + \overline{X}, X + \overline{X} \rangle = \frac{1}{2} \alpha \left( \left[ X + \overline{X}, i \left( X - \overline{X} \right) \right] \right)
= \alpha \left( -i \left[ X, \overline{X} \right] \right) = \alpha \left( i \left[ \overline{X}, X \right] \right) \geq 0
\]

since \( \alpha \in C_{\text{min}}^* \) and the symmetry can be seen as follows:

\[
2 \langle Y', Y \rangle = \alpha([Y', iY]) = \alpha \left( \left[ X' + \overline{X}', i \left( X - \overline{X} \right) \right] \right)
= \alpha \left( i \left[ \overline{X}', X \right] - i \left[ X', \overline{X} \right] \right) = \alpha \left( i \left[ \overline{X}, X' \right] - i \left[ X, \overline{X}' \right] \right)
= \alpha \left( \left[ X + \overline{X}, i \left( X' - \overline{X}' \right) \right] \right) = \alpha([Y, iY']) = 2 \langle Y, Y' \rangle.
\]

We also note that \( I \) leaves this form invariant because

\[
\langle iY, iY' \rangle = -\alpha([iY, iY']) = \alpha([Y', iY]) = \langle Y', Y \rangle = \langle Y, Y' \rangle.
\]

Let \( m^\perp := \{ X \in m : \langle X, V \rangle = 0 \} \). Then \( m^\perp \) is a complex subspace and the form on \( m \) induces a positive definite form on the complex vector space \( m_\alpha := m/m^\perp \). In view of the invariance of the form under \( I \), we even obtain a Hilbert space structure on \( m_\alpha \) such that \( \langle \cdot, \cdot \rangle \) is the real part of the scalar product.

For \( Y \in m \) we write \([Y]\) for the corresponding element of \( m_\alpha \). Then

\[
-2 \text{Im}([Y], [Y']) = -2 \text{Re}(Y, iY') = \alpha([Y, Y'])
\]

and since the brackets in \( g \) can be computed as

\[
([Y, Z, X], (Y', Z', X')) = ([X, Y'] - [X', Y], [Y, Y'], [X, X']),
\]

it is clear that the assignment

\[
(3.1) \quad \beta(Y, Z, X) = ([Y], \alpha(Z), \text{ad} X)
\]
defines a homomorphism \( g \to h_{m_\alpha} \times \mathfrak{sp}(m_\alpha) \).

Let \( \tilde{\nu} \) denote the extended metaplectic representation of \( HMp(m_\alpha) \) on the Fock space \( \mathcal{F}_{m_\alpha} \), \( G \) a simply connected Lie group with \( L(G) = g \), and \( \beta : G \to HMp(m_\alpha) \) the Lie group homomorphism with \( d\tilde{\beta}(1) = \beta \). We consider the representation \( \nu_\alpha := \nu \circ \beta \) of the group \( G \). That this representation is irreducible follows immediately from the fact that the Schrödinger representation of the Heisenberg group \( H_{m_\alpha} \) is irreducible and that, whenever \( \alpha \neq \{0\} \), the group \( \tilde{\beta}(N) = H_{m_\alpha} \) is contained in the image of \( \tilde{\beta} \).

We claim that it is a highest weight representation with respect to \( \Delta^+ \). To see this, let \( X \in \text{int} C_{\text{max}} \cap \mathfrak{t} \). Then we have in particular that \( i\delta(X) \geq 0 \) for all \( \delta \in \Delta_+^\alpha \). Using Proposition 2.5, we see that all \( t_\mathfrak{t} \)-weights on \( \mathcal{F}_{m_\alpha}^K \) are contained in the set

\[
-\rho \left( \Delta_+^\alpha \right) - \sum_{\delta \in \Delta_+^\alpha} \mathbb{N}_0 \delta,
\]

where \( \Delta_+^\alpha = \{ \beta \in \Delta_+^\alpha : \mathfrak{g}_C^\beta \not\subseteq m_\alpha^\beta \} \) is the set of positive roots contributing to \( m_\alpha \) and

\[
\rho \left( \Delta_+^\alpha \right)(X) = \frac{1}{2} \text{tr} \text{ad}_{m_\alpha} X = \frac{1}{2} \sum_{\beta \in \Delta_+^\alpha} m_\alpha(\beta)\beta,
\]

where \( m_\alpha(\beta) = \dim \mathfrak{g}_C^\beta - \dim \left( m_\alpha^\beta \cap \mathfrak{g}_C^\beta \right) \).

It follows in particular that the operator \( d\nu_\alpha(X) \) on \( \mathcal{F}_{m_\alpha} \) is bounded from above and that \( \nu_\alpha \) is a highest weight representation ([Pe94e, Th. III.6]).

We record the results of the preceding discussion in the following proposition.

**Proposition 3.1.** Let \( g \) be a finite dimensional Lie algebra with cone potential, \( \mathfrak{t} \subseteq g \) a compactly embedded Cartan algebra, and \( \Delta^+ \) a \( \mathfrak{t} \)-adapted positive system of roots. Fix a \( \mathfrak{t} \)-invariant semidirect decomposition \( g = \mathfrak{n} \rtimes \mathfrak{t} \), such that \( \mathfrak{t} = Z(g) \oplus \mathfrak{t}_\mathfrak{t} \) with \( \mathfrak{t}_\mathfrak{t} = \mathfrak{t} \cap \mathfrak{t} \). Then there exists for every \( \alpha \in C_{\text{max}}^* \) a highest weight representation \( (\nu_\alpha, \mathcal{F}_{m_\alpha}) \) of the simply connected group \( G \) on the Fock space \( \mathcal{F}_{m_\alpha} \) with respect to \( \Delta^+ \). The highest weight is given by

\[
\lambda_\alpha = \left( i\alpha, -\rho \left( \Delta_+^\alpha \right) \right), \quad \text{where} \quad \rho \left( \Delta_+^\alpha \right)(X) = \frac{1}{2} \text{tr} \text{ad}_{m_\alpha} X.
\]

Let \( G \cong N \rtimes L \) be a simply connected Lie group as above and \( \chi \) a unitary character of \( N \), i.e., \( \chi(X, Z) = e^{i\alpha(Z)} \) with \( \alpha \in Z(g)^* \). We say that \( \chi \) is admissible for \( \Delta^+ \) if \( \alpha \in C_{\text{min}}^* \) and that a unitary representation \( (\pi, \mathcal{H}) \) of \( G \) is of type \( \alpha \) if \( \pi(z) = \chi(z)1 \) for all \( z \in Z(N) \). We write \( \nu_\alpha \) for the irreducible unitary representation of \( G \) on the Fock space \( \mathcal{F}_{m_\alpha} \) described in Proposition 3.1. The following result is an extension of a theorem in [Sa71].
Theorem 3.2 (Satake’s Theorem). Let $\alpha \in \text{int} C_{\text{min}, z}^{*}$ and $(\mathcal{H}_{l}, \pi_{l})$ be a continuous unitary representation of $L$. Then the representation

$$(\pi, \mathcal{H}) := (\pi_{l} \otimes \nu_{\alpha}, \mathcal{H}_{l} \otimes \mathcal{F}_{m_{\alpha}})$$

is a continuous unitary representation of $G$ of type $\alpha$, where $\pi_{l}$ is considered as a representation of $G$ by $\pi_{l}(n, l) := \pi_{l}(l)$. Conversely, all continuous unitary representations of $G$ of type $\alpha$ can be obtained that way.

(i) $\pi$ is irreducible if and only if $\pi_{l}$ is irreducible.

(ii) If $\pi$ is irreducible, then the space $\mathcal{H}^{K}$ of $K$-finite vectors is dense in $\mathcal{H}$.

(iii) The representation $(\pi, \mathcal{H})$ is a highest weight representation with respect to $\Delta^{+}$ if and only if $(\pi_{l}, \mathcal{H}_{l})$ is a highest weight representation with respect to $\Delta^{+}_{l} = \Delta^{+}_{l}(\mathfrak{c}, (\mathfrak{t}_{l})_{\mathfrak{c}})$.

Proof. That we obtain a representation of type $\alpha$ by $\pi_{l} \otimes \nu_{\alpha}$ is clear. Now let $(\pi, \mathcal{H})$ be a continuous unitary representation of $G$ of type $\alpha$. Then we use the Stone-von Neumann Theorem (Theorem 2.1) to decompose $\mathcal{H}$ into a discrete direct sum of irreducible representations of $N$. Hence $(\pi_{l}, \mathcal{H}_{l})$ is a factor representation and can be represented as $\mathcal{H} \cong \mathcal{H}_{l} \otimes \mathcal{F}_{m_{\alpha}}$ (cf. [Wal92, p. 331]), where $\pi(n) = 1 \otimes \nu_{\alpha}(n)$ and the commutant of $\pi(N)$ agrees with $B(\mathcal{H}_{l}) \otimes 1$. For $g \in L$ we set

$$\pi'(g) := \pi(g) \circ (1 \otimes \nu_{\alpha}(g)^{-1}).$$

Then

$$\pi'(g) \pi(n) = \pi(g)(1 \otimes \nu_{\alpha}(g)^{-1}) \pi(n)$$

$$= \pi(g)(1 \otimes \nu_{\alpha}(g)^{-1} \nu_{\alpha}(n))$$

$$= \pi(g)(1 \otimes \nu_{\alpha}(g)^{-1} \nu_{\alpha}(n) \nu_{\alpha}(g))(1 \otimes \nu_{\alpha}(g)^{-1})$$

$$= \pi(g)(1 \otimes \nu_{\alpha}(g^{-1}ng))(1 \otimes \nu_{\alpha}(g)^{-1})$$

$$= \pi(g) \pi(g^{-1}ng)(1 \otimes \nu_{\alpha}(g)^{-1})$$

$$= \pi(n) \pi(g)(1 \otimes \nu_{\alpha}(g)^{-1})$$

$$= \pi(n) \pi'(g).$$

We conclude that $\pi'(g) = \pi_{l}(g) \otimes 1$ holds for $\pi_{l}(g) \in B(\mathcal{H}_{l})$. We claim that $\pi_{l}$ defines a continuous unitary representation on $\mathcal{H}_{l}$. The continuity follows immediately from the continuity on $\mathcal{H}$ because $\mathcal{H} \cong \mathcal{H}_{l} \otimes \nu$ holds for every unit vector $\nu$ in $\mathcal{F}_{m_{\alpha}}$. 
We calculate
\[(\pi_l(g)\pi_l(g')) \otimes 1 = \pi'(g)\pi'(g')\]
\[= \pi(g)(1 \otimes \nu_\alpha(g)^{-1})\pi'(g')\]
\[= \pi(g)\pi'(g')(1 \otimes \nu_\alpha(g)^{-1})\]
\[= \pi(g)\pi(g')(1 \otimes \nu_\alpha(g')^{-1})(1 \otimes \nu_\alpha(g)^{-1})\]
\[= \pi(gg')(1 \otimes \nu_\alpha(gg')^{-1})\]
\[= \pi'(gg') = \pi_l(gg') \otimes 1.\]

Hence \(\pi_l\) is a representation of \(L\). Finally, for \(ng \in G\) with \(n \in N\) and \(g \in L\) we have that

\[\pi(n) = \pi(n) \pi(g)\]
\[= (1 \otimes \nu_\alpha(n)) (\pi_l(g) \otimes 1)(1 \otimes \nu_\alpha(g))\]
\[= (1 \otimes \nu_\alpha(n))] (\pi_l(g) \otimes 1)\]
\[= \pi_l(g) \otimes \nu_\alpha(n).\]

Thus \(\pi = \pi_l \otimes \nu_\alpha\), where \(\pi_l\) is extended to a representation of \(G\) by \(\pi_l(ng) := \pi_l(g)\).

(i) Since the commutant of \(\pi(N)\) is \(B(H_l) \otimes 1\), the commutant of \(\pi(G)\) is the commutant of \(\pi_l(L)\) in \(B(H_l)\) which is trivial if and only if \(\pi\), or equivalently, \(\pi_l\) is irreducible.

(ii) We know from the explicit description of the representation \(\nu_\alpha\) that the space \(F^K_{m_\alpha}\) of \(K\)-finite vectors contains all the polynomials on \(m_\alpha\), hence a dense subspace. On the other hand it follows from [Ne94e, Corollary III.7] that under the assumption that \(\pi\) and therefore \(\pi_l\) is irreducible, the space \(H_l\) contains a dense set of \(K\)-finite vectors because the reductive group \(L\) is a (CA) Lie group. We conclude that \(H^K_l \otimes F^K_{m_\alpha}\) which obviously consists of \(K\)-finite vectors is dense in \(H\).

(iii) \(\Rightarrow\): Suppose that \((\pi_l, H_l)\) is a highest weight representation with respect to \(\Delta^+_s\) and pick \(X \in \text{int} \, C_{\text{max}}(\Delta^+) \subseteq \text{int} \, C_{\text{max}}(\Delta^+_s)\). Then the operators \(i \cdot d\pi_l(X)\) and \(i \cdot d\nu_\alpha(X)\) are bounded from above ([Ne94e, Th. III.6]). Pick unit vectors \(v \in H^K_l\) and \(w \in F^K_{m_\alpha}\). Then

\[\langle i \cdot d\pi(X)(v \otimes w), v \otimes w \rangle = \langle i \cdot d\pi_l(X).v, v \rangle + \langle id\nu_\alpha(X).w, w \rangle \leq C \]

for a certain constant \(C > 0\). This implies that \(i \cdot d\pi(X)\) is bounded from above on \(H\) (cf. [We76, p. 278]). Hence \((\pi, H)\) is a highest weight representation with respect to \(\Delta^+\) because the space \(H^K\) is dense in \(H\) ([Ne94e, Th. III.6]).
If, conversely, \((\pi, H)\) is a highest weight representation with respect to \(\Delta^+\), then \(i \cdot d\pi(X) \leq C\) by [Ne94e, Th. III.6]. Pick a fixed unit vector \(w \in F^\infty_m\) and let \(v\) be a unit vector in \(H_\infty^\infty\). Then

\[
(i \cdot d\pi_i(X) \cdot v, v) = (i \cdot d\pi(X)(v \otimes w), v \otimes w) - (i \cdot d\nu_a(X) \cdot w, w) 
\leq C - (i \cdot d\nu_a(X) \cdot w, w).
\]

Hence \(i \cdot d\pi_i(X)\) is bounded from above and the assertion follows from Theorem III.6 in [Ne94e].

3.1. Unitarizable highest weight modules. For the remainder of this section \(G\) denotes a simply connected Lie group and \(g\) its Lie algebra. We assume that \(g\) has cone potential and that there exists a \(\mathfrak{k}\)-adapted positive system \(\Delta^+\).

**Theorem 3.3.** Let \(g = n \ltimes \mathfrak{l}\) be a \(\mathfrak{k}\)-invariant semidirect decomposition, where \(n\) is the nilradical and \(\mathfrak{l}\) is reductive. Further let \(\Delta^+\) be a \(\mathfrak{k}\)-adapted positive system, \(\omega \in \text{int} C^*_m\), and \(\alpha := \omega |_{Z(g)}\). Then the highest weight module \(L(\lambda)\) for \(\lambda = i\omega\) is unitarizable if and only if the highest weight module \(L(\lambda|_{\mathfrak{i}\mathfrak{l}})\) for \(\lambda|_{\mathfrak{i}\mathfrak{l}} := \lambda|_{\mathfrak{i}\mathfrak{l}} + \rho(\tilde{\Delta}^+_\mathfrak{k}) \in \mathfrak{i}\mathfrak{l}^*\) is unitarizable.

Here \(\tilde{\Delta}^+_\mathfrak{k} = \{\beta \in \Delta^+ : g^\beta \subseteq m^\mathfrak{c}\}\) and \(\rho(\tilde{\Delta}^+_\mathfrak{k}) = \frac{1}{2} \sum_{\beta \in \Delta^+} m_\alpha(\beta)\beta\), where \(m_\alpha(\beta) := \dim g^\beta - \dim (g^\beta \cap m^\mathfrak{c})\).

**Proof.** Suppose that \(L(\lambda)\) is unitarizable, i.e., that it occurs as \(\mathcal{H}_\lambda^K\) for an irreducible unitary representation \((\pi_\lambda, H_\lambda)\) of \(G\). Then Satake’s Theorem (Theorem 3.2) shows that \((\pi_\lambda, H_\lambda)\) decomposes as a tensor product \((\pi_\mathfrak{l} \otimes \nu_\alpha, H_\mathfrak{l} \otimes F_{m_\alpha})\), where \((\pi_\mathfrak{l}, H_\mathfrak{l})\) is a unitary highest weight representation of the reductive group \(L\). Since the highest weight of the tensor product of two highest weight representations is the sum of the two highest weights, we conclude that \(\lambda|_{\mathfrak{i}\mathfrak{l}} := \lambda|_{\mathfrak{i}\mathfrak{l}} + \rho(\tilde{\Delta}^+_\mathfrak{k}) \in (\mathfrak{i}\mathfrak{l})^*\) is the highest weight of \(\mathcal{H}_\lambda^K \cap L\).

If, conversely, the \(\mathfrak{i}\mathfrak{c}\)-module \(L(\lambda|_{\mathfrak{i}\mathfrak{l}})\) is unitarizable and \((\pi_\mathfrak{l}, H_\mathfrak{l})\) is the corresponding unitary representation, then Satake’s Theorem (Theorem 3.2) shows that \((\pi_\mathfrak{l} \otimes \nu_\alpha, H_\mathfrak{l} \otimes F_{m_\alpha})\) defines an irreducible unitary representation of \(G\) such that \(\mathcal{H}_\lambda^K\) is a highest weight module. Since \(\lambda\) is the sum of the highest weights \(\lambda|_{\mathfrak{i}\mathfrak{l}}\) and \(\lambda_\alpha\), it follows that it is the highest weight of \(\mathcal{H}_\lambda^K\).}

**Remark 3.4.** If \(\mathfrak{l}\) is a reductive Lie algebra, then every irreducible highest weight module \(L(\lambda)\) for \(\lambda \in \mathfrak{i}\mathfrak{l}^*\) has a tensor product decomposition

\[
L(\lambda) = L(\lambda_0) \otimes L(\lambda_1) \otimes \ldots \otimes L(\lambda_n),
\]
according to the decomposition $I = Z(I) \oplus I_1 \oplus \ldots \oplus I_n$ into simple factors, where $\lambda_j := \lambda|_{(I_j)_C}$ ([Ja79, p. 39]). The classification of unitarizable highest weight modules for a compact simple Lie algebra is the same as the classification of finite dimensional irreducible modules of a complex simple Lie algebra (cf. [Bou90, Ch. 8; §7]). For the case of hermitean simple Lie algebras the situation is much more involved because the unitarizable highest weight modules are infinite dimensional in this case. Nevertheless there exists a complete classification due to Enright, Howe and Wallach ([EHW83]) and Jakobsen ([Jak83]).

In view of the results for simple Lie algebras mentioned in Remark 3.4, the preceding theorem provides a complete classification of all irreducible highest weight representations of an admissible Lie group $G$. For the following remark we recall that in particular every admissible Lie algebra has cone potential and is quasihermitean (cf. [Ne93a, III.15]).

**Remark 3.5.** Let $\mathfrak{g}$ be a quasihermitean Lie algebra with cone potential, $\mathfrak{t} \subseteq \mathfrak{g}$ a compactly embedded Cartan algebra and $\mathfrak{g} = n \rtimes \mathfrak{l}$ a $\mathfrak{t}$-invariant semidirect decomposition as before. Let $\lambda \in i\mathfrak{t}^*$. If $L(\lambda)$ is unitarizable, then there exists a $\mathfrak{t}$-adapted positive system such that $\lambda$ is dominant integral for $\Delta^+_k$ and $\lambda \in iC^*_\text{min}$, i.e., $\lambda \left( \left[ X_\beta, X_\beta \right] \right) \geq 0$ for $X_\beta \in \mathfrak{g}_\beta^C$ (cf. Proposition 1.18). If, conversely, $\lambda \in iC^*_\text{min}$ is dominant integral for $\Delta^+_k$ and $\alpha := -i\lambda|_{Z(\mathfrak{g})}$, then the unitarizability of $L(\lambda)$ can be decided by looking at the functional $\lambda_\mathfrak{l} := \lambda|_{\mathfrak{l}_C} + \rho \left( \tilde{\Delta}^+_\mathfrak{t} \right)$, where $\tilde{\Delta}^+_\mathfrak{t}$ only depends on $\alpha$.

**Corollary 3.6.** Suppose that $\mathfrak{g}$ is a Lie algebra with cone potential which is compact modulo its radical, i.e., $\mathfrak{l}$ is a compact Lie algebra. Let $\lambda \in i\mathfrak{t}$. Then $L(\lambda)$ is unitarizable if and only if there exists a $\mathfrak{t}$-adapted positive system such that $\lambda \in iC^*_\text{min}$ and $\lambda$ is dominant integral with respect to $\Delta^+_k$.

If, in addition, $\mathfrak{g}$ is solvable, then $L(\lambda)$ is unitarizable if and only if there exists a positive system $\Delta^+$ such that $\lambda \in iC^*_\text{min}$.

**Proof.** In view of Remark 3.5, we only have to recall that the unitarizability condition for a compact Lie algebra is exactly the condition of being dominant integral.

If $\mathfrak{g}$ is solvable, then $\mathfrak{t} = \mathfrak{t}$ is abelian, so that $\mathcal{W}_\mathfrak{l}$ is trivial and every positive system is $\mathfrak{t}$-adapted. Moreover, $\Delta_k = \emptyset$ so that the assertion follows from the first part.

If we want to use the solution to the unitarizability problem as a solution to the classification problem for unitary highest weight representations, then one has to check that different highest weights lead to non-equivalent unitary representations:
Proposition 3.7. Let \( g \) be a Lie algebra containing a compactly embedded Cartan algebra and \( L(\lambda), L(\mu) \) two unitarizable highest weight representations with respect to the positive system \( \Delta^+ \). Then the corresponding unitary representations \((\pi_\lambda, H_\lambda), (\pi_\mu, H_\mu)\) of the simply connected group \( G \) with \( L(G) = g \) are equivalent if and only if \( \lambda = \mu \).

Proof. It is clear that if the corresponding unitary representations \( \pi_\lambda \) and \( \pi_\mu \) are unitarily equivalent, then the same carries over to an isomorphism of the \( g_\mathbb{C} \)-modules \( H^K_\lambda \) and \( H^K_\mu \). Therefore \( \lambda = \mu \).

If, conversely, \( \lambda = \mu \), then we put \( \eta := \eta_\lambda \oplus \eta_\mu \) which we endow with the direct sum representation of \( G \). Let \( \nu := (\nu_\lambda, \nu_\mu) \). Then \( H^K = H^K_\lambda \oplus H^K_\mu \) and \( \nu \in H^K \) is a primitive element and an analytic vector for \( G \) (cf. [Ne94e, Cor. III.5]). Let \( V \) denote the \( g_\mathbb{C} \)-module generated by \( \nu \). Then \( V \) is a highest weight module and if \( K \) is its closure, then the fact that \( V \) consists of analytic vectors implies that \( K \) is a \( G \)-invariant subspace ([Wa72, 4.4.5.6]). Moreover, \( K^K = V \) by construction, and therefore the representation of \( G \) on \( K \) is irreducible ([Ne94e, Th. III.6]).

Let \( p_1 : K \to H_\lambda \) denote the projection. Then \( p_1 \) is an intertwining operator for \( G \). The same holds for \( p_1 p_1^* \in B(H_\lambda) \). Applying Schur’s Lemma to the representation on \( K \) shows that \( p_1^* p_1 = c 1_K \) with \( c > 0 \). Therefore, \( A := \frac{1}{\sqrt{c}} p_1 \) satisfies \( A^* A = 1_K \). Hence \( A : K \to H_\lambda \) is isometric. Therefore its image is closed and consequently \( A \) is surjective. This proves that the representations on \( K \) and \( H_\lambda \) are equivalent. A similar argument applies to \( H_\mu \) showing that the representations on \( H_\lambda \) and \( H_\mu \) are also equivalent. \( \square \)

3.2. Sufficient conditions for unitarizability. The precise classification of unitarizable irreducible highest weight modules is relatively complicated. For some of the applications as there are the Gelfand-Raïkov Theorem for Ol’shanskiï semigroups (cf. Sections IV) and the general Non-linear Convexity Theorem (cf. Section D.V in [Ne93b]), it suffices to have in some sense sufficiently many highest weight representations. In the following we derive a sufficient condition for unitarizability which is very easy to check.

Theorem 3.8 (Harish-Chandra). If \( g \) is a reductive quasihermitean Lie algebra and \( \lambda \in i t^* \) is integral such that

\[
\lambda + \rho(\Delta^+) \in i \text{int} C^*_\text{min},
\]

where \( \rho(\Delta^+) = \frac{1}{2} \sum_{\alpha \in \Delta^+} \alpha \), then the highest weight module \( L(\lambda) \) is unitarizable.

Proof. This is Theorem 3 in [HC55] which is proved in [HC56]. \( \square \)
The irreducible unitary representations corresponding to highest weight modules \( L(\lambda) \), where \( \lambda \) satisfies (3.2), are called relative holomorphic discrete series representations.

**Theorem 3.9.** Let \( g = n \times l \) be as before a \( t \)-invariant semidirect decomposition, where \( g \) has cone potential, \( l \) is reductive and \( n \) is the nilradical, \( \Delta^+ \) a \( t \)-adapted positive system, and \( \lambda \in i \text{int} C^*_{\min} \) dominant integral such that

\[
\lambda + \rho(\Delta^+) \in i \text{int} C^*_\min(\Delta^+_s)^*,
\]

where \( \Delta^+_s = \{ \alpha \in \Delta : g_{\alpha}^C \subseteq \mathbb{C} \} \). Then \( L(\lambda) \) is unitarizable.

**Proof.** This follows by combining Harish Chandra’s Theorem (Theorem 3.8) with Theorem 3.3 and using the trivial fact that \( \rho(\Delta^+_r) + \rho(\Delta^+_s) = \rho(\Delta^+) \) and \( \Delta^+_r = \Delta^+_s \) since \( \lambda \in i \text{int} C^*_{\min} \).

**Remark 3.10.** Let \( g = n \times l \) be as above such that \( Z_l(n) = \{0\} \) and \( \dim Z_l(n) \leq 1 \). Suppose that \( \Delta^+ \) is a \( t \)-adapted positive system such that \( C_{\min, z} \) is a pointed cone. Then, according to [Ne93a, III.20],

\[
C_{\min}(\Delta^+) \subseteq C_{\max}(\Delta^+) \subseteq C_{\max}(\Delta^+_r).
\]

It follows in particular that \( C_{\min}(\Delta^+_s) \subseteq C_{\max}(\Delta^+_s) \). Since \( C_{\max}(\Delta^+_s) \cap (t \cap l) \) is pointed ([Ne93a, III.11]), we conclude that the set of positive non-compact roots in \( \Delta_s \) is determined uniquely by the system \( \Delta^+_s \). Hence there are only two choices of a \( t \)-adapted positive system of non-compact roots such that \( C_{\min} \) is pointed.

To generalize this observation to general Lie algebras, let \( g = n \times l \), \( l_1 := Z_l(n) \) and \( l_0 \) an ideal of \( l \) such that \( l = l_0 \oplus l_1 \). Then \( g = g_0 \oplus l_1 \), where \( g_0 = n \times l_0 \). If \( k \) is the number of hermitean simple ideals in \( l_1 \), it follows that there are exactly \( 2^{k+1} \) possibilities for \( \mathcal{W}_t \)-invariant sets \( \Delta^+_p \) of positive non-compact roots. That there are much more possibilities for \( \Delta^+ \) comes from the fact that the choice of \( \Delta^+_s \) is absolutely arbitrary for a given system \( \Delta^+_p \).

### 4. Coadjoint orbits and holomorphic representations.

Since we are interested in a characterization of those highest weights which might occur via holomorphic representations of an Ol'shanskiï semigroup \( S = \Gamma(g, W, D) \), we have to relate the invariant cone \( W \) to the coadjoint orbit \( O_\omega \). One major tool to do this is the following theorem from [HNP93] (cf. also [Ne93b]).
**Theorem 4.1** (The Convexity Theorem for coadjoint orbits). Let $\mathfrak{t} \subseteq \mathfrak{g}$ be a compactly embedded Cartan algebra, $\Delta^+ \subseteq \mathfrak{t}$-adapted positive system, and $\omega \in C^*_{min}$. Then

$$p_t^* (O_\omega) = \text{conv}(\mathcal{W}_t, \omega) + \text{cone}(i\Delta^+_\omega),$$

where

$$\Delta^+_\omega = \left\{ \alpha \in \Delta^+_p : (\exists \gamma \in \mathcal{W}_t)(\exists X_\alpha \in \mathfrak{g}_\mathbb{C}) \left\langle \omega, \gamma{i[X_\alpha, X_\alpha]} \right\rangle > 0 \right\}.$$ 

If $\mathfrak{g}$ has cone potential and $\omega \in \text{int} C^*_{min}$, then $\Delta^+_\omega = \Delta^+_{\infty}$.

**Proof.** This follows from Theorem 5.17 and Remark 5.18 in [HNP93].

For the following we recall the definitions of the cones $C_{min}$ and $C_{max}$ from the end of Section I.

**Proposition 4.2.** Let $(\pi_\lambda, \mathcal{H}_\lambda)$ be an irreducible representation of $G$ with highest weight $\lambda = i\omega \in iC^*_{min}$. Then the following assertions hold:

(i) For $X \in \mathfrak{g}$ we have

$$\sup \text{Spec} (id\pi_\lambda(X)) = - \inf(X, O_\omega).$$

(ii) $B(O_\omega) := \{X \in \mathfrak{g} : \inf(X, O_\omega) > -\infty\}$ is the set of all elements for which the self-adjoint operator $i \cdot d\pi_\lambda(X)$ is bounded from above.

(iii) $O^*_\omega = \{X \in \mathfrak{g} : i \cdot d\pi_\lambda(X) \leq 0\}$.

(iv) $B(O_\omega) \cap \mathfrak{t} = (i\Delta^+_\omega)^*$.

(v) $O^*_\omega \cap \mathfrak{t} = \{X \in (i\Delta^+_\omega)^* : (\forall \gamma \in \mathcal{W}_t)\langle \omega, \gamma \cdot X \rangle \geq 0\}$.

**Proof.** Let $\Psi : \mathbb{P}(\mathcal{H}_\lambda^\infty) \rightarrow \mathfrak{g}^*$ denote the moment map from Section I and $I_\lambda$ its image. Then $I_\lambda \subseteq \text{conv}(O_\omega)$ ([Ne94g, Th. II.6]) and therefore

$$\text{conv}(O_\omega) = \text{conv} I_\lambda.$$ 

For $X \in \mathfrak{g}$ it follows in particular that

$$\sup \text{Spec} (i \cdot d\pi_\lambda(X)) = \sup(-X, I_\lambda) = \sup(-X, O_\omega) = - \inf(X, O_\omega).$$

This proves (i), and (ii) and (iii) are direct consequences.

Now we apply Theorem 4.1 to see that

$$p_t^* (O_\omega) = \text{conv}(\mathcal{W}_t, \omega) + \text{cone}(i\Delta^+_\omega).$$

Therefore

$$B(O_\omega) \cap \mathfrak{t} = \text{cone}(i\Delta^+_\omega)^* = (i\Delta^+_\omega)^*.$$
which is (iv), and (v) follows immediately.

The following result generalizes Theorem III.8 in [Ne94e] because it shows that the assumption that \( g \) is a (CA) Lie algebra is not necessary for the conclusion. Note that the assumption that \( g \) contains a compactly embedded Cartan algebra is superfluous if the representation \( \pi \) is assumed to have discrete kernel (cf. [Ne94d, III.7]).

**Theorem 4.3.** Let \( S = \Gamma(g, W, D) \) be an Ol’shanskiĭ semigroup, \((\pi, \mathcal{H})\) an irreducible holomorphic representation, and suppose that \( g \) contains a compactly embedded Cartan algebra and is quasihermitean. Then the following assertions hold:

(i) \( \mathcal{H}^K \) is an irreducible highest weight module of the Lie algebra \( g_C \) with respect to a \( \mathfrak{t} \)-adapted positive system \( \Delta^+ \).

(ii) For every \( s \in \text{int}(S) \) the operator \( \pi(s) \) is a trace class operator, i.e., \( \pi(\text{int}S) \subseteq B_1(\mathcal{H}) \).

**Proof.** Since a highest weight module of a quotient algebra \( g_C/\alpha_C \), where \( \alpha \subseteq \mathfrak{g} \) is an ideal, can also be considered as a highest weight module of the Lie algebra \( g_C \), it suffices to assume that the representation \( \pi \) has discrete kernel (cf. Proposition 1.18). Then \( g \) is an admissible Lie algebra by [Ne94d, III.7] and \( \dim \hat{g}(g) \leq 1 \). It follows in particular that there exists a \( \mathfrak{t} \)-adapted positive system such that \( C_{\min, s} \subseteq W \) and an element \( \alpha \in \text{int} C_{\min}^* \).

In view of Proposition III.15 in [Ne94d], the representation \( \pi \) of \( G = U(S)_0 \) is also irreducible. Therefore Theorem 3.2 applies and shows that the space \( \mathcal{H}^K \) of \( K \)-finite vectors is dense in \( \mathcal{H} \).

We choose a regular element \( X \in W \cap \mathfrak{t} \). Then the fact that \((\pi, \mathcal{H})\) is a holomorphic representation of \( S \) entails that the operator \( i \cdot \pi(X) \) is bounded from above ([Ne94d, III.1]). Now Corollary III.7 in [Ne94e] yields that \( \mathcal{H}^K \) is an irreducible highest weight module with respect to the positive system

\[
\Delta^+ := \{ \alpha \in \Delta : i\alpha(X) > 0 \}.
\]

(ii) This is the same argument as in [Ne94e, Th. III.8(ii)].

We recall from [Ne94d] that for a simply connected Ol’shanskiĭ semigroup \( S = \Gamma(g, W) \) the group \( H(S) \) of units is always connected and simply connected. Therefore Corollary 1.10 in [Ne94d] yields that the mapping \( \tilde{G} \to S \) is injective for the simply connected group \( \tilde{G} \) with \( L(G) = g \) whenever \( H(W) = W \cap (-W) \) is compact. Hence we can identify for any \( G \) with \( L(G) = g \) the fundamental group \( \pi_1(G) \) with a discrete central subgroup of \( S \) so that \( \Gamma(G, W) := \Gamma(g, W, \pi_1(G)) \) is a well defined Ol’shanskiĭ semigroup with \( U(\Gamma(G, W))_0 \cong G \).
For the following proposition we recall from [Ne94d, Th. III.8] that the compactness of $H(W)$ is necessary for the existence of a holomorphic representation of a semigroup $\Gamma(G, W)$ with discrete kernel. Therefore the compactness of $H(W)$ is a rather natural assumption. The following result is a first characterization of the extendable highest weight representations. In the following we will see how to obtain a characterization which can be checked directly with the data given by $\omega$, the roots, and the Weyl group $W_t$.

**Proposition 4.4.** Let $G$ be an admissible Lie group, $(\pi_\lambda, \mathcal{H}_\lambda)$ an irreducible unitary representation of $G$ with highest weight $\lambda = i\omega$, and $\Gamma(G, W)$ an Ol’shanskiĭ semigroup with $H(W)$ compact. We define $s_\omega : g \to \mathbb{R} \cup \{\infty\}$ by $s_\omega(X) := -\inf(X, O_\omega)$. Then the following are equivalent:
1. $\pi_\lambda$ extends to a holomorphic representation of $\Gamma(G, W)$ on $\mathcal{H}_\lambda$.
2. $s_\omega$ is bounded on a $0$-neighborhood of $W$.

**Proof.** We have seen in Proposition 4.2(i) that

$$s_\omega(X) = \sup \text{Spec } (id \pi_\lambda(X))$$

holds for each element $X \in g$.

$(1) \Rightarrow (2)$: If $\pi_\lambda$ extends to a holomorphic representation of $\Gamma(G, W)$ on $\mathcal{H}_\lambda$, then Lemma III.12 in [Ne94d] implies that there exists a norm $\| \cdot \|$ on $g$ such that $s_\omega(X) \leq \|X\|$ holds for all $X \in W$ and therefore (2) follows.

$(2) \Rightarrow (1)$: If, conversely, (2) is satisfied, then we find a norm $\| \cdot \|$ on $g$ and $m > 0$ such that $X \in W$ and $\|X\| \leq 1$ imply that $s_\omega(X) \leq m$. Renormalizing the norm, we may assume that $m = 1$. Now $s_\omega(X) \leq \|X\|$ for $X \in W$ and the existence of a holomorphic extension follows from [Ne94d, Th. III.14].

**Corollary 4.5.** Let $G$ be an admissible Lie group, $(\pi_\lambda, \mathcal{H}_\lambda)$ an irreducible highest weight representation of $G$ and $\Gamma(G, W)$ an Ol’shanskiĭ semigroup with $H(W)$ compact. If $\pi_\lambda$ extends to a holomorphic representation of $\Gamma(G, W)$ on $\mathcal{H}_\lambda$, then $W \cap t \subseteq (i\Delta_\omega^+)^*$.

**Proof.** In view of Proposition 4.2, $B(O_\omega) = \{X \in g : s_\omega(X) < \infty\}$, so that Proposition 4.4 shows that if $\pi_\lambda$ extends to $\Gamma(G, W)$, then

$$W \cap t \subseteq B(O_\omega) \cap t = (i\Delta_\omega^+)^*$$

(Proposition 4.2(iv)).

We are aiming at a converse of Corollary 4.5. So we have to show that $W \cap t \subseteq (i\Delta_\omega^+)^*$ implies the condition of Proposition 4.4. This will be shown in several steps. We start with the case of pointed invariant cones.
Lemma 4.6. Let $\Delta^+ \subseteq \Delta$ be a $t$-adapted positive system, $\omega \in C^\ast_{\min}$, and $W \subseteq g$ a pointed generating invariant cone. Then the following assertions hold:

(i) If $W \cap t \subseteq (i\Delta^+_p)^\ast$, then there exists a $t$-adapted positive system $\tilde{\Delta}^+$ such that $W \cap t \subseteq C_{\max}(\tilde{\Delta}^+)$ and $\omega \in C_{\min}(\tilde{\Delta}^\ast)$. 

(ii) If $W \cap t \subseteq C_{\max}$, then $s_\omega$ is bounded on a 0-neighborhood in $W$.

Proof. (i) Let $C := W \cap t$. Since $W$ is pointed and generating, there exists a $t$-adapted positive system $\tilde{\Delta}^+ \subseteq \Delta$ such that 

$$C_{\min}(\tilde{\Delta}^+) \subseteq C \subseteq C_{\max}(\tilde{\Delta}^+)$$

([Ne93a, III.15]). In view of (i), we have $C \subseteq (i\Delta^+_p)^\ast$. Thus, for each $\alpha \in \Delta^+_p$, there exists an open subset of $C_{\max}(\tilde{\Delta}^+)$ on which $i\alpha$ is non-negative and therefore $\alpha \in \tilde{\Delta}^+_p$. We conclude that $\Delta^+_w \subseteq \tilde{\Delta}^+_p$.

For $\alpha \in \tilde{\Delta}^+_p$ let $X_\alpha \in g_0^\ast$. If $\alpha \in \Delta^+_p$, then $\omega \left(i \left[X_\alpha, X_\alpha\right]\right) \geq 0$ follows from $\omega \in C_{\min}^\ast$. If $\alpha \notin \Delta^+_p$, then $-\alpha \notin \Delta^+_p$ and since $\Delta^+_w \subseteq \tilde{\Delta}^+_p$, it follows that $-\alpha \notin \Delta^+_w$. We conclude that $\omega \left(i \left[X_\alpha, X_\alpha\right]\right) = 0$ so that we eventually see that $\omega \in C_{\min}(\tilde{\Delta}^\ast)^\ast$.

(ii) Let $C := W \cap t$. Then $C^\ast = W^\ast \cap t^\ast$ ([Ne93a, Th. I.10]). We choose a $W_t$-invariant element $\alpha_0 \in \text{int} C^\ast$ (cf. [Ne94e, Lemma II.4]). Then $t^\ast = \mathbb{R}^+ \alpha_0 - C^\ast$. Hence there exists $t > 0$ with $-\omega \in t\alpha_0 - C^\ast$. We set $\alpha := t\alpha_0$. Then $\alpha + \omega \in C^\ast$. We note that $\alpha \in \text{int} C_{\min}^\ast$ because $C \subseteq C_{\max}$ implies that $C_{\min} \subseteq C$ and hence that $C^\ast \subseteq C_{\min}^\ast$ ([Ne93a, Prop. III.15]).

Let $X \in C$. Then the Convexity Theorem (Theorem IV.1) implies that 

$$\langle X, O_\alpha + O_\omega \rangle$$

$$\subseteq \langle X, \text{conv}(W_t, \alpha) + \text{cone}(i\Delta^+_p) + \text{conv}(W_t, \omega) + \text{cone}(i\Delta^+_p) \rangle$$

$$= \langle X, \alpha + \text{conv}(W_t, \omega) + \text{cone}(i\Delta^+_p) \rangle$$

$$\subseteq \langle X, \alpha + \text{conv}(W_t, \omega) \rangle + \mathbb{R}^+$$

$$= \langle X, \text{conv}(W_t, (\omega + \alpha)) \rangle + \mathbb{R}^+ \subseteq \mathbb{R}^+$$

because $W_t, (\omega + \alpha) \subseteq C^\ast$.

Next we recall that $W = \overline{\text{Inn}_g C}$ ([Ne94c, Prop. II.3]) and use the invariance of the set $O_\alpha + O_\omega$ to see that 

$$\langle Y, O_\alpha + O_\omega \rangle \subseteq \mathbb{R}^+$$

holds for all $Y \in W$. It follows in particular that $\alpha + O_\omega \subseteq W^\ast$. 


Finally we apply Lemma IV.4.2 in [HHL89] to obtain a norm \( \| \cdot \| \) on \( \mathfrak{g} \) such that \( \| X \| = \alpha(X) \) for all \( X \in W \). Now the condition

\[
\langle \nu, X \rangle \geq -\| X \| = -\alpha(X) \quad \forall X \in W, \nu \in \mathcal{O}_\omega
\]

is satisfied because \( \alpha + \mathcal{O}_\omega \subseteq W^* \). Therefore \( s_\omega(X) \leq \| X \| \) holds for \( X \in W \) and the assertion follows. \( \square \)

**Proposition 4.7.** Let \( \Delta^+ \subseteq \Delta \) be a \( \mathfrak{t} \)-adapted positive system, \( \omega \in C^*_{\min} \), and \( W \subseteq \mathfrak{g} \) a pointed generating invariant cone. Then the following are equivalent:

1. \( s_\omega \) is bounded on a 0-neighborhood in \( W \).
2. \( W \subset B(\mathcal{O}_\omega) \).
3. \( W \cap \mathfrak{t} \subseteq (i\Delta^+)^* \).

**Proof.** (1) \( \Rightarrow \) (2): Is trivial since \( s_\omega \) is positively homogeneous, hence finite on \( W \) if it is bounded on a 0-neighborhood.

(2) \( \Rightarrow \) (3): This is immediate from Proposition 4.2(iv).

(3) \( \Rightarrow \) (1): First we use Lemma 4.6(i) to see that after replacing \( \Delta^+ \) by \( \Delta^+_1 \), we may w.l.o.g. assume that \( W \cap \mathfrak{t} \subseteq C_{\max} \). Then Lemma 4.6(ii) applies. \( \square \)

Next we have to prepare the case where \( H(W) \) is central.

**Lemma 4.8 (Factorization Lemma for invariant cones).** Let \( \mathfrak{g} \) be a Lie algebra with cone potential and \( W \subseteq \mathfrak{g} \) a generating invariant cone such that \( H(W) \) is central. Then there exists a pointed generating invariant cone \( W_1 \subseteq W \) such that

\[
H(W) \cap W_1 = \{0\} \quad \text{and} \quad W = W_1 + H(W),
\]

and the mapping

\[
\beta : W_1 \times H(W) \to W, \quad (X, Y) \mapsto X + Y
\]

is proper.

**Proof.** Let \( \mathfrak{t} \subseteq \mathfrak{g} \) be a compactly embedded Cartan algebra and \( \alpha : \mathfrak{g} \to \mathfrak{g}/H(W) \) the quotient homomorphism. Then there exists a \( \mathfrak{t} \)-adapted positive system \( \Delta^+ \) of roots in \( \Delta(\mathfrak{g}_C, \mathfrak{t}_C) = \Delta(\mathfrak{g}_C/H(W)_C, \mathfrak{t}_C/H(W)_C) \) such that

\[
C_{\min} \subseteq C \subseteq C_{\max}
\]

([Ne93a, III.15]). Moreover, there exists a \( \mathcal{W}_t \)-invariant vector space complement \( t' \) for \( H(W) \) in \( \mathfrak{t} \). Set \( C' := C \cap t' \). Then \( C' \) is invariant under \( \mathcal{W}_t \) and pointed.
We claim that $C_{\min} \cap H(W) = \{0\}$. To see this, we note that the quotient Lie algebra $\mathfrak{g}/H(W)$ contains the pointed generating invariant cone $W/H(W)$. Hence it has cone potential (cf. [Ne93a, Prop. III.15]) and therefore $0 \neq X \in \mathfrak{g}_{\mathbb{C}}^*, \alpha \in \Delta^+_p$ implies that $0 \neq i \left[ X, X \right] \in C_{\min} \setminus H(W)$. Let $\alpha \in \text{algint} W^*$. Then it follows that $\alpha \left( i \left[ X, X \right] \right) > 0$ whenever $0 \neq X$. Thus $\alpha \in \text{int} C_{\min}^*$ (cf. [Ne94f, IV.21]) and this shows that $C_{\min} \cap H(W) = \{0\}$.

We define $C_1 := C' + C_{\min}$. To see that $C_1$ is closed and pointed, in view of [Ne93a, 1.7], we only have to note that

$$C' \cap -C_{\min} \subseteq H(W) \cap -C_{\min} = \{0\}.$$ 

It is clear that $C_1$ is invariant under the Weyl group $W_t$. Now we use [Ne93a, III.33] to see that there exists a pointed generating invariant cone $W_1 \subseteq \mathfrak{g}$ such that $W_1 \cap t = C_1$.

Since

$$W_1 \cap H(W) = C_1 \cap H(W) = (C' + C_{\min}) \cap H(W) = (C' \cap H(W)) + (C_{\min} \cap H(W)) = \{0\}$$

follows from $C_1 \subseteq C$ and $H(W) = C \cap (-C)$, we conclude that $W_1 \cap H(W) = \{0\}$. Hence $W_1 + H(W)$ is closed by [Ne93a, 1.7]. On the other hand it is an invariant cone contained in $W$ which contains $C = C_1 + H(W)$, so it has to contain $W$ by [Ne93a, III.34]. It follows that $W = W_1 + H(W)$.

To see that $\beta$ is a proper mapping, we pick $\alpha \in \text{algint} W^*$ as above. Then $\alpha(\beta(X,Y)) = \alpha(X)$ and since $H(W) \cap W_1 = \{0\}$, the functional $\alpha$ is contained in $\text{int} W^*$. It follows that the inverse image of a compact subset $K \subseteq W$ under $\beta$ is contained in $\alpha^{-1}(0, m] \times H(W)$, where $m = \text{max} \alpha(K)$. Then the projection of $\beta^{-1}(K)$ onto $H(W)$ is also compact and therefore $\beta$ is proper.

The following proposition clarifies the assumptions made on the Lie algebra $\mathfrak{g}$ in the remainder of this section.

**Proposition 4.9.** Let $\mathfrak{g}$ be a finite dimensional real Lie algebra. Then the following are equivalent:

1. $\mathfrak{g}$ is admissible.
2. $\mathfrak{g} \oplus \mathbb{R}$ contains a pointed generating invariant cone.
3. $\mathfrak{g}$ contains a generating invariant cone $W$ such that $H(W)$ is a compact Lie algebra whose center is central in $\mathfrak{g}$.
4. $\mathfrak{g}$ has cone potential and there exists a generating invariant cone $W$ with $H(W)$ compact.
Proof. (1) ⇔ (2): This is the definition.
(1) ⇒ (3): If \( \mathfrak{g} \) is admissible, then there are two cases (cf. [Ne93a, III.39]).
Either \( \mathfrak{g} \) is compact semisimple, then we put \( W := \mathfrak{g} \), or \( \mathfrak{g} \) contains a pointed generating invariant cone \( W \).
(3) ⇒ (1): Suppose that \( H(W) = W \cap (-W) \) is compact. Then \( H(W)' = [H(W), H(W)] \) is a compact ideal and therefore \( \mathfrak{g} = \mathfrak{g}_0 \oplus H(W)' \) is a direct sum. Moreover \( W = W_0 \oplus H(W)' \), where \( W_0 := W \cap \mathfrak{g}_0 \). Then the edge of \( W_0 \) is central in \( \mathfrak{g}_0 \) and with Lemma IV.8 we find a pointed generating invariant cone \( W_1 \subseteq \mathfrak{g}_0 \). Therefore \( \mathfrak{g}_0 \) is admissible and consequently \( \mathfrak{g} \) is admissible ([Ne93a, III.37]).
(1) ⇒ (4): Since every admissible Lie algebra has cone potential (cf. [Ne93a, III.15]), this follows from the fact that (1) implies (3).
(4) ⇒ (3): The center of \( H(W) \) is an abelian ideal of \( \mathfrak{g} \), hence central since \( \mathfrak{g} \) has cone potential (cf. [HiNe93, Lemma 7.14]). □

Lemma 4.10. Let \( W_j, j = 1,2 \) be closed convex cones in the vector space \( V_j \) and \( f : V_1 \to V_2 \) a linear mapping which induces a proper map of \( f_0 : W_1 \to W_2 \) which is surjective. Then \( f_0 \) is open in 0.

Proof. Let \( U_1 \) be an open 0-neighborhood in \( W_1 \). We claim that \( f(U_1) \) is a 0-neighborhood in \( W_2 \). So let \( U_2 \) be a compact 0-neighborhood in \( W_2 \). Then the fact that \( f \) is proper implies that \( f^{-1}(U_2) \) is a compact subset of \( W_1 \). On the other hand \( W_1 = \bigcup_{\lambda > 0} \lambda U_1 \) is an open covering so that we find \( \lambda_0 > 0 \) with \( f^{-1}(U_2) \subseteq \lambda_0 U_1 \). Since \( f \) is surjective, we conclude that
\[
U_2 = f(f^{-1}(U_2)) \subseteq \lambda_0 f(U_1),
\]

hence that \( \lambda_0^{-1} U_2 \subseteq f(U_1) \). This proves the assertion. □

The following theorem is a version of the Holomorphic Extension Theorem ([Ne94d, Th. III.14]) for irreducible representations which has the feature that it guarantees the existence of some holomorphic extensions in all cases. The third condition has the remarkable feature that it can be checked rather easily.

Theorem 4.11 (Characterization of the extendable highest weight representations). Let \( \mathfrak{g} \) be an admissible Lie algebra, \( G \) a corresponding connected Lie group, \( \omega \in C^*_\min \) with respect to the \( \xi \)-adapted positive system \( \Delta^+ \), and \((\pi_\lambda, \mathcal{H}_\lambda)\) an irreducible unitary representation of \( G \) with highest weight \( \lambda = i\omega \). Further let \( W \subseteq \mathfrak{g} \) be a generating invariant cone with \( H(W) \) compact. Then the following are equivalent:
(1) \( \pi_\lambda \) extends to a holomorphic representation of \( \Gamma(G,W) \).
(2) \( s_\omega \) is bounded on a 0-neighborhood in \( W \).
(3) \( W \cap t \subseteq (i\Delta^\perp_\omega)^* \).

**Proof.** (1) \( \Leftrightarrow \) (2): This is Proposition 4.4.
(2) \( \Rightarrow \) (3): This is Corollary 4.5.
(3) \( \Rightarrow \) (2): First we note that the commutator algebra \( \mathfrak{h}_c \) of \( H(W) \) is a compact semisimple ideal of \( \mathfrak{g} \), so that we have a direct sum decomposition \( \mathfrak{g} = \mathfrak{g}_1 \oplus \mathfrak{h}_c \) and accordingly \( W = W_1 \oplus \mathfrak{h}_c \) with \( W_1 \cap t \subseteq (i\Delta^\perp_{\omega_1})^* \), where \( \Delta^\perp_\omega = \Delta^\perp_{\omega_1} \) and \( t_1 = t \cap \mathfrak{g}_1 \). We also have a corresponding decomposition \( \omega = (\omega_1, \omega_c) \) with \( \omega_1 \in \mathfrak{g}_1^* \cong \mathfrak{h}_c^* \) and \( \omega_c \in \mathfrak{h}_c^* \cong \mathfrak{g}_1^* \). Then \( \mathcal{O}_\omega = \mathcal{O}_{\omega_1} \times \mathcal{O}_{\omega_c} \) and therefore

\[
s_\omega(X_1 + X_c) = s_{\omega_1}(X_1) + s_{\omega_c}(X_c)
\]

for \( X_1 \in \mathfrak{g}_1 \) and \( X_c \in \mathfrak{h}_c \). Since \( \mathcal{O}_{\omega_c} \) is compact, the function \( s_{\omega_c} \) is trivially locally bounded on \( \mathfrak{h}_c \). Hence \( s_\omega \) is bounded in a 0-neighborhood of \( W \) if and only if \( s_{\omega_1} \) is bounded in a 0-neighborhood of \( W_1 \).

This provides a reduction to the case where \( \mathfrak{h} := H(W) \) is abelian, hence central ([HiNe93, Lemma 7.14]). From now on we assume that \( \mathfrak{h} \) is central. This permits us to apply the Factorization Lemma (Lemma 4.8) to the cone \( W \). We find a pointed generating cone \( W_1 \subseteq W \) such that the addition mapping \( \beta : W_1 \times \mathfrak{h} \to W \) is proper, surjective, and by Lemma IV.10 open in 0.

For \( Z \in \mathfrak{h} \) we have \( \langle Z, \mathcal{O}_\omega \rangle = \{\omega(Z)\} \) so that

\[
s_\omega(X + Z) = s_\omega(X) + \omega(Z)
\]

for \( X \in W_1 \) and \( Z \in \mathfrak{h} \). Since \( \beta \) is open in 0, it therefore remains to show that \( s_\omega \) is bounded on a 0-neighborhood in the pointed generating cone \( W_1 \).

In view of (3), we have \( W_1 \cap t \subseteq (i\Delta^\perp_{\omega_1})^* \) so that Proposition 4.7 applies and the proof is complete.

**Corollary 4.12** (Classification of the irreducible holomorphic representations). Let \( \mathfrak{g} \) be an admissible Lie algebra, \( G \) a corresponding connected Lie group, \( W \subseteq \mathfrak{g} \) a generating invariant cone with \( H(W) \) compact, and \( S := \Gamma(G,W) \). Then the holomorphic irreducible representations of \( S \) restrict exactly to those representations of \( G \) which are highest weight representations with respect to a \( \mathfrak{t} \)-adapted positive system \( \Delta^\perp \) and highest weight \( \lambda = i\omega \in iC^*_{\min} \) satisfying

\[
W \cap t \subseteq (i\Delta^\perp_\omega)^*.
\]

Two holomorphic representations with highest weight \( \lambda \) and \( \lambda' \) are equivalent if and only if \( \lambda = \lambda' \).

**Proof.** If \( (\pi, \mathcal{H}) \) is an irreducible representation of \( S \), then it follows from Theorem 4.3 that the restriction to \( G \) is a highest weight representation
with respect to a $t$-adapted positive system of roots and from Proposition 1.18 that $\omega \in C_{\min}^*$. Hence Theorem 4.11 implies that $W \cap t \subseteq (i\Delta^+_\omega)^*$. 

If, conversely, $(\pi_\lambda, \mathcal{H}_\lambda)$ is a unitary representation of $G$ with highest weight $\lambda = i\omega$ with respect to $\Delta^+$ such that $W \cap t \subseteq (i\Delta^+_\omega)^*$, then $\pi_\lambda$ is irreducible (cf. [Ne94e, Th. III.6]) and, according to Theorem 4.11, it extends to a holomorphic representation of $S$ on $\mathcal{H}_\lambda$.

The last assertion follows from Proposition 3.7 for the group $G$ and to pass to $S$ we have to apply Proposition III.15 in [Ne94d].

The following result shows that the class of highest weight representations of a Lie group $G$ coincides with the class of those representations which have a holomorphic extension to some Ol'shanskiĭ's semigroup containing $G$ as $U(S)_0$.

**Corollary 4.13.** Let $G$ be admissible and $(\pi, \mathcal{H})$ a unitary highest weight representation. Then there exists a generating invariant cone $W \subseteq \mathfrak{g}$ such that $\pi$ extends to a holomorphic representation of $\Gamma(G, W)$.

**Proof.** We may w.l.o.g. assume that $\ker \pi$ is discrete because it suffices to prove the assertion for the quotient group $G/(\ker \pi)_0$. So we assume that $\ker \pi$ is discrete. If $\lambda = i\omega$ is the highest weight, then Theorem 1.17 shows that $\omega \in \text{int} C_{\min}^*$. In view of Theorem 4.11 and $\Delta^+_\omega = \Delta^+_p$, it therefore suffices to find a generating invariant cone $W \subseteq \mathfrak{g}$ such that $H(W)$ is compact and $W \cap t \subseteq C_{\max}$.

If $\mathfrak{g}$ is compact, then $C_{\max} = t$ and we set $W := \mathfrak{g}$. If $\mathfrak{g}$ is non-compact, then $\text{int} C_{\min}^* \cap Z(t)^\perp = \emptyset$ because otherwise $0 \in \text{int} C_{\min}^*$ which in turn implies that $C_{\min} = \{0\}$. But this is impossible if $\mathfrak{g}$ is not compact. Let $W := C_{\omega}^\perp$. Then, since $\ker \pi$ is discrete, Proposition 4.2 yields that

$$W \cap t = \{X \in C_{\max} : \langle \mathcal{W}_t \omega, X \rangle \subseteq \mathbb{R}^+\}$$

and therefore $W \cap t$ is generating because $\mathcal{W}_t \omega$ is a compact subset of the interior of the non-trivial cone $C_{\min}^*$. This shows in particular that $W$ is generating. Moreover the fact that $\mathfrak{g}^\omega$ is strictly reduced (Theorem 1.17) means that $W$ is pointed and therefore in particular $H(W) = \{0\}$ is compact. The inclusion $W \cap t \subseteq C_{\max}$ is a consequence of Proposition 4.2. 

So far we have a classification of all irreducible holomorphic representations of a given admissible Ol'shanskiĭ's semigroup $S$ via highest weight representations and the classification of the highest weight representations from Section III. Our next objective is the Gelfand-Raïkov Theorem for admissible Ol'shanskiĭ semigroups.
5. The Gelfand-Raïkov Theorem for Ol’shanskii semigroups.

In this section we deal with the problem to find sufficiently many irreducible holomorphic representations for an Ol’shanskii’s semigroup $S = \Gamma(g, W, D)$. We assume that $H(W)$ is a compact Lie algebra and that $g$ is admissible, i.e., $g \oplus \mathbb{R}$ contains pointed generating invariant cones. We recall from [Ne94d] that these conditions are necessary for $S$ to have a holomorphic representation with discrete kernel ([Ne94d, Lemma III.7; Th. III.8]).

**Lemma 5.1.** Let $S$ be an Ol’shanskii semigroups. Then the following are equivalent:

1. There exists a holomorphic representation of $S$ with discrete kernel.
2. For every $X \in \mathfrak{g}$ there exists a holomorphic representation $(\pi, \mathcal{H})$ of $S$ such that $d\pi(X) \neq 0$.

**Proof.** (1) $\Rightarrow$ (2): If $\pi$ has discrete kernel, then $d\pi$ is injective, hence satisfies (2).

(2) $\Rightarrow$ (1): Using (2), we find inductively a finite set $\{ \pi_1, \ldots, \pi_n \}$ of representations such that $\bigcap_{i=1}^n \ker d\pi_i = \{0\}$. Hence $\pi := \pi_1 \times \ldots \times \pi_n$ is a representation with discrete kernel. \qed

**Lemma 5.2.** If $S = \Gamma(g, W, D)$ is an Ol’shanskii’s semigroup with $H(W)$ compact, then $S = U(S)_0 \exp(iW)$.

**Proof.** We may w.l.o.g. assume that $D = \{1\}$. If $\mathfrak{h}$ is a compact semisimple Lie algebra and $H_C$ the corresponding simply connected complex Lie group, then $H_C = H \exp(i\mathfrak{h})$ follows from the theorem on the Cartan decomposition of semisimple Lie groups (cf. [HiNe91, III.6.7]).

Since all compact semisimple ideals of $g$ which are contained in $\mathfrak{h} := H(W)$ split, we may assume that $\mathfrak{h}$ is abelian, hence central ([HiNe93, Lemma 7.14]). Now we use Theorem I.5(v) in [Ne94d] to see that

$$S = H_C U(S)_0 \exp(iW) = U(S)_0 H \exp(i\mathfrak{h}) \exp(iW) = U(S)_0 \exp(iW)$$

since $H \subseteq U(S)_0$ and $i\mathfrak{h}$ is central and contained in $iW$. \qed

The following proposition shows that the kernel congruence of a holomorphic representation $(\pi, \mathcal{H})$ of an Ol’shanskii’s semigroup $S$ with discrete kernel is simply the congruence defined by the subgroup $\ker \pi := \{ s \in H(S) : \pi(s) = 1 \}$ of the group $H(S)$ of units of the semigroup $S$.

**Proposition 5.3.** Let $(\pi, \mathcal{H})$ be a holomorphic representation of the Ol’shanskii semigroup $S$ with discrete kernel. Then $\pi(s) = \pi(s')$ holds if and
only if there exists \( d \in \ker \pi \) such that \( s' = sd \).

**Proof.** If there exists \( d \in \ker \pi \) with \( s' = sd \), then \( \pi(s') = \pi(s) \) holds trivially. According to Lemma V.2, there exist \( X, X' \in \mathcal{W} \) and \( g, g' \in U(S)_0 \) such that \( s = g \exp(X) \) and \( s' = g' \exp(X') \). Suppose that \( \pi(s) = \pi(s') \). Then

\[
\pi(\exp(2X)) = \pi(s^*s) = \pi(s)^*\pi(s) = \pi(s'^*s') = \pi(\exp(2X')).
\]

Note that \( d\pi(X) \) and \( d\pi(X') \) are self-adjoint operators on \( \mathcal{H} \) which satisfy

\[
\pi(\exp 2X) = e^{2d\pi(X)} = e^{2d\pi(X')}
\]

([Ne94d, Th. III.1]). Using functional calculus for unbounded self-adjoint operators, we conclude that

\[
d\pi(X) = \frac{1}{2} \log(\pi(\exp 2X)) = d\pi(X').
\]

Hence

\[
\pi(\exp X) = e^{d\pi(X)} = e^{d\pi(X')} = \pi(\exp X')
\]

and therefore \( \pi(g)\pi(\exp X) = \pi(g')\pi(\exp X) \).

To conclude that \( \pi(g) = \pi(g') \), we have to show that the operator \( \pi(\exp X) \) has dense range. Let \( E \) denote a spectral measure of \( d\pi(X) \) and \( I \subseteq \mathbb{R} \) a compact interval. Then \( E(I)\pi(\exp X) = e^{E(I)d\pi(X)} \) is invertible on the subspace \( E(I)\mathcal{H} \). Thus \( E(I)\mathcal{H} \) is contained in the range of \( \pi(\exp X) \). Now the density of the union of the subspaces \( E(I)\mathcal{H} \) shows that \( \pi(\exp X) \) has dense range.

Therefore \( \pi(g) = \pi(g') \) and we find \( d \in \ker \pi \) such that \( g' = gd \). So far we have not used that \( \pi \) has discrete kernel. Now this property entails that \( d\pi \) is injective which in turn shows that \( X = X' \) and consequently \( s' = sd \).

This proposition has some important corollaries.

**Corollary 5.4.** A holomorphic representation \( \pi \) of \( S \) is injective if and only if it has trivial kernel.

**Corollary 5.5.** The semigroup \( S = \Gamma(g, W, D) \) has an injective holomorphic representation if and only if \( G = U(S) \) has an injective continuous unitary representation which extends to \( S \).
5.1. The existence of sufficiently many holomorphic representations. We keep the notation from the preceding subsection. The basic idea to find sufficiently many irreducible representations of an Ol’shanskiï’s semigroup $S$ is to use highest weight representations where the weights are contained in $i \operatorname{int} C_{\min}^*$ with respect to a suitable positive system $\Delta^+$. Before we turn to the representations, we make some remarks on the geometry of the situation we are dealing with.

**Proposition 5.6.** Let $G$ be a connected Lie group such that $\mathfrak{g}$ contains a compactly embedded Cartan algebra and $(\pi_{\lambda}, \mathcal{H}_{\lambda})$ an irreducible representation of highest weight $\lambda = i\omega$ such that $\mathfrak{g}^\omega$ is reduced. Then

$$\ker \pi_{\lambda} = \exp\{X \in \mathfrak{t} : (\forall \alpha \in \Delta \cup \{\lambda\}) \alpha(X) \in 2\pi i \mathbb{Z}\}.$$ 

**Proof.** First we note that the reducedness of $\mathfrak{g}^\omega$ shows that the Lie algebra $\mathfrak{a}$ of $\ker \pi_{\lambda}$ is central because it is an ideal contained in $\mathfrak{g}^\omega$ (Lemma 1.4(v)).

"$\subseteq$": Let $g \in \ker \pi_{\lambda}$, $A := \exp \mathfrak{a} = (\ker \pi_{\lambda})_0$, and $q : G \rightarrow G/A$ the quotient homomorphism. Then $q(\ker \pi_{\lambda}) \subseteq G/A$ is a discrete normal subgroup. Hence it is central. Therefore it is contained in the exponential image of the compactly embedded Cartan algebra $\mathfrak{t}/\mathfrak{a}$ ([HiNe91, III.7.11]). We conclude that $g \in A \exp(t) = \exp(t)$. Let $X \in \mathfrak{t}$ with $g = \exp(X)$. Then the fact that $g$ is central in $G/A$ implies that $\alpha(X) \in 2\pi i \mathbb{Z}$ holds for all roots $\alpha \in \Delta$ ([HiNe91, III.7.11]). But if $v_{\lambda}$ is a unit highest weight vector, then we also have that

$$v_{\lambda} = \pi_{\lambda}(g).v_{\lambda} = e^{\lambda(X)}.v_{\lambda}$$

which shows that $\lambda(X) \in 2\pi i \mathbb{Z}$.

"$\supseteq$": If, conversely, $X \in \mathfrak{t}$ with $\lambda(X) \in 2\pi i \mathbb{Z}$ and $\alpha(X) \in 2\pi i \mathbb{Z}$ for all roots $\alpha$, then all eigenvalues of $d\pi_{\alpha}(X)$ on the highest weight module $L(\lambda)$ are multiples of $2\pi i \mathbb{Z}$ ([Ne94e, Th. II.9]). Thus $\pi_{\lambda}(\exp X) = e^{d\pi_{\lambda}(X)} = 1$, where the exponential has to be considered in the sense of Stone’s Theorem.

**Corollary 5.7.** Let $G$ be a connected Lie group such that $\mathfrak{g}$ contains a compactly embedded Cartan algebra and $(\pi_{\lambda}, \mathcal{H}_{\lambda})$ an irreducible representation of highest weight $\lambda = i\omega$ of the simply connected covering group $\tilde{G}$ such that $\mathfrak{g}^\omega$ is reduced. Let further $E := \{X \in \mathfrak{t} : \exp_G X = 1\}$. Then $\pi_{\lambda}$ factors to a representation of $G$ if and only if $\lambda(E) \subseteq 2\pi i \mathbb{Z}$.

**Proof.** In view of Proposition 5.6, we only have to recall that the fundamental group $\pi_1(G) \subseteq \tilde{G}$ is central and therefore contained in $\exp \mathfrak{t}$ (cf. [HiNe91, III.7.11]).
Definition 5.8. Let $G$ be a connected Lie group such that $\mathfrak{g}$ contains a compactly embedded Cartan algebra $\mathfrak{t}$ and $E := \{X \in \mathfrak{t} : \exp_G X = 1\}$. Then an element $\omega \in \mathfrak{t}^*$ is said to be $G$-integral if $\omega(E) \subseteq 2\pi\mathbb{Z}$ holds for $E := \{X \in \mathfrak{t} : \exp_G X = 1\}$. Note that an element $\omega \in \mathfrak{t}^*$ is integral if it is $\tilde{G}$-integral (cf. Definition 1.11).

The following lemmas are more general than we need it in this subsection. But in the next subsection we will need them in full generality to prove the Gelfand-Raïkov Theorem for contraction representation.

Lemma 5.9. Let $V$ be a real vector space and $C$ a generating cone in $V$. Then the following assertions hold:

(i) For every $X \in V$ and every compact subset $K \subseteq \text{int} C$ there exists $n \in \mathbb{N}$ such that $nK + X \subseteq \text{int} C$.

(ii) For linearly independent elements $\alpha_1, \ldots, \alpha_n \in V^*$ and $X \in V$ the set

\[ C' := \{Y \in \text{int} C : (\forall_j)\alpha_j(Y) \in \mathbb{Z}, Y + X \in C\} \]

satisfies $C = \overline{\mathbb{R}^+C'}$ and there exists a finite subset $C'' \subseteq C'$ such that $\{\alpha \in V^* : (\forall Y \in C'')\alpha(Y) \in \mathbb{Z}\}$ coincides with the subgroup generated by $\alpha_1, \ldots, \alpha_n$.

Proof. (i) The relation $nK + X \subseteq \text{int} C$ is equivalent to $K + \frac{1}{n}X \subseteq \text{int} C$ which is clearly satisfied for sufficiently large $n \in \mathbb{N}$.

(ii) Let $c \in \text{int} C$ and $B$ a compact convex neighborhood of $0$ in $V$ such that $c + B \subseteq \text{int} C$. Pick elements $v_1, \ldots, v_n \in V$ such that $\alpha_j(v_k) = \delta_{jk}$.

Then, according to (i), there exists $m \in \mathbb{N}$ such that

\[ m(c + B) + X \subseteq C \quad \text{and} \quad mB \supseteq \sum_{j=1}^n [0, 1)v_j. \]

We conclude that $mc + mB$ contains an element $c' \in C'$. Hence $(c + B) \cap \mathbb{R}^+C' \neq \emptyset$. Since $B$ was arbitrary, it follows that $\mathbb{R}^+C'$ is dense in $C$.

It remains to prove the last assertion. Fix $c' \in C'$ and choose $B$ as above such that $c' + B \subseteq \text{int} C$. Let $B' = \{v \in B : (\forall_j)\alpha_j(v) = 0\}$, $k := \dim(\text{span} B') + 1$, and $b_1, \ldots, b_k \in B'$ such that these elements generate a dense subgroup of $\text{span} B'$.

Next we use (i) to find an $m' \in \mathbb{N}$ such that

\[ m'(c' + B) + X \subseteq C \quad \text{and} \quad m'B \supseteq \sum_{j=1}^n [0, 1)v_j. \]

Then $m'c' \in C'$ and $m'c' + v_j \in C'$ for all $j = 1, \ldots, n$. We define

\[ C'' := \{c'\} \cup \{c' + b_1, \ldots, c' + b_k\} \cup \{m'c' + v_1, \ldots, m'c' + v_n\}. \]
Then $C'' \subseteq C'$ is finite. Let $\alpha \in V^*$ with $\alpha(C'') \subseteq \mathbb{Z}$. Then $\alpha(c') \in \mathbb{Z}$ and therefore $\alpha(b_j) \in \mathbb{Z}$ for $j = 1, \ldots, k$. It follows that $\alpha$ takes integral values on the subgroup of $V$ generated by $b_1, \ldots, b_k$. Since this subgroup is dense in span $B'$, it follows that $\alpha(B') = \{0\}$, and therefore $\alpha \in \text{span}\{\alpha_1, \ldots, \alpha_n\}$. Since on the other hand $\alpha(m'c') \in \mathbb{Z}$, it also follows that $\alpha(v_j)$ is integral for $j = 1, \ldots, n$. Consequently $\alpha$ is an integral linear combination of $\alpha_1, \ldots, \alpha_n$. \hfill \Box

In the following we say that an element $\omega \in t^*$ is regular if $g^\omega = t$ (cf. [Ne94f, Lemma II.4]). For a given positive system we define $\Delta_k := \{\tilde{\alpha} : \alpha \in \Delta_k^+\}$ (cf. Definition 1.11). Then $\tilde{C}_k := \left(\Delta_k^+\right)^\vee \subseteq it^*$ is the cone which cuts the dominant integral weights out of the lattice of all integral weights. This is a chamber for the system $\Delta_k^+ \subseteq t^*$ of positive compact roots.

Lemma 5.10. Let $\Delta^+$ be a $t$-adapted positive system, $C$ a pointed $W_k$-invariant cone in $t$ lying between $C_{\text{min}}$ and $C_{\text{max}}$, and write $P_C$ for the set of all dominant $G$-integral regular elements $\omega$ in int $C^*$ such that the highest weight module $L(\lambda)$ with $\lambda = i\omega$ is unitarizable. Then

$$P_C^* = C + i\tilde{C}_k^*, \quad \bigcap_{\gamma \in W} \gamma P_C^* = C,$$

and there exists a finite subset $P'_C \subseteq P_C$ with

$$\{Y \in t : (\forall \alpha \in P'_C) \alpha(Y) \in 2\pi i\mathbb{Z}\} = \exp_{C^{-1}}(1) \cap t.$$ 

Proof. Let $C_1 := C^* \cap (-i\tilde{C}_k)$. Then $C_1$ a generating cone in $t^*$ because int $C^*$ contains elements which are fixed under $W_k$ and therefore trivially contained in $i\tilde{C}_k$ ([Ne94e, Lemma II.4]).

The $G$-integrality condition for elements $\omega$ in $C_1$ means that $\omega(X) \in 2\pi i\mathbb{Z}$ holds for all elements $X$ in the discrete subgroup $\exp^{-1}(1) \cap t$ of the vector space $t$. So it clearly suffices to have this condition satisfied for a finite set of generators of this subgroup. Note that any integral element $\omega$ in int $C_1$ is automatically regular because it satisfies $i\omega(\tilde{\alpha}) \in \mathbb{N}$ for all $\alpha \in \Delta_k^+$ since $i\omega \in \tilde{C}_k$.

The unitarizability of $L(\lambda)$ is guaranteed by the condition $\lambda + \rho(\Delta^+) \in C^* \subseteq C_{\text{min,s}}^*$ (Theorem 3.7). Therefore Lemma 5.9(ii) implies that $\mathbb{R}^+P_C = C_1$ and that there exists a finite subset $P'_C \subseteq P_C$ with

$$\{Y \in t : (\forall \omega \in P'_C) \omega(Y) \in 2\pi i\mathbb{Z}\} = \exp_{C^{-1}}(1) \cap t.$$ 

Hence

$$P_C^* = C_1^* = C - (i\tilde{C}_k)^* = C + i\tilde{C}_k^*$$
because the cone on the right hand side is closed by \([\text{Ne94b, II.11}]\). Moreover
\[
\bigcap_{\gamma \in W_t} \gamma(P_C) = \bigcap_{\gamma \in W_t} \gamma(C + iC_k^*) = C
\]
follows from Lemmas II.5, II.11, and II.12 in \([\text{Ne94b}]\). \(\square\)

**Theorem 5.11** (Gelfand-Raïkov-Theorem for Ol'shanskiï semigroups). *Let \(S = \Gamma(g, W, D)\) be an Ol'shanskiï semigroup. Then the irreducible holomorphic representations of \(S\) separate the points of \(S\) if and only if \(S\) is admissible, i.e., if \(H(W)\) is a compact Lie algebra and \(g\) is admissible, i.e., if \(g \oplus \mathbb{R}\) contains pointed generating invariant cones. Every admissible Ol'shanskiï's semigroup has an injective holomorphic representation.*

**Proof.** In view of Lemma 5.1, the necessity of the admissibility of \(S\) follows from \([\text{Ne94d, Lemma III.7; Th. III.8}]\).

To show that it is sufficient, let \(\mathfrak{h} := H(W)\), \(g_1 := g/\mathfrak{h}\), and \(\alpha : g \to g_1\) denote the quotient morphism. The Lie algebra \(g_1\) contains the pointed generating invariant cone \(W_1 := W/\mathfrak{h}\). Hence there exists a \(t\)-adapted positive system \(\Delta_1^+ \subseteq \Delta_1 := \Delta((g_1)_C, (t_1)_C)\), where \(t_1 = \alpha(t)\), \(t\) is a compactly embedded Cartan algebra in \(g\), and

\[
C_{\min}(\Delta_1^+ \subseteq W_1 \cap t_1 \subseteq C_{\max}(\Delta_1^+)
\]
([\text{Ne93a, III.15}]).

Since \(\mathfrak{h}\) is a compact ideal, its commutator algebra splits and \(\mathfrak{h}\) is contained in \(t\). Thus there exists a \(t\)-adapted positive system \(\Delta^+ \subseteq \Delta\) such that \((\Delta_1^+)^+\) can be identified with the set \(\Delta_1^+\) since the former set consists of functionals vanishing on \(\mathfrak{h} \cap t\). Then

\[
C_{\min}(\Delta^+) \subseteq C := W \cap t \subseteq C_{\max}(\Delta^+)
\]
because \(\mathfrak{h} \cap t \subseteq C_{\max}(\Delta^+)\).

We want to apply Lemma V.10 with \(C = C_{\min}\). Then \(P_C\) is the set of all dominant \(G\)-integral regular elements \(\omega\) in \(\text{int} \, C_{\min}^*\) such that the highest weight module \(L(\lambda)\) with \(\lambda = i\omega\) is unitarizable. Note that \(g^\omega = t\) is reduced for all these functionals. According to Theorem 4.11, every highest weight representation \(\pi_\lambda\) with \(\omega \in P_C\) extends holomorphically to \(S\). Since the last statement in Lemma 5.10, in view of Proposition 5.6, entails that there exists a finite subset \(P_C' \subseteq P_C\) such that the common kernel of the finite set \(\mathcal{R} := \{\pi_\lambda : \omega \in P_C'\}\) is trivial, the direct product representation of \(\mathcal{R}\) has trivial kernel, i.e., it is an injective holomorphic representation of \(S\). \(\square\)
5.2. Contraction representations of Ol’shanskiï semigroups. We keep the notation from the preceding subsection and write $C(\mathcal{H})$ for the semigroup of all contractions on the Hilbert space $\mathcal{H}$. Since every contraction representation $\pi : S \to C(\mathcal{H})$ of $S = \Gamma(g, W, D)$ annihilates the subgroup $\langle \text{Exp} H(W)_c \rangle$ of $S$ (cf. [HiNe93, Lemma 9.14]), we may w.l.o.g. assume that the cone $W$ is pointed. Then we find a $t$-adapted positive system $\Delta^+$ such that the cone $C := W \cap t$ satisfies

$$C_{\text{min}} \subseteq C \subseteq C_{\text{max}}.$$ 

Note that this implies that $C^* \subseteq C_{\text{min}}^*$. We set $G := U(S)_0$.

**Lemma 5.12.** Let $\mathcal{P}_C$ denote the set of all dominant $G$-integral regular elements $\omega$ in $\text{int} C^*$ such that the highest weight module $L(\lambda)$ with $\lambda = i\omega$ is unitarizable. Then for every $\omega \in \mathcal{P}_C$ the unitary representation $(\pi_\lambda, \mathcal{H}_\lambda)$ of $G$ extends to a holomorphic contraction representation of $S$.

**Proof.** In view of Theorem 4.11, every highest weight representation $\pi_\lambda$ with $\omega \in \mathcal{P}_C$ extends holomorphically to $S$. It follows from Proposition 4.2 that this representation is contractive because $W \subseteq C^*_\omega$ follows from $\omega \in W^*$.

**Theorem 5.13** (Gelfand-Raïkov-Theorem for Contraction Representation). Let $S = \Gamma(G, W)$ be an Ol’shanskiï’s semigroup with $G = U(S)_0$, $W$ pointed, and $\mathcal{P}_C$ as above. Then

$$W = \bigcap_{\omega \in \mathcal{P}_C} W_\omega,$$

$S$ has an injective holomorphic contraction representation, and the irreducible holomorphic contraction representations separate the points.

**Proof.** In view of Lemma 5.12, this follows with the same argument as Theorem 5.11. Here Lemma 5.10 provides a finite set of holomorphic representations which are contractive by Lemma 5.12 and which separate the points. The direct product of these representations is an injective contraction representation. The representation of $W$ as an intersection of the cones $W_\omega$, $\omega \in \mathcal{P}_C$ follows from Lemma 5.10.
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