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SELF-AFFINE MULTIFRACTAL
SIERPINSKI SPONGES IN Rd

L. Olsen

We study self-affine multifractals in Rd using the formalism
introduced in [Olsen, A multifractal formalism, Advances in Math-
ematics, 116 (1996), 82-196]. We prove that new multifractal
phenomena, not exhibited by self-similar multifractals in Rd,
appear in the self-affine case.

1. Introduction.

We analyze the multifractal structure of self-affine invariant measures in Rd
supported by a particular type of self-affine sets usually called Sierpinski
Sponges. Our analysis is based on the multifractal formalism introduced
by Olsen in [Ol1]. For a metric space X we denote the family of Borel
probability measures on X by P(X). For µ ∈ P(X) and x ∈ X we define
the upper and lower local dimension of µ at x by

αµ(x) = lim sup
r↘0

logµB(x, r)
log r

(1.1)

resp.

αµ(x) = lim inf
r↘0

logµB(x, r)
log r

(1.2)

where B(x, r) denotes the closed ball with centre x and radius r. If αµ(x)
and αµ(x) agree we refer to the common value as the local dimension of µ
at x and denote it by αµ(x). For each α ≥ 0 define ∆µ(α) by

(1.3) ∆µ(α) = {x ∈ suppµ | αµ(x) = α}
where suppµ denotes the topological support of µ. The main problem in
multifractal analysis is to estimate the size of the sets ∆µ(α); this is done
by introducing the functions fµ, Fµ : R+ → R+ defined by

fµ(α) = dim ∆µ(α)(1.4)

Fµ(α) = Dim ∆µ(α)(1.5)
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where dim and Dim denote Hausdorff dimension and packing dimension
respectively. These and similar functions are generically known as “the mul-
tifractal spectrum of µ”, “the singularity spectrum of µ”, “the spectrum of
scaling indices” or simply “the f(α)-spectrum”. The function f(α) = fµ(α)
was first explicitly defined by the physicists Halsey et al. in 1986 in their
seminal paper [HJKPS]. The reader is referred to Cawley & Mauldin [CM]
or Olsen [Ol1] for a more detailed historical account of multifractality, and
an extensive list of references.

Many recent papers have studied the multifractal structure of self-similar
measures. Cawley & Mauldin [CM] analyzed the multifractal structure of
(non-random) self-similar measures, and Edgar & Mauldin [EM] and Olsen
[Ol1] investigated the multifractal structure of (non-random) graph directed
self-similar measures. Riedi [Re2] has studied self-similar multifractals gen-
erated by a countable infinite number of similarities. A recent research
monograph by Olsen [Ol2] presents a detailed multifractal analysis of ran-
dom graph directed self-similar measures based on the formalism introduced
in [Ol1]. Independently Falconer [Fa4] and later Arbeiter & Patzschke [PA]
have studied random self-similar multifractals.

Figure 1.1. The first two stages in the construction of a self-affine
measure. In this example d = 2, n1 = 2, n2 = 5, B consists of 3 boxes and

p = (p1, p2, p3).
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We note that all the papers [AP, CM, EM, Fa4, Ol1, Ol2, Re2] ana-
lyze the multifractal structure of self-similar (or graph directed self-similar)
measures. In this paper we focus on the multifractal structure of self-affine
measures µ in Rd supported by a particular type of self-affine sets usually
called Sierpinski Sponges – thus we will call the measures µ that we study
for self-affine multifractal Sierpinski Sponges. Let 1 < n1 ≤ n2 ≤ · · · ≤ nd
be integers. By considering nl−1 (d−1)-dimensional hyperplanes parallel to
the hyperplane spanned by

(
(δi1)i=1,...,d, . . . , (δi,l−1)i=1,...,d, (δi,l+1)i=1,...,d, . . . ,

(δid)i=1,...,d

)
(here δij denotes the Kronecker delta) for each l = 1, . . . , d, we

partition the unit cube [0, 1]d into n1 · · ·nd congruent boxes with sidelengths
1
n1
, . . . , 1

nd
. Let B be a subcollection of these boxes and let p = (pB)B∈B be a

probability vector indexed by B. Erase all the boxes not contained in B, and
divide a unit mass between the remaining boxes in the ratio determined by
the probability vector p. Next partition each of the remaining boxes B into
n1 · · ·nd congruent subboxes of B with sidelengths 1

n2
1
, . . . , 1

n2
d

, again keeping
only those which corresponds to B, and divide the mass of B between the
remaining subboxes of B in the ratio determined by the probability vector
p. Continuing this process infinitely, a compact set K and a probability
measure µ supported on K are obtained, see Figure 1.1. The set K is called
a self-affine Sierpinski Sponge, and the measure µ is called a self-affine multi-
fractal Sierpinski Sponge. In this paper we study the multifractal structure
of the measure µ. Our analysis will be based on the multifractal formal-
ism introduced by Olsen [Ol1]. In particular we find, assuming separation
condition (II) (introduced in Section 4),

1) the Hausdorff spectrum fµ of µ;
2) the multifractal box dimensions of µ;
3) the generalized Renyi dimensions of µ;
4) the multifractal dimension functions bµ, Bµ and Λµ introduced in [Ol1];
5) a sufficient condition guaranteeing that the multifractal Hausdorff and

multifractal packing measures, Hq,bµ(q)
µ (suppµ) and Pq,Bµ(q)

µ (suppµ)
introduced in [Ol1], are positive and finite.

In the 2-dimensional case, separation condition (II) states that if a column
of rectangles contains a box from B, then the two immediately adjacent
columns of rectangles do not contain any boxes from B, c.f. Figure 1.1.
This separation condition is unfortunately very strong and it would be very
desirable if it could be weakened or omitted.

We prove that self-affine multifractal Sierpinski Sponges possess some well-
known multifractal characteristica; in particular we prove the following:

1) There exist two numbers 0 ≤ a ≤ a such that ∆µ(α) = ∅ for α /∈ [a, a],
and fµ(α) > 0 for α ∈]a, a[.



146 L. OLSEN

2) the multifractal spectrum function fµ equals the Legendre transform
β∗ of a certain auxiliary function β defined explicitely in terms of the
numbers n1, . . . , nd and the probability vector p. In particular, fµ is
concave on its support.

However, we also prove that new multifractal phenomena, not exhibited by
self-similar multifractals in Rd, appear in the self-affine case; in particular
we prove the following:

1) The Hausdorff multifractal dimension function bµ and the packing mul-
tifractal dimension function Bµ do not necessarily coincide; in fact, for
a fixed q ∈ R, bµ(q) and Bµ(q) coincide if and only if condition (Iq)
introduced in Section 4 is satisfied. This phenomenon is in sharp con-
trast to the self-similar case in which bµ = Bµ by [Ol1, Theorem 5.1].

2) We conjecture that the multifractal Hausdorff measureHq,bµ(q)
µ (suppµ)

and the multifractal packing measure Pq,Bµ(q)
µ (suppµ) are not neces-

sarily positive and finite. For a fixed q ∈ R, condition (Iq) implies
that 0 < Hq,bµ(q)

µ (suppµ) < ∞ and 0 < Pq,Bµ(q)
µ (suppµ) < ∞, and

we conjecture that if (Iq) is not satisfied, then Hq,bµ(q)
µ (suppµ) =

Pq,Bµ(q)
µ (suppµ) = ∞; cf. Conjecture 4.1.10 and Conjecture 4.1.11.

This phenomenon is in sharp contrast to the self-similar case in which
Hq,bµ(q)
µ (suppµ) and Pq,Bµ(q)

µ (suppµ) are positive and finite for all q ∈
R by [Ol1, Theorem 5.1].

3) The Legendre transform B∗µ of Bµ does not necessarily attain the con-
stant value −∞ outside the set [a, a]. There exist self-affine measures
µ such that 0 < B∗µ(α) for all α ∈ [A, a] ∪ [a,A] where at least one
of the intervals [A, a] or [a,A] is non-degenerate. This phenomenon
is in sharp contrast to the self-similar case in which B∗µ(α) = −∞ for
all α /∈ [a, a] by [Ol1, Theorem 5.1]. (We remark that a very simi-
lar situation arises in multifractal analysis of random (graph directed)
self-similar measures: generically there exist (cf. [Ol2]) numbers 0 ≤
a ≤ amin ≤ amax ≤ a such that for each fixed α ∈]a, amin[∪]amax, a[,
almost all self-similar measures ν satisfy −∞ < b∗ν(α) = B∗ν(α) < 0 =
fν(α) = Fν(α).)

We note that our results, due to the use of the generalized multifractal Haus-
dorff and packing measures introduced in [Ol1], appear as natural multifrac-
tal generalizations of some of the main results on self-affine sets by Bedford
[Be], McMullen [McM], Kenyon & Peres [KP] and Peres [Pe1, Pe2], in par-
ticular Kenyon & Peres [KP, Theorem 1.2 and Proposition 1.3] and Peres
[Pe2, Theorem 1.1.(ii)].

King [Ki] have determined the Hausdorff spectrum fµ for self-affine multi-
fractal Sierpinski Sponges in R2. In this paper we extend King’s results to Rd
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(it should be noted that the extension from R2 to Rd is not merely a technical
extension, c.f. also Kenyon & Peres [KP, remark just above Theorem 1.2])
and, in addition, investigate the multifractal box dimensions of µ, the gener-
alized multifractal Hausdorff and packing measures, Hq,t

µ and Pq,tµ , and the
generalized multifractal dimension functions bµ and Bµ introduced in [Ol1].
Schmeling & Siegmund-Schultze [SS] have studied certain self-affine multi-
fractals. However, Schmeling & Siegmund-Schultze’s approach is different
from our approach. Schmeling & Siegmund-Schultze consider a probability
vector (pi)i=1,...,N and a family of affine maps (x → Aix + ai)i=1,...,N where
Ai are linear contractions of Rd with ‖Ai‖ < 1

3
and ai ∈ Rd. They study,

for Lebesgue almost all translation vectors (ai)i=1,...,N ∈ (Rd)N , a part of
the Hausdorff spectrum function fµ of the self-affine measure µ generated
by the maps (x → Aix + ai)i=1,...,N and the probabilities (pi)i=1,...,N (i.e.
µ is the unique probability measure on Rd satisfying the self-affine equa-
tion µ =

∑
i piµ ◦ S−1

i where Si(x) = Ai(x) + ai). Schmeling & Siegmund-
Schultze’s approach can be viewed as an attempt to generalize some of Fal-
coner’s [Fa1, Fa3] results on self-affine sets to the multifractal case. Falconer
also considers a family of affine maps (x → Aix + ai)i=1,...,N where Ai are
linear contractions of Rd with ‖Ai‖ < 1

3
and ai ∈ Rd. Falconer then shows

that, for Lebesgue almost all translation vectors (ai)i=1,...,N ∈ (Rd)N , the
self-affine set K generated by the maps (x→ Aix+ ai)i=1,...,N (i.e. K is the
unique non-empty compact subset of Rd satisfying the self-affine equation
K = ∪iSi(K) where Si(x) = Ai(x) + ai) has equal Hausdorff dimension and
box dimension and presents an asymptotic formula for this dimension. Fi-
nally we note that Riedi [Ri1] has computed the multifractal box dimensions
of a class of self-affine multifractal.

We will now give a brief description of the organization of the paper.
In Section 2 we recall the multifractal formalism introduced in [Ol1], and
define the notion of a self-affine set and a self-affine measure. In Section 3
we introduce two auxiliary functions, β and γ, and study their properties.
Section 4 contains the statements of our main results formulated in terms of
the auxiliary functions β and γ. Section 5 contains an example. In Section
6 we present the proofs of our main results.

2. The Setting.

2.1. The multifractal measures Hq,t
µ and Pq,tµ .

This section gives a brief summary of the main results in [Ol1]. We
first recall the definition of the Hausdorff measure, the centered Hausdorff
measure and the packing measure. Let X be a metric space, E ⊆ X and
δ > 0. A countable family B = (B(xi, ri))i of closed balls in X is called a
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centered δ-covering of E if E ⊆ ∪iB(xi, ri), xi ∈ E and 0 < ri < δ for all i.
The family B is called a centered δ-packing of E if xi ∈ E, 0 < ri < δ and
B(xi, ri) ∩ B(xj, rj) = ∅ for all i 6= j. Let E ⊆ X, t ≥ 0 and δ > 0. Now
put

Htδ(E) = inf

{∑
i

diam(Ei)t | E ⊆
∞⋃
i=1

Ei, diamEi < δ

}
.

The t-dimensional Hausdorff measure Ht(E) of E is defined by

Ht(E) = sup
δ>0
Ht
δ(E) .

The reader is referred to [Fa2] for more information on Ht. We will now
define the packing measure. Write

Ptδ(E) = sup

{ ∞∑
i=1

(2ri)t | (B(xi, ri))i is a centered δ-packing of E

}
.

The t-dimensional prepacking measure Pt(E) of E is defined by

Pt(E) = inf
δ>0
Ptδ(E).

The set function Pt is not necessarily countable subadditive, and hence not
necessarily an outer measure, c.f. [TT] or [Fa2]. But Pt give rise to a Borel
measure, namely the t-dimensional packing measure Pt(E) of E, as follows

Pt(E) = inf
E⊆∪∞

i=1Ei

∞∑
i=1

Pt(Ei).

The packing measure was introduced by Taylor and Tricot in [TT] using
centered δ-packings of open balls, and by Raymond and Tricot in [RT] using
centered δ-packings of closed balls.

Also recall that the Hausdorff dimension dim(E), the packing dimension
Dim(E) and the logarithmic index ∆(E) of E is defined by

dim(E) = sup{t ≥ 0 | Ht(E) =∞}
Dim(E) = sup{t ≥ 0 | Pt(E) =∞}

∆(E) = sup{t ≥ 0 | Pt(E) =∞}.

We refer the reader to [Tr] and [RT] for more information on the centered
Hausdorff measure, the packing measure and the packing dimension.
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Olsen [Ol1] suggested that some multifractal generealizations of the (cen-
tered) Hausdorff measure and the packing measure might be useful in mul-
tifractal analysis. For q ∈ R define ϕq : [0,∞[→ R+ = [0,∞] by

ϕq(x) =

{
∞ for x = 0
xq for 0 < x

for q < 0

ϕq(x) = 1 for q = 0

ϕq(x) =

{
0 for x = 0
xq for 0 < x

for 0 < q.

For µ ∈ P(X), E ⊆ X, q, t ∈ R and δ > 0 write

Hq,t

µ,δ(E) = inf

{∑
i

ϕq(µ(B(xi, ri)))(2ri)t | (B(xi, ri))i

is a centered δ-covering of E

}
, E 6= ∅

Hq,t

µ,δ(∅) = 0

Hq,t

µ (E) = sup
δ>0
Hq,t

µ,δ(E)

Hq,tµ (E) = sup
F⊆E
Hq,t

µ (F ).

We also make the dual definitions

Pq,tµ,δ(E) = sup

{∑
i

ϕq(µ(B(xi, ri)))(2ri)t | (B(xi, ri))i

is a centered δ-packing of E

}
, E 6= ∅

Pq,tµ,δ(∅) = 0

Pq,tµ (E) = inf
δ>0
Pq,tµ,δ(E)

Pq,tµ (E) = inf
E⊆∪iEi

∑
i

Pq,tµ (Ei).

It is proven in [Ol1] that Hq,t
µ and Pq,tµ are measures on the family of Borel

subsets of X. The measure Hq,t
µ is of course a multifractal generalisation of

the (centered) Hausdorff measure, whereas Pq,tµ is a multifractal generalisa-
tion of the packing measure. In fact, it is easily seen that the follwing holds
for t ≥ 0,

(2.1) 2−tH0,t
µ ≤ Ht ≤ H0,t

µ , Pt = P0,t
µ , Pt = P0,t

µ .
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The next result shows that the measures Hq,t
µ , Pq,tµ and the pre-measure

Pq,tµ in the usual way assign a dimension to each subset E of X.

Proposition 2.1.1. There exist unique extended real valued numbers
∆q
µ(E) ∈ [−∞,∞], Dimq

µ(E) ∈ [−∞,∞] and dimq
µ(E) ∈ [−∞,∞] such

that

Pq,tµ (E) =

{
∞ for t < ∆q

µ(E)
0 for ∆q

µ(E) < t

Pq,tµ (E) =

{
∞ for t < Dimq

µ(E)
0 for Dimq

µ(E) < t

Hq,tµ (E) =

{
∞ for t < dimq

µ(E)
0 for dimq

µ(E) < t.

Proof. See [Ol1, Proposition 1.1].

The number dimq
µ(E) is an obvious multifractal analogue of the Hausdorff

dimension dim(E) of E whereas Dimq
µ(E) and ∆q

µ(E) are obvious multifrac-
tal analogues of the packing dimension Dim(E) and the logarithmic index
∆(E) of E respectively. In fact, it follows immediately from the definitions
that

(2.2) dim(E) = dim0
µ(E), Dim(E) = Dim0

µ(E), ∆(E) = ∆0
µ(E).

Next we define multifractal dimension functions bµ, Bµ,Λµ : R→ [−∞,∞]
by

bµ(q) = dimq
µ(suppµ), Bµ(q) = Dimq

µ(suppµ), Λµ(q) = ∆q
µ(suppµ).

We will now give a brief list of some of the most important properties of
the measures Hq,tµ and Pq,tµ , and the corresponding dimension functions. The
reader is referred to Olsen [Ol1] for a detailed study of the measure Hq,t

µ and
Pq,tµ , and the dimension functions bµ, Bµ and Λµ. For µ ∈ P(X) and a > 1

write Ta(µ) = lim supr↘0

(
supx∈suppµ

µB(x,ar)

µB(x,r)

)
and define the family PF (X)

of Federer probability measures on X by PF (X) = {µ ∈ P(X) | Ta(µ) <
∞ for some a > 1}. It follows from [Ol1] that the definition of PF (X) is
independent of the number a > 1, i.e. Ta(µ) <∞ for all a > 1 if and only if
Ta(µ) <∞ for some a > 1.

Proposition 2.1.2. Let µ ∈ P(Rd) and q, t ∈ R. Then:
i) Hq,tµ ≤ Pq,tµ for µ ∈ PF (Rd), and Pq,tµ ≤ P

q,t

µ for µ ∈ P(Rd).
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ii) dimq
µ ≤ Dimq

µ ≤ ∆q
µ, in particular bµ ≤ Bµ ≤ Λµ.

iii) bµ is decreasing, and Bµ and Λµ are convex and decreasing.

Proof. See [Ol1].

Write

(2.3) aµ = sup
0<q
−bµ(q)

q
, aµ = inf

q<0
−bµ(q)

q
.

For a real valued function f : R → R we define the Legendre transform
f∗ : R→ [−∞,∞] of f by

f∗(x) = inf
y

(xy + f(y)).

Theorem 2.1.3. Let µ ∈ P(Rd). Then:
i) ∆µ(α) = ∅ for α ∈ R+ \ [aµ, aµ].
ii) fµ(α) ≤ b∗µ(α) for α ∈]aµ, aµ[.

iii) Fµ(α) ≤ B∗µ(α) for α ∈]aµ, aµ[.

Proof. See [Ol1].

Theorem 2.1.4. Let µ ∈ P(Rd), and α ≥ 0, δ > 0 and q, t ∈ R with
0 < αq + t. Then

i) Hq,tµ (∆µ(α)) ≤ 2tHαq+t−δ(∆µ(α)).
ii) Pq,tµ (∆µ(α)) ≤ 2−αq+δPαq+t−δ(∆µ(α)).

Proof. See [Ol1].

2.2. Multifractal box dimensions.
We begin by recalling the definition of the upper and lower box-dimension.

Let E ⊆ Rd be a bounded set and Nδ(E) denote the largest number of
disjoint balls of radius δ with centres in E. Then the lower and upper box-
dimension of E are defined as

C(E) = lim inf
δ↘0

logNδ(E)
− log δ

, C(E) = lim sup
δ↘0

logNδ(E)
− log δ

.

If C(E) = C(E) we refer to the common value as the box-dimension and de-
note it by C(E). The reader is referred to [Fa2] for more information about
box-dimensions. We will now define multifractal box-dimensions. Multifrac-
tal box dimensions were introduced for example by Falconer [Fa2, p. 225],
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Olsen [Ol1, Ol2], Riedi [Ri1] and Strichartz [St]. Here we follow the ap-
proach in Olsen [Ol1]. Let µ ∈ P(Rd) and q ∈ R. For E ⊆ Rd and δ > 0
write

Sqµ,δ(E) = sup

{∑
i

µ(B(xi, δ))q | (B(xi, δ))i∈N is a centered packing of E

}
.

The upper respectively lower multifractal q-box dimension C
q

µ(E) and Cq
µ(E)

of E (with respect to the measure µ) is defined by

C
q

µ(E) = lim sup
δ↘0

logSqµ,δ(E)
− log δ

, Cq
µ(E) = lim inf

δ↘0

logSqµ,δ(E)
− log δ

.

If C
q

µ(E) = Cq
µ(E) we refer to the common value as the q-box dimension of

E (with respect to the measure µ) and denote it by Cq
µ(E). Also observe

that C0
µ(E) = C(E) and C

0

µ(E) = C(E). Now write

Cµ(q) = Cq
µ(suppµ), Cµ(q) = C

q

µ(suppµ), Cµ(q) = Cq
µ(suppµ).

The next theorem is proven in Olsen [Ol1], Proposition 2.19-Proposition
2.23.

Theorem 2.2.1. bµ ≤ Cµ ≤ Cµ = Λµ for µ ∈ PF (X).

2.3. Generalized Rényi dimensions.
Generalised Rényi dimensions were introduced for example by the physi-

cists Hentschel & Procaccia [HP] and Grassberger & Procaccia [GP] in
1983, and later by mathematicians, e.g. Cutler [Cu1], Olsen [Ol1, Ol2],
Pesin [Pes1, Pes2] and Strichartz [St]. For µ ∈ P(X) and q ∈ R we define
the upper and lower generalized Rényi q-dimensions of µ by

D
q

µ = lim sup
r↘0

log
(∫

suppµ µ(B(x, r))q dµ(x)
)

q log r
for q 6= 0

D
0

µ = lim sup
r↘0

∫
suppµ logµ(B(x, r)) dµ(x)

log r
for q = 0

Dq
µ = lim inf

r↘0

log
(∫

suppµ µ(B(x, r))q dµ(x)
)

q log r
for q 6= 0

D0
µ = lim inf

r↘0

∫
suppµ logµ(B(x, r)) dµ(x)

log r
for q = 0.
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If D
q

µ and Dq
µ coincide, we write Dq

µ for the common value. Finally define
Dµ,Dµ : R→ [−∞,∞] by

Dµ(q) = (1− q)Dq−1

µ , Dµ = (1− q)Dq−1
µ .

Observe that Dµ(q) ≤ Dµ(q) for q ≤ 1, but Dµ(q) ≥ Dµ(q) for 1 < q. If
Dµ(q) = Dµ(q), we write Dµ(q) for the common value. The next result was
proved in [Ol1, Theorem 2.24].

Theorem 2.3.1. Λµ = Dµ ∨ Dµ for µ ∈ PF (Rd).

2.4. Self-affine Sierpinski sponges.
Let d ∈ N and 1 < n1 ≤ n2 ≤ · · · ≤ nd be integers. Let I ⊆ ∏d

l=1{0, . . . ,
nl − 1}. For i = (i1, . . . , id) ∈ I define affine maps by Si : [0, 1]d → [0, 1]d by

Si(x1, . . . , xd) =
(

1
n1

x1 +
i1
n1

, . . . ,
1
nd
xd +

id
nd

)
.

It follows from Hutchinson [Hu] (c.f. also [Fa2]) that there exists a unique
non-empty compact set K satisfying

K =
⋃
i∈I
Si(K).

The set K is called the invariant self-affine set associated with (Si)i∈I . Fol-
lowing Kenyon & Peres [KP] we call K a Sierpinski Sponge (for d = 2 we
call K a Sierpinski Carpet rather than a Sierpinski Sponge).

The set K can also be constructed in the following way. Let Σ = IN,
Σ(n) = In for n ∈ N and Σ(∗) = ∪nΣ(n). For α = (i1, . . . , in) ∈ Σ(∗) we
write [α] = {ω = (j1, j2, . . . ) ∈ Σ | i1 = j1, . . . , in = jn}, Sα = Si1 ◦ · · · ◦ Sin

and Kα = Sα(K). For each ω = (i1, i2, . . . ) ∈ Σ and n ∈ N we write
ω|n = (i1, . . . , in). For each ω ∈ Σ,

(
Sω|n([0, 1]d)

)
n∈N is a decreasing sequence

of non-empty compact sets whose diameters tend to 0, hence ∩nSω|n([0, 1]d)
is a singleton. Now define π : Σ → [0, 1]d by {π(ω)} =

⋂
n Sω|n([0, 1]d). It

follows from Hutchinson [Hu] that K = π(Σ).
Finally, let T : Σ→ Σ denote the shift map, i.e. T (i1, i2, . . . ) = (i2, i3, . . . ).

2.5. Self-affine measures.
Let (pi)i∈I be a probability vector, i.e. pi ∈]0, 1] and

∑
i pi = 1. Let

µ̃ :=
∏
N

(∑
i∈I

piδi

)
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(here δi denotes the Dirac measure concentrated at i). Define µ ∈ P(K) by

µ = µ̃ ◦ π−1.

The measure µ is called the self-affine measure associated with(
(Si)i∈I , (pi)i∈I

)
. It is easily seen that suppµ = K. The purpose of this

paper is to study the multifractal structure of µ using the formalism intro-
duced in [Ol1].

Remark. The interesting case is, of course, the case where at least one
of the inequalities n1 ≤ n2 ≤ · · · ≤ nd is strict. If n1 = n2 = · · · = nd then
all the maps Si are similarities, and the multifractal structure of µ follows
immediately from the (substantially more general) theorems in Cawley &
Mauldin [CM], Edgar & Mauldin [EM] and Olsen [Ol1] (provided that a
certain disjointness condition is satisfied).

3. Two Auxiliary Functions.

In this section we introduce and study two fundamental auxiliary functions
β and γ. All the main results in Section 4 will be formulated in terms of
these functions; in particular, we have

bµ = β, Bµ = Λµ = γ and fµ = β∗

where µ denotes the self-affine Sierpinski Sponge measure in Section 2.5, c.f.
Theorem 4.1.3 and Theorem 4.1.4. The proofs in Sections 3.2, 3.3 and 3.4
are rather lengthy and tedious generalizations of somewhat similar results in
[CM, p. 201-206] and will therefore only be briefly sketched or completely
omitted.

3.1. Definition of the auxiliary functions β and γ.
Fix l = 0, . . . , d and define πl : Rd → Rl (we put R0 = {0}) by πl(x1, . . . , xd)

= (x1, . . . , xl) for l = 1, . . . , d, and π0(x1, . . . , xd) = 0 for l = 0. Let

Il = πl(I) .

For i = (i1, . . . , id) ∈ ∏d
l=1{0, . . . , nl − 1} we define conditional probabilities

p1(i1), p2(i2 | i1), . . . , pd(id | i1, . . . , id−1) by

pl(il | i1, . . . , il−1) =



∑
j=(j1,...,jd)∈I

j1=i1,...,jl−1=il−1,jl=il

pj

∑
j=(j1,...,jd)∈I

j1=i1,...,jl−1=il−1

pj
if (i1, . . . , il) ∈ Il

0 if (i1, . . . , il) /∈ Il
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and for l = 1, . . . , d and (i1, . . . , il) ∈ Il we write

ql(i1, . . . , il) = p1(i1)p2(i2 | i1) · · · pl(il | i1, . . . , il−1).

For notational convenience write q0 = 1. Define auxiliary functions βi1...id ,
βi1...id−1 , . . . , βi1i2 , βi1 , β : R→ R inductively as follows:

0) For q ∈ R and (i1, . . . , id) ∈ Id define βi1...id(q) by

βi1...id(q) = 0.

1) For q ∈ R and (i1, . . . , id−1) ∈ Id−1 define βi1...id−1(q) by

∑
id

(i1,...,id)∈Id

pd(id | i1, . . . , id−1)qn
βi1...id (q)−βi1...id−1 (q)

d = 1.

2) For q ∈ R and (i1, . . . , id−2) ∈ Id−2 define βi1...id−2(q) by

∑
id−1

(i1,...,id−1)∈Id−1

pd−1(id−1 | i1, . . . , id−2)qn
βi1...id−1 (q)−βi1...id−2 (q)

d−1 = 1.

...

d) For q ∈ R define β(q) by

∑
i1

i1∈I1

p1(i1)qnβi1 (q)−β(q)
1 = 1.

For notational convenience write β∅ := β. The function β is clearly differ-
entiable (even real analytic). Now write

α = −β′.

Finally define the auxilairy function γ : R→ R by

γ(q) =
d∑
l=1

1
lognl

log

( ∑
(i1,...,il)∈Il ql(i1, . . . , il)

q∑
(i1,...,il−1)∈Il−1

ql−1(i1, . . . , il−1)q

)
,

and put
ζ = −γ′.
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3.2. Properties of the auxiliary function β.
This section investigates the properties of the auxiliary function β. For

(i1, . . . , id) ∈ Id write

ai1...id = ai1...id = ei1...id = ei1...id = 0,

and for l = 1, . . . , d−1 and (i1, . . . , il) ∈ Il we proceed inductively as follows

γ−i1...il = min
il+1

(i1,...,il+1)∈Il+1

pl+1(il+1 | i1, . . . , il)n−ai1...il+1
l+1 ,

γ+
i1...il

= max
il+1

(i1,...,il+1)∈Il+1

pl+1(il+1 | i1, . . . , il)n
−ai1...il+1
l+1 ,

Λ−i1...il = {il+1 | (i1, . . . , il+1) ∈Il+1, pl+1(il+1 | i1, . . . , il)n−ai1...il+1
l+1 = γ−i1...il},

Λ+
i1...il

= {il+1 | (i1, . . . , il+1) ∈Il+1, pl+1(il+1 | i1, . . . , il)n
−a

i1...il+1
l+1 = γ+

i1...il
},

ai1...il = − log γ+
i1...il

lognl+1

, ai1...il = − log γ−i1...il
lognl+1

,

ei1...il =
log

(∑
il+1∈Λ+

i1...il
n
e
i1...il+1
l+1

)
lognl+1

, ei1...il =
log

(∑
il+1∈Λ−

i1...il
n
ei1...il+1
l+1

)
lognl+1

.

Finally write

γ− = min
i1∈I1

p1(i1)n−ai11 , γ+ = max
i1∈I1

p1(i1)n
−ai1
1 ,

Λ− = {i1 | i1 ∈ I1, p1(i1)n−ai11 = γ−},
Λ+ = {i1 | i1 ∈ I1, p1(i1)n

−ai1
1 = γ+},

a = − log γ+

logn1

, a = − log γ−

logn1

,

e =
log(

∑
i1∈Λ+ n

ei1
1 )

logn1

, e =
log(

∑
i1∈Λ− n

ei1
1 )

logn1

,

and

(3.1) si1...id = βi1...id(0), . . . , si1 = βi1(0), s = β(0).

For notational convenience define s∅ = s. We now consider the following
two cases:

Case 1′



For all i = (i1, . . . , id) ∈ I,(
p1(i1), p2(i2 | i1), . . . , pd(id | i1, . . . , id−1)

)
=
(
n
si1−s
1 , n

si1i2−si1
2 , . . . , n

si1...id−si1...id−1
d

)
which, by the definition of si1...il , is equivalent to

pi = n
si1...id−si1...id−1
d · · ·nsi1i2−si12 n

si1−s
1 .
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Case 2′



There exists i = (i1, . . . , id) ∈ I such that(
p1(i1), p2(i2 | i1), . . . , pd(id | i1, . . . , id−1)

)
6= (

n
si1−s
1 , n

si1i2−si1
2 , . . . , n

si1...id−si1...id−1
d

)
which, by the definition of si1...il , is equivalent to

pi 6= n
si1...id−si1...id−1
d · · ·nsi1i2−si12 n

si1−s
1 .

The results below describe the properties of β.

Proposition 3.2.1.
i) β is convex and strictly decreasing with β(1) = 0.
ii) a, a, e, e ≥ 0 and a ≤ a.
iii) β(q)−(−aq+e)→ 0 as q → −∞, and the function q → β(q)−(−aq+e)

is increasing.
iv) β(q)−(−aq+e)→ 0 as q →∞, and the function q → β(q)−(−aq+e)

is decreasing.
v) limq→−∞ α(q) = a and limq→∞ α(q) = a.

Proof. The proof will only be sketched. For each l = 1, . . . , d− 1, a suitable
generalization of the arguments in [CM, p. 201-206] show that, if βi1...il+1

and αi1...il+1 = −β′i1...il+1
satisfy statements i) through v) with a, a, e and e

replaced by ai1...il+1
, ai1...il+1 , ei1...il+1

and ei1...il+1 , then βi1...il and αi1...il =
−β′i1...il satisfy statements i) through v) with a, a, e and e replaced by ai1...il ,
ai1...il , ei1...il and ei1...il . The result now follows by induction.

Theorem 3.2.2.
1) If Case 1′ is satisfied, then the following statements hold.

i) β is affine, in fact β(q) = s(1− q) for all q.
ii) α(q) = −β′(q) = s for all q.
iii) a = s = a.

iv) β∗(α) =

{
s for α = s

−∞ for α ∈ R \ {s} .

2) If Case 2′ is satisfied, then the following statements hold.
i) β is strictly convex.
ii) α(q) = −β′(q) > 0 for all q, and α is strictly decreasing.
iii) a < a.
iv) α′(q) < 0 for all q.

v) β∗(α) =

{
≥ 0 for α ∈ [a, a]
−∞ for α ∈ R \ [a, a]

.

vi) β∗ is strictly concave on [a, a].
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vii) β∗(α(1)) = α(1) and the straight line with slope 1 and pass-
ing through the origin is tangent to the graph of β∗ at the point(
α(1), β∗(α(1))

)
=
(
α(1), α(1)

)
.

viii) β∗(a) = e, β∗(a) = e.
ix) supα β∗(α) = β(0) and supα β∗(α) is attained only for α = α(0).

Proof. This result follows from Proposition 3.2.1 using standard results from
convex analysis. Again, the reader is referred to [CM, p. 201-206] for proofs
of similar results in a simpler setting.

Figure 3.2.1. The typical shape of the graph of α = −β′.

Figures 3.2.2. The typical
shape of the graph of β.

Figure 3.2.3. The typical
shape of the graph of β∗.

3.3. Properties of the auxiliary function γ.
This section investigates the properties of the auxiliary function γ. For

l = 1, . . . , d write

q−l = min
(i1,...,il)∈Il

ql(i1, . . . , il), q+
l = max

(i1,...,il)∈Il
ql(i1, . . . , il)
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J−l = {(i1, . . . , il) ∈ Il | ql(i1, . . . , il) = q−l },
J+
l = {(i1, . . . , il) ∈ Il | ql(i1, . . . , il) = q+

l }

A = −
d∑
l=1

(
1

lognl
− 1

lognl+1

)
log q+

l ,

A = −
d∑
l=1

(
1

lognl
− 1

lognl+1

)
log q−l ,

E =
d∑
l=1

(
1

lognl
− 1

lognl+1

)
log cardJ+

l ,

E =
d∑
l=1

(
1

lognl
− 1

lognl+1

)
log cardJ−l .

We now consider the following two cases:

Case 1′′


For all (i1, . . . , id) ∈ I,(

p1(i1), p2(i2 | i1), . . . , pd(id | i1, . . . , id−1)
)

=
(

card I0
card I1

, card I1
card I2

, . . . , card Id−1

card Id

)
.

Case 2′′


There exists (i1, . . . , id) ∈ I such that(

p1(i1), p2(i2 | i1), . . . , pd(id | i1, . . . , id−1)
)

6=
(

card I0
card I1

, card I1
card I2

, . . . , card Id−1

card Id

)
.

The results below decribe the properties of γ. The proofs (which use
Hölder’s inequality, implicit differentiation and standard results from con-
vex analysis) are elementary albeit rather lengthy generalizations of the ar-
guments in [CM, p. 201-206] and will therefore be omitted.

Proposition 3.3.1.
i) γ is convex and strictly decreasing with γ(1) = 0.

ii) A,A,E,E ≥ 0 and A ≤ A.
iii) γ(q) − (−Aq + E) → 0 as q → −∞, and the function q → γ(q) −

(−Aq + E) is increasing.
iv) γ(q)−(−Aq+E)→ 0 as q →∞, and the function q → γ(q)−(−Aq+E)

is decreasing.
v) limq→−∞ ζ(q) = A and limq→∞ ζ(q) = A.

Theorem 3.3.2.
1) If Case 1′′ is satisfied, then the following statements hold.

i) γ is affine, in fact γ(q) = γ(0)(1− q) for all q.
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ii) ζ(q) = −γ′(q) = −γ(0) for all q.
iii) A = γ(0) = A.

iv) γ∗(α) =

{
γ(0) for α = γ(0)
−∞ for α ∈ R \ {γ(0)} .

2) If Case 2′′ is satisfied, then the following statements hold.
i) γ is strictly convex.
ii) ζ(q) = −γ′(q) > 0 for all q, and ζ is strictly decreasing.
iii) A < A.
iv) ζ ′(q) < 0 for all q.

v) γ∗(α) =

{
≥ 0 for α ∈ [A,A]
−∞ for α ∈ R \ [A,A]

.

vi) γ∗ is strictly concave on [A,A].
vii) γ∗(ζ(1)) = ζ(1) and the straight line with slope 1 and passing through

the origin is tangent to the graph of γ∗ at the point
(
ζ(1), γ∗(ζ(1))

)
=(

ζ(1), ζ(1)
)
.

viii) γ∗(A) = E, γ∗(A) = E.
ix) supα γ∗(α) = γ(0) and supα γ∗(α) is attained only for α = ζ(0).

Figure 3.3.1. The typical shape of the graph of ζ = −γ′.
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Figure 3.3.2. The typical
shape of the graph of γ.

Figure 3.3.3. The typical
shape of the graph of γ∗.

3.4. The relationship between the functions β and γ.
In this section we investigate the relationship between the functions β and

γ.

Theorem 3.4.1. Let q ∈ R.
i) A ≤ a ≤ a ≤ A.
ii) β ≤ γ.

iii) The following two statements are equivalent.
(1) β(q) = γ(q).
(2) For each l = 1, . . . , d− 1, nl = nl+1 or βi1...il(q) = βj1...jl(q) for all
(i1, . . . , il), (j1, . . . , jl) ∈ Il.

iv) If β(q) = γ(q) then α(q) = ζ(q) and β∗(α(q)) = γ∗(ζ(q)). In particular
α(1) = ζ(1).

v) β∗(α(q)) = qα(q) + β(q) and γ∗(ζ(q)) = qζ(q) + γ(q).

Proof. ii) – iii) Fix q ∈ R, l = 1, . . . , d− 1 and write αl = log nl
log nl+1

. It follows
from Jensen’s inequality that,

∑
(i1,...,il−1)∈Il−1

ql−1(i1, . . . , il−1)qn
βi1...il−1 (q)

l

(3.2)

=
∑

(i1,...,il−1)∈Il−1

ql−1(i1, . . . , il−1)q
∑
il

(i1,...,il)∈Il

pl(il | i1, . . . , il−1)qnβi1...il (q)l
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=
∑

(i1,...,il)∈Il
ql(i1, . . . , il)q

(
n
βi1...il (q)

l+1

)αl

≤
 ∑

(i1,...,il)∈Il
ql(i1, . . . , il)q

1−αl  ∑
(i1,...,il)∈Il

ql(i1, . . . , il)qn
βi1...il (q)

l+1

αl

and that,

equality holds in (3.2) if and only if nl = nl+1 or(3.3)

βi1...il(q) = βj1...jl(q) for all (i1, . . . , il), (j1, . . . , jl) ∈ Il.
It follows from repeated application of (3.2) that,

β(q) ≤
(

1
logn1

− 1
logn2

)
log

(∑
i1∈I1

q1(i1)q
)

+
1

logn2

log

(∑
i1∈I1

q1(i1)qnβi1 (q)
2

)
(3.4)

≤
2∑
l=1

(
1

lognl
− 1

lognl+1

)
log

 ∑
(i1,...,il)∈Il

ql(i1, . . . , il)q


+
1

logn3

log

 ∑
(i1,i2)∈I2

q2(i1, i2)qnβi1i2 (q)
3


...

≤
d−1∑
l=1

(
1

lognl
− 1

lognl+1

)
log

 ∑
(i1,...,il)∈Il

ql(i1, . . . , il)q


+
1

lognd
log

 ∑
(i1,...,il)∈Id

qd(i1, . . . , id)q


= γ(q).

Moreover, (3.3) implies that,

equality holds in (3.4) if and only if for each l = 1, . . . , d− 1,

nl = nl+1 or βi1...il(q) = βj1...jl(q) for all (i1, . . . , il), (j1, . . . , jl) ∈ Il.
This completes the proof of ii) and iii).
i) It follows from Proposition 3.2.1 and Proposition 3.3.1 that −a =
limq→∞

β(q)

q
and −A = limq→∞

γ(q)

q
, and the inequality β ≤ γ therefore

implies that A ≤ a. Similarly a ≤ A.
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iv) Follows from the fact that the functions β and γ are convex with β ≤ γ
and β(q) = γ(q).
v) Follows immediately from [RV, p. 34, Theorem D] since α = −β′ and
ζ = −γ′.

Remark. The inequalities A ≤ a and a ≤ A can be strict; in fact, it
may even happen that A < a = a < A, i.e. β is affine whereas γ is strictly
convex. Indeed, let d = 2, n1 = 3, n2 = 5, I = {(0, 0), (0, 2), (2, 1)} and
(p00, p02, p21) = (1

2
3a

1+3a
, 1

2
3a

1+3a
, 1

1+3a
) with a = log 2

log 5
. An easy calculation now

shows that A < a = a < A.

4. Statement of Results.

Notational Remark. From now on, µ will always denote the self-affine
measure defined in Section 2.5.

We begin by introducing regularity condition (Iq), for q ∈ R, and separa-
tion condition (II). Condition (Iq) plays an important role in Theorem 4.1.8
regarding the positivity and finiteness of the multifractal Hausdorff measure
and the multifractal packing measure, and we will (unfortunately) have to
assume the rather strong separation condition (II) in order to compute bµ,
Bµ and fµ – however, we can compute the cylindre spectrum fc

µ (defined in
Equation (4.5) below) without assuming condition (II).

(Iq)



For each l = 1, . . . , d− 1, either nl = nl+1, or∑
il+1

(i1,...,il+1)∈Il+1

pl+1(il+1 | i1, . . . , il)q =
∑
jl+1

(j1,...,jl+1)∈Il+1

pl+1(jl+1 | j1, . . . , jl)q

for all (i1, . . . , il), (j1, . . . , jl) ∈ Il.
The above condition is easily seen to be equivalent to the following:
For each l = 1, . . . , d− 1, either nl = nl+1, or
βi1...il(q) = βj1...jl(q)
for all (i1, . . . , il), (j1, . . . , jl) ∈ Il.

(II)


If l = 1, . . . , d and (i1, . . . , id), (j1, . . . , jd) ∈ I
with i1 = j1, . . . , il−1 = jl−1, il 6= jl then
|il − jl| > 1.

For each r > 0 and ω = (i1, i2, . . . ) ∈ (
∏d
l=1{0, . . . , nl − 1})N with ij =

(ij,1, . . . , ij,d) we define the approximate cube (or cylinder) Q(ω, r) with ap-
proximate diameter r determined by ω as follows: choose (unique) integers
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k1(r), . . . , kd(r) such that

(4.1)
1

n
kl(r)+1
l

< r ≤ 1

n
kl(r)
l

for l = 1, . . . , d and put

(4.2) Q(ω, r) =
d∏
l=1

[
i1,l
nl

+ · · ·+ ikl(r),l

n
kl(r)
l

,
i1,l
nl

+ · · ·+ ikl(r),l

n
kl(r)
l

+
1

n
kl(r)
l

]
.

For ω ∈ Σ we define the upper and lower local approximate cylinder
dimension of µ at ω ∈ Σ by

(4.3) αc
µ(ω) = lim sup

r↘0

logµQ(ω, r)
log r

, αc
µ(ω) = lim inf

r↘0

logµQ(ω, r)
log r

.

If αc
µ(ω) and αc

µ(ω) agree we refer to the common value as the local approx-
imate cylinder dimension of µ at ω and denote it by αc

µ(ω). For α > 0 write

(4.4) ∆c
µ(α) = π({ω ∈ Σ | αc

µ(ω) = α}).

Finally define cylinder multifractal spectra functions fc
µ and F c

µ by

(4.5) fc
µ(α) = dim ∆c

µ(α), F c
µ(α) = Dim ∆c

µ(α).

We will now state our main results. The proofs will be given in Section 6.
We first compute the cylinder Hausdorff spectrum fc

µ of µ without assuming
condition (II).

Theorem 4.1.1.
1) If Case 1′ is satisfied then the following statement holds.

fc
µ(s) = β∗(s) = s.

2) If Case 2′ is satisfied then the following statement holds.
fc
µ(α) = β∗(α) for α ∈]a, a[.

Corollary 4.1.2.
i) dimK = β(0) = s.
ii) C(K) = γ(0).

Next we compute fµ, bµ, Bµ and Λµ assuming separation condition (II).

Theorem 4.1.3. Assume that condition (II) holds. Then
i) bµ = β.
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ii) Bµ = Λµ = γ.
iii) Cq

µ(suppµ) = (1− q)Dq−1
µ = γ(q) for q ∈ R.

Theorem 4.1.4. Assume that condition (II) holds.
1) If Case 1′ is satisfied then the following statement holds.

i) fµ(s) = β∗(s) = s.
ii) ∆µ(α) = ∅ for α ∈ R+ \ {s}.

2) If Case 2′ is satisfied then the following statement holds.
i) fµ(α) = β∗(α) for α ∈]a, a[.
ii) ∆µ(α) = ∅ for α ∈ R+ \ [a, a].

Remarks.
(1) Condition (II) is stronger than asserting that dist

(
Si([0, 1]d), Sj([0, 1]d)

)
> 0 for all i, j ∈ I with i 6= j. If e.g. d = 2 and (i1, i2) ∈ I then (II) asserts
that (i1± 1, j2) /∈ I for any j2, i.e. the two immediately adjacent columns to
(i1, i2) do not contain any points of K. In particular we see that (II) implies
that the support suppµ = K of µ is totally disconnected. Finally, we note
that for d = 2 condition (II) is identical to the “Disjointness Condition” in
King [Ki].
(2) Separation condition (II) is unfortunately very strong and it would
be very desirable if condition (II) could be omitted. Recently Arbeiter &
Patzschke [AP] have succeeded in replacing the strong separation condition
with the open set condition in their study of random self-similar multifrac-
tals, but it it still not known whether condition (II) can be replaced by the
open set condition in the self-affine case. However, we believe that condition
(II) can be omitted and we therefore make the following conjecture.

Conjecture 4.1.5. The results in Theorem 4.1.4 remain true even if sep-
aration condition (II) is omitted.

(3) The results in Theorem 4.1.4.1).i) and Theorem 4.1.4.2).i) are higher di-
mensional generalizations of the main result in King [Ki] where it is assumed
that d = 2.
(4) The results in Corollary 4.1.2 were first obtained independently by Bed-
ford [Be] and McMullen [McM] for d = 2, and later by Kenyon & Peres
[KP, Theorem 1.2 and Proposition 1.3] for arbitrary d.
(5) If n1 = n2 = · · · = nd = n, then all the maps Si are similarities with
Lipschitz constant equal to 1

n
, and an easy calculation shows that

(4.6)
∑
i∈I

pqin
−β(q) = 1,

∑
i∈I

pqin
−γ(q) = 1.
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Hence, if n1 = n2 = · · · = nd, then Theorem 4.1.3 is a special case of
Olsen [Ol1, Theorem 5.1], and Theorem 4.1.4 is a special case of Cawley &
Mauldin [CM, Theorem 2.1] and Olsen [Ol1, Theorem 5.1]
(6) It is possible to construct examples such that the intervals ]A, a[ and
]a,A[ are non-empty, c.f. the remark following Theorem 3.4.1. Furthermore,
Theorem 3.3.2 and Theorem 4.1.4 imply that Fµ(α) = 0 < B∗µ(α) for α ∈
]A, a[∪]a,A[. The mathematical significance of B∗µ(α) for α ∈]A, a[∪]a,A[ is
therefore not (in any obvious way) related to the packing spectrum Fµ(α)
at α. This phenomenon raises the following question.

Question 4.1.6. What is the significance of B∗µ(α) for α ∈]A, a[∪]a,A[?
(7) We have not been able to determine the packing spectrum Fµ of µ.
However, we believe that Fµ equals γ∗ and make the following conjecture.

Conjecture 4.1.7.
1) If Case 1′′ is satisfied then

Fµ(s) = γ∗(s) = s.

2) If Case 2′′ is satisfied then

Fµ(α) = γ∗(α) for α ∈]a, a[.

After having determined the multifractal dimensions bµ(q), Bµ(q) and
Λµ(q) we turn our attention to the multifractal Hausdorff and packing mea-
sures, Hq,bµ(q)

µ and Pq,Bµ(q)
µ , at the critical dimensions. We begin by intro-

ducing some notation. If (A,A, ν) is a measure space and E ∈ A, ν E
denotes the restriction of ν to E, i.e. (ν E)F = ν(E ∩ F ) for all F ∈ A.
Let X be a metric space and ν ∈ P(X). The Hausdorff dimension dim ν of
ν is the lower bound of Hausdorff dimensions of sets which contribute to ν,
i.e.

dim ν = inf
ν(E)>0

dimE.

The number dim ν is a natural measure of the degree of singularity of ν.
Similarly we define the packing dimension Dim ν of ν by

Dim ν = inf
ν(E)>0

DimE.

Theorem 4.1.8. Let q ∈ R and assume that conditions (Iq) and (II) hold.
Then

i) 0 < Hq,β(q)
µ (suppµ) ≤ Pq,β(q)

µ (suppµ) ≤ Pq,β(q)

µ (suppµ) <∞.
ii) ∆µ(α(q)) has full Hq,β(q)

µ suppµ measure.
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iii) ∆µ(α(q)) has full Pq,β(q)
µ suppµ measure.

iv) bµ(q) = Bµ(q) = Λµ(q) = β(q) = γ(q).
v) dimHq,β(q)

µ suppµ = β∗(α(q)) = DimHq,β(q)
µ suppµ.

vi) dimPq,β(q)
µ suppµ = β∗(α(q)) = DimPq,β(q)

µ suppµ.

Theorem 4.1.9.
i) dimµ = Dimµ = −∑d

l=1
1

log nl

∑
(i1,...,il)∈Il ql(i1, ..., il) log pl(il | i1, ...,

il−1) = α(1) = ζ(1).
ii) If condition (II) holds then limr↘0

log µB(x,r)

log r
= α(1) for µ-a.a. x ∈ K.

Remarks.
(1) It follows from Theorem 4.1.8 that condition (Iq) implies that the multi-
fractal Hausdorff measure and the multifractal packing measure are positive
and finite. We conjecture that condition (Iq) is also necessary.

Conjecture 4.1.10. Let q ∈ R and assume that condition (II) holds. Then
the following statements are equivalent.

i) (Iq) holds.
ii) bµ(q) = Bµ(q).

iii) 0 < Hq,bµ(q)
µ (K) <∞ and 0 < Pq,Bµ(q)

µ (K) <∞.
iv) 0 < Hq,bµ(q)

µ (K) <∞.
v) 0 < Pq,Bµ(q)

µ (K) <∞.

Theorem 4.1.8 shows that i) ⇒ iii), and since bµ = β and Bµ = γ, The-
orem 3.4.1 shows that, i) ⇔ ii). Of course, trivially iii) ⇒ iv) and iii)
⇒ v). Recalling that 2−tH0,t

µ ≤ Ht ≤ H0,t
µ and P0,t

µ = Pt for t ≥ 0, we
see that Conjecture 4.1.10 for q = 0 is contained in [KP, Proposition 1.3],
[Pe1, Theorem 1] and [Pe2, Theorem 1.1 and Corollary 2.3.(i)] (except for
the assumption that condition (II) holds). We also make the following con-
jecture.

Conjecture 4.1.11. Let q ∈ R and assume that condition (Iq) does not
hold, but that condition (II) holds. Then

i) Hq,bµ(q)
µ (K) =∞.

ii) Pq,Bµ(q)
µ (K) =∞.

As before, recalling that 2−tH0,t
µ ≤ Ht ≤ H0,t

µ and P0,t
µ = Pt for t ≥

0, we see that Conjecture 4.1.11 for q = 0 and d = 2 is identical to
[Pe1, Theorem 1] and [Pe2, Theorem 1.1] (except for the assumption that
condition (II) holds). We mention without proof that we can prove a rather
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weak version of Conjecture 4.1.11, viz. if condition (II) is satisfied, then
Pq,Bµ(q)
µ (K) > 0.

(2) For d = 2 and n1 < n2, condition (Iq) states that,
(4.7) ∑

k
(i,k)∈I

pi,k


−q ∑

k
(i,k)∈I

pqi,k =

 ∑
k

(j,k)∈I

pj,k


−q ∑

k
(j,k)∈I

pqi,k for all i, j ∈ I1.

For q = 0, condition (4.7) reduces to

(4.8) card{k | (i, k) ∈ I} = card{k | (j, k) ∈ I} for all i, j ∈ I1.

Recalling that 2−tH0,t
µ ≤ Ht ≤ H0,t

µ , P0,t
µ = Pt and P0,t

µ = Pt for t ≥ 0, we
see that Theorem 4.1.8 for d = 2 and q = 0 states that if (4.8) is satisfied,
then 0 < Hs(K) ≤ Ps(K) ≤ Ps(K) < ∞. This result, for the Hausdorff
measure Hs(K), was first shown by McMullen [McM] without assuming
condition (II). The corresponding result for the packing measure, Ps(K),
was first obtained by Peres [Pe2, Theorem 1.1.(ii)] also without assuming
condition (II). Theorem 4.1.8 can thus be viewed as a natural multifractal
generalization of McMullen’s and Peres’ results on self-affine carpets.
(3) For q = 0 and n1 < n2 < · · · < nd, condition (Iq)=(I0) says that,

For all l = 0, . . . , d− 1 and (i1, . . . , il), (j1, . . . , jl) ∈ Il,
(4.9)

card{il+1 | (i1, . . . , il+1) ∈ Il+1} = card{jl+1 | (j1, . . . , jl+1) ∈ Il+1}.

Recalling that 2−tH0,t
µ ≤ Ht ≤ H0,t

µ , P0,t
µ = Pt and P0,t

µ = Pt for t ≥ 0,
we see that Theorem 4.1.8 for q = 0 states that if (4.9) is satisfied, then
0 < Hs(K) ≤ Ps(K) ≤ Ps(K) < ∞. This result was first obtained by
Kenyon & Peres [KP] without assuming condition (II). Theorem 4.1.8 can
thus be viewed as a natural multifractal generalization of Kenyon & Peres’
results on self-affine sponges.
(4) Let q ∈ R and assume that bµ(q) = Bµ(q). Are the measures Hq,bµ(q)

µ

suppµ and Pq,Bµ(q)
µ suppµ proportional, i.e. does there exists a constant

cq > 0 such that

(4.10) Pq,Bµ(q)
µ suppµ = cqHq,bµ(q)

µ suppµ ?

Even though it seems rather unlikely that the multifractal Hausdorff measure
and the multifractal packing measure are proportional in general, the ratio
of the measures Hq,bµ(q)

µ suppµ and Pq,Bµ(q)
µ suppµ might still be bounded.

We therefore ask the following question.
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Question 4.1.12. Does there exists a number 0 < cq <∞ such that

(4.11) Hq,bµ(q)
µ suppµ ≤ Pq,Bµ(q)

µ suppµ ≤ cqHq,bµ(q)
µ suppµ ?

If n1 = · · · = nd, then all the maps Si are similarities, and it follows from
[Ol1, Theorem 5.1] that Equation (4.10) holds.
(5) If n1 = · · · = nd = n, then all the maps Si are similarities with
Lipschitz constant equal to 1

n
and µ is a self-similar measure. Further-

more α(1) = ζ(1) =
∑

i
pi log pi∑

i
pi log 1

n

, and Theorem 4.1.9 therefore states that

dimµ = Dimµ =
∑

i
pi log pi∑

i
pi log 1

n

and (if in addition condition (II) holds) αµ(x) =∑
i
pi log pi∑

i
pi log 1

n

for µ-a.a. x. This result is a special case of Geronimo & Hardin

[GH, Theorem 2 and Corollary 1].

5. An Example.

Let d = 3, n1 = 3, n2 = 5 and n3 = 6. Put

I = {(0, 0, 0), (0, 4, 0), (2, 1, 0), (2, 3, 0), (0, 2, 1), (0, 0, 2),

(0, 2, 3), (0, 4, 4), (2, 3, 4), (2, 1, 5)},

and

(p000, p040, p210, p230, p021, p002, p023, p044, p234, p215)

=
(

1
15
, 1

20
, 1

15
, 1

20
, 1

5
, 1

10
, 1

10
, 1

20
, 1

5
, 7

60

)
.

A straightforward calculation shows that

β00(q) = 1
log 6

log
((

2
5

)q +
(

3
5

)q)
,

β02(q) = 1
log 6

log
((

2
3

)q +
(

1
3

)q)
, β04(q) = log 2

log 6
(1− q)

β21(q) = 1
log 6

log
((

4
11

)q +
(

7
11

)q)
, β23(q) = 1

log 6
log

((
1
5

)q +
(

4
5

)q)
β0(q) = 1

log 5
log

((
5
17

)q 5β00(q) +
(

9
17

)q 5β02(q) +
(

3
17

)q 5β04(q)
)

β2(q) = 1
log 5

log
((

11
26

)q 5β21(q) +
(

15
26

)q 5β23(q)
)

β(q) = 1
log 3

log
((

17
30

)q 3β0(q) +
(

13
30

)q 3β2(q)
)

a = log( 30
17 )

log 3
+ log( 17

9 )

log 5
+ log( 3

2 )

log 6
≈ 1.13846,

a = log( 30
13 )

log 3
+ log( 26

15 )

log 5
+ log 5

log 6
≈ 2.00119, e = e = 0.
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Also

γ(q) =
(

1
log 3
− 1

log 5

)
log

((
17
30

)q +
(

13
30

)q)
+
(

1
log 5
− 1

log 6

)
log

((
1
6

)q +
(

3
10

)q +
(

1
10

)q +
(

11
60

)q +
(

1
4

)q)
+ 1

log 6
log

(
3
(

1
20

)q + 2
(

1
15

)q + 2
(

1
10

)q + 2
(

1
5

)q +
(

7
60

)q)
A = a, A = log( 30

13 )

log 3
+ log( 13

3 )

log 5
+ log 2

log 6
≈ 2.05913,

E = log 2
log 6
≈ 0.386853, E = log 3

log 6
≈ 0.613147.

Observe that A = a and a < A. An easy calculation shows that condition
(Iq) holds if and only if q = 1. Below we sketch graphs of β = bµ, β∗, γ = Bµ
and γ∗.

Figure 5.1.1. The graph of
β.

Figure 5.1.2. The graph of
β∗.

Figure 5.1.3. The graph of
γ.

Figure 5.1.4. The graph of
γ∗.
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Figure 5.1.5. The graph of γ − β.

6. Proofs.

6.1. Preliminary results.
For q ∈ R and i = (i1, . . . , id) ∈ I put

Pi(q) = pqin
βi1...id (q)−βi1...id−1 (q)

d n
βi1...id−1 (q)−βi1...id−2 (q)

d−1 · · ·nβi1 (q)−β(q)
1 ,

and define conditional probabilities P1(q; i1), P2(q; i2 | i1), ..., Pd(q; id | i1, ...,
id−1) by

Pl(q; il | i1, . . . , il−1) =



∑
j=(j1,...,jd)∈I

j1=i1,...,jl−1=il−1,jl=il

Pj(q)

∑
j=(j1,...,jd)∈I

j1=i1,...,jl−1=il−1

Pj(q)
if (i1, . . . , il) ∈ Il

0 if (i1, . . . , il) /∈ Il

.

For l = 1, . . . , d, (i1, . . . , id) ∈ ∏d
j=1{0, . . . , nj−1} and ω = (i1, i2, . . . ) ∈ Σ

with ij = (ij,1, . . . , ij,d) write

pl(ω) = pl(i1,l | i1,1, . . . , i1,l−1) ,

Pl(q;ω) = Pd(q; i1,l | i1,1, . . . , i1,l−1) ,

Ql(q; i1, . . . , il) = P1(q; i1)P2(q; i2 | i1) · · ·Pl(q; il | i1, . . . , il−1).

Put αl = log nl
log nl+1

for l = 1, . . . , d − 1. For notational convenience define
α0 = 1. For τ = (i1, i2, . . . , in) ∈ Σ(n) and i = (i1, . . . , id) ∈ I write

ui(q; l) = n
βi1...il (q)

l , uτ (q; l) = ui1(q; l) · · ·uin(q; l) for l = 1, . . . , d
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vi(q; l) = n
βi1...il (q)

l+1 , vτ (q; l) = vi1(q; l) · · · vin(q; l) for l = 0, . . . , d− 1.

Observe that vi(q; l) = ui(q; l)
1
αl and vτ (q; l) = uτ (q; l)

1
αl for l = 1, . . . , d− 1.

Also write
an(q;ω, l) = uω|n(q; l)α1···αl−1

1
n

for ω ∈ Σ and n ∈ N. Let a(q) = minl=1,...,d−1 mini∈I ui(q; l)α1···αl−1 and
A(q) = maxl=1,...,d−1 maxi∈I ui(q; l)α1···αl−1 , and note that

(6.1) 0 < a(q) ≤ an(q;ω, l) ≤ A(q) <∞
for all ω ∈ Σ, n ∈ N and l = 1, . . . , d− 1.

The proofs of Lemma 6.1.1 and Lemma 6.1.2 follow easily from the defi-
nitions.

Lemma 6.1.1. Let q ∈ R, l = 0, . . . , d− 1 and (i1, . . . , il) ∈ Il. Then∑
il+1,...,id

(i1,...,id)∈I

pl+1(il+1 | i1, . . . , il)q · · · pd(id | i1, . . . , id−1)q

· nβi1...id (q)−βi1...id−1 (q)

d n
βi1...id−1 (q)−βi1...id−2 (q)

d−1 · · ·nβi1...il+1 (q)−βi1...il (q)
l+1 = 1.

Lemma 6.1.2. Let q ∈ R, l = 1, . . . , d and (i1, . . . , il) ∈ Il. Then

Ql(q; i1, . . . , il)
ql(i1, . . . , il)q

= n
βi1...il (q)−βi1...il−1 (q)

l · · ·nβi1 (q)−β(q)
1 .

Let q ∈ R. It follows from Lemma 6.1.1 that
∑

i∈I Pi(q) = 1, and we can
thus define a probability measure µ̃q on Σ by

µ̃q =
∏
N

(∑
i∈I

Pi(q)δi

)
.

Next define µq ∈ P(K) by

µq = µ̃q ◦ π−1.

Clearly, since n1 ≤ n2 ≤ · · · ≤ nd (recall that T : Σ → Σ denotes the shift
map),

µ(Q(ω, r)) =
d∏
l=1

kl(r)−1∏
j=0

pl(T jω)(6.2)



SELF-AFFINE MULTIFRACTAL SIERPINSKI SPONGES IN Rd 173

µq(Q(ω, r)) =
d∏
l=1

kl(r)−1∏
j=0

Pl(q;T jω).(6.3)

For q ∈ R, ω ∈ Σ and r > 0 define the approximate r-order q-density
Dr(q;ω) of µ at ω by

Dr(q;ω) =

 µq(Q(ω, r))

µ(Q(ω, r))q
(
n
−k1(r)
1

)β(q)


1

k1(r)

.

We will prove that Dr(q;ω) typically is close to 1 for r close to 0; specifically,
we will prove that lim supr↘0Dr(q;ω) ≥ 1 for all q ∈ R and for all ω ∈ Σ
(c.f. Proposition 6.1.6), and that limr↘0Dr(q;ω) = 1 for µ̃q-a.a. ω ∈ Σ (c.f.
Lemma 6.3.4).

Proposition 6.1.3. Let q ∈ R, ω ∈ Σ and r > 0. Then

Dr(q;ω) =

∏
l

αl 6=1

(
akl(r)(q;ω, l)
akl+1(r)(q;ω, l)

) 1
α1···αl−1

kl(r)
k1(r)



·
∏

l
αl=1

(
akl+1(r)(q;ω, l)

1− 1
αl

kl+1(r)
kl(r)

) 1
α1···αl−1

kl(r)
k1(r)

 .

Proof. Let ω = (i1, i2, . . . ) with ij = (ij,1, . . . , ij,d). It follows from (6.2) and
(6.3) that

Dr(q;ω)k1(r)

=
µq(Q(ω, r))

µ(Q(ω, r))q
(
n
−k1(r)
1

)β(q)

=
1(

n
−k1(r)
1

)β(q)

∏d
l=1

∏kl(r)−1
j=0 Pl(q;T jω)∏d

l=1

∏kl(r)−1
j=0 pl(T jω)q

=
1(

n
−k1(r)
1

)β(q)

d∏
l=1

∏kl(r)
j=1 Pl(q; ij,l | ij,1, . . . , ij,l−1)∏kl(r)
j=1 pl(ij,l | ij,1, . . . , ij,l−1)q

=
1(

n
−k1(r)
1

)β(q)

∏kd(r)
j=1 Qd(q; ij,1, . . . , ij,d)∏kd(r)
j=1 qd(ij,1, . . . , ij,d)q
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·
d−1∏
l=1

∏kl(r)
j=kl+1(r)+1Ql(q; ij,1, . . . , ij,l)∏kl(r)
j=kl+1(r)+1 ql(ij,1, . . . , ij,l)


=

1(
n
−k1(r)
1

)β(q)

∏d
j=1 uω|kd(r)(q; j)∏d

j=1 vω|kd(r)(q; j − 1)

d−1∏
l=1


∏l
j=1

uω|kl(r)(q;j)
uω|kl+1(r)(q;j)∏l

j=1

vω|kl(r)(q;j−1)

vω|kl+1(r)(q;j−1)


=

1(
n
−k1(r)
1

)β(q)
uω|kd(r)(q; d)

(
d−1∏
l=1

uω|kl(r)(q; l)
vω|kl(r)(q; l)

)
1

vω|k1(r)(q; 0)

=
d−1∏
l=1

uω|kl(r)(q; l)(
uω|kl+1(r)(q; l)

) 1
αl

=

d−1∏
l=1

(
akl(r)(q;ω, l)
akl+1(r)(q;ω, l)

akl+1(r)(q;ω, l)
1− 1

αl

kl+1(r)
kl(r)

) 1
α1···αl−1

kl(r)
k1(r)


k1(r)

.

The result follows from the above formula since kl(r) = kl+1(r) for all l with
αl = 1.

Lemma 6.1.4. ([KP, Lemma 4.1]). Let N ∈ N and f1, . . . , fN : N → R
satisfy

max
i

sup
n∈N
|fi(n+ 1)− fi(n)| <∞.

Let α1, . . . , αN , L1, . . . , LN ∈]0,∞[. Then

lim sup
t→∞

1
t

N∑
i=1

(
αifi

([
t

Li

])
− fi

([
αi

t

Li

]))
≥ 0.

Proof. See [KP, Lemma 4.1].

Lemma 6.1.5. Let q ∈ R and ω ∈ Σ. Then

lim sup
r↘0

∏d−1
l=1 akl(r)(q;ω, l)∏d−1
l=1 akl+1(r)(q;ω, l)

≥ 1.

Proof. Write ω = (i1, i2, . . . ). For l = 1, . . . , d − 1 define fl : N → R by
fl(n) = n log nl

αl
log(an(q;ω, l)). Since maxl supn∈N |fl(n+ 1)− fl(n)| <∞ and

1
t

d−1∑
l=1

(
αlfl

([
t

lognl

])
− fl

([
αl

t

lognl

]))
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= log

( ∏d−1
l=1 akl(e−t)(q;ω, l)

hl(t)∏d−1
l=1 akl+1(e−t)(q;ω, l)hl(αlt)

)

with hl(t) = [ t
lognl

]
t

lognl

, Lemma 6.1.4 shows that

(6.4) lim sup
t→∞

∏d−1
l=1 akl(e−t)(q;ω, l)

hl(t)∏d−1
l=1 akl+1(e−t)(q;ω, l)hl(αlt)

≥ 1.

Let ε > 0. Choose t0 > 0 such that 1 − ε ≤ hl(t), hl(αlt) ≤ 1 + ε for
l = 1, . . . , d− 1 and t > t0. Equations (6.1) and (6.4) now imply that

1 ≤ lim sup
t0<t, t→∞

 ∏
l

a
kl(e
−t)(q;l)<1

a
kl(e
−t)(q;ω, l)hl(t)


 ∏

l
a
kl(e
−t)(q;l)≥1

a
kl(e
−t)(q;ω, l)hl(t)


 ∏

l
a
kl+1(e−t)(q;l)<1

a
kl+1(e−t)(q;ω, l)hl(αlt)


 ∏

l
a
kl+1(e−t)(q;l)≥1

a
kl+1(e−t)(q;ω, l)hl(αlt)



≤ lim sup
t0<t, t→∞

(∏d−1
l=1 akl(e−t)(q;ω, l)

)
∏
l

akl(e−t)(q;l)≥1

akl(e−t)(q;ω,l)
ε

∏
l

akl(e−t)(q;l)<1

akl(e−t)(q;ω,l)
ε

(∏d−1
l=1 akl+1(e−t)(q;ω, l)

)
∏
l

akl+1(e−t)(q;l)<1

akl+1(e−t)(q;ω,l)
ε

∏
l

akl+1(e−t)(q;l)≥1

akl+1(e−t)(q;ω,l)
ε

≤
(
A(q)
a(q)

)2εd

lim sup
t→∞

∏d−1
l=1 akl(e−t)(q;ω, l)∏d−1
l=1 akl+1(e−t)(q;ω, l)

for all ε > 0. Letting ε↘ 0 yields the desired result.

Proposition 6.1.6. Let q ∈ R and ω ∈ Σ. Then

lim sup
r↘0

Dr(q;ω) ≥ 1.

Proof. Write ω = (i1, i2, . . . ). Since

lim
r↘0

1
α1 · · ·αl−1

kl(r)
k1(r)

= 1 and lim
↘0

(1− 1
αl

kl+1(r)
kl(r)

) = 0,
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inequality (6.1) implies that
∏
l

αl 6=1

(
akl+1(r)(q;ω, l)

1− 1
αl

kl+1(r)
kl(r)

) 1
α1···αl−1

kl(r)
k1(r)

→ 1

as r ↘ 0. We therefore infer from Lemma 6.1.3 that

(6.5) lim sup
r↘0

Dr(q;ω) = lim sup
r↘0

∏
l

αl 6=1

(
akl(r)(q;ω, l)
akl+1(r)(q;ω, l)

) 1
α1···αl−1

kl(r)
k1(r)

.

Let ε > 0. There exists r0 > 0 such that 1− ε ≤ 1
α1···αl−1

kl(r)

k1(r)
≤ 1 + ε for

l = 1, . . . , d− 1 and r < r0. Hence, using (6.5) and Lemma 6.1.5,

lim sup
r↘0

Dr(q;ω) ≥ lim sup
r0>r, r↘0


∏
l

akl(r)
(q;ω,l)

akl+1(r)(q;ω,l)<1

(
akl(r)(q;ω, l)
akl+1(r)(q;ω, l)

)1+ε



·


∏
l

akl(r)
(q;ω,l)

akl+1(r)(q;ω,l)≥1

(
akl(r)(q;ω, l)
akl+1(r)(q;ω, l)

)1−ε



≥ lim sup
r0>r, r↘0

(
d1∏
l=1

akl(r)(q;ω, l)
akl+1(r)(q;ω, l)

)
∏
l

akl(r)
(q;ω,l)

akl+1(r)(q;ω,l)<1

(
a(q)

A(q)

)ε
∏
l

akl(r)
(q;ω,l)

akl+1(r)(q;ω,l)≥1

(
A(q)

a(q)

)ε

≥
(
a(q)
A(q)

)2εd

lim sup
r↘0

d−1∏
l=1

akl(r)(q;ω, l)
akl+1(r)(q;ω, l)

≥
(
a(q)
A(q)

)2εd

for all ε > 0. Letting ε↘ 0 now yields the desired result.

The last two lemmas in this section give explicit expressions for α(q) =
−β′(q) and qα(q) + β(q).

Lemma 6.1.7. For q ∈ R,

α(q) = −
d∑
l=1

1
lognl

∑
(i1,...,il)∈Il

Ql(q; i1, . . . , il) log pl(il | i1, . . . , il−1)
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(recall that α = −β′).
Proof. The definitions of β, βi1 , βi1i2 , . . . , βi1...id imply that

− β′i1...il−1
(q)

(6.6)

= − 1
lognl

∑
il

(i1,...,il)∈Il

pl(il | i1, . . . , il−1)qn
βi1...il (q)−βi1...il−1 (q)

l log pl(il | i1...il−1)

−
∑
il

(i1,...,il)∈Il

pl(il | i1, . . . , il−1)qn
βi1...il (q)−βi1...il−1 (q)

l β′i1...il(q)

for l = 1, . . . , d. It follows from repeated application of (6.6), Lemma 6.1.2
and the fact that βi1...id(q) = 0 for all q that

− β′(q)

= −
d∑
l=1

1
lognl

∑
i1

i1∈I1

∑
i2

(i1,i2)∈I2

· · ·
∑
il

(i1,...,il)∈Il

ql(i1, . . . , il)q

· nβi1...il (q)−βi1...il−1 (q)

l · · ·nβi1i2 (q)−βi1 (q)
2 n

βi1 (q)−β(q)
1 log pd(il | i1, . . . , il−1)

= −
d∑
l=1

1
lognl

∑
(i1,...,il)∈Il

Ql(q; i1, . . . , il) log pd(il | i1, . . . , il−1).

Lemma 6.1.8. For q ∈ R,
(6.7)

qα(q) + β(q) = −
d∑
l=1

1
lognl

∑
(i1,...,il)∈Il

Ql(q; i1, . . . , il) logPl(q; il | i1, . . . , il−1)

(recall that α = −β′).
Proof. For each l = 1, . . . , d we get by applying Lemma 6.1.2,

logPl(q; il | i1, . . . , il−1)
(6.8)

= log
Ql(q; i1, . . . , il)
Ql(q; i1, . . . , il−1)

= log

((
ql(i1, . . . , il)
ql(i1, . . . , il−1)

)q
n
βi1...il (q)−βi1...il−1 (q)

l

)
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= q log pl(il | i1, . . . , il−1) + (βi1...il(q)− βi1...il−1(q)) lognl.

Let Φ(q) denote the righthand side of Equation (6.7). It follows from (6.8)
and the previous lemma that

Φ(q) = −q
d∑
l=1

(
1

lognl

∑
(i1,...,il)∈Il

Ql(q; i1, . . . , il) log pl(il | i1, . . . , il−1)

)

−
d∑
l=1

(
1

lognl

∑
(i1,...,il)∈Il

Ql(q; i1, . . . , il)(βi1...il(q)− βi1...il−1(q)) lognl

)

= qα(q)−
d∑
l=1

( ∑
(i1,...,il)∈Il

Ql(q; i1, . . . , il)(βi1...il(q)− βi1...il−1(q))

)

= qα(q) +
∑
i1∈I1

Q1(q; i1)β(q)−
d−1∑
l=1

( ∑
(i1,...,il)∈Il

Ql(q; i1, . . . , il)βi1...il(q)

)

+
d−1∑
l=1

( ∑
(i1,...,il)∈Il

Ql(q; i1, . . . , il)βi1...il(q)

·
∑
il+1

(i1,...,il+1)∈Il+1

Pl+1(q; il+1 | i1, . . . , il)
)

= qα(q) + β(q)

which completes the proof.

6.2. Separation results.
In this section we deduce some of the consequences of separartion condi-

tion (II).

Proposition 6.2.1. Let ω ∈ Σ and n ∈ N.
i) If condition (II) is satisfied then B

(
π(ω), 1

2nn1

)
∩K ⊆ Q

(
ω, 1

nn1

)
.

ii) Q
(
ω, 1

nn1

)
⊆ B

(
π(ω), (n1 + · · ·+ nd) 1

nn1

)
.

Proof. i) Write ω = (i1, i2, . . . ) ∈ Σ with im = (im,1, . . . , im,d). Let π(σ) ∈
B
(
π(ω), 1

2nn1

)
∩ K with σ = (j1, j2, . . . ) ∈ Σ and jm = (jm,1, . . . , jm,d).

We must now prove that π(σ) ∈ Q
(
ω, 1

nn1

)
. Since kl

(
1
nn1

)
=
[
n log n1
log nl

]
=

[α1 · · ·αl−1n], π(σ) ∈ Q
(
ω, 1

nn1

)
if and only if

(6.9) i1,l = j1,l, . . . , i[α1···αl−1n],l = j[α1···αl−1n],l for all l = 1, . . . , d.
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Assume now, in order to get a contradiction, that (6.9) is not satisfied. We
can then choose l0 ∈ {1, . . . , d} and m0 ∈ {1, . . . , [α1 · · ·αl0−1n] − 1} such
that

im,1 = jm,1 for m = 1, . . . , n(6.10)

im,2 = jm,2 for m = 1, . . . , [α1n]
...

im,l0−1 = jm,l0−1 for m = 1, . . . , [α1 · · ·αl0−2n]

i1,l0 = j1,l0 , . . . , im0,l0 = jm0,l0 , im0+1,l0 6= jm0+1,l0 .

For l = 1, . . . , d define projections Πl : Rd → R by Πl(x1, . . . , xd) = xl. It
follows from (II) and (6.10) that im0+1,l = jm0+1,l for l = 1, . . . , l0 − 1 and
|im0+1,l0 − jm0+1,l0 | > 1, whence

(6.11) dist
(
Πl0Sim0+1([0, 1]d),Πl0Sjm0+1([0, 1]d)

) ≥ 1
nl0

.

Since π(ω) ∈ Si1 ◦ · · · ◦ Sim0+1([0, 1]d), π(σ) ∈ Sj1 ◦ · · · ◦ Sjm0+1([0, 1]d) and
im,l0 = jm,l0 for m = 1, . . . ,m0, (6.11) implies that

|Πl0π(ω)−Πl0π(σ)|
(6.12)

≥ dist
(
Πl0Si1 ◦ · · · ◦ Sim0+1([0, 1]d),Πl0Sj1 ◦ · · · ◦ Sjm0+1([0, 1]d)

)
≥ 1
nm0+1
l0

≥ 1

n
[α1···αl0−1n]

l0

.

However, we clearly have |Πl0π(ω) − Πl0π(σ)| ≤ |π(ω) − π(σ)| < 1
nn1
≤

1

n
[α1···αl0−1n]

l0

which together with (6.12) yield the desired contradiction.

ii) This inclusion follows immediately from the definition of Q
(
ω, 1

nn1

)
and

the fact that kl
(

1
nn1

)
= [α1 · · ·αl−1n] and 1

n
[α1···αl−1n]

l

≤ nl
nn1

.

Theorem 6.2.2. Assume that condition (II) holds. Then

∆µ(α) = ∆c
µ(α) .

Proof. Proposition 6.2.1 clearly implies that

lim
r↘0

logµQ(ω, r)
log r

= α ⇔ lim
r↘0

logµB(π(ω), r)
log r

= α
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for all ω ∈ Σ and α ≥ 0 which yields the desired result.

Lemma 6.2.3. Let c > 1. Then

χc := sup
ω∈Σ

sup
r>0

µQ(ω, cr)
µQ(ω, r)

<∞ .

Proof. Let pmin = minl=1,...,d min(i1,...,il)∈Il pl(il | i1, . . . , il−1) ∈]0, 1[. Now fix
r > 0 and ω ∈ Σ. Since 0 ≤ kl(r)− kl(cr) ≤ log c

log nl
+ 1, (6.2) implies that

µQ(ω, cr)
µQ(ω, r)

=
∏d
l=1

∏kl(cr)−1
j=0 pl(T jω)∏d

l=1

∏kl(r)−1
j=0 pl(T jω)

≤
d∏
l=1

kl(r)−1∏
j=kl(cr)

p−1
min

=
d∏
l=1

p
−(kl(r)−kl(cr))
min ≤

d∏
l=1

p
−( log c

lognl
+1)

min

which completes the proof.

6.3. Auxiliary density results.
We first collect some well-known density results.

Theorem 6.3.1. Let ν be a regular Borel measure in Rd, E ⊆ Rd, t > 0
and 0 < λ <∞. If

lim sup
r↘0

νB(x, r)
(2r)t

≥ λ for x ∈ E,

then
Ht(E) ≤ 1

λ
ν(E) .

Proof. See [Mat, Theorem 6.9].

Theorem 6.3.2. For each x ∈ R let x =
∑∞
i=1

εi,l(x)

ni
l

denote the unique non-
terminating nl-adic expansion of x. For x = (x1, . . . , xd) ∈ Rd write εi(x) =(
εi,l(xl)

)
l=1,...,d

and put ω(x) = (ε1(x), ε2(x), . . . ) ∈ (
∏d
l=1{0, . . . , nl − 1})N.

If ν ∈ P(Rd), α ≥ 0 and

lim
r↘0

log νQ(ω(x), r)
log r

= α for ν-a.a. x,

then
dim ν = Dim ν = α.
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Proof. These results are proved in e.g. [Cu2], [Ha, Proposition 1], [Mat,
Theorem 6.9 and Theorem 6.11] or [Yo] using balls in place of approxi-
mate cubes, but the proofs transfer since the ratio of the sidelengths of an
approximate cube is at most nd and we can thus in the definitions of the
Hausdorff and packing measures restrict our attention to covers by approx-
imate cubes.

Next we prove some small technical density lemmas.

Lemma 6.3.3. Let q ∈ R. Then
i) limr↘0

log µ(Q(ω,r))

log r
= −∑d

l=1
1

log nl

∑
(i1,...,il)∈Il ql(i1, ..., il) log pl(il | i1,

. . . , il−1) for µ̃-a.a. ω ∈ Σ.
ii) limr↘0

log µ(Q(ω,r))

log r
= α(q) for µ̃q-a.a. ω ∈ Σ.

iii) limr↘0
log µq(Q(ω,r))

log r
= qα(q) + β(q) for µ̃q-a.a. ω ∈ Σ.

Proof. i) It follows from (6.2) that

(6.13)
logµ(Q(ω, r))

log r
= −

d∑
l=1

kl(r)
log 1

r

1
kl(r)

kl(r)−1∑
j=0

log pl(T jω)

for ω ∈ Σ and r > 0. The ergodic theorem implies that

1
k

k−1∑
j=0

log pl(T jω)→
∑

i=(i1,...,id)∈I
pi log pl(il | i1, . . . , il−1)

=
∑

(i1,...,il)∈Il

 ∑
j=(j1,...,jd)∈I
j1=i1,...,jl=il

pj

 log pl(il | i1, . . . , il−1)

=
∑

(i1,...,il)∈Il
ql(i1, . . . , il) log pl(il | i1, . . . .il−1)

as k →∞ for µ̃-a.a. ω ∈ Σ.(6.14)

Since kl(r)

log 1
r
→ 1

log nl
as r ↘ 0, (6.13) and (6.14) imply that

lim
r↘0

logµ(Q(ω, r))
log r

= −
d∑
l=1

1
lognl

∑
(i1,...,il)∈Il

ql(i1, . . . , il) log pl(il | i1, . . . , il−1)

for µ̃-a.a. ω ∈ Σ.(6.15)

ii) It follows from (6.3) and an argument similar to the proof of (6.15) that

lim
r↘0

logµ(Q(ω, r))
log r
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= −
d∑
l=1

1
lognl

∑
(i1,...,il)∈Il

Ql(q; i1, . . . , il) log pl(il | i1, . . . , il−1)

for µ̃q-a.a. ω ∈ Σ,

and Lemma 6.1.7 therefore shows that limr↘0
log µ(Q(ω,r))

log r
= α(q) for µ̃q-a.a.

ω ∈ Σ.
iii) It follows from (6.3) and an argument similar to the proof of (6.15) that

lim
r↘0

logµq(Q(ω, r))
log r

= −
d∑
l=1

1
lognl

∑
(i1,...,il)∈Il

Ql(q; i1, . . . , il) logPl(q; il | i1, . . . , il−1)

for µ̃q-a.a. ω ∈ Σ,

and Lemma 6.1.8 therefore shows that limr↘0
log µq(Q(ω,r))

log r
= qα(q) +β(q) for

µ̃q-a.a. ω ∈ Σ.

Lemma 6.3.4. Let q ∈ R. Then

Dr(q;ω)→ 1 as r ↘ 0 for µ̃q-a.a. ω ∈ Σ.

Proof. Lemma 6.3.3 together with the fact that limr↘0
log r
k1(r)

= − logn1 imply
that

logDr(q;ω) =
log r
k1(r)

logµq(Q(ω, r))
log r

− q log r
k1(r)

logµ(Q(ω, r))
log r

+ β(q) logn1

→ − logn1(qα(q) + β(q))− q(− logn1)α(q) + β(q) logn1

= 0 as r ↘ 0 for µ̃q-a.a. ω ∈ Σ.

6.4. The multifractal Hausdorff dimension function bµ, and the
Hausdorff spectrum.

Theorem 6.4.1.
1) If Case 1′ is satisfied then the following statement hold.

i) fc
µ(s) = β∗(s) = s.

2) If Case 2′ is satisfied then the following statement hold.
i) fc

µ(α) = β∗(α) for α ∈]a, a[.

Proof. Case 1′:
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The proof of the statement in Case 1′ is very similar to the proof in Case 2′

and is therefore omitted.
Case 2′:
Proof of: fc

µ(α) ≤ β∗(α). We must prove that fc
µ(α) ≤ qα + β(q) for all

q ∈ R. Now fix q ∈ R. Since, by Proposition 6.1.6,

lim sup
r↘0

 µq(Q(ω, r))

µ(Q(ω, r))q
(

1

n
k1(r)
1

)β(q)


1

k1(r)

=lim sup
r↘0

Dr(q;ω) ≥ 1 for all ω ∈ Σ,

we deduce that

lim inf
r↘0

logµq(Q(ω, r))
log r

≤ q lim
r↘0

(
logµ(Q(ω, r))

log r

)
+ β(q)

≤ qαc
µ(ω) + β(q)

= qα+ β(q) for ω ∈ π−1(∆c
µ(α)).

Hence

lim sup
r↘0

µq(Q(ω, r))
rqα+β(q)+ε

=∞ for all ω ∈ π−1(∆c
µ(α)) and ε > 0.

It thus follows from Theorem 6.3.1 that Hqα+β(q)+ε(∆c
µ(α)) ≤ 1 for all ε > 0,

whence fc
µ(α) = dim ∆c

µ(α) ≤ qα+ β(q).
Proof of: fc

µ(α) ≥ β∗(α). Let α ∈]a, a[. By Proposition 3.2.1 and The-
orem 3.2.2 there exists a (unique) q ∈ R such that α = α(q). It follows
from Theorem 3.4.1.v), Lemma 6.3.3 and Theorem 6.3.2 that dimµq =
qα(q) + β(q) = β∗(α(q)) = β∗(α) and µq(∆c

µ(α)) = µq(∆c
µ(α(q))) = 1.

Hence fc
µ(α) = dim ∆c

µ(α) ≥ dimµq = β∗(α).

Theorem 6.4.2. Assume that condition (II) holds. Let q ∈ R and ε > 0
Then there exists a constant cq,ε > 0 such that

cq,εµ
q ≤ Hq,β(q)−ε

µ K.

Proof. It follows from Proposition 6.2.1 and Lemma 6.2.3 that there exists
a constant c > 0 such that

(6.16)

µB(π(ω), r)

µQ
(
ω, 1

nm1

)
q

≥ c, (2r)β(q)−ε ≥ c
(

1
nm1

)β(q)−ε

for ω ∈ Σ, m ∈ N and
1

2nm+1
1

≤ r < 1
2nm1

.
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Let cq,ε = c2.
Fix a Borel subset B of K. For n ∈ N write

Σn = {ω | ω ∈ π−1(B), Dn−m1
(q;ω) < nε1 for m ≥ n}, Fn = π(Σn) ⊆ B.

Now fix n ∈ N. Let (B(xi, ri))i∈N be a centered 1
2
n
−(n+1)
1 -covering of Fn. For

each i ∈ N choose ωi ∈ Σ such that π(ωi) = xi, and let mi be the unique
integer satisfying

1
2nmi+1

1

≤ ri < 1
2nmi1

.

Next observe that 1

2n
mi+1
1

≤ ri ≤ 1

2nn+1
1

for all i. Hence, mi ≥ n for all i,
whence ωi ∈ Σn ⊆ Σmi , and so

(6.17) D
n
−mi
1

(q;ωi) < nε1 for all i.

It follows from (6.16) and (6.17) that∑
i

µ(B(xi, ri))q(2ri)β(q)−ε

=
∑
i

µB(π(ωi), ri)

µQ
(
ωi,

1
n
mi
1

)
q

µQ
(
ωi,

1
n
mi
1

)q
(2ri)β(q)−ε

µq
(
Q
(
ωi,

1
n
mi
1

)) µq
(
Q
(
ωi,

1
n
mi
1

))

≥ c2
∑
i

1
Dn

mi
1

(q;ωi)mi
µq
(
Q
(
ωi,

1
n
mi
1

))
nmiε1

≥ cq,ε
∑
i

1
nmiε1

µq
(
Q
(
ωi,

1
n
mi
1

))
nmiε1

≥ cq,εµq
(⋃

i

B(xi, ri)

)
≥ cq,εµq(Fn).

Hence

Hq,β(q)−ε
µ (B) ≥ Hq,β(q)−ε

µ (Fn) ≥ Hq,β(q)−ε
µ, 12n

−(n+1)
1

(Fn) ≥ cq,εµq(Fn),

whence, since Fn ↗ ∪mFm,

Hq,β(q)−ε
µ (B) ≥ cq,εµq

(⋃
n

Fn

)
.

Finally, since limr↘0Dr(q;ω) = 1 for µ̃q-a.a. ω ∈ Σ, µq(∪nFn) = µq(B), and
so

Hq,β(q)−ε
µ (B) ≥ cq,εµq

(⋃
n

Fn

)
= cq,εµ

q(B).
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Theorem 6.4.3. Assume that condition (II) holds. Then

bµ = β.

Proof of: bµ ≤ β. It follows from Proposition 6.2.1 and Lemma 6.2.3 that
there exists a constant c > 0 such that

(6.18)µB
(
π(ω), (n1 + · · ·+ nd) 1

nm1

)
µQ

(
ω, 1

nm1

)
q

≤ c for all ω ∈ Σ and m ∈ N.

Let q ∈ R. Let F ⊆ K and ε > 0. For r > 0 write

Qr = {Q(ω, r) | ω ∈ π−1(F ), Dr(q;ω) > n−ε1 }.

Since lim supr↘0Dr(q;ω) ≥ 1 for all ω ∈ Σ,

(6.19) F ⊆
⋃
m≥n

 ⋃
Q∈Q

n
−m
1

Q

 for all n ∈ N.

For each m ∈ N choose (ωm,i)i∈N ⊆ Σ such that Qn−m1
= {Q(ωm,i, n−m1 ) |

i ∈ N}. It follows from (6.19) and Proposition 6.2.1 that

(6.20) F ⊆
⋃
m≥n

(⋃
i∈N

B

(
π(ωm,i), (n1 + · · ·+ nd)

1
nm1

))
for all n ∈ N.

Write δm = (n1 + · · ·+nd) 1
nm1

for m ∈ N. It follows from (6.18) and (6.20)
that for each n ∈ N,

Hq,β(q)+2ε

µ,δn
(F )

≤
∑
m≥n

∑
i∈N

µ(B(π(ωm,i), δm))q(2δm)β(q)+2ε

≤ (2(n1 + · · ·+ nd))β(q)+2ε

·
∑
m≥n

∑
i∈N

µ
(
B
(
π(ωm,i), (n1 + · · ·+ nd) 1

nm1

))
µ
(
Q
(
ωm,i,

1
nm1

))
q

·
µ
(
Q
(
ωm,i,

1
nm1

))q (
1
nm1

)β(q)

µq
(
Q
(
ωm,i,

1
nm1

)) µq
(
Q

(
ωm,i,

1
nm1

))(
1
nm1

)2ε
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≤ (2(n1 + · · ·+ nd))β(q)+2εc

·
∑
m≥n

∑
i∈N

1

Dn−m1
(q;ωm,i)

k1

(
1
nm

1

)µq (Q(ωm,i, 1
nm1

))(
1
nm1

)2ε

≤ (2(n1 + · · ·+ nd))β(q)+2εc

·
∑
m≥n

(
1
nε1

)m ∑
(i1,...,id)∈

∏d

l=1
{0,...,nl−1}

1


= (2(n1 + · · ·+ nd))β(q)+2εcn1 · · ·nd

∑
m≥n

(
1
nε1

)m
.

Letting n→∞ thus yields Hq,β(q)+2ε

µ (F ) = 0 for all F ⊆ K = suppµ. Hence

Hq,β(q)+2ε
µ (suppµ) = supF⊆suppµH

q,β(q)+2ε

µ (F ) = 0, and so bµ(q) ≤ β(q) + 2ε
for all ε > 0.
Proof of: bµ ≥ β. Let q ∈ R and ε > 0. Theorem 6.4.2 implies that
Hq,β(q)−ε
µ (suppµ) ≥ cq,εµ

q(suppµ) = cq,ε > 0, whence bµ(q) = dimq
µ(suppµ)

≥ β(q)− ε for all ε > 0.

Proof of Theorem 4.1.1.1) and Theorem 4.1.1.2). Follows from Theorem
6.4.1.

Proof of Corollary 4.1.2.i). Clearly dimK ≥ dim ∆c
µ(α(0)) = fc

µ(α(0)) =
β∗(α(0)) = β(0), where we have used Theorem 6.4.1 and Theorem 3.4.1.v).
Since, by Proposition 6.1.6,

lim sup
r↘0

 µ0Q(ω, r)(
1

n
k1(r)
1

)β(0)


1

k1(r)

= lim sup
r↘0

Dr(0;ω) ≥ 1 for all ω ∈ Σ,

we deduce that lim infr↘0
log µ0Q(ω,r)

log r
≤ β(0) for all ω ∈ Σ. Hence

lim supr↘0
µ0Q(ω,r)

rβ(0)+ε = ∞ for all ω ∈ Σ and ε > 0. It therefore follows
from Theorem 6.3.1 that Hβ(0)+ε(K) ≤ 1 for all ε > 0, and so dimK ≤
β(0).

Proof of Theorem 4.1.3.i). Follows from Theorem 6.4.3.

Proof of Theorem 4.1.4.
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Case 1′:
The proofs of the statements in Case 1′ are very similar to the proofs in Case
2′ and are therefore omitted.
Case 2′:
i) It follows from Theorem 6.2.2 that fµ(α) = dim ∆µ(α) = dim ∆c

µ(α) =
fc
µ(α) and from Theorem 6.4.1 that fc

µ(α) = β∗(α) for α ∈]a, a[.
ii) It follows from Theorem 6.4.3 that bµ = β, and Proposition 3.2.1 therefore
implies that

aµ = sup
0<q
−bµ(q)

q
= sup

0<q
−β(q)

q
= a, aµ = inf

q<0
−bµ(q)

q
= inf

q<0
−β(q)

q
= a.

Theorem 2.1.3 now shows that ∆µ(α) = ∅ for α ∈ R+ \ [a, a].

6.5. The multifractal packing dimension function Bµ.
In this section we compute the multifractal packing dimension function

Bµ. We begin with some small lemmas.

Lemma 6.5.1. Let ν ∈ PF (Rd) and q, t ∈ R. Then
i) There exists a number c > 0 such that Pq,tν (E) ≤ Pq,tν (E) ≤ cPq,tν (E)

for all E ⊆ supp ν.
ii) ∆q

ν(E) = ∆q
ν(E) for all E ⊆ supp ν.

Proof. i) Since ν ∈ PF (Rd) there exists an r0 > 0 and a number c0 > 0 such
that(

νB(x, r)
νB(y, 1

2
r)

)q
≤ c0 for 0 < r < r0 and x, y ∈ supp ν with y ∈ B(x, 1

2
r).

Let E ⊆ supp ν, 0 < δ < r0 and (B(xi, ri))i∈N be a centered δ-packing of
E. Choose yi ∈ B(xi, 1

2
ri) ∩ E for each i. Since B(yi, 1

2
ri) ⊆ B(xi, ri),

(B(yi, 1
2
ri))i is a centered 1

2
δ-packing of E. Hence,∑

i

ν(B(xi, ri))q(2ri)t ≤ 2tc0

∑
i

ν(B(yi, 1
2
ri))q

(
2 1

2
ri
)t ≤ 2tc0Pq,tν, 12 δ(E) ,

and so Pq,tν,δ(E) ≤ 2tc0Pq,tν, 12 δ(E). Letting δ ↘ 0 now yields Pq,tν (E) ≤
2sc0Pq,tν (E).
ii) Follows from i).

Lemma 6.5.2. Let ν ∈ P(Rd), q ∈ R and E ⊆ Rd. Then

Dimq
ν(E) = inf

E⊆∪∞
i=1Ei

sup
i

∆q
ν(Ei).
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Proof. “≤” Let E ⊆ ∪∞i=1Ei. The monotonicity and countable stability of
Dimq

ν (c.f. [Ol1]) and Proposition 2.1.2 imply that Dimq
ν(E) ≤ supi Dimq

ν(Ei)
≤ supi ∆q

ν(Ei) for all coverings (Ei)i of E, whence Dimq
ν(E) ≤

infE⊆∪∞
i=1Ei

supi ∆q
ν(Ei).

“≥” Let s > Dimq
ν(E). Then 0 = Pq,sν (E) = supE⊆∪∞

i=1Ei

∑
i P

q,s

ν (Ei), so
that E ⊆ ∪∞i=1Fi for a countable family of sets Fi with Pq,sν (Fi) <∞. Hence
∆q
ν(Fi) ≤ s for all i, whence infE⊆∪∞

i=1Ei
supi ∆q

ν(Ei) ≤ supi ∆q
ν(Fi) ≤ s for

all s > Dimq
ν(E).

Lemma 6.5.3. Let ν ∈ PF (Rd), q ∈ R and E ⊆ Rd be compact. If

∆q
ν(E ∩ U) = ∆q

ν(E) for all open sets U with E ∩ U 6= ∅,

then
Dimq

ν(E) = ∆q
ν(E) .

Proof. “≤” Follows from Proposition 2.1.2.
“≥” Let E ⊆ ∪∞i=1Ei. Since E ⊆ ∪∞i=1Ei, Baire’s category theorem implies
that there exists a j ∈ N and an open set V such that ∅ 6= E ∩ V ⊆ Ej.
Hence supi ∆q

ν(Ei) ≥ ∆q
ν(Ej) ≥ ∆q

ν(E ∩ V ) = ∆q
ν(E). Since the covering

(Ei)i of E was arbitrary, the two previous lemmas now imply that

Dimq
ν(E) = inf

E⊆∪iEi
sup
i

∆q
ν(Ei) = inf

E⊆∪iEi
sup
i

∆q
ν(Ei) ≥ ∆q

ν(E).

We will now use Lemma 6.5.3 to prove that Bµ = Λµ and thereby establish
the first equality in Theorem 4.1.3.ii).

Lemma 6.5.4. Let ν, λ ∈ P(Rd) and let T : Rd → Rd be a bi-Lipschitz map,
i.e. there exist numbers c, C ∈]0,∞[ such that c|x−y| ≤ |Tx−Ty| ≤ C|x−y|
for all x, y ∈ Rd. Assume that T (supp ν) ⊆ suppλ. For q ∈ R write

Jqν,λ(T ) = lim inf
r↘0

inf
x∈supp ν

(
λB(Tx, cr)
νB(x, r)

)q
,

J
q

ν,λ(T ) = lim sup
r↘0

sup
x∈supp ν

(
λB(Tx,Cr)
νB(x, r)

)q
.

Let q, t ∈ R and E ⊆ supp ν. Then
i) Jqν,λ(T )ctPq,tν (E) ≤ Pq,tλ (TE) ≤ Jqν,λ(T )CtPq,tν (E).

ii) Jqν,λ(T )ctPq,tν (E) ≤ Pq,tλ (TE) ≤ Jqν,λ(T )CtPq,tν (E).

iii) Jqν,λ(T )ctHq,t
ν (E) ≤ Hq,tλ (TE) ≤ Jqν,λ(T )CtHq,t

ν (E).
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iv) If 0 < Jqν,λ(T ) ≤ J
q

ν,λ(T ) < ∞ then ∆q
ν(E) = ∆q

λ(TE), Dimq
ν(E) =

Dimq
λ(TE) and dimq

ν(E) = dimq
λ(TE).

Proof. Follows easily from the definitions. See also [Ol1, Lemma 4.3] where
the assertions are proved in the special case where c = C.

Lemma 6.5.5. Assume that Si([0, 1]d)∩Sj([0, 1]d) = ∅ for i 6= j (this is in
particular satisfied if condition (II) holds). Let i ∈ I, x ∈ K and 0 < r < n1

2nd
.

Then
µ(Si(U(x, r))) = piµ(U(x, r))

where U(x, r) denotes the open ball with center x and radius r.

Proof. The proof of Lemma 6.5.5 is identical to the proof of [Ol1, Lemma 5.6]
and is therefore omitted.

Lemma 6.5.6. Assume that condition (II) holds. Let q ∈ R, n ∈ N and
i1, . . . , in ∈ I. Then

i) Jqµ,µ(Si1 ◦ · · · ◦ Sin) > 0.

ii) J
q

µ,µ(Si1 ◦ · · · ◦ Sin) <∞.
(Here Jqµ,µ(Si1 ◦· · ·◦Sin) and J

q

µ,µ(Si1 ◦· · ·◦Sin) are defined in Lemma 6.5.4.)

Proof. It follows from Proposition 6.2.1 and Lemma 6.2.3 that there exists
a constant c > 0 such that

(6.21) c−1 ≤
µB

(
x, 2n

n
d

nn
l

r
)

µB(x, r)
≤ c, c−1 ≤

µB
(
x, 1

2

nn1
nn
l

r
)

µB(x, r)
≤ c

for l = 1, d, r > 0 and x ∈ suppµ.

As before, U(x, r) denotes the open ball with center x and radius r. Write
p = mini pi and p = maxi pi. We clearly have Si(U(x, n1r)) ⊆ U(Si(x), r) ⊆
Si(U(x, ndr)) for i ∈ I, r > 0 and x ∈ suppµ, and (6.21) and the previous
lemma therefore imply that

pnc−1 ≤ pn
µB

(
x, 1

2

nn1
nn
l

r
)

µB(x, r)
≤
µB

(
Si1 ◦ · · · ◦ Sin(x), 1

nn
l

r
)

µB(x, r)

≤ pn
µB

(
x, 2n

n
d

nn
l

r
)

µB(x, r)
≤ pnc

for l = 1, d, 0 < r <
nn+1

1

2nn+1
d

and x ∈ suppµ. This proves the lemma.

Proof of the equality Bµ = Λµ in Theorem 4.1.3.ii). Let q ∈ R. We must
now prove that Bµ(q) = Λµ(q). Since Bµ(q) = Dimq

µ(K) and Λµ(q) =
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∆q
µ(K), it suffices, by Lemma 6.5.3, to prove that ∆q

µ(K ∩ U) = ∆q
µ(K)

for all open sets U with K ∩ U 6= ∅. Now let U be an open set with
x = π(ω) ∈ K ∩U where ω = (i1, i2, . . . ) ∈ Σ. Since Si1 ◦ · · · ◦Sim(K)↘ {x}
there exists an integer n such that Si1 ◦ · · · ◦ Sin(K) ⊆ K ∩ U . Finally,
Lemma 6.5.4 and Lemma 6.5.6 show that ∆q

µ(Si1 ◦ · · · ◦ Sin(K)) = ∆q
µ(K),

whence ∆q
µ(K ∩ U) ≥ ∆q

µ(Si1 ◦ · · · ◦ Sin(K)) = ∆q
µ(K) ≥ ∆q

µ(K ∩ U) and so
∆q
µ(K ∩ U) = ∆q

µ(K).

6.6. Multifractal box dimensions and generalized Rényi dimen-
sions for multifractal Sierpinski sponges.

In this section we compute the multifractal box dimensions and the gen-
eralized Rényi dimensions of µ assuming condition (II). For r > 0 we denote
the family of approximate cubes with approximate diameter r by Q(r), i.e.

(6.22) Q(r) := {Q(ω, r) | ω ∈ Σ}.

For i = (i1, . . . , in) ∈ ∏d
l=1{0, . . . , nl − 1} write

Qi(r) :=

{
Q(ω, r) =

d∏
l=1

[
i1,l
nl

+ · · ·+ ikl(r),l

n
kl(r)
l

,
i1,l
nl

+ · · ·+ ikl(r),l

n
kl(r)
l

+
1

n
kl(r)
l

]∣∣∣∣∣
ω = (i1, i2, . . . ) ∈ Σ,

ij = (ij,1, . . . , ij,d) for all j,

ik1(r),1 = i1, . . . , ikd(r),d = id

}
.

Observe that
(Qi(r)

)
i

is a partition of Q(r), and that

Q′ ∩Q′′ = ∅ for all Q′, Q′′ ∈ Qi(r) with Q′ 6= Q′′.

Lemma 6.6.1. Let q ∈ R. Then

log
(∑

Q∈Q(r) µ(Q)q
)

− log r
→ γ(q) as r ↘ 0

(recall that γ(q) is defined in Section 3.1).

Proof. It follows from (6.2) that

log

 ∑
Q∈Q(r)

µ(Q)q


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= log


∑

(i1,l)l≤d,...,(ikd(r),l)l≤d∈Id
(ikd(r)+1,l)l≤d−1,...,(ikd−1(r),l)l≤d−1∈Id−1

...
(ik2(r)+1,l)l≤1,...,(ik1(r),l)l≤1∈I1

d∏
l=1

kl(r)∏
j=1

pl(ij,l | ij,1, . . . , ij,l−1)q


= log

 ∑
(i1,l)l≤d,...,(ikd(r),l)l≤d∈Id

kd(r)∏
j=1

qd(ij,1, . . . , ij,d)
q


 ∑

(ikd(r)+1,l)l≤d−1,...,(ikd−1(r),l)l≤d−1∈Id−1

kd−1(r)∏
j=kd(r)+1

qd−1(ij,1, . . . , ij,d−1)q


... ∑

(ik2(r)+1,l)l≤1,...,(ik1(r),l)l≤1∈I1

k1(r)∏
j=k2(r)+1

q1(ij,1)q

 .

(6.23)

For convenience write kd+1(r) = 0. Since

∑
(ikl+1(r)+1,m)m≤l,...,(ikl(r),m)m≤l∈Il

kl(r)∏
j=kl+1(r)+1

ql(ij,1, . . . , ij,l)q

=

 ∑
(i1,...,il)∈Il

ql(i1, . . . , il)q
kl(r)−kl+1(r)

,

we deduce from Equation (6.23) that

log

 ∑
Q∈Q(r)

µ(Q)q
 = log

 d∏
l=1

 ∑
(i1,...,il)∈Il

ql(i1, . . . , il)q
kl(r)−kl+1(r)


=

d∑
l=1

(kl(r)− kl+1(r)) log

 ∑
(i1,...,il)∈Il

ql(i1, . . . , il)q
 .(6.24)

The desired result now follows from (6.24) since kl(r)

− log r
→ 1

log nl
as r ↘

0.

Theorem 6.6.2. Let q ∈ R and assume that condition (II) holds. Then

Cµ(q) = Cµ(q) = Cµ(q) = γ(q).
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Proof. It follows from Proposition 6.2.1 and Lemma 6.3.2 that there exists
a constant c > 0 such that µQ(ω, r)

µB

(
π(ω), 1

n
k1(r)+1
1

)

q

≤ c,
 µB(π(ω), r)

µQ
(
ω, 1

nm+1
1

)

q

≤ c

for ω ∈ Σ, m ∈ N and
1

nm+1
1

≤ r

n1 + · · ·+ nd
<

1
nm1

.

(6.25)

Also observe that for i ∈ ∏d
l=1{0, . . . , nl − 1},

(6.26) ∀Q′, Q′′ ∈ Qi(r) : dist(Q′, Q′′) ≥ min
l

1

n
kl(r)
l

>
1

n
k1(r)+1
1

.

For i ∈ ∏d
l=1{0, . . . , nl − 1} let Qi(r) = {Q(ωi,r,j, r) | j ∈ N}. Now fix

r > 0. It follows from (6.26) that
(
B

(
π(ωi,r,j), 1

n
k1(r)+1
1

))
j

is a centered

r-packing of suppµ, whence (by (6.25))

∑
Q∈Q(r)

µ(Q)q
(6.27)

≤ c
∑

i∈
∏d

l=1
{0,...,nl−1}

∑
j

µ

(
B

(
π(ωi,k,j),

1

n
k1(r)+1
1

))q

≤ c
∑

i∈
∏d

l=1
{0,...,nl−1}

Sqµ,r(suppµ) = cn1 · · ·ndSqµ,r(suppµ) for r > 0.

Next, let (B(xi, r))i be a centered r-packing of suppµ. Choose ωi ∈ Σ
such that xi = π(ωi). Also choose m ∈ N such that 1

nm+1
1
≤ r

n1+···+nd <
1
nm1

.
It follows from Proposition 6.2.1 that

Q

(
ωi,

1
nm+1
i

)
⊆ B

(
π(ωi), (n1 + · · ·+ nd)

1
nm+1

1

)
⊆ B(π(ωi), r),

and so Q(ωi, 1
nm1

) 6= Q(ωj, 1
nm1

) for i 6= j. Hence

∑
i

µ(B(xi, r))q ≤ c
∑
i

µQ

(
ωi,

1
nm+1

1

)q
≤ c

∑
Q∈Q(n−m1 )

µ(Q)q,
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and so,
(6.28)

Sqµ,r(suppµ) ≤ c
∑

Q∈Q(n−m1 )

µ(Q)q for
1

nm+1
1

≤ r

n1 + · · ·+ nd
<

1
nm1

.

The result now follows from (6.27), (6.28) and Lemma 6.6.1.

Theorem 6.6.3. Let q ∈ R and assume that condition (II) holds. Then

Dµ(q) = Dµ(q) = Dµ(q) = γ(q) .

Proof. Proposition 6.2.1 and Lemma 6.3.2 imply that there exists a number
c > 1 such that

c−1 ≤
(
µB(x, r)
µB(y, 2r)

)q
≤ c, c−1 ≤

(
µB(x, r)
µ(Q)

)q
≤ c

for r > 0, Q ∈ Q
(

1

n
k1(r)
1

)
, x ∈ Q ∩K and y ∈ B(x, r) ∩K.

(6.29)

We now divide the proof into two cases.
Case 1: γ(q + 1) = Dµ(q + 1) for q 6= 0. Let r > 0 and (B(xi, r))i be a
centered packing of K. Then∑

i

µ(B(xi, r))q+1 =
∑
i

∫
B(xi,r)

(
µB(xi, r)
µB(x, 2r)

)q
µ(B(x, 2r))q dµ(x)

≤ c
∫

suppµ

µ(B(x, 2r))q dµ(x)

whence

(6.30) Sq+1
µ,r (suppµ) ≤ c

∫
suppµ

µ(B(x, 2r))q dµ(x) for r > 0.

Inequality (6.27) shows that there exists a constant c0 > 0 with∑
Q∈Q(r) µ(Q)q+1 ≤ c0S

q+1
µ,r (suppµ) for r > 0, and (6.29) therefore implies

that∫
suppµ

µ(B(x, r))q dµ(x) ≤
∑

Q∈Q
(

1

n
k1(r)
1

)
∫
Q

µ(B(x, r))q dµ(x)

≤ c
∑

Q∈Q
(

1

n
k1(r)
1

)µ(Q)q+1 ≤ c0cS
q+1

µ,n
−k1(r)
1

(suppµ).(6.31)
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The result now follows from (6.30), (6.31) and Theorem 6.6.2.
Case 2: γ(1) = Dµ(1). Since γ(1) = 0, Dµ(q) = (1 − q)Dq−1

µ and Dµ(q) =
(1− q)Dq−1

µ with 0 ≤ D0
µ ≤ D

0

µ, it suffices to prove that D
0

µ <∞. We have,
using (6.29),∫

suppµ

logµ(B(x, r)) dµ(x) ≥
∑

Q∈Q(n
−k1(r)
1 )

∫
Q

logµ(B(x, r)) dµ(x)

≥
∑

Q∈Q(n
−k1(r)
1 )

∫
Q

log(c−1µ(Q)) dµ(x)

= − log c
∑

i∈
∏d

l=1
{0,...,nl−1}

∑
Q∈Qi(n

−k1(r)
1 )

µ(Q)

+
∑

Q∈Q(n
−k1(r)
1 )

µ(Q) logµ(Q)

≥ −n1 · · ·nd log c− log cardQ(n−k1(r)
1 )

since
∑
Q∈Qi(n

−k1(r)
1 )

µ(Q) = µ(∪
Q∈Qi(n

−k1(r)
1 )

Q) ≤ 1, whence

D
0

µ ≤ lim sup
r↘0

(
−n1 · · ·nd log c

log(n−k1(r)
1 )

− log cardQ(n−k1(r)
1 )

log(n−k1(r)
1 )

)
≤ C(K) ≤ d <∞.

Proof of Corollary 4.1.2.ii). An inspection of the proof of Theorem 6.6.2
shows that the only place where condition (II) was used, was in order to es-
tablish Equations (6.25). However, for q = 0 Equations (6.25) are obviously
satisfied. Hence Theorem 6.6.2 holds for q = 0 without assuming condition
(II), i.e. we have γ(0) = Cµ(0) = C(suppµ) = C(K) without assuming
condition (II). This proves Corollary 4.1.2.i).

Proof of the equality Λµ = γ in Theorem 4.1.3.ii). It follows from Theorem
6.6.2 that γ = Cµ = Cµ, and it follows from Theorem 2.2.1 and Lemma 6.2.3
that Cµ = Λµ.

Proof of Theorem 4.1.3.iii). Follows from Theorem 6.6.2 and Theorem
6.6.3.
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6.7. A sufficient condition for the multifractal measures Hq,β(q)
µ and

Pq,β(q)
µ to be positive and finite.
This section investigates the multifractal Hausdorff and packing measure

at the critical dimensions.

Proposition 6.7.1. Let q ∈ R and assume that condition (Iq) holds. Then
i) D(q) := infω∈Σ infr>0Dr(q;ω)k1(r) > 0.
ii) D(q) := supω∈Σ supr>0Dr(q;ω)k1(r) <∞.

Proof. Let r > 0 and ω = (i1, i2, . . . ) ∈ Σ. It follows from condition (Iq)
that there exist strictly positive numbers u1, . . . , ud such that ui(q; l) =
n
βi1...il (q)

l = ul for all l ∈ {k | αk 6= 1} and (i1, . . . , il) ∈ Il. We thus de-
duce that an(q;ω, l) = uω|n(q; l)α1···αl−1

1
n = u

α1···αl−1
l for all l ∈ {k | αk 6= 1}

and n ∈ N. It now follows from Proposition 6.1.3 that

(6.32) Dr(q;ω)k1(r) =
∏
l

αl 6=1

u
kl(r)− 1

αl
kl+1(r)

l .

Finally, since −1 ≤ kl(r)− 1
αl
kl+1(r) ≤ 1

αl
, (6.32) implies that

∏
l

αl 6=1

min
(
u−1
l , u

1
αl

l

)
≤ Dr(q;ω)k1(r) ≤

∏
l

αl 6=1

max
(
u−1
l , u

1
αl

l

)
.

Theorem 6.7.2. Let q ∈ R and assume that conditions (Iq) and (II) hold.
Then

i) There exist constants 0 < c ≤ c <∞ such that

cµq ≤ Hq,β(q)
µ suppµ ≤ Pq,β(q)

µ suppµ ≤ cµq.

ii) Pq,β(q)

µ (suppµ) <∞.

Proof. Let D(q) and D(q) be defined as in Proposition 6.7.1, and note that
Proposition 6.7.1 implies that 0 < D(q) ≤ D(q) <∞.

Proof of: There exists a constant c > 0 such that

cµq ≤ Hq,β(q)
µ suppµ.

It follows Proposition 6.2.1 and Lemma 6.2.3 that there exists a constant
c1 > 0 such that
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(6.33)

µB(π(ω), r)

µQ
(
ω, 1

nm1

)
q

≥ c1, (2r)β(q) ≥ c1

(
1
nm1

)β(q)

for ω ∈ Σ, m ∈ N and
1

2nm+1
1

≤ r < 1
2nm1

.

Let c = c2
1D(q)−1.

Let B be a Borel subset of suppµ. Now fix δ > 0 and let (B(xi, ri))i∈N
be a centered δ-covering of B. For each i ∈ N choose ωi ∈ Σ such that
π(ωi) = xi, and let mi be the unique integer satisfying

(6.34)
1

2nmi+1
1

≤ ri < 1
2nmi1

.

It follows from (6.33) and (6.34) that

∑
i

µ(B(xi, ri))q(2ri)β(q) ≥ c2
1

∑
i

1

D
n
−(mi)
1

(q;ωi)
k1

(
1

n
mi
1

)µq (Q(ωi, 1
nmi1

))

≥ c2
1

1
D(q)

∑
i

µq
(
Q

(
ωi,

1
nmi

))
≥ cµq(∪iB(xi, ri)) ≥ cµq(B).

Hence Hq,β(q)
µ (B) ≥ Hq,β(q)

µ (B) ≥ Hq,β(q)

µ,δ (B) ≥ cµq(B).

Proof of: Hq,β(q)
µ suppµ ≤ Pq,β(q)

µ suppµ. Follows immediately from Lemma
6.2.3 and Proposition 2.1.2.

Proof of: There exists a constant c <∞ such that

Pq,β(q)
µ suppµ ≤ cµq,
Pq,β(q)

µ (suppµ) ≤ c.
It follows Proposition 6.2.1 and Lemma 6.2.3 that there exists a constant
c2 > 0 such that

(6.35)

 µB(π(ω), r)

µQ
(
ω, 1

nm+1
1

)

q

≤ c2 , (2r)β(q) ≤ c2

(
1

nm+1
1

)β(q)

for ω ∈ Σ, m ∈ N and
1

nm+1
1

≤ r

n1 + · · ·+ nd
<

1
nm1

.
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Let c = c2
2D(q)−1.

Let G be an open subset of Rd and let C be a compact subset of G. Clearly
δG,C := 1

2
dist(C,Rd\G) > 0. Now let (B(xi, ri))i be a centered δG,C-packing

of C ∩ suppµ. For each i choose ωi ∈ Σ such that π(ωi) = xi, and let mi be
the unique integer satisfying

(6.36)
1

nmi+1
1

≤ ri
n1 + · · ·+ nd

<
1
nmi1

.

It follows from (6.35), (6.36) and the inclusion ∪iB(xi, ri) ⊆ G that∑
i

µ(B(xi, ri))q(2ri)β(q)

≤ c2
2

∑
i

1

D
n
−(mi+1)
1

(q;ωi)
k1

(
1

n
mi+1
1

)µq (Q(ωi, 1
nmi+1

1

))

≤ c2
2

1
D(q)

∑
i

µq
(
Q

(
ωi,

1
nmi+1

))
≤ cµq(∪iB(xi, ri)) ≤ cµq(G).

We thus deduce that Pq,β(q)

µ (C ∩ suppµ) ≤ Pq,β(q)

µ,δG,C
(C ∩ suppµ) ≤ cµq(G).

Hence (Pq,β(q)
µ suppµ

)
(C) ≤ Pq,β(q)

µ (C ∩ suppµ) ≤ cµq(G)

for all open sets G and all compact sets C with C ⊆ G.
(6.37)

By letting G = Rd and C = suppµ in (6.37) we obtain Pq,β(q)

µ (suppµ) ≤
cµq(Rd) = c.

Since Pq,β(q)
µ (suppµ) ≤ Pq,β(q)

µ (suppµ) ≤ c <∞, Pq,β(q)
µ suppµ is a finite

Borel measure and thus regular. Equation (6.37) together with regularity of
Pq,β(q)
µ suppµ and µq now imply that Pq,β(q)

µ suppµ ≤ cµq.

Proof of Theorem 4.1.8. Follows immediately from Theorem 6.7.2, Theo-
rem 6.3.2 and Lemma 6.3.3.

Proof of Theorem 4.1.9. i) The assertion in i) follows from Theorem 6.3.2
and Lemma 6.3.3 by noticing that

α(1) = ζ(1) = −
d∑
l=1

1
lognl

∑
(i1,...,il)∈Il

ql(i1, . . . , il) log pl(il | i1, . . . , il−1).
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ii) Follows from Lemma 6.3.3 since condition (II) together with Proposition
6.2.1 show that limr↘0

log µQ(ω,r)

log r
= α if and only if limr↘0

log µB(π(ω),r)

log r
= α

for ω ∈ Σ and α ≥ 0.
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