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CUNTZ-KRIEGER ALGEBRAS OF DIRECTED GRAPHS

Alex Kumjian, David Pask and Iain Raeburn

We associate to each row-finite directed graph E a uni-
versal Cuntz-Krieger C∗-algebra C∗(E), and study how the
distribution of loops in E affects the structure of C∗(E). We
prove that C∗(E) is AF if and only if E has no loops. We de-
scribe an exit condition (L) on loops in E which allows us to
prove an analogue of the Cuntz-Krieger uniqueness theorem
and give a characterisation of when C∗(E) is purely infinite.
If the graph E satisfies (L) and is cofinal, then we have a di-
chotomy: if E has no loops, then C∗(E) is AF; if E has a loop,
then C∗(E) is purely infinite.

If A is an n × n {0, 1}-matrix, a Cuntz-Krieger A-family consists of n
partial isometries Si on Hilbert space satisfying

S∗i Si =
n∑
j=1

A(i, j)SjS∗j .(1)

Cuntz and Krieger proved that, provided A satisfies a fullness condition (I)
and the partial isometries are all nonzero, two such families generate isomor-
phic C∗-algebras; thus the Cuntz-Krieger algebra OA can be well-defined as
the C∗-algebra generated by any such family {Si} [5]. Subsequently, for A
satisfying a stronger condition (II), Cuntz analysed the ideal theory of OA
[4]. The relations (1) make sense for infinite matrices A, provided the rows
of A contain only finitely many 1’s; under a condition (K) analogous to (II),
the Cuntz-Krieger uniqueness theorem and Cuntz’s description of the ideals
in OA carry over [6].

In [6], A arose as the connectivity matrix of a directed graph E, and
OA was realised as the C∗-algebra of a locally compact groupoid GE with
unit space the infinite path space of the graph E. The condition (K) has a
natural graph-theoretic interpretation, and the main theorem of [6] relates
the loop structure in E to the ideal structure of C∗(GE). From this point of
view, it is natural to ask if there is a graph-theoretic analogue of the original
condition (I) which allows one to extend the uniqueness theorem of [5] to
infinite matrices and graphs.

Here we shall discuss such a condition (L): a graph E satisfies (L) if all
loops in E have exits. It is important to realise that in an infinite graph E,
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there can be very few loops, and thus condition (L) may be trivially satisfied.
We shall show that if E satisfies (L) and a cofinality hypothesis, then C∗(E)
is simple and there is a dichotomy: if E has no loops, C∗(E) is AF, whereas
if E has a loop, C∗(E) = C∗(GE) is purely infinite.

We begin with our analysis of the case where E has no loops. To prove that
C∗(E) is AF requires approximating E by finite subgraphs; these subgraphs
may have sinks (vertices which emit no edges), and hence do not belong to
the class studied in [6]. We therefore introduce a slightly different notion
of Cuntz-Krieger E-family, which involves projections parametrised by the
vertices as well as partial isometries parametrised by the edges, and a C∗-
algebra C∗(E) which is universal for such families (Theorem 1.2). We then
prove that C∗(E) is AF if and only if E has no loops (Theorem 2.4).

When E has no sinks, the results of [6] show that C∗(E) = C∗(GE),
and we can therefore use groupoid techniques to analyse C∗(E). Our main
contribution here is the introduction of the condition (L), which we show is
a good analogue for infinite graphs of the condition (I) of [5]. In particular,
we prove a version of the Cuntz-Krieger uniqueness theorem for graphs E
satisfying (L) (Theorem 3.7). We then prove that C∗(E) is purely infinite if
and only if E satisfies (L) and every vertex of E connects to a loop (Theorem
3.9); from this, our dichotomy follows easily.

1. The universal C∗-algebra of a graph.

A directed graph E consists of countable sets E0 of vertices and E1 of edges,
and maps r, s : E1 → E0 describing the range and source of edges. The
graph E is row-finite if for every v ∈ E0, the set s−1(v) ⊆ E1 is finite; if in
addition r−1(v) is finite for all v ∈ E0, then E is locally finite. For n ≥ 2,
we define

En := {α = (α1, . . . , αn) : αi ∈ E1 and r(αi) = s(αi+1) for 1 ≤ i ≤ n− 1},
and E∗ = ∪n≥0E

n. For α ∈ En, we write |α| := n. The maps r, s extend
naturally to E∗; for v ∈ E0, we define r(v) = s(v) = v. The infinite path
space is

E∞ = {(αi)∞i=1 : αi ∈ E1 and r(αi) = s(αi+1) for i ≥ 1}.
A vertex v ∈ E0 which emits no edges is called a sink.

If E is a row finite directed graph, a Cuntz-Krieger E-family consists of a
set {Pv : v ∈ E0} of mutually orthogonal projections and a set {Se : e ∈ E1}
of partial isometries satisfying

S∗eSe = Pr(e) for e ∈ E1, and Pv =
∑

{e:s(e)=v}
SeS

∗
e for v ∈ s(E1).(2)
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The edge matrix of E is the E1 × E1 matrix defined by

AE(e, f) :=

{
1 if r(e) = s(f)
0 otherwise.

A Cuntz-Krieger E-family {Pv, Se} satisfies

S∗eSe =
∑

{f :s(f)=r(e)}
SfS

∗
f =

∑
f∈E

AE(e, f)SfS∗f

for every e such that AE(e, ·) has nonzero entries. Thus if E has no sinks,
{Se : e ∈ E1} is a Cuntz-Krieger AE-family in the sense of (1). (We warn
that the projections {Pv} are the initial projections of the partial isometries
Se with r(e) = v, and not the range projections as in [5].) The point of our
new definition is that the projection Pv can be nonzero even if there are no
edges coming out of v.

Not every {0, 1}-matrix is the edge matrix of a directed graph, but for
any V × V matrix B with entries in {0, 1}, we can construct a graph E
with vertex set E0 = V by joining v to w iff B(v, w) = 1, and then there
is a natural bijection between Cuntz-Krieger B-families associated to B and
those associated to the corresponding edge matrix AE [8, Proposition 4.1].

If E is a directed graph and {Pv, Se} is a Cuntz-Krieger E-family, then
SeSf 6= 0 only if r(e) = s(f); if each Se is non-zero, so is SeSf . More
generally, if α ∈ En, then Sα = Sα1 . . . Sα|α| is a nonzero partial isometry
with S∗αSα = Pr(α) and SαS

∗
α ≤ Ps(α). (Sv := Pv for v ∈ E0).

Lemma 1.1. Let {Se, Pv} be a Cuntz-Krieger E-family, and β, γ ∈ E∗.
Then

S∗βSγ =


Sγ′ if γ = βγ′, γ′ 6∈ E0

Pr(γ) if γ = β
S∗β′ if β = γβ′, β′ 6∈ E0

0 otherwise.

(3)

Moreover, every non-zero word in Se, Pv and S∗f is a partial isometry of the
form SαS

∗
β for some α, β ∈ E∗ with r(α) = r(β).

Proof. If β or γ ∈ E0, then (3) is an easy calculation. Now for e, f ∈ E1 we
have S∗eSf = 0 unless e = f , so

S∗eSγ = δe,γ1S
∗
γ1
Sγ1Sγ2 . . . Sγ|γ| ;

because r(γ1) = s(γ2), we have S∗γ1
Sγ1 ≥ Sγ2S

∗
γ2

, and

S∗eSγ = δe,γ1Sγ2S
∗
γ2
Sγ2 . . . Sγ|γ| = δe,γ1Sγ2 . . . Sγ|γ| .(4)
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Repeated calculations of the form (4) show that S∗βSγ = 0 unless either γ
extends β or β extends γ; suppose for the sake of argument that γ = βγ′

extends β. Then

S∗βSβSγ′ = S∗β|β|Sβ|β|Sγ′ = Pr(β)Sγ′ = Sγ′

as required.
Since S∗αSα = Pr(α), Sα is a partial isometry with initial projection Pr(α).

Thus S∗β is a partial isometry with range space Pr(β), and we can deduce
from the orthogonality of the Pv that SαS∗β is a nonzero partial isometry
only if r(α) = r(β). Repeated applications of (3) in various cases then gives
us the desired result.

Theorem 1.2. Let E be a directed graph. Then there is a C∗-algebra B
generated by a Cuntz-Krieger E-family {se, pv} of non-zero elements such
that, for every Cuntz-Krieger E-family {Se, Pv} of partial isometries on H,
there is a representation π of B on H such that π(se) = Se and π(pv) = Pv
for all e ∈ E1, v ∈ E0.

Proof. We only give an outline here, as the argument closely follows that
of [3, Theorem 2.1]. Let SE = {(α, β) : α, β ∈ E∗ and r(α) = r(β)}, and
let kE be the space of functions of finite support on SE. The set of point
masses {eλ : λ ∈ SE} forms a basis for kE. By thinking of e(α,β) as SαS∗β and
using the formulas in (3), we can define an associative multiplication and
involution on kE such that kE is a ∗-algebra.

As a ∗-algebra, kE is generated by qv := e(v,v) and te := e(e,r(e)): indeed,
e(α,β) = tαt

∗
β. The elements qv are orthogonal projections such that qv ≥∑

{e:s(e)=v} tet
∗
e. If we mod out the ideal J generated by the elements qv −∑

{e:s(e)=v} tet
∗
e for v ∈ E0, then the images rv of qv and ue of te in kE/J form

a Cuntz-Krieger E-family which generates kE/J . The triple (kE/J, qv, ue)
then has the required universal property, though kE/J is not a C∗-algebra.
However, a standard argument shows that

‖a‖0 := sup{‖π(a)‖ : π is a non-degenerate ∗-representation of kE/J}
is a well-defined, bounded seminorm on kE/J . The completion B of

(kE/J)/{b ∈ kE/J :‖ b ‖0= 0}
is a C∗-algebra with the same representation theory as kE/J . Thus if pv
and se are the images of rv and ue in B, then (B, pv, se) has all the required
properties.

There is a Cuntz-Krieger E-family in which each Pv and Se is non-zero: for
each vertex take an infinite-dimensional Hilbert space Hv, decompose it into
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orthogonal infinite-dimensional subspaces He corresponding to the edges e
with source v, choose isometries Se of each Hr(e) onto the subspaces He, and
set H = ⊕Hv. Thus each pv and each se in C∗(E) must be nonzero.

Remark 1.3. The triple (B, pv, se) is unique up to isomorphism, and hence
we write C∗(E) for B. If E has no sinks, then the projections pv are redun-
dant, and the Cuntz-Krieger E-families are the Cuntz-Krieger families for the
edge matrix AE. Thus [6, Theorem 4.2] implies that C∗(E) has a groupoid
model: (C∗(E), se) = (C∗(GE), 1Z(e,r(e))).

Proposition 1.4. The C∗-algebra C∗(E) is unital if and only if E0 is fi-
nite.

Proof. If E0 is finite,
∑
v∈E0 pv is a unit for C∗(E). If E0 = {vn}∞n=1, then

qn =
∑n
i=1 pvi is a strictly increasing approximate unit for C∗(E). If C∗(E)

has a unit 1, then qn → 1 in norm, which forces qn = 1 for large n; since
qnpvn+1 = 0, this is impossible.

2. Directed graphs with no loops.

Let E be a directed graph. A path α ∈ E∗ with |α| > 0 is a loop based at v,
or a return path for v, if s(α) = r(α) = v; the loop is simple if the vertices
{r(αi) : 1 ≤ i ≤ |α|} are distinct.

Proposition 2.1. Suppose H is a subgraph of E with no exits (i.e. e ∈ E1,
s(e) ∈ H0 imply e ∈ H1). Then

I := span {sαs∗β : α, β ∈ E∗, r(α) = r(β) ∈ H0}
is an ideal of C∗(E) which is Morita equivalent to B := span {sαs∗β : α, β ∈
H∗}.
Proof. Because H has no exits, r(α) ∈ H0 and αγ′ ∈ E∗ imply r(γ′) ∈ H0. It
therefore follows from (3) that when r(α) ∈ H0, every product (sαs∗β)(sγs∗δ)
is either 0 or has the form sµs

∗
ν where r(µ) = r(ν) ∈ H0. Thus I is indeed

an ideal. The same argument shows that

X := span {sαs∗β : α ∈ H∗, β ∈ E∗ and r(α) = r(β) ∈ H0}
is a right ideal in C∗(E), which satisfies XX∗ = B and X∗X = I.

Corollary 2.2. If v is a sink, then Iv := span {sαs∗β : α, β ∈ E∗, r(α) =
r(β) = v} is a closed two-sided ideal in C∗(E); Iv is isomorphic to the algebra
K(`2(E∗(v))), where E∗(v) := {α ∈ E∗ : r(α) = v} (which is non-empty,
because v ∈ E∗(v)).
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Proof. If r(α) = v, there are no paths of the form αγ′, so the formulas (3)
show that

(sαs∗β)(sγs∗δ) =

{
0 unless β = γ,
sαs

∗
δ if β = γ.

Thus {sαs∗β : r(α) = r(β) = v} is a family of matrix units, and Iv ∼=
K(`2(E∗(v))).

Corollary 2.3. Suppose E is a finite graph with no loops, v1, . . . , vk are
the sinks, and n(vi) := #{α ∈ E∗ : r(α) = vi}. Then

C∗(E) =
k⊕
i=1

Ivi
∼=

k⊕
i=1

Mn(vi)(C).

Proof. Let sαs∗β ∈ C∗(E). If r(α) 6= vi for some i, then r(α) is not a sink.
Thus

sαs
∗
β =

∑
{e:s(e)=r(α)}

sαses
∗
es
∗
β.

Since the graph is finite, and there are no loops, repeating this process must
eventually realise sαs∗β as a finite sum of terms of the form sαγs

∗
βγ where

r(γ) = vi for some i. Thus the ideals Ivi span C∗(E).
On the other hand, suppose r(α) = vi = r(β) and r(γ) = vj = r(δ). Then

the absence of paths of the form βγ′ and γβ′ implies that (sαs∗β)(sγs∗δ) = 0
unless vi = vj. Thus IviIvj = 0 unless i = j, and we have a direct sum
decomposition. For each i, there are n(vi) distinct paths α with r(α) = vi;
thus by 2.2 we have Ivi ∼= Mn(vi)(C).

Theorem 2.4. A directed graph E has no loops if and only if C∗(E) is an
AF algebra.

Proof. First suppose that E has no loops. We have to prove that every finite
set of elements of C∗(E) can be approximated by elements lying in a finite-
dimensional subalgebra. Since the elements sαs∗β span a dense subspace
of C∗(E), it is enough to show that each finite set of such elements lies
in a finite-dimensional subalgebra. So suppose F is a finite set of pairs
(α, β) ∈ E∗ × E∗ satisfying r(α) = r(β). Let G be the finite subgraph of E
consisting of all edges e occurring in the paths {α, β : (α, β) ∈ F}, and all
their vertices r(e), s(e). Let H be the subgraph obtained by adding to G all
edges f such that s(f) = s(e) for some e ∈ G1, and the ranges of such edges.
Since each vertex emits only finitely many edges, H is also a finite subgraph
of E. For each vertex v ∈ H0, either all edges e ∈ E1 with s(e) = v lie in H1,
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or none do; thus for those with {e ∈ H1 : s(e) = v} 6= ∅, the Cuntz-Krieger
relation

pv =
∑

{e∈H1:s(e)=v}
sese

∗

follows from the corresponding relation in C∗(E). Thus {pv, se : v, e ∈ H} is
a Cuntz-Krieger family for the graph H, and the universal property of C∗(H)
gives a homomorphism of C∗(H) onto the subalgebra of C∗(E) generated
by {pv, se : v, e ∈ H}. Since E has no loops, neither does H, and Corollary
2.3 implies that C∗(H) and its image in C∗(E) are finite dimensional. Since
each sαs

∗
β with (α, β) ∈ F lies in this image, this proves that C∗(E) is AF.

Next, suppose that E has a loop α with |α| ≥ 1. Then either α has an
exit or it does not. If α has an exit, then without loss of generality we may
assume that this occurs at v = s(α). If f 6= α1 satisfies s(f) = v, then
because the ranges of the partial isometries sf and sα1 are orthogonal, we
have

pv = s∗αsα ∼ sαs∗α ≤ sα1s
∗
α1
< sα1s

∗
α1

+ sfs
∗
f ≤ pv,

and so pv is an infinite projection. A projection in an AF algebra is equivalent
to one in a finite-dimensional subalgebra, and hence cannot be infinite; thus
C∗(E) cannot be AF.

If α does not have any exits, we may as well assume that α is a simple
loop. Let v = s(α). Then by 2.1

Iv = span {sγs∗δ : γ, δ ∈ E∗, r(γ) = r(δ) = v}
is a two-sided ideal in C∗(E). If

Bα = span{sγsδ∗ : γ, δ ∈ E∗, r(γ) = s(γ) = s(δ) = v},
then an argument similar to the proof of 2.1 shows that Bα is Morita equiv-
alent to Iv. We claim that Bα is generated by a unitary with full spec-
trum. Since sαs∗α = s∗αsα = pv = 1Bα , sα is unitary in Bα. Moreover, if
x = sγs

∗
δ ∈ Bα, then γ = αn, δ = αm for some n,m, and x = (sα)n−m; thus

sα generates Bα.
To see that sα has full spectrum, let J = {(γ, δ) : s(δ) = r(δ) = v} ⊆ kE,

and H = `2(J), with orthonormal basis {e(γ,δ)}. For f ∈ E1 and v ∈ E0

define Sf , Pv ∈ B(H) by

Sfe(γ,δ) =

{
e(fγ,δ) if r(f) = s(γ)
0 otherwise,

and Pve(γ,δ) =

{
e(γ,δ) if v = s(γ)
0 otherwise.

Then {Sf , Pv} is a Cuntz-Krieger E-family on H. Because e(γα,δα) = e(γ,δ),
Hα := SαH is spanned by {e(αn,v), e(v,αn) : n ≥ 0}, where α0 := v. Since

Sαe(αn,v) = e(αn+1,v) for n ≥ 0, and Sαe(v,αn) = e(v,αn−1) for n ≥ 1,
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the action of Sα on Hα is conjugate to the shift on `2(Z), and hence has full
spectrum.

We have now shown that C∗(E) has an ideal which is Morita equivalent
to an algebra Bα = C∗(sα) ∼= C(T ) which is not AF, and so C∗(E) cannot
be AF.

Remark 2.5. (1) Although it was not necessary for the above argument,
the homomorphism π of C∗(H) into C∗(E) is always injective. To see this,
just note that by 1.2 each projection pv is nonzero, and hence none of the
ideals Iv can be in the kernel of π. Since each ideal is simple, and C∗(H) is
the direct sum of such ideals, we deduce that ker π = {0}, as claimed.

This observation means that, by arbitrarily increasing the set F of al-
lowable pairs (α, β), we can obtain a specific description of C∗(E) as an
increasing union of finite-dimensional C∗-algebras of the form C∗(H).

(2) The representation constructed at the end of the proof can be viewed
as a representation of C∗(GE) induced from a 1-dimensional representation
of C0(E∞): let x = αα . . . ∈ E∞, take H = `2(s−1(x)) and let GE act on H
by multiplication.

3. Directed graphs with sufficiently many loops.

In this section E will be a locally finite graph with no sinks, and GE such
that C∗(E) ∼= C∗(GE) (see Remark 1.3). We aim to show using the ideas of
[2, §2] that, if E has enough loops, then C∗(GE) is purely infinite: the graph
E satisfies our analogue (L) of Cuntz and Krieger’s condition (I) precisely
when the groupoid GE is essentially free in the sense of [2, Definitions 1.1.2].

Let G be a locally compact groupoid G with range and source maps r, s
and unit space G(0). The isotropy group of u ∈ G(0) is the set G(u) =
r−1(u) ∩ s−1(u) ⊂ G, which turns out to be a group. As in [2], we say G
is essentially free if the set of points with trivial isotropy is dense in G(0).
(Warning: this need not be the same as the definition in [11] if the groupoid
is not minimal, but is consistent with the definitions of [2, 7].) A subset B
of G is a bisection (or G-set in [10, Definition I.1.10]) if r and s are one-to-
one on B; if G is r-discrete, then G has a basis of open bisections. For an
open bisection B of an r-discrete groupoid, the map αB : x 7→ s(xB) is a
homeomorphism of r(B) onto s(B).

Example 3.1. For α, β ∈ E∗ with r(α) = r(β), the set B := Z(α, β) is
a bisection of GE , with αB : Z(α) → Z(β) given by αB(αz) = βz (see
[6, Proposition 2.6]).

Lemma 3.2. A unit x ∈ E∞ = G(0)
E has non-trivial isotropy if and only if

x is eventually periodic.
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Proof. Just note that x is eventually periodic with period k iff (x, k, x) ∈
GE.

Recall from [6] that the directed graph E is cofinal if for every x ∈ E∞
and v ∈ E0, there exists α ∈ E∗ with s(α) = v and r(α) = s(xn) for some
n. Let V0 be the set of vertices in E0 with no return paths, V1 the set of
vertices with precisely one simple return path, and V2 := E0 \ (V0∪V1). The
graph E satisfies Condition (I) if every vertex v connects to a vertex in V2;
we shall say that E satisfies Condition (L) if every loop has an exit.

Lemma 3.3. Let E be a directed graph. If E0 is finite, then (L) is equiv-
alent to (I). If E0 is infinite, then (L) is weaker than (I).

Proof. Suppose that E0 is finite and that E satisfies (L). Let v ∈ E0. Since
every path x ∈ E∞ starting at v must pass through some vertex infinitely
often, v connects to a loop. By hypothesis every loop has an exit, so v
connects via a finite path β to a vertex w with a return path α which has
an exit at w. Let f ∈ E1 satisfy s(f) = w but f 6= α1. Let v′ = r(f),
and consider any infinite path x′ starting at v′. If x′ visits any vertex on
the paths α, β, then w has two distinct return paths, and E satisfies (I).
If x′ does not visit any vertex on α or β, then we are back in the original
situation with v′ instead of v but with fewer vertices to choose from. Since
the number of vertices is finite this process must terminate, and hence E
satisfies (I).

Now suppose that E satisfies (I). If α ∈ E∗ is a loop without an exit, then
w = r(α1) connects only to vertices in V1, which contradicts (I). Hence every
loop has an exit, and E satisfies (L). To see that (L) is weaker, note that
the directed graph

trivially satisfies satisfies (L), but does not satisfy (I).

Lemma 3.4. The groupoid GE is essentially free if and only if E satisfies
(L).

Proof. Suppose that E satisfies (L). By [6, Corollary 2.2] the cylinder sets
Z(α) for α ∈ E∗ form a basis for the topology of G(0)

E . By 3.2, it is enough
to show that every such set contains an aperiodic path, and hence enough to
show that every vertex v ∈ E0 is the source of an aperiodic path. If v con-
nects via α ∈ E∗ to a vertex w ∈ V2, then the technique of [6, Proposition 6.3]
gives a path x which is aperiodic and hence has no isotropy. Hence we may
assume that v does not connect to V2.



170 A. KUMJIAN, D. PASK AND I. RAEBURN

We now construct a path starting at v which does not pass through the
same vertex twice. For v and every vertex w reachable from v, we associate
an edge γ(w) which does not form part of a loop wherever this is possible.
Specifically, if w ∈ V0, choose for γ(w) any edge e with s(e) = w; if w ∈ V1,
and w emits two edges e, f ∈ E1, then choose for γ(w) an edge f which is not
on the return path for w; if w emits only one edge e, choose γ(w) = e. Now
define x ∈ E∞ recursively by setting x1 := γ(v), and xi := γ(r(xi−1)) for
i ≥ 2. To see that x does not pass through the same vertex twice, suppose
there is a vertex w such that s(xn) = w = r(xm) for some m ≥ n. Then
every vertex u on α := (xn, . . . , xm) is in V1, and if there were an exit from
u, it would have been taken. Hence the return path α for w has no exits,
which contradicts the premise that E satisfies (L). In particular, we deduce
that x is an aperiodic path starting at v.

Now suppose that E does not satisfy condition (L), so there is a vertex
v ∈ E0 and a return path α ∈ E∗ for v without an exit. Then the only
path starting at v is x = αα . . . , so Z(α) = {x}, and x has isotropy group
isomorphic to Z. Thus there is an open set of elements with non-trivial
isotropy, and GE is not essentially free.

To justify our claimed analogy between conditions (L) and (I), we prove
a uniqueness theorem for C∗(E) along the lines of [5, Theorem 2.13]. For
this, we need the following adaptation of [2, Proposition 2.4]:

Lemma 3.5. Let G be an r-discrete essentially free groupoid such that G(0)

has a base of compact open sets, and H a hereditary subalgebra of C∗r (G).
Then there is a non-zero partial isometry v ∈ C∗r (G) such that v∗v ∈ H and
vv∗ ∈ C0(G(0)).

Proof. It is enough to do this when H is the hereditary subalgebra generated
by a single positive element a. By rescaling, we can assume that ‖P (a)‖ = 1,
where P : C∗r (G)→ C0(G(0)) is the faithful conditional expectation given by
restriction (see [10, p. 104], [2, p. 6]).

Choose b ∈ C∗r (G)+∩Cc(G) such that ‖a−b‖ < 1
4
. Then b0 = P (b) satisfies

‖b0‖ > 3
4
, and b1 = b − b0 has its compact support K contained in G\G(0).

Let U := {γ ∈ G(0) : b0(γ) > 3
4
}. By [2, Lemma 2.3], there is an open subset

V of U such that r−1(V ) ∩ s−1(V ) ∩K = ∅. Since G has a basis of compact
open sets, there is a nonempty compact open subset W of V ; let f = χW .
Since (fb1f)(γ) = f ◦ r(γ)f ◦ s(γ)b1(γ), we see that fbf = fb0f . Since f is a
projection, we have fbf = fb0f ≥ 3

4
f2 = 3

4
f , and so faf ≥ fbf − 1

4
f ≥ 1

2
f .

It then follows that faf is invertible in fAf . We denote by c its inverse, and
put v := c1/2fa1/2. We have vv∗ = f ∈ C0(G(0)), which in particular implies
that v is a partial isometry; since v∗v = a1/2fcfa1/2 ≤ ‖c‖a, it belongs to
the hereditary subalgebra H generated by a, as required.
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Corollary 3.6. Let G be an r-discrete essentially free groupoid such that
G(0) has a base of compact open sets. If π : C∗r (G) → B(H) is a representa-
tion, and π is faithful on C0(G(0)) then π is faithful.

Proof. If kerπ 6= 0, the Proposition gives a non-zero partial isometry v ∈
C∗r (G) such that v∗v ∈ kerπ and vv∗ ∈ C0(G(0)). But π(v∗v) = 0 implies
π(vv∗) = 0, which is impossible since π is faithful on C0(G(0)).

Theorem 3.7. Let E be a locally finite directed graph which has no sinks
and satisfies condition (L). Suppose B is a C∗-algebra generated by a Cuntz-
Krieger E-family {Se : e ∈ E1} with all Se non-zero. Then there is an
isomorphism π of C∗(E) onto B such that π(se) = Se.

Proof. Because E is locally finite and has no sinks, [6, Theorem 4.2] says
that (C∗(E), se) is isomorphic to (C∗(GE), 1Z(e,r(e))). Further, because GE
is amenable [6, Corollary 5.5], we have C∗(GE) ∼= C∗r (GE). The universal
property of C∗(E) ∼= C∗r (GE) says there is a homomorphism π of C∗r (GE)
onto B with π(1Z(e,r(e))) = Se, and we then have π(1Z(α,β)) = SαS

∗
β for all

α, β; in particular, π(1Z(α)) = SαS
∗
α for the projections 1Z(α) which span

C0(G(0)). For each n, the projections {1Z(α) : |α| = n} are mutually orthog-
onal, and span a finite-dimensional C∗-subalgebra An of C0(G(0)). Similarly,
the projections SαS∗α are mutually orthogonal, and because all the Se are
non-zero, all the SαS

∗
α are non-zero. Thus the representation π is faith-

ful on An for each n. Since C0(G(0)) = ∪An, it follows from, for example,
[1, Lemma 1.3] that π is faithful on C0(G(0)). The result now follows from
Corollary 3.6.

Following [2, Definition 2.1], we say that an r-discrete groupoid G is locally
contracting if for every non-empty open subset U of G(0), there are an open
subset V of U and an open bisection B with V ⊂ s(B) and αB−1(V ) a proper
subset of V .

Lemma 3.8. If every vertex in E connects to a vertex which has a return
path with an exit, then the groupoid GE is locally contracting.

Proof. If U is a non-empty open subset of G(0)
E , then by definition of the topol-

ogy of G(0)
E = E∞ [6, Corollary 2.2], there exists α ∈ E∗ such that Z(α) ⊂ U .

By hypothesis there is a finite path β such that s(β) = r(α) and r(β) has
a return path κ with an exit. Then Z(αβ) = Z(αβ) = s(Z(αβκ, αβ)), and
αZ(αβ,αβκ)(Z(αβ)) = Z(αβκ); because κ has an exit, Z(αβκ) is a proper
subset of Z(αβ), and taking V := Z(αβ), B := Z(αβκ, αβ) proves the
result.
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Theorem 3.9. Let E be a locally finite directed graph with no sinks. Then
C∗(E) is purely infinite if and only if every vertex connects to a loop and E
satisfies condition (L).

Proof. Suppose first that E satisfies (L) and that every vertex connects to
a loop. Then GE is essentially free by 3.4, and locally contracting by 3.8, so
that C∗r (GE) is purely infinite by [2, Proposition 2.4]. Since GE is amenable,
C∗(E) = C∗(GE) = C∗r (GE).

If E does not satisfy condition (L), then there is a loop without an exit,
and the argument in the second last paragraph of the proof of 2.4 shows that
C∗(E) has an ideal which is Morita equivalent to a commutative C∗-algebra,
and is therefore not purely infinite.

Now suppose that E satisfies (L), and that there is a vertex v ∈ E0

which does not connect to a loop. Let H be the subgraph of E formed
by those vertices and edges which can be reached from v. Since H has no
exits, {se : e ∈ H1} is a Cuntz-Krieger H-family, and by 3.7 there is an
isomorphism π of C∗(H) onto span{sαs∗β : α, β ∈ H∗}, which is a hereditary
subalgebra of C∗(E) by 2.1. As H has no loops, we can deduce from 2.4
that C∗(H) is AF. Hence C∗(E) contains a hereditary subalgebra which is
AF, and C∗(E) cannot be purely infinite.

Example 3.10. Consider the following directed graph E:

Though E does not satisfy (I), E satisfies (L), and so C∗(E) is purely infinite
by 3.9. It is not simple — indeed, it has infinitely many ideals. Label the
horizontal edges in E by {en : n ∈ Z}. By removing one en we obtain two
graphs Rn (the component to the right) and Ln (the component to the left).
The arguments of [6, Theorem 6.6] show that there is an ideal Jn which
is Morita equivalent to C∗(Rn), and has quotient C∗(E)/Jn isomorphic to
C∗(Ln). For r ≥ 1, the ideals Jn−r/Jn form a composition series for C∗(Ln),
whose subquotients are Morita equivalent to C(T). Hence C∗(Ln) is a type
I C∗-algebra. If En is the subgraph of E formed by adding en and r(en)
to Ln, then by 2.2 C∗(En) is an extension of C∗(Ln) by the compacts, and
hence is also type I. Because E satisfies (L), we can use 3.7 to express C∗(E)
as the increasing union of C∗(En), and deduce that C∗(E) is an inductive
limit of type I C∗-algebras.
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We finish by formally stating our dichotomy:

Corollary 3.10. Let E be a locally finite graph which has no sinks, is
cofinal, and satisfies condition (L). Then C∗(E) is simple, and
(i) if E has no loops, then C∗(E) is AF;
(ii) if E has a loop, C∗(E) is purely infinite.

Proof. If E is cofinal and satisfies condition (L), then E satisfies condition
(K) of [6, §6], and so C∗(E) is simple by [6, Corollary 6.8]. Property (i)
follows from 2.4. For (ii), note that by cofinality, every vertex connects to
the loop. Thus the hypotheses of 3.9 are satisfied, and C∗(E) is purely
infinite.
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