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GENERALIZED ELLIPTIC INTEGRALS AND MODULAR
EQUATIONS

G.D. Anderson, S.-L. Qiu, M.K. Vamanamurthy, and M.
Vuorinen

In geometric function theory, generalized elliptic integrals
and functions arise from the Schwarz-Christoffel transforma-
tion of the upper half-plane onto a parallelogram and are nat-
urally related to Gaussian hypergeometric functions. Certain
combinations of these integrals also occur in analytic num-
ber theory in the study of Ramanujan’s modular equations
and approximations to π. The authors study the monotone-
ity and convexity properties of these quantities and obtain
sharp inequalities for them.

1. Introduction.

In 1995 B. Berndt, S. Bhargava, and F. Garvan published an important pa-
per [BBG] in which they studied generalized modular equations and gave
proofs for numerous statements concerning these equations made by Ra-
manujan in his unpublished notebooks. No record of Ramanujan’s original
proofs has remained. A generalized modular equation with signature 1/a and
order (or degree) p is

F (a, 1−a; 1; 1−s2)
F (a, 1−a; 1; s2)

= p
F (a, 1−a; 1; 1− r2)
F (a, 1−a; 1; r2)

, 0 < r < 1.(1.1)

Here F is the Gaussian hypergeometric function defined in (1.2). The word
generalized alludes to the fact that the parameter a ∈ (0, 1) is arbitrary. In
the classical case, a = 1

2 and p is a positive integer. Modular equations were
studied extensively by Ramanujan, see [BBG], who also gave numerous
algebraic identities for the solutions s of (1.1) for some rational values of a
such as 1

6 ,
1
4 ,

1
3 .

Before proceeding, we introduce some necessary notation. Given complex
numbers a, b, and c with c 6= 0,−1,−2, . . . , the Gaussian hypergeometric
function is the analytic continuation to the slit plane C \ [1,∞) of

F (a, b; c; z)=2F1(a, b; c; z)≡
∞∑
n=0

(a, n)(b, n)
(c, n)

zn

n!
, |z| < 1.(1.2)

1
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Here (a, 0) = 1 for a 6= 0, and (a, n) is the shifted factorial function

(a, n) ≡ a(a+ 1)(a+ 2) · · · (a+ n− 1)

for n ∈ N ≡ {k : k is a positive integer }. It is well known that F (a, b; c; z)
has many important applications, and many classes of special functions in
mathematical physics are particular or limiting cases of this function. For
these, and for properties of F (a, b; c; z) see, for example, [AS, Ask, Be1,
Be2, Be3, R, Var, WW].

To rewrite (1.1) in a slightly shorter form, we use the decreasing homeo-
morphism µa : (0, 1)→ (0,∞) defined by

µa(r) ≡
π

2 sin(πa)
F (a, 1− a; 1; 1− r2)
F (a, 1− a; 1; r2)

,(1.3)

for a ∈ (0, 1). We can now write (1.1) as

µa(s) = p µa(r), 0 < r < 1.(1.4)

The solution of (1.4) is then given by

s = ϕaK(r) ≡ µ−1
a (µa(r)/K), p = 1/K.(1.5)

We call ϕaK(r) the modular function with signature 1/a and degree p = 1/K.
For the parameter K = 1/p with p a small positive integer, the function

(1.5) satisfies several algebraic identities. The main cases studied in [BBG]
are:

a =
1
6
,
1
4
,
1
3
, p = 2, 3, 5, 7, 11, . . . .

For generalized modular equations we use the Ramanujan notation:

α ≡ r2, β ≡ ϕa1/p(r)
2.

We next state a few of the numerous identities [BBG] satisfied by ϕa1/p(r)
for various values of the parameters a and p.

Theorem 1.6 ([BBG, Theorem 7.1]). If β has degree 2 in the theory of
signature 3, then, with a = 1

3 , α = r2, β = ϕa1/2(r)
2,

(αβ)
1
3 + {(1− α)(1− β)}

1
3 = 1.

Theorem 1.7 ([BBG, Theorem 7.6]). If β has degree 5 then, with a =
1
3 , α = r2, β = ϕa1/5(r)

2,

(αβ)
1
3 + {(1− α)(1− β)}

1
3 + 3{αβ(1− α)(1− β)}

1
6 = 1.

Theorem 1.8 ([BBG, Theorem 7.8]). If β has degree 11 then, with a =
1
3 , α = r2, β = ϕa1/11(r)

2,

(αβ)
1
3 + {(1− α)(1− β)}

1
3 + 6{αβ(1− α)(1− β)}

1
6

+ 3
√

3{αβ(1− α)(1− β)}
1
12 {(αβ)

1
6 + {(1− α)(1− β)}

1
6 } = 1.
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Theorems 1.6-1.8 are surprising, because they provide algebraic identities
for the modular function, which itself is defined in terms of the transcen-
dental function µa(r). It is an interesting open problem to determine which
of the modular equations in [BBG] can be solved algebraically, explicitly in
terms of the modular function.

For r ∈ (0, 1), a ∈ (0, 1), and r′ =
√

1− r2, the generalized elliptic inte-
grals (cf. [BB1, Section 5.5]) are defined by

Ka = Ka(r) =
π

2
F (a, 1− a; 1; r2),

K′a = K′a(r) ≡ Ka(r′),

Ka(0) =
π

2
, Ka(1) =∞,

(1.9)

and 

Ea = Ea(r) ≡
π

2
F (a− 1, 1− a; 1; r2),

E ′a = E ′a(r) ≡ Ea(r′),

Ea(0) =
π

2
, Ea(1) =

sin(πa)
2(1− a)

.

(1.10)

Clearly, Ka is increasing and Ea is decreasing on (0, 1). These functions
satisfy the remarkable identity

K′aEa +KaE ′a −KaK′a =
π sin(πa)
4(1− a)

,(1.11)

which is a special case of Elliott’s formula (see (3.15)). This identity, along
with some other properties of the functions Ea and Ka, is very useful for the
study of the function µa. In the particular case a = 1

2 , the functions Ka(r)
and Ea(r) reduce to K(r) and E(r), respectively, which are the well-known
complete elliptic integrals of the first and second kind, respectively [Bo, BF].
By symmetry of (1.9), unless stated otherwise, we assume that a ∈ (0, 1

2 ].
The purpose of this paper is to study the modular function ϕaK(r) for

general a ∈ (0, 1
2 ], as well as the related functions µa, Ka, Ea, ma, and ηaK ,

investigating their dependence on r,K, and a, where

ma(r) ≡
2

π sin(πa)
r′ 2Ka(r)K′a(r), r ∈ (0, 1),(1.12)

ηaK(x)≡
( s
s′

)2
, s=ϕaK(r), r=

√
x

x+1
, x,K∈(0,∞).(1.13)

For a = 1
2 these functions reduce to well-known special cases denoted by

ϕK , µ,K, E ,m, ηK , which often occur in geometric function theory [AVV,
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LV], number theory [BB1], and analytic function theory. For example, µ(r)
appears in the classical modular equation of degree p, p > 0 (see [Be3] and
[BB1]), that is, in the particular case a = 1

2 of formula (1.1), while the upper
bound in Schottky’s Theorem is given in terms of µ(r) [Mart, Theorem 1.1].
Numerous properties of µ(r) have been studied (see, for instance, [AVV] and
[LV]). For a = 1

3 , J.M. Borwein and P.B. Borwein [BB2] recently proved
that there exists δ ∈ (0, 1) such that the beautiful identity of Ramanujan,

K′1/3

((
1− r
1 + 2r

)3/2
)

= (1 + 2r)K1/3(r
3/2),

is valid for all r ∈ (0, δ). They used it to derive a cubically convergent
algorithm for the computation of π.

In Section 2 we construct a conformal map of a parallelogram with angles
πa, π(1− a), 0 < a < 1, onto a half-plane. This map is denoted by sna. For
a = 1

2 this map reduces to the well-known Jacobian elliptic function sn [Bo].
In Sections 3 and 4 we summarize some of the basic properties of the

hypergeometric functions, obtaining a new proof for a formula due to Ra-
manujan. We also derive differentiation formulas for Ka, Ea, for applica-
tions in Section 5, in which we generalize several inequalities for Ka, Ea, µa,
proved in [AVV] for a = 1

2 . Our main results, which are based on the work
in Section 5, are proved in Section 6.

We now state some of our main results for the generalized modular func-
tion ϕaK(r). The first two results show that this function satisfies simple
multiplicative functional inequalities. For the special case a = 1

2 see [AVV,
Lemma 10.7 and Theorem 10.28].

Theorem 1.14. For each a ∈ (0, 1
2 ] and K ∈ (1,∞), the function f(x) ≡

log(1/ϕaK(e−x)) is increasing and convex on (0,∞), while g(x) ≡
log(1/ϕa1/K(e−x)) is increasing and concave on (0,∞). In particular,

ϕaK(r)ϕaK(t) ≤ (ϕaK(
√
rt))2,

ϕa1/K(r)ϕa1/K(t) ≥ (ϕa1/K(
√
rt))2.

Theorem 1.15. For each a ∈ (0, 1
2 ],K ∈ (1,∞), and r ∈ (0, 1), the func-

tion f(x) ≡ ϕaK(rx)/ϕaK(x) is increasing from (0, 1) onto (r1/K , ϕaK(r)),
while g(x) ≡ ϕa1/K(rx)/ϕa1/K(x) is decreasing from (0, 1) onto (ϕa1/K(r), rK).
In particular,

ϕaK(rt) ≤ ϕaK(r)ϕaK(t),

ϕa1/K(rt) ≥ ϕa1/K(r)ϕa1/K(t)

for each r, t ∈ (0, 1), with equality if and only if K = 1.

Because the derivative ∂ϕaK(r)/∂r is unbounded on (0, 1), we now in-
troduce a simple transformation which, when applied to ϕaK(r), yields a
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function whose derivative has range (1/K,K). Because of its moderating
influence on ϕaK(r), we refer to this transformation as a linearization.

Theorem 1.16. Let p : (0, 1) → (−∞,∞) and q : (−∞,∞) → (0, 1),
be given by p(x) = 2 log(x/x′) and q(x) = p−1(x) =

√
ex/(ex + 1), and

for a ∈ (0, 1
2 ], K ∈ (1,∞) let g, h : (−∞,∞) → (−∞,∞) be defined by

g = p ◦ ϕaK ◦ q, h = p ◦ ϕa1/K ◦ q. Then g and h are increasing, g is convex,
h is concave, and

1
K
≤ g′(x) ≤ K,

1
K
≤ h′(x) ≤ K,

for all real x.

In Section 7 we study the dependence of the functions Ka, Ea, µa, µ−1
a ,

and ϕaK on the parameter a.
Throughout this paper the hyperbolic sine, cosine, and tangent functions

and their inverses are denoted by sh, ch, th and arsh, arch, arth, respectively.
Whenever r ∈ (0, 1) we denote r′ =

√
1− r2.

2. Conformal mapping of a half plane onto a parallelogram.

Definition 2.1. For each number a ∈ (0, 1
2 ], r ∈ (0, 1), Im t ≥ 0, let g(t) ≡

t−a(1− t)a−1(1− r2t)−a denote the analytic branch such that the argument
of each of the factors t, 1 − t, and 1 − r2t, is π whenever it is real and
negative. We define the generalized elliptic sine function sna(w) = sna(w, r)
to be the inverse of the function

w = f(z) ≡ sin(πa)
2

∫ z

0
g(t)dt, Im z ≥ 0.

By [Bo, p. 61, Example VI (4)], f is a conformal mapping of the upper
half z-plane onto the interior of a parallelogram with angles πa and π(1−a).
The next result makes this notion more precise.

Theorem 2.2. Let H denote the closed upper half-plane Im z ≥ 0, and
let r ∈ (0, 1). The function f defined above is a homeomorphism of H
onto the parallelogram with vertices f(0) = 0, f(1) = Ka(r), f(1/r2) =
Ka(r)+ei(1−a)πK′a(r), and f(∞) = ei(1−a)πK′a(r), conformal in the interior.

Proof. The function f is a Schwarz-Christoffel mapping of H onto the poly-
gon with interior angles (1 − a)π, aπ, (1 − a)π, and aπ, hence a paral-
lelogram [Mark, §20]. Clearly f(0) = 0 and f(1) = Ka(r). Next, by
[AVV, Theorem 1.19 (2)],

f

(
1
r2

)
=

sin(πa)
2

∫ 1/r2

0
g(t)dt



6 G.D. ANDERSON, S.-L. QIU, M.K. VAMANAMURTHY, AND M. VUORINEN

=
sin(πa)

2

∫ 1

0
g(t)dt+

sin(πa)
2

∫ 1/r2

1
g(t)dt

= Ka(r) +
sin(πa)

2

∫ 1/r2

1
g(t)dt

= Ka(r) +
sin(πa)

2

∫ 1

0
eiπ(1−a)ua−1(1− u)−a(1− r′ 2u)a−1du

= Ka(r) + eiπ(1−a)K′a(r),

where in the last step we have made the change of variable t = 1/(1− r′ 2u).
Finally, by symmetry, f(∞) = eiπ(1−a)K′a(r). �

Corollary 2.3. Let P be a parallelogram with sides of length L,L′ and an-
gles π(1 − a), πa, 0 < a < 1

2 . Then the conformal modulus of P [LV] is
K′(r)/K(r), where

r = ra ≡ µ−1
a

(
π

2 sin(πa)
L′

L

)
.(2.4)

Proof. Choose r so K′a(r)/Ka(r) = L′/L. Then P is similar to the parallel-
ogram P ′ with vertices 0, Ka(r), Ka(r) + eiπ(1−a)K′a(r), and eiπ(1−a)K′a(r).
Then by (1.3) we have

µa(r) =
π

2 sin(πa)
L′

L
,

implying that r is as in (2.4). By Theorem 2.2, sna maps P ′ conformally onto
the upper half-plane, taking its vertices onto 0, 1, 1/r2, and∞, respectively.
Since the Jacobian elliptic sine function sn = sn1/2 also maps the rectangle
with vertices 0, K(r), K(r) + iK′(r), and K′(r) conformally onto the upper
half plane, taking its vertices onto 0, 1, 1/r2, and ∞, respectively [Bo], it
follows that the conformal modulus of P is K′(r)/K(r). �

Remark 2.5. Given two parallelograms P and Q with angles π(1 − a),
πa and π(1 − b), πb, and sides of lengths A,A′ and B,B′, respectively, the
extremal quasiconformal mapping with least dilatation K from P onto Q,
is given by

f = ψ ◦ sn−1
b (·, s) ◦ sn(·, s) ◦ g ◦ sn−1(·, r) ◦ sna(·, r) ◦ ϕ,

where ϕ and ψ are similarity mappings and g is an affine mapping. Here

r=µ−1
a

(
π

2 sin(πa)
A′

A

)
, s=µ−1

b

(
π

2 sin(πb)
B′

B

)
, andK=max

{
µ(r)
µ(s)

,
µ(s)
µ(r)

}
.
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3. Properties of F (a, b; c;x)F (a, b; c;x)F (a, b; c;x).

In this section, we study some monotoneity properties of the function
F (a, b; c;x) and certain of its combinations with other functions. We first
recall some well-known properties of this function which will be used in the
sequel.

It is well known that hypergeometric functions are closely related to the
classical gamma function Γ(x), the psi function ψ(x), and the beta function
B(x, y). For Rex > 0, Re y > 0, these functions are defined by

Γ(x) ≡
∞∫
0

e−ttx−1dt, ψ(x) ≡ Γ′(x)
Γ(x)

, B(x, y) ≡ Γ(x)Γ(y)
Γ(x+ y)

,(3.1)

respectively (cf. [WW]). It is well known that the gamma function satisfies
the difference equation [WW, p. 237]

Γ(x+ 1) = xΓ(x),(3.2)

and the reflection property [WW, p. 239]

Γ(x)Γ(1− x) =
π

sinπx
= B(x, 1− x).(3.3)

We shall also need the function

R(a, b)≡−2γ−ψ(a)−ψ(b), R(a)≡R(a, 1−a), R
(

1
2

)
=log 16,(3.4)

where γ is the Euler-Mascheroni constant given by

γ = lim
n→∞

(
n∑
k=1

1
k
− log n

)
= 0.577215 . . . .(3.5)

By [QVu2, Lemma 2.14 (2)], for a ∈ (0, 1
2 ],

R(a) ≡ R(a, 1− a) ≥ A ·
(

1
2
− a
)2

+ log 16,(3.6)

with equality if and only if a = 1
2 , where A = 14 · ζ(3) = 16.82879 . . . , and

where ζ(·) is the Riemann zeta function [WW].
The hypergeometric function (1.2) has the following simple differentiation

formula

d

dx
F (a, b; c;x) =

ab

c
F (a+ 1, b+ 1; c+ 1;x).(3.7)

An important tool for our work is the following classification of the
behavior of the hypergeometric function near x = 1 in the three cases
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a+ b < c, a+ b = c, and a+ b > c:


F (a, b; c; 1) =

Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b)

, a+ b < c,

B(a, b)F (a, b; a+ b;x) + log(1− x) = R(a, b) + O((1− x) log(1− x)),

F (a, b; c;x) = (1− x)c−a−bF (c− a, c− b; c;x), c < a+ b.

(3.8)

The above asymptotic formula for the zero-balanced case a+ b = c is due to
Ramanujan (see [Ask], [Be2]). This formula is implied by [AS, 15.3.10].

The asymptotic formula (3.8) gives us a precise description of the behavior
of the function F (a, b; a + b;x) near the logarithmic singularity x = 1. In
the next theorem we show that by an exponential change of variables we
can cancel this singularity and that the transformed function will be nearly
linear.

Theorem 3.9. For a, b > 0, define g(x) = F (a, b; a + b; 1 − e−x), x > 0.
Then g is an increasing and convex function with g′((0,∞)) = (ab/(a+ b),
Γ(a+ b)/(Γ(a)Γ(b))).

Proof. By [AS, 15.3.3] for |z| < 1,

F (a, b; a+ b+ 1; z) = (1− z)F (a+ 1, b+ 1; a+ b+ 1; z).

From this relation and (3.7) we obtain

(a+ b)g′(x)/(ab) = F (a+ 1, b+ 1; a+ b+ 1; 1− e−x)e−x

= F (a, b; a+ b+ 1; 1− e−x),

so that g′ is positive and increasing and has the asserted range, by (3.8). �

Theorem 3.10. Given a, b > 0, and a+ b > c, d ≡ a+ b− c, the function
f(x) = F (a, b; c; 1 − (1 + x)−1/d), x > 0, is increasing and convex, with
f ′((0,∞)) = (ab/(cd),Γ(c)Γ(d)/(Γ(a)Γ(b))).

Proof. By [AS, 15.2.1 and 15.3.3],

f ′(x) =
ab

c
F (a+ 1, b+ 1; c+ 1; 1− (1 + x)−1/d)(1 + x)−1/d−1 1

d

=
ab

cd

((1 + x)−1/d)−d−1

(1 + x)1+1/d
F (c− a, c− b; c+ 1; 1− (1 + x)−1/d)

=
ab

cd
F (c− a, c− b; c+ 1; 1− (1 + x)−1/d),

so that f ′ is increasing and has the asserted range, by (3.8). �
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3.11. Gauss contiguous relations and derivative formula. The six
functions F (a±1, b; c; z), F (a, b±1; c; z), F (a, b; c±1; z) are called contiguous
to F (a, b; c; z). Gauss gave 15 relations between F (a, b; c; z) and pairs of
its contiguous functions [AS, 15.2.10-15.2.27], [R, Section 33]. Using these
relations, we shall write the differentiation formula (3.7) as in Theorem 3.12,
which will be useful in our study. In particular, the differentiation formulas
for the generalized elliptic integrals in Section 4 follow from Theorem 3.12.
We prove this result, since this is not included in [AS] and since we have not
found a proof in the literature. However, parts (1) and (2) of Theorem 3.12
are stated in [Mi, p. 267] in a slightly different form. Part (4) of Theorem
3.12 seems to be new.

Theorem 3.12. For a, b, c > 0, r ∈ (0, 1), let u = u(r) = F (a − 1, b; c; r),
v = v(r) = F (a, b; c; r), u1 = u(1− r), v1 = v(1− r). Then

(1) r
du

dr
= (a− 1)(v − u),

(2) r(1− r)dv
dr

= (c− a)u+ (a− c+ br)v,

or, equivalently,

(3)
ab

c
r(1− r)F (a+ 1, b+ 1; c+ 1; r) = (c− a)u+ (a− c+ br)v,

(4)

r(1− r)
d

dr

(
uv1 + u1v − vv1

)
=

(1− a− b)
[
(1− r)uv1 − ru1v − (1− 2r)vv1

]
.

Proof. (1) Observing that(
r
d

dr
+ (a− 1)

)
u(r) =

∞∑
n=0

(a− 1 + n)
(a− 1, n)(b, n)

(c, n)n!
rn

= (a− 1)
∞∑
n=0

(a, n)(b, n)
(c, n)n!

rn = (a− 1)v(r),

we have the desired equality.

(2) If we change a− 1 to a in (1), then

dv

dr
=
a

r
(w − v),

where w = F (a + 1, b; c; r). Gauss’ relation for contiguous functions [AS,
15.2.10] yields

w =
1

a(1− r)
((c− a)u+ (2a− c− ar + br)v).
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Thus

dv

dr
=
a

r

(
1

a(1− r)
((c− a)u+ (2a− c− ar + br)v)− v

)
=

(c− a)
r(1− r)

u+
(a− c+ br)
r(1− r)

v,

as desired.
Part (3) follows from (3.7) and part (2). Part (4) follows from (1), (2),

and the product and chain rules. �

We next apply Theorem 3.12 to give a new proof in Corollary 3.13 (3)
for a special case of Ramanujan’s formula for the derivative of the quotient
of two hypergeometric functions (cf. [Be2, p. 88, Corollary]). In Corollary
3.13 (5) we give a generalization of formula (1.11). Both (1.11) and 3.13 (5)
are generalizations of the Legendre relation for elliptic integrals.

Corollary 3.13. For a, b, c > 0, r ∈ (0, 1), let u = u(r) = F (a − 1, b; c; r),
v = v(r) = F (a, b; c; r), u1 = u(1− r), and v1 = v(1− r). Then

(1) −r(1− r)v2 d

dr

(
v1
v

)
= (c− a) (uv1 + u1v) + (b+ 2(a− c)) vv1

and

(2) r
d

dr
[(1− r)vv1] = (c− a) [uv1 − u1v] + [(2b− 1)r − b] vv1.

For n = 0, 1, 2, . . . ,

(3) r
dn+1u

drn+1
= (a− 1)

dnv

drn
− (a+ n− 1)

dnu

drn
,

(4)

r(1−r)d
n+1v

drn+1
= (a−c+br+2nr−n)

dnv

drn
+(n2+n(b−1))

dn−1v

drn−1
+(c−a)d

nu

drn
.

In particular, if a ∈ (0, 1), b = 1− a < c, then

(5) uv1 + u1v − vv1 = u(1) =
Γ(c)2

Γ(c+ a− 1)Γ(c− a+ 1)
.

In addition, if c = 1, then

(6)
d

dr

(v1
v

)
= − sin(πa)

πr(1− r)v2
,

(7) r
d

dr
((1− r)vv1) =

sin(πa)
π

+ v[(1− 2a)rv1 − 2(1− a)u1].
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Proof. Parts (1)-(4) follow from Theorem 3.12 (1) and the Leibnitz Rule for
higher derivatives. Next, let a, b ∈ (0, 1) and b = 1− a < c. Then Theorem
3.12 (4) implies that the function in (5) is constant. If we let r tend to 0 and
make use of (3.7) and (3.8), it follows that this constant has the asserted
value, and (5) follows. If, in addition, c = 1, then (6) and (7) follow from
(1) and (2), respectively. �

3.14. Elliott’s formula. E.B. Elliott [El] (cf. [Ba, p. 85]) proved the
identity

F

(
1
2

+ λ,−1
2
− ν; 1 + λ+ µ; z

)
F

(
1
2
− λ, 1

2
+ ν; 1 + ν + µ; 1− z

)(3.15)

+ F

(
1
2

+ λ,
1
2
− ν; 1 + λ+ µ; z

)
F

(
−1

2
− λ, 1

2
+ ν; 1 + ν + µ; 1− z

)

− F
(

1
2

+ λ,
1
2
− ν; 1 + λ+ µ; z

)
F

(
1
2
− λ, 1

2
+ ν; 1 + ν + µ; 1− z

)

=
Γ(1 + λ+ µ)Γ(1 + ν + µ)

Γ
(
λ+ µ+ ν + 3

2

)
Γ
(

1
2 + µ

) .
If we put λ = ν = 1

2 − a and µ = c+ a− 3
2 in Elliott’s identity, we obtain

the generalized Legendre relation in Corollary 3.13 (5), as was pointed out
to us by B.C. Carlson.

Conjecture 3.16. Let u(a, b, c, r) = F (a − 1, b; c; r), v(a, b, c, r) =
F (a, b; c; r), and let

L(a, b, c, r) = u(a, b, c, r)v(a, b, c, 1− r) + u(a, b, c, 1− r)v(a, b, c, r)

−v(a, b, c, r)v(a, b, c, 1− r)
for r ∈ (0, 1). Note that L(a, a, a, r) ≡ 0 for a > 0. Observe also that by
the generalized Legendre relation in Corollary 3.13 (5), L(a, 1− a, c, r) is a
constant for a ∈ (0, 1), 1 − a < c. For a, b ∈ (0, 1), a + b ≤ 1 (≥ 1), we
conjecture that the function L(a, b, 1, r) is concave (convex) as a function of
r on (0, 1).

4. Derivative formulas.

The following derivative formulas are analogous to those well-known ones
when a = 1

2 . In particular, formulas (1), (2), (3), (4) are analogues of [BF,
710.00, 710.02, 710.05, 710.04], respectively, while (4), (5), (6), (7), (8), (9),
(10), (11) generalize formulas (9), (19), (22), (23), (24), (18), (25), (26),
respectively, in [AVV, Appendix E].
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Theorem 4.1. For each a ∈ (0, 1
2 ] the following derivative formulas hold

for r ∈ (0, 1) and x, y,K ∈ (0,∞):

(1)
dKa
dr

=
2(1− a)(Ea − r′ 2Ka)

rr′ 2
.

(2)
dEa
dr

=
2(a− 1)(Ka − Ea)

r
.

(3)
d

dr
(Ka − Ea) =

2(1− a)rEa
r′ 2

.

(4)
d

dr
(Ea − r′ 2Ka) = 2arKa.

(5)
dµa(r)
dr

= − π2

4rr′ 2Ka(r)2
.

(6)
dµ−1

a (y)
dy

= −4rr′ 2Ka(r)2

π2
, where r = µ−1

a (y).

(7)
∂ϕaK(r)
∂r

=
1
K

ss′ 2Ka(s)2

rr′ 2Ka(r)2
=
ss′ 2Ka(s)K′a(s)
rr′ 2Ka(r)K′a(r)

= K
ss′ 2K′a(s)2

rr′ 2K′a(r)2
,

(8)
∂ϕaK(r)
∂K

=
4ss′ 2Ka(s)2

π2

µa(r)
K2

,

where s = ϕaK(r).

(9)
dma(r)
dr

=
2

πr sin(πa)

[
π sin(πa)

2
− 4(1− a)Ka(r)E ′a(r)

+ 2(1− 2a)r2Ka(r)K′a(r)
]
.

(10)
∂ηaK(x)
∂x

=
1
K

(
r′sKa(s)
rs′Ka(r)

)2

= K

(
r′sK′a(s)
rs′K′a(r)

)2

=
(
r′s

rs′

)2 Ka(s)K′a(s)
Ka(r)K′a(r)

.

(11)
∂ηaK(x)
∂K

=
8ηaK(x)µa(r)Ka(s)2

π2K2
.

In (10) and (11), r =
√
x/(x+ 1) and s = ϕaK(r).
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Proof. Formulas (1) and (2) follow from Theorem 3.12 and the Chain Rule
(see also [BB1, (5.5.5)]), while (3) and (4) follow from (1) and (2). Formula
(5) follows immediately from Corollary 3.13 (1), and (6) follows immediately
from (5).

For (7), we let s = ϕaK(r). Then µa(s) = (1/K)µa(r). Hence, from (5),

− π2

4ss′ 2Ka(s)2
∂s

∂r
= − 1

K

π2

4rr′ 2Ka(r)2
,

and (7) follows. Similarly, from (5) we obtain

− π2

4ss′ 2Ka(s)2
∂s

∂K
= − 1

K2
µa(r),

which yields (8).

Formula (9) follows from Corollary 3.13 (7) and the Chain Rule.

For (10), since ηaK(x) = (s/s′)2, where r =
√
x/(x+ 1) and s = ϕaK(r),

formula (7) gives

∂ηaK(x)
∂x

= 2
( s
s′

)2
[
1
s

∂s

∂x
+

s

s′ 2
∂s

∂x

]
= 2

( s
s′

)2 1
ss′ 2

1
K

ss′ 2Ka(s)2

rr′ 2Ka(r)2
∂r

∂x

= 2
s2

s′ 2
1
K

Ka(s)2

rr′ 2Ka(r)2
r′ 4

2r
=

1
K

(
r′sKa(s)
rs′Ka(r)

)2

= K

(
r′sK′a(s)
rs′K′a(r)

)2

=
(
r′s

rs′

)2 Ka(s)K′a(s)
Ka(r)K′a(r)

.

Finally, for (11), with ηaK(x) = (s/s′)2 as in (10), formula (8) yields

∂ηaK(x)
∂K

= 2
( s
s′

)2
[
1
s

+
s

s′ 2

]
∂s

∂K

= 2ηaK(x)
1
ss′ 2

4ss′ 2Ka(s)2

π2

µa(r)
K2

=
8

π2K2
ηaK(x)µa(r)Ka(s)2.

�

4.2. Hypergeometric differential equation. Since the hypergeometric
function y = F (a, b; c;x) satisfies the differential equation

x(1− x)y′′ + [c− (a+ b+ 1)x]y′ − aby = 0

[R, p. 54], it follows from the Chain Rule that y = F (a, b; c; r2) satisfies

rr′ 2
d2y

dr2
+ [(2c− 1)− (2a+ 2b+ 1)r2]

dy

dr
− 4abry = 0.
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For a review of the theory of this differential equation, see [Var]. In partic-
ular, the functions y = Ka(r) (or K′a(r)) and z = Ea(r) (or E ′a(r)) satisfy the
differential equations

rr′ 2
d2y

dr2
+ (1− 3r2)

dy

dr
− 4a(1− a)ry = 0,

rr′ 2
d2z

dr2
+ r′ 2

dz

dr
+ 4(1− a)2rz = 0.

(4.3)

These reduce to the standard differential equations for K (or K′) and E (or
E ′) [BF, 118.02], respectively, when a = 1

2 .

4.4. Particular values. According to [AS, 15.1.26], [BB1, p. 191, Exer-
cise 22], or [R, p. 69, Exercise 3], we have the following formula:

Ka
(

1√
2

)
=

c

4
√
π

sin(πa), c = Γ
(

1− a
2

)
Γ
(a

2

)
,(4.5)

while (4.5) and (1.11) give

Ea
(

1√
2

)
=

4π2 + (1− a)c2 sin(πa)
8
√
π(1− a)c

.(4.6)

4.7. Some identities. It is easy to see that, for each a ∈ (0, 1
2 ], the function

µa in (1.3) and its inverse are strictly decreasing functions and satisfy the
identities

µa(r)µa(r′) =
π2

4 sin2(πa)
(4.8)

and

µ−1
a (x)2 + µ−1

a (y)2 = 1,(4.9)

for r ∈ (0, 1), r′ =
√

1− r2, x, y ∈ (0,∞) with xy = π2/(4 sin2(πa)) (see
the solution of [AVV, Exercise 5.45 (1), p. 364]).

For a = 1
2 the relation (4.8) reduces to a well-known property of the

function µ(r) (cf. [LV, p. 61, (2.7)]). The function ma(r) introduced in
(1.12) is easily seen to satisfy the identities

ma(r) +ma(r′) =
2

π sin(πa)
Ka(r)K′a(r) and r2ma(r) = r′ 2ma(r′).(4.10)

5. Generalized elliptic integrals.

The following monotone form of l’Hôpital’s Rule [AVV, Theorem 1.25] will
be extremely useful in our proofs. We have recently learned from R. Keller-
hals of a similar result due to M. Gromov which is a handy tool for volume
estimation in Riemannian geometry (see [C, p. 124, Lemma 3.1]).



GENERALIZED ELLIPTIC INTEGRALS 15

Lemma 5.1. For −∞ < a < b < ∞, let f, g : [a, b] → R be continuous on
[a, b], and be differentiable on (a, b). Let g′(x) 6= 0 on (a, b). If f ′(x)/g′(x)
is increasing (decreasing) on (a, b), then so are

[f(x)− f(a)]/[g(x)− g(a)] and [f(x)− f(b)]/[g(x)− g(b)].

If f ′(x)/g′(x) is strictly monotone, then the monotoneity in the conclusion
is also strict.

In the next two lemmas and the following theorem we study how these
generalized elliptic integrals Ka and Ea depend upon the variable r. When
a = 1

2 , Lemma 5.2 (1), (3), (4), (10), (12) reduce to Theorem 3.21 (1), Exer-
cise 3.43 (32), (46), and Theorem 3.31 (6), Exercise 3.43 (15), respectively,
in [AVV].

Lemma 5.2. Let a ∈ (0, 1
2 ] be given, and let b = 1 − a, c = (sin(πa))/b.

Then the function

(1) f1(r) ≡ (Ea − r′ 2Ka)/r2 is increasing and convex from (0, 1) onto
(πa/2, c/2).

(2) f2(r) ≡ r′ 2Ka/Ea is decreasing from (0, 1) onto (0, 1).
(3) f3(r) ≡ (Ka − Ea)/(r2Ka) is increasing from (0, 1) onto (b, 1).
(4) f4(r) ≡ (Ea − r′ 2Ka)/(r2Ka) is decreasing from (0, 1) onto (0, a).
(5) f5(r) ≡ (Ea − r′ 2Ka)/(Ka − Ea) is decreasing from (0, 1) onto (0, a/b).
(6) f6(r) ≡ r′ 2(Ka − Ea)/(r2Ea) is decreasing from (0, 1) onto (0, b).
(7) f7(r) ≡ ((π/2)2 − (r′Ka)2)/(Ea − r′ 2Ka) is increasing from (0, 1) onto

(π(a2 + b2)/(2a), π2/(2c)).
(8) f8(r) ≡ (Ka − π/2)/ log(1/r′) is increasing from (0, 1) onto (πab, bc).
(9) f9(r) ≡ (Ea − (1− r)Ka)/r is decreasing from (0, 1) onto (c/2, π/2).

(10) f10(r) ≡ r−2[(Ea − r′ 2Ka)/r2 − πa/2] is increasing and convex from
(0, 1) onto (πa2b/4, (c− πa)/2).

(11) f11(r) ≡ [a(Ka−Ea)−(1−a)(Ea−r′ 2Ka)]/(2 log(1/r′)−r2) is increasing
from (0, 1) onto (πa2b/2, abc/2).

(12) f12(r) ≡ (Ka − Ea)/ log(1/r′) is decreasing from (0, 1) onto (sin(πa),
πb).

(13) f13(r) ≡ (π/2 − r′ 2Ka)/r2 is increasing and convex from (0, 1) onto
(π(a2 + b)/2, π/2).

(14) f14(r) ≡ (π2/4 − r′ 2K2
a)/r

2 is increasing from (0, 1) onto
(π2(a2 + b2)/4, π2/4).

Proof. (1) It follows from (1.2), (1.9), and (1.10) that
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Ea − r′ 2Ka

(5.3)

=
π

2

{ ∞∑
n=0

(a− 1)(a, n− 1)(1− a, n)− (a, n)(1− a, n)
(n!)2

r2n

+
∞∑
n=0

(a, n)(1− a, n)
(n!)2

r2(n+1)

}

=
π

2

∞∑
n=1

n2(1− a, n− 1)(a, n− 1)− (1− a, n)[(1− a)(1, n− 1) + (a, n)]
(n!)2

r2n

=
πa

2

∞∑
n=1

n(a, n− 1)(1− a, n− 1)
(n!)2

r2n

=
πa

2
r2

∞∑
n=0

1
n+ 1

anr
2n,

where an = (a, n)(1− a, n)(n!)−2, and hence the result follows immediately.
(2) This follows from r′ 2Ka/Ea = 1− ((Ea − r′ 2Ka)/Ea), since Ea − r′ 2Ka

is increasing and Ea is decreasing by Theorem 4.1 (4), (2), respectively. The
limiting values are clear, as in (1).

(3) We write f3(r) = g3(r)/h3(r), where g3(r) = Ka − Ea and h3(r) =
r2Ka. Then g3(0) = h3(0) = 0 and

g′3(r)
h′3(r)

=
2(1− a)rEa

r′ 2 [2rKa + 2(1− a)r(Ea − r′ 2Ka)/r′ 2]

=
(1− a)Ea

(1− a)Ea + ar′ 2Ka
=

1− a
1− a+ ar′ 2Ka/Ea

,

which is increasing by (2). Clearly f3(1−) = 1, while f3(0+) = 1 − a by
l’Hôpital’s Rule. Hence (3) follows from Lemma 5.1.

(4) This follows from (3), since f4(r) = 1− f3(r).
(5) This follows from (3) and (4).
(6) Since f6(r) = 1− f1(r)/Ea, the result follows from (1).
(7) Write f7(r) = g7(r)/h7(r), where g7(r) = (π2/4)−(r′Ka)2 and h7(r) =

Ea − r′ 2Ka. Then g7(0) = h7(0) = 0 and

g′7(r)
h′7(r)

=
2rK2

a − 4(1− a)Ka(Ea − r′ 2Ka)/r
2arKa

=
Ka
a

[
1− 2(1− a)Ea − r

′ 2Ka
r2Ka

]
,
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which is increasing by (4). By l’Hôpital’s Rule, f7(0+) = π(1 − 2a +
2a2)/(2a), while f7(1−) = π2/(4Ea(1)) = π2(1− a)/(2 sin(πa)).

(8) Write f8(r) = g8(r)/h8(r), where g8(r) = Ka − π/2 and h8(r) =
log(1/r′). Then g8(0) = h8(0) = 0 and g′8(r)/h

′
8(r) = 2(1−a)(Ea−r′ 2Ka)/r2,

which is increasing by (1). Hence f8(r) is increasing by Lemma 5.1. The
limits f8(0+) = a(1 − a)π and f8(1−) = 2(1 − a)Ea(1) = sin(πa) follow by
l’Hôpital’s Rule.

(9) Write f9(r) = g9(r)/h9(r), where g9(r) = Ea−(1−r)Ka and h9(r) = r.
Then g9(0) = h9(0) = 0 and

g′9(r)
h′9(r)

= −2(1− a)Ka − Ea
r

+Ka −
2(1− a)(Ea − r′ 2Ka)

r(1 + r)

= −(1− 2a)Ka + 2(1− a) Ea
1 + r

,

which is decreasing. The limit f9(0+) follows from l’Hôpital’s Rule, while
f9(1−) is clear from (1.9). Hence f9 is decreasing by Lemma 5.1.

(10) Since

f10(r) =
πa

2

∞∑
n=1

an
n+ 1

r2(n−1)

by (5.3), the result follows immediately.
(11) Write f11(r) = g11(r)/h11(r), where g11(r) and h11(r) are the nu-

merator and denominator, respectively, of the fraction defining f11(r). Then
g11(0) = h11(0) = 0 and

g′11(r)
h′11(r)

= a(1− a)Ea − r
′ 2Ka

r2
,

which is increasing by (1), with limits πa2(1 − a)/2 and a(sin(πa))/2 at 0
and 1, respectively. Hence the result follows from Lemma 5.1.

(12) Write f12(r) = g12(r)/h12(r), where g12(r) = Ka − Ea and h12(r) =
log(1/r′). Then g12(0) = h12(0) = 0 and g′12(r)/h

′
12(r) = 2(1 − a)Ea, and

the result follows from Lemma 5.1 since Ea is decreasing.
(13) It follows from (1.2) and (1.9) that

f13(r) =
π

2r2

[ ∞∑
n=0

(a, n)(1− a, n)
(n!)2

r2(n+1) −
∞∑
n=1

(a, n)(1− a, n)
(n!)2

r2n

]

=
π

2r2

∞∑
n=1

(a, n− 1)(1− a, n− 1)
(n!)2

(n+ a2 − a)r2n

=
π

2

∞∑
n=0

(a, n)(1− a, n)
[(n+ 1)!]2

(n+ a2 + b)r2n,
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and hence the result follows.
(14) Write f14(r) = g14(r)/h14(r), where g14(r) = π2/4 − r′ 2K2

a and
h14(r) = r2. Then g14(0) = h14(0) = 0, and

g′14(r)
h′14(r)

= K2
a ·
[
1− 2(1− a)(Ea − r′ 2Ka)

r2Ka

]
,

which is increasing, with f14(0+) = π2(1 − 2a + 2a2)/4, by part (4). The
value f14(1−) = π2/4 is clear. Hence, the result follows from Lemma 5.1. �

In the next lemma, when a = 1
2 , parts (1), (2), (4), (5) reduce to Theorem

3.21 (7), (8) and Exercise 3.43 (30), (45), respectively, in [AVV], while part
(3) becomes the monotone property of E .

Lemma 5.4. Let a ∈ (0, 1
2 ]. Then the function

(1) f1(r) ≡ r′ cKa is decreasing if and only if c ≥ 2a(1 − a), in which
case r′ cKa is decreasing from (0, 1) onto (0, π/2). Moreover,

√
r′Ka is

decreasing for each a ∈ (0, 1
2 ].

(2) f2(r) ≡ r′ cEa is increasing if and only if c ≤ −2(1−a)2. In particular,
r′ −2(1−a)2Ea is increasing from (0, 1) onto (π/2,∞). Moreover, Ea/r′ 2
is increasing for each a ∈ (0, 1

2 ].
(3) f3(r) ≡ Ea + (1 − 2a)(Ea − r′ 2Ka) is decreasing from (0, 1) onto

(sin(πa), π/2).
(4) f4(r) ≡ rKa/arth r is decreasing from (0, 1) onto (sin(πa), π/2).
(5) For b = (sin(πa))/(2(1 − a)) and 0 < c ≤ 2(1 − a + a2), the function

f5,c(r) ≡ (Ea−r′ 2Ka)/(1−r′ c) is decreasing from (0, 1) onto (b, πa/c).
In particular, f5,3/2 is decreasing from (0, 1) onto (b, 2πa/3).

Proof. (1) By Theorem 4.1 (1),

rr′ 2−cf ′1(r) = −cr2Ka + 2(1− a)(Ea − r′ 2Ka),
which is nonpositive if and only if

c ≥ 2(1− a) sup
r

Ea − r′ 2Ka
r2Ka

= 2a(1− a),

by Lemma 5.2 (4) . Finally, we note that since max{2a(1−a) : 0 < a ≤ 1
2} =

1
2 , the function

√
r′Ka will be decreasing for each a ∈ (0, 1

2 ]. The limiting
value at r = 0 is obvious, while that at r = 1 follows from l’Hôpital’s Rule,
Theorem 4.1 (1), and Lemma 5.2 (1).

(2) By Theorem 4.1 (2), we have

rf ′2(r) = −cr′ c−2r2Ea + 2(a− 1)r′ c(Ka − Ea),
which is nonnegative if and only if

−c ≥ 2(1− a) sup
r

r′ 2(Ka − Ea)
r2Ea

= 2(1− a)2,
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by Lemma 5.2 (6). Finally, since max{2(1− a)2 : 0 < a ≤ 1
2} = 2, it follows

that Ea/r′ 2 will be increasing for each a ∈ (0, 1
2 ]. The limiting values are

clear from (1.9).
For (3) we may write

rf ′3(r) = −2(1− a)(Ka − Ea) + 2a(1− 2a)r2Ka.
Hence, by Lemma 5.2 (4),

f ′3(r)
2rKa

= 2a(1− a)− 1 + (1− a)Ea − r
′ 2Ka

r2Ka
< 3a(1− a)− 1 ≤ −1

4
,

and so f3 is decreasing on (0, 1). The limiting values are clear.
(4) Write f4(r) = g4(r)/h4(r), where g4(r) = rKa and h4(r) = arth r.

Then g4(0) = h4(0) = 0 and g′4(r)/h
′
4(r) = f3(r), hence decreasing by (3).

By l’Hôpital’s Rule, we have f4(0+) = Ka(0) = π/2 and

f4(1−) = lim
r→1−

[2(1− a)(Ea − r′ 2Ka)] = 2(1− a)Ea(1) = sin(πa).

(5) The limit f5,c(1−) is clear by (1) and (1.9). For monotoneity write
f5,c(r) = g5(r)/h5(r), where g5(r) = Ea − r′ 2Ka and h5(r) = 1 − r′ c. Then
g5(0) = h5(0) = 0 and

g′5(r)
h′5(r)

=
2a
c
r′ 2−cKa,

and the monotoneity of f5,c follows from (1) and Lemma 5.1. By l’Hôpital’s
Rule, f5,c(0+) = πa/c. Finally, since 2(1 − a + a2) ≥ 3/2, the result for
f5,3/2 follows. �

When a = 1
2 , parts (1), (2), (3), (4), (6) of the next theorem are contained

in [AVV, Theorems 3.21 (3), 5.13 (2), 3.30 (1), 5.16 (1), (2)], respectively.

Theorem 5.5. For each a ∈ (0, 1
2 ] the function

(1) f1(r) ≡ Ka(r)/ sin(πa) + log r′ is decreasing from (0, 1) onto (R(a)/2,
π/(2 sin(πa))).

(2) f2(r) ≡ µa(r) + log r is decreasing and concave from (0, 1) onto
(0, R(a)/2).

(3) f3(r) ≡ ma(r) + log r is decreasing and concave from (0, 1) onto
(0, R(a)/2).

(4) f4(r) ≡ µa(r)/ log(1/r) is increasing from (0, 1) onto (1,∞).
(5) f5(r) ≡ µa(r)arth r is increasing from (0, 1) onto (0, π2/(4 sin2(πa))).
(6) f6(r) ≡ µa(r)/ log(e(R(a)/2)/r) is decreasing from (0, 1) onto (0, 1).
(7) f7(r) = Ka(r)(µa(r) + log r) is increasing from (0, 1) onto (πR(a)/4,

π2/(4 sin(πa))).
(8) f8(r) = ((arth r)/r)(µa(r) + log r) is increasing from (0, 1) onto

(R(a)/2, π2/(4 sin2(πa))).
(9) f9(r) ≡ [(R(a)/2) − (µa(r) + log r)]/r2 is increasing from (0, 1) onto

((1− 2a+ 2a2)/2, R(a)/2).
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Proof. Part (1) follows from the fact that B(a, b)F (a, b; a+ b; r)+ log(1− r)
is decreasing from (0, 1) onto (R(a, b), B(a, b)) [ABRVV, Theorem 1.3 (2)].
Parts (2), (3), and (6) were obtained in [QVu2, Corollary 3.12], [QVu3,
Theorem 2.29 (1)], and [QVu3, Theorem 1.13 (3)], respectively, while parts
(4) and (5) are implied by [QVu3, Theorem 1.13 (1)] and [QVu2, Theorem
1.28 (2)], respectively.

For (7), we write f7(r) = g7(r)/h7(r), where g7(r) = µa(r) + log r and
h7(r) = 1/Ka(r). Then g7(1−) = h7(1−) = 0 and, after simplification,

g′7(r)
h′7(r)

=

(π
2

)2
− (r′Ka)2

2(1− a)(Ea − r′ 2Ka)
,

which is increasing by Lemma 5.2 (7). Hence, by Lemma 5.1, f7(r) is also
increasing. Finally, f7(0+) = πR(a)/4 follows from (2) and (1.9), while
f7(1−) = π2/(4 sin(πa)), since

Ka(r) log r = (r′ 2Ka(r))
log r
r′ 2

tends to 0 as r tends to 1, by Lemma 5.4 (1) and l’Hôpital’s Rule.
Part (8) follows from (7) and Lemma 5.4 (4).
For (9), f9(r) = g9(r)/h9(r), where g9(r) = (R(a)/2)− (µa(r)+log r) and

h9(r) = r2. Then g9(0) = h9(0) = 0, and

g′9(r)
h′9(r)

=
1
2

1
(r′Ka)2

(π2/4)− (r′Ka)2

r2
,

which is increasing, with f9(0+) = π2(1− 2a+ 2a2)/4, by Lemma 5.2 (14).
The value f9(1−) = R(a)/2 is clear. Hence, the result follows from Lemma
5.1. �

Theorem 5.6. For each a ∈ (0, 1
2), the function f(x) ≡ µa(1/ch x) is

increasing and concave from (0,∞) onto (0,∞). In particular, for r, s ∈
(0, 1),

µa

(
rs

1 + r′s′

)
≤ µa(r) + µa(s) ≤ 2µa

( √
2rs√

1 + rs+ r′s′

)
,

with equality in the second inequality if and only if r = s.

Proof. Let r = 1/ch x and s = 1/ch y. Then

f ′(x) =
π2

4r′Ka(r)2
,

which is positive and increasing in r by Lemma 5.4 (1), hence decreasing in
x. Therefore, f is increasing and concave on (0,∞). In particular, we have
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f((x+ y)/2) ≥ (f(x) + f(y))/2, with equality if and only if x = y. Now

ch2

(
x+ y

2

)
=

1 + rs+ r′s′

2rs
.

Hence
1
2
(f(x) + f(y)) ≤ f

(
x+ y

2

)
gives

µa(r) + µa(s) ≤ 2µa

(√
2rs

1 + rs+ r′s′

)
,

with equality if and only if r = s. Finally, since f(0+) = 0 and since f ′(x)
is decreasing in x, it follows from Lemma 5.1 that f(x)/x is decreasing on
(0,∞). Hence f(x+ y) ≤ f(x) + f(y) by [AVV, Lemma 1.24]. �

Corollary 5.7. For each a ∈ (0, 1
2 ] and r, s ∈ (0, 1), µa(r) + µa(s) ≤

2µa(
√
rs), with equality if and only if r = s.

Proof. Since µa is decreasing,

µa

(√
2rs

1 + rs+ r′s′

)
≤ µa(

√
rs) ⇐⇒ 1 + rs+ r′s′ ≤ 2 ⇐⇒ r′s′ ≤ 1− rs

⇐⇒ 1− r2 − s2 + r2s2 ≤ 1− 2rs+ r2s2 ⇐⇒ (r − s)2 ≥ 0,

with equality at each step if and only if r = s. Hence the result follows from
Theorem 5.6. �

6. Modular functions.

The next lemma gives some basic properties of the functions ϕaK(r) and
ηaK(r), generalizing Theorem 10.5 (1) and Exercise 10.65 (13) in [AVV].

Lemma 6.1. For each a ∈ (0, 1/2], K ∈ (0,∞), r ∈ (0, 1), x ∈ (0,∞), we
have

(1) ϕaK(r)2 + ϕa1/K(r′)2 = 1,

(2) ηaK(x)ηa1/K(1/x) = 1.

Proof. Let s = ϕaK(r), u = ϕa1/K(r′). Then µa(s) = µa(r)/K and µa(u) =
Kµa(r′). Hence, by (4.8),

µa(s)µa(u) = µa(r)µa(r′) =
π2

4 sin2(πa)
= µa(s)µa(s′).

Thus s′ = u, so that (1) follows.
(2) Let r =

√
x/(x+ 1). Then, by (1), ηaK(x) = (s/s′)2 and ηa1/K(1/x) =

(s′/s)2, so that (2) follows. �
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The next lemma will be needed for the proofs of some of the main results
stated in the Introduction. Parts (1), (2), (3) generalize Lemma 10.7 (3),
(1), (2), respectively, in [AVV].

Lemma 6.2. For each a ∈ (0, 1
2 ],K ∈ (1,∞), r ∈ (0, 1), let s = ϕaK(r) and

t = ϕa1/K(r). Then the function

(1) f(r) ≡ Ka(s)/Ka(r) is increasing from (0, 1) onto (1,K),
(2) g(r) ≡ s′Ka(s)2/(r′Ka(r)2) is decreasing from (0, 1) onto (0, 1),
(3) h(r) ≡ sK′a(s)2/(rK′a(r)2) is decreasing from (0, 1) onto (1,∞),
(4) F (r) ≡ Ka(t)/Ka(r) is decreasing from (0, 1) onto (1/K, 1),
(5) G(r) ≡ t′Ka(t)2/(r′Ka(r)2) is increasing from (0, 1) onto (1,∞),
(6) H(r) ≡ tK′a(t)2/(rK′a(r)2) is increasing from (0, 1) onto (0, 1).

Proof. By Theorem 4.1 (1), (7), we have

Ka(r)2f ′(r)

= 2(1− a)
[
Ka(r)

Ea(s)− s′ 2Ka(s)
ss′ 2

ds

dr
−Ka(s)

Ea(r)− r′ 2Ka(r)
rr′ 2

]

=
2(1− a)Ka(s)
rr′ 2K′a(r)

[
K′a(s)(Ea(s)− s′ 2Ka(s))

−K′a(r)(Ea(r)− r′ 2Ka(r))
]
.

Thus f ′(r) is positive since s > r and

K′a(x)(Ea(x)− x′ 2Ka(x)) = (x2K′a(x))
Ea(x)− x′ 2Ka(x)

x2

is increasing in x by Lemmas 5.4 (1) and 5.2 (1). Hence f is increasing. The
limiting values are clear.

Next, g′(r) is negative if and only if

K′a(s)[s2Ka(s)− 4(1− a)(Ea(s)− s′ 2Ka(s))]
−K′a(r)[r2Ka(r)− 4(1− a)(Ea(r)− r′ 2Ka(r))]

is positive. This is true if

g1(r) ≡ K′a(r)[r2Ka(r)− 4(1− a)(Ea(r)− r′ 2Ka(r))]

is increasing. Now,

g1(r) = r2Ka(r)K′a(r)
[
1− 4(1− a)Ea(r)− r

′ 2Ka(r)
r2Ka(r)

]
,

which is positive and increasing, by Lemmas 5.2 (4) and 5.4 (1).
(3) Since h(r) = 1/g(s′), F (r) = 1/f(t), G(r) = 1/g(t), and H(r) =

1/h(t), parts (3)-(6) follow from parts (1) and (2). �
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6.3. Proof of Theorem 1.14. Let r = e−x and s = ϕaK(r). Then

f ′(x) =
1
K

(
s′Ka(s)
r′Ka(r)

)2

,

which is positive and increasing in x, by Lemma 6.2 (1), (2). Hence f is
strictly increasing and convex. Thus f((x+y)/2) ≤ (f(x)+f(y))/2, so that

1/ϕaK(e−(x+y)/2) ≤ 1/(ϕaK(e−x)ϕaK(e−y))1/2.

Now putting r = e−x and t = e−y gives the result. The proof for g(x) is
similar. �

6.4. Proof of Theorem 1.15. Let t = rx, u = ϕaK(t), and s = ϕaK(x).
Then

f ′(x)
f(x)

=
1
u

1
K

ruu′ 2Ka(u)2

tt′ 2Ka(t)2
− 1
s

1
K

ss′ 2Ka(s)2

xx′ 2Ka(x)2

=
1
Kx

[(
u′Ka(u)
t′Ka(t)

)2

−
(
s′Ka(s)
x′Ka(x)

)2
]
,

which is positive by Lemma 6.2 (1), (2) since t < x. The proof for g(x) is
similar. �

The following inequalities generalize identities satisfied by the functions
µ and ϕK(r) (cf. [LV, pp. 60, 61], [AVV, Theorem 10.5 (3), (7)]).

Theorem 6.5. For a ∈ (0, 1
2 ], r ∈ (0, 1), K ∈ (0,∞),

1
2
µa(r) ≤ µa

(
2
√
r

1 + r

)
≤ µa(r).(1)

µa(r′) ≤ µa
(

1− r
1 + r

)
≤ 2µa(r′).(2)

ϕaK(r) ≤ ϕaK
(

2
√
r

1 + r

)
≤ ϕa2K(r).(3)

ϕK/2(r
′) ≤ ϕaK

(
1− r
1 + r

)
≤ ϕaK(r′).(4)

Proof. Inequalities (1) and (2) were obtained in [QVu2, Theorem 1.14 (1)],
and (3), (4) follow from (1), (2), respectively if we divide by K and apply
µ−1
a . �

Theorem 6.6. For each a ∈ (0, 1
2 ], r ∈ (0, 1), let f : (0,∞)→ R be defined

by

f(K) ≡
K log r − logϕa1/K(r)

K − 1
.
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Then f is increasing, with f(0+) = 0,

lim
K→1

f(K) = log r +ma(r), and lim
K→∞

f(K) = log r + µa(r).

In particular, for K ∈ (1,∞), r ∈ (0, 1), a ∈ (0, 1
2 ],

(1) 1 < e(K−1)(ma(r)+log r) <
rK

ϕa1/K(r)
< e(K−1)(µa(r)+log r) < e(K−1)R(a)/2

and

(2) 1 <
ϕaK(r)
r1/K

< e(1−1/K)(log r+ma(r)) < e(1−1/K)R(a)/2.

Proof. Since µ−1
a (0+) = 1, it is clear that f(0+) = 0. Now let t = ϕa1/K(r),

and write f(K) = g(K)/h(K), where g(K) = K log r − logϕa1/K(r) and
h(K) = K − 1. Then g(1) = h(1) = 0, and

g′(K)
h′(K)

= log r +
4
π2

(t′Ka(t))2µa(r),

which is increasing in K on (0,∞) by Lemma 5.4 (1) and the fact that t is
decreasing in K. Hence f is increasing, by Lemma 5.1.

Next, by l’Hôpital’s Rule,

lim
K→1

f(K) = log r +
2

π sin(πa)
r′ 2KaK′a = log r +ma(r),

while

lim
K→∞

f(K) = log r +
4
π2
Ka(0)2µa(r) = log r + µa(r).

Inequalities (1), (2) follow from the above argument and Theorems 5.5 (3),
(2). �

The next theorem is a generalization of a result due to Hübner and He
(cf. [AVV, Theorem 10.9 (1)]).

Theorem 6.7. For each a ∈ (0, 1
2 ] and K ∈ (1,∞), let f, g be defined on

(0, 1] by
f(r) = r−1/KϕaK(r) and g(r) = r−Kϕa1/K(r).

Then f is decreasing and g is increasing, with f((0, 1]) = [1, e(1−1/K)R(a)/2)
and g((0, 1]) = (e(1−K)R(a)/2, 1].

Proof. First, let s = ϕaK(r). Then

f ′(r)
f(r)

=
1
Kr

((
s′Ka(s)
r′Ka(r)

)2

− 1

)
,
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which is negative by Lemma 6.2 (1), (2). Clearly f(1) = 1, while

lim
r→0

log(r−1/Ks) = lim
r→0

[
(µa(s) + log s)− 1

K
(µa(r) + log r)

]
=
R(a)

2

(
1− 1

K

)
,

by (1.5) and Theorem 5.5 (2).

Next, let t = ϕa1/K(r). Then r = ϕaK(t). Hence g(r) = (t−1/KϕaK(t))−K ,
so that the assertion about g(r) follows from the properties of f(r) already
proved. �

Theorem 6.8. For each a ∈ (0, 1
2 ] and K ∈ (1,∞), the function f(r) ≡

ϕaK(r) is increasing and concave from (0, 1) onto (0, 1), and g(r) ≡ ϕa1/K(r)
is increasing and convex from (0, 1) onto (0, 1).

Proof. By Theorem 4.1 (7), f ′(r) = (1/K)ss′ 2Ka(s)2/(rr′ 2Ka(r)2), which is
positive and decreasing by Theorem 6.6 and Lemma 6.2 (1), (2). The proof
for g(r) is similar. �

Corollary 6.9. For each a ∈ (0, 1
2 ], K ∈ (1,∞),

(1) lim
r→0+

∂ϕaK(r)
∂r

=∞, lim
r→0+

∂ϕa1/K(r)

∂r
= 0,

(2) lim
r→1−

∂ϕaK(r)
∂r

= 0, lim
r→1−

∂ϕa1/K(r)

∂r
=∞.

Proof. Let s = ϕaK(r). From Theorems 4.1 (7) and 6.7 we have

lim
r→0+

∂ϕaK(r)
∂r

=
1
K

lim
r→0+

s

r1/K
lim
r→0+

r−1+1/K =∞

and

lim
r→1−

∂ϕaK(r)
∂r

= K lim
r→1−

(
s′

r′K

)2

lim
r→1−

r′ 2(K−1) = 0.

The proof for ϕa1/K(r) is similar. �

6.10. Proof of Theorem 1.16. Let y = g(x) = p(ϕaK(q(x))) = p(s), where
s = ϕaK(r), r = q(x). Then q(y) = s, so that q′(y)dy/dx = ds/dx =
(ds/dr)(dr/dx). Thus

q′(y)g′(x) =
1
K

ss′ 2Ka(s)2

rr′ 2Ka(r)2
dr

dx

by Theorem 4.1 (7). Now

r2 = q(x)2 =
ex

ex + 1
= 1− 1

ex + 1
,
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giving

2r
dr

dx
= r2r′ 2.

Thus q′(x) = rr′ 2/2 and q′(y) = ss′ 2/2. Hence, we get

g′(x) =
1
K

Ka(s)2

Ka(r)2
,

which increases from 1/K to K, by Lemma 6.2 (1). The proof for h(x) is
similar. �

Remark 6.11. Let p, q, g, h be the functions defined in Theorem 1.16, and
let s = ϕaK(1/

√
2). Then, by Theorem 1.16 and integration, we obtain

x

K
+ 2 log

s

s′
≤ g(x) ≤ Kx+ 2 log

s

s′
,

x

K
− 2 log

s

s′
≤ h(x) ≤ Kx− 2 log

s

s′
.

In the next result we obtain further bounds for the functions g and h.

Theorem 6.12. Let p : (0, 1) → (−∞,∞) and q : (−∞,∞) → (0, 1) be
given by p(x) = 2 log(x/x′) and q(x) = p−1(x) =

√
ex/(ex + 1), respectively,

and for a ∈ (0, 1
2 ], K ∈ (1,∞), let g, h : (−∞,∞)→ (−∞,∞) be defined by

g(x) = p(ϕaK(q(x))) and h(x) = p(ϕa1/K(q(x))). Then

g(x) ≥

Kx, x ≥ 0,
x

K
, x < 0,

and h(x) ≤


x

K
, x ≥ 0,

Kx, x < 0.

Proof. We only give the proof for g, since the proof for h is similar. First, if
x > 0, then

g(x) ≥ Kx⇔ ϕaK(q(x)) ≥ q(Kx)

⇔ µ−1
a

(
1
K
µa

(√
ex

ex + 1

))
≥

√
eKx

eKx + 1

⇔ µa

(√
ex

ex + 1

)
≤ Kµa

√ eKx

eKx + 1

 .

This will be true if f(K) ≡ Kµa(
√
eKx/(eKx + 1)) is increasing on [1,∞).

Now, with r =
√
eKx/(eKx + 1), r2 = eKx/(eKx + 1), r′ 2 = 1/(eKx + 1),

we have

2r
dr

dK
=

xeKx

(eKx + 1)2
= xr2r′ 2,

dr

dK
=
xrr′ 2

2
.
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y = x/K

y = h(x)

Figure 1. The graphs of the functions g, h, and those of the lines
Kx, x/K, in Theorem 6.12, where a = 0.25 and K = 1.5.

Hence

f ′(K) = µa(r)−
Kπ2

4rr′ 2Ka(r)2
dr

dK

= µa(r)−
π2Kx

8Ka(r)2
=
π

2

[
K′a(r)

Ka(r) sin(πa)
− πKx

4Ka(r)2

]
,

and
π

2Ka(r)2 sin(πa)
[Ka(r)K′a(r)−

π

4
Kx sin(πa)] > 0

⇔ Ka(r)K′a(r) >
π

4
(Kx) sin(πa)

⇔ Ka(r)K′a(r) >
π

2

(
log

r

r′

)
sin(πa),

for r ∈ (1/
√

2, 1). Now from (4.9) and Theorem 5.5 (3),

Ka(r)K′a(r) =
π

2
(ma(r) +ma(r′)) sin(πa)

>
π

2

(
log

1
rr′

)
sin(πa) >

π

2

(
log

r

r′

)
sin(πa),

which proves the first inequality for g(x).
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Next, g(−x) ≥ −x/K, x > 0

⇔ ϕaK

(√
e−x

e−x + 1

)
≥

√
e−x/K

e−x/K + 1
, x > 0

⇔ µ−1
a

(
1
K
µa

(√
1

ex + 1

))
≥
√

1
ex/K + 1

⇔ µa

(
1√

ex + 1

)
≤ Kµa

(√
1

ex/K + 1

)
.

This will be true if F (K) ≡ Kµa(1/
√
ex/K + 1) is increasing on [1,∞). Let

1/
√
ex/K + 1 = t, so that t ∈ (0, 1/

√
2). Now t2 = 1/(ex/K + 1), t′ 2 =

ex/K/(ex/K + 1), and

F ′(K) = µa(t)−
Kπ2

4tt′ 2Ka(t)
dt

dK

=
π

2 sin(πa)
K′a(t)
Ka(t)

− Kπ2

4tt′ 2Ka(t)2
dt

dK
.

Now

2t
dt

dK
=

x

K2

ex/K

(ex/K + 1)2
=

x

K2
t2t′ 2,

dt

dK
=

x

K2

tt′ 2

2
.

Hence

F ′(K) =
π

2 sin(πa)
K′a(t)
Ka(t)

− π2x

8KKa(t)2

=
π

2(sin(πa))Ka(t)2

[
Ka(t)K′a(t)−

π(sin(πa))x
4K

]

=
π

2(sin(πa))Ka(t)2

[
Ka(t)K′a(t)−

π

2

(
log

t′

t

)
sin(πa)

]
.

Hence F ′(K) > 0 if and only if Ka(t)K′a(t) > (π/2)(sin(πa)) log(t′/t).
Now, by (4.9) and Theorem 5.5 (3), we have

Ka(t)K′a(t) =
π sin(πa)

2
(ma(t) +ma(t′))

>
π

2

(
log

1
tt′

)
sin(πa) >

π

2

(
log

t′

t

)
sin(πa).
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Theorem 6.13. For each a ∈ (0, 1
2 ], K ∈ (1,∞), let f and g be defined on

(0, 1) by

f(r) =
arcsin (ϕaK(r))
arcsin (r1/K)

, g(r) =
arcsin (ϕa1/K(r))

arcsin (rK)
.

Then f is decreasing and g is increasing, with f((0, 1]) = [1, e(1−1/K)R(a)/2)
and g((0, 1]) = (e(1−K)R(a)/2, 1].

Proof. To prove the monotoneity for f , let s = ϕaK(r) and f(r) =
f1(r)/f2(r), where f1(r) = arcsin (s) and f2(r) = arcsin (r1/K). Then f1(0)=
f2(0) = 0, and

f ′1(r)
f ′2(r)

=
s

r1/K

(
1− r2/K

1− r2

)1/2
s′Ka(s)2

r′Ka(r)2
,

which is decreasing, by Lemma 6.2 (2) and Theorem 6.7. The limiting values
follow from l’Hôpital’s Rule and Theorem 6.7. The proof for g is similar. �

Theorem 6.14. For each a ∈ (0, 1
2 ], K ∈ (1,∞), let f and g be defined on

(0,∞) by

f(x) = arthϕaK(th x) and g(x) = arthϕa1/K(th x).

Then fand g are increasing automorphisms; f is concave and g is convex.
In particular,

f(x+ y) ≤ f(x) + f(y) ≤ 2f
(
x+ y

2

)
,(6.15)

and

g(x+ y) ≥ g(x) + g(y) ≥ 2g
(
x+ y

2

)
,(6.16)

for all x, y ∈ (0,∞).

Proof. For f , let r = thx and s = ϕaK(r). Then

f ′(x) =
1
s′ 2

K
ss′ 2 K′a(s)2

rr′ 2 K′a(r)2
r′ 2 = K

sK′a(s)2

rK′a(r)2
,

which is positive and decreasing, by Lemma 6.2 (3). Hence f is increasing
and concave, so f(x)/x is decreasing by Lemma 5.1. The double inequality
(6.15) follows from [AVV, Lemma 1.24] and the concavity of f . The proof
for g is similar. �

Remark 6.17 (Cf. [AVV, Theorem 10.12]). The inequalities in Theorem
6.14 can be simplified to

ϕaK

(
r + s

1 + rs

)
≤

ϕaK(r) + ϕaK(s)
1 + ϕaK(r)ϕaK(s)
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and
ϕaK(r) + ϕaK(s)

1 + ϕaK(r)ϕaK(s) + ϕa1/K(r′)ϕa1/K(s′)
≤ ϕaK

(
r + s

1 + rs+ r′s′

)
,

for a ∈ (0, 1
2 ], r, s,∈ (0, 1), and K ∈ (1,∞). The inequalities are reversed if

we replace K by 1/K.

Theorem 6.18. For a ∈ (0, 1
2 ], r ∈ (0, 1), K ∈ (1,∞),

th(K arth r) < ϕaK(r).

The inequality is reversed if we replace K by 1/K.

Proof. Let s = ϕaK(r). Then s > r, and it follows from (1.5) and Theorem
5.5 (5) that

1
K
µa(r)arth s = µa(s) arth s > µa(r) arth r,

and the result follows if we solve for s.
The reverse inequality follows if we let ϕaK(r) = x in the inequality just

proved and solve for r. �

The next result generalizes Theorem 10.24 in [AVV].

Theorem 6.19. For each a ∈ (0, 1
2 ] and K ∈ (1,∞), the function

f(x) ≡
log(ηaK(x)/ηaK(1))

log x

is increasing from (0,∞) onto (1/K,K), while

g(x) ≡
log(ηa1/K(x)/ηa1/K(1))

log x

is decreasing from (0,∞) onto (1/K,K). In particular,

ηaK(1)min{xK , x1/K} ≤ ηaK(x) ≤ ηaK(1) max{xK , x1/K},

ηa1/K(1)min{xK , x1/K} ≤ ηa1/K(x) ≤ ηa1/K(1)max{xK , x1/K}

for all x ∈ (0,∞), a ∈ (0, 1
2 ], K ∈ [1,∞).

Proof. Let r =
√
x/(x+ 1), s = ϕaK(r), and f(x) = G(x)/H(x), where

G(x) = log(ηaK(x)/ηaK(1)) and H(x) = log x. Then G(1) = H(1) = 0 and

G′(x)
H ′(x)

=
1
K

(
Ka(s)
Ka(r)

)2

,

which is increasing from (0,∞) onto (1/K,K) by Lemma 6.2 (1). Hence
f is increasing by Lemma 5.1, while f(0+) = 1/K and limx→∞ f(x) = K
follow from l’Hôpital’s Rule. The proof for g(x) is similar. �
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Theorem 6.20. For a ∈ (0, 1
2 ], x ∈ (0,∞), K ∈ [1,∞), we have

1 ≤
ηaK(x)

x1/K(x+ 1)K−1/K
≤ eR(a)(K−1/K),

where R(a) is as in (3.4).

Proof. By (1.13) and Lemma 6.1 (1) we have ηaK(x) = (ϕaK(r)/ϕa1/K(r′))2,

where r =
√
x/(x+ 1) and r′ = 1/

√
x+ 1. Next,

r1/K ≤ ϕaK(r) ≤ e(1−1/K)R(a)/2 r1/K

and
e(1−K)R(a)/2 r′K ≤ ϕa1/K(r′) ≤ r′K

by Theorem 6.6. Hence the result follows when we divide and substitute for
r in terms of x. �

Theorem 6.21. For each a ∈ (0, 1
2 ], K ∈ (1,∞), let f, g be defined on

(0, 1) by

f(r) = ϕaK(r) ch
(

1
K

arch
(

1
r

))
,

and

g(r) = ϕa1/K(r) ch
(
Karch

(
1
r

))
.

Then f is decreasing and g is increasing, with f((0, 1)) = (1, e(1−1/K)R(a)/4)
and g((0, 1)) = (e(1−K)R(a)/4, 1).

Proof. To prove the assertion for f , we first let s = ϕaK(r) and 1/t =
ch((1/K) arch (1/r)). Then s′ = ϕa1/K(r′) and t′ = th((1/K) arth (r′)).
Now, by differentiation and simplification,

Ktrr′f ′(r) = st′
[
s′

t′
s′Ka(s)2

r′Ka(r)2
− 1
]
,

which is negative, by Lemma 6.2 (2) and Theorem 6.18. Hence f is decreas-
ing. The limiting values follow from the expression

ch
(

1
K

arch
(

1
r

))
=

(1 + r′)1/K + (1− r′)1/K

2r1/K
,

and Theorem 6.7. The proof for g is similar. �

Theorem 6.22. Let M be a set with a multiplication operation and let
{fK : K ∈ M} be a collection of increasing functions fK : (0, 1) → (0, 1),
such that fK ◦ fL = fKL and such that fK(x)/x is decreasing (respectively,
increasing). Then

fK(x)fL(y) ≤ fKL(xy),
(respectively, fK(x)fL(y) ≥ fKL(xy)).
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Proof. Let fK(x)/x be decreasing for each K ∈ M. Since xy ≤ x, we have
fK(x)/x ≤ fK(xy)/(xy). Thus fK(x)y ≤ fK(xy). Hence

fK(x)fL(y) ≤ fK(xfL(y)) ≤ fK(fL(xy)) = fKL(xy).

The other case is similar. �

Corollary 6.23. For a ∈ (0, 1
2 ], x, y ∈ (0, 1), K,L ∈ [1,∞),

(1) ϕaK(x)ϕaL(y) ≤ ϕaKL(xy),

(2) ϕa1/K(x)ϕa1/L(y) ≥ ϕa1/(KL)(xy).

7. Dependence on aaa.

In this section we study the generalized elliptic integrals as functions of the
parameter a.

Lemma 7.1. For each nonnegative integer n, the function fn(x) ≡
−(−x, n + 1)(x, n + 1) is positive and increasing on [0, 1

2 ]. The function
gn(x) ≡ (x, n + 1)(1 − x, n + 1) is positive, increasing on [0, 1

2 ] and de-
creasing on [12 , 1]. For n ≥ 1, the function fn is positive and decreasing on
[1/
√

2, 1]. But f0 is positive and increasing on [0, 1].

Proof. We have

fn(x) = x2(1− x2)(22 − x2) · · · (n2 − x2).

On [1/
√

2, 1], x2(1 − x2) is decreasing, hence so is fn if n ≥ 1. Next, on
(0, 1

2),
f ′n(x)
2fn(x)

=
1
x
−

n∑
k=1

x

k2 − x2
,

which is clearly decreasing. Hence

f ′n(x)
2fn(x)

> 2− 2
n∑
k=1

1
4k2 − 1

= 2−
(

1− 1
2n+ 1

)
> 0.

Clearly, f0(x) = x2, which is increasing on [0, 1]. Since gn(x) = gn(1 − x),
we need only prove the second assertion on [0, 1

2 ]. Now

g′n(x)
gn(x)

=
1
x
− 1
n+ 1− x

− 2
n∑
k=1

x

k2 − x2
,

which is clearly decreasing. Thus for x ∈ (0, 1
2),

g′n(x)
gn(x)

> 2− 2
2n+ 1

−
n∑
k=1

4
4k2 − 1

= 0.

�
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Theorem 7.2. For each r ∈ (0, 1), let f , g be defined on [0, 1], by f(a) =
F (a− 1, 1− a; 1; r2) and g(a) = F (a, 1− a; 1; r2).

(1) If 1
2 ≤ a < b ≤ 1, then all coefficients are positive in the Taylor series

for f(b)− f(a) in powers of r2.
(2) If 0 ≤ a < b ≤ 1−1/

√
2, then all coefficients are negative in the Taylor

series for f(b)− f(a)− (b− a)(2− a− b)r2 in powers of r2.
(3) If 0 ≤ a < b ≤ 1

2 (respectively, 1
2 ≤ a < b ≤ 1), then all coefficients are

positive (respectively, negative) in the Taylor series for g(b) − g(a) in
powers of r2.

Proof. (1) In this case,

f(b)− f(a) =
∞∑
n=1

[(1− b, n)(b− 1, n)− (1− a, n)(a− 1, n)]
r2n

(n!)2
.

Now −(1− a, n)(a− 1, n)− (−(1− b, n)(b− 1, n)) > 0, by Lemma 7.1.

(2) In this case, 1 ≥ 1− a > 1− b ≥ 1/
√

2. Hence

(1− b, n)(b− 1, n)− (1− a, n)(a− 1, n) < 0,

for all n ≥ 2, by Lemma 7.1.

(3) We write

g(b)− g(a) =
∞∑
n=1

[(b, n)(1− b, n)− (a, n)(1− a, n)]
r2n

(n!)2
.

Now, (b, n)(1− b, n)− (a, n)(1− a, n) is positive or negative according as
0 ≤ a < b ≤ 1

2 , or 1
2 ≤ a < b ≤ 1, by Lemma 7.1. �

Corollary 7.3. For each r ∈ (0, 1), the function
(1) f(a) ≡ E1−a(r) is decreasing from [0, 1

2 ] onto [E(r), π/2].
(2) g(a) ≡ Ka(r) is increasing from [0, 1

2 ] onto [π/2,K(r)].
(3) h(a) ≡ Ea(r) is increasing from [0, 1

2 ] onto [πr′ 2/2, E(r)].

Proof. Parts (1) and (2) follow from (1.9), (1.10), and Theorem 7.2. Next, by
Theorem 4.1 (4), (d/dr)(Ea(r) − r′ 2Ka(r)) = 2arKa(r), which is increasing
in a by (2). Hence, if 0 < a < b ≤ 1

2 ,∫ r

0

d

dt
(Ea(t)− t′ 2Ka(t))dt <

∫ r

0

d

dt
(Eb(t)− t′ 2Kb(t))dt,

so that
Ea(r)− r′ 2Ka(r) < Eb(r)− r′ 2Kb(r)

by Lemma 5.2 (1). Thus

Ea(r) < Eb(r) + r′ 2(Ka(r)−Kb(r)) < Eb(r)
by (2). �
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Theorem 7.4. (1) For each fixed r ∈ (0, 1), the function f(a, r) ≡ µa(r)
is decreasing in a from (0, 1

2 ] onto [µ(r),∞).
(2) For each fixed x ∈ (0,∞), the function g(a, x) ≡ µ−1

a (x) is decreasing
in a from (0, 1

2 ] onto [µ−1(x), 1).
(3) For each fixed r ∈ (0, 1) and K ∈ (1,∞), the function h(a, r) ≡ ϕaK(r)

is decreasing in a from (0, 1
2 ] onto [ϕK(r), 1). Moreover, the function

h1(a, r) ≡ ϕa1/K(r) is increasing in a from (0, 1
2 ] onto (0, ϕ1/K(r)].

Proof. (1) Part (1) was obtained in [QVu2, Theorem 1.22]. However, we
give here a different proof for the monotoneity of f in a. It follows from
Theorem 4.1 (5) and Corollary 7.3 (2) that dµa/dr is increasing in a on
(0, 1

2 ]. Hence, for 0 < a < b ≤ 1
2 ,

µa(1−)− µa(r) =
∫ 1

r

dµa(t)
dt

dt <

∫ 1

r

dµb(t)
dt

dt = µb(1−)− µb(r).

This implies that µa(r) > µb(r), since µa(1−) = 0 = µb(1−).
(2) Let r = g(a, x) = µ−1

a (x). Then x = µa(r) = f(a, r), and

0 =
dx

da
=
∂f

∂a
+
∂f

∂r

dr

da
.

Since ∂f/∂a < 0 by part (1) (see also [QVu2, 3.1]), it follows from Theorem
4.1 (5) that dr/da = −(∂f/∂a)/(∂f/∂r) < 0, and the monotoneity of g in a
follows. Clearly, g(1

2 , x) = µ−1(x). Fix x ∈ (0,∞). Suppose g(0+, x) = r0 ∈
(0, 1). Choose ε > 0 such that (r0 − ε, r0 + ε) ⊂ (0, 1). Then there exists
δ ∈ (0, 1) such that g(a, x) < r0+ε for all a ∈ (0, δ). Hence x = µa(g(a, x)) >
µa(r0 + ε). If we now let a→ 0+, we get x =∞, a contradiction. Thus,

g(0+, x) = 1.(7.5)

(3) Put s = h(a, r), an = (a, n)(1− a, n), and bn = P (a, n)− P (a, 0) for
n = 0, 1, 2, . . . , where P (a, n) = ψ(a+ n)− ψ(1− a+ n), and let Q(a, r) =
2Ka(r)/π = F (a, 1− a; 1; r2). Then, by (1.3), (1.5), and (1.2),

Q(a, s′)
Q(a, s)

=
1
K

Q(a, r′)
Q(a, r)

,(7.6)

and
∂Q(a, r)
∂r

= 2
∞∑
n=1

nan
(n!)2

r2n−1,
∂Q(a, r)
∂a

=
∞∑
n=1

anbn
(n!)2

r2n.(7.7)

By (7.7), it follows from (7.6) and logarithmic differentiation with respect
to a that

1
Q(a, s′)

[
∂Q(a, s′)

∂a
− s

s′
∂Q(a, s′)
∂s′

ds

da

]
− 1
Q(a, s)

[
∂Q(a, s)
∂a

+
∂Q(a, s)
∂s

ds

da

]
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=
1

Q(a, r′)
∂Q(a, r′)

∂a
− 1
Q(a, r)

∂Q(a, r)
∂a

,

and hence, by simplification,[
s

s′Q(a, s′)
∂Q(a, s′)
∂s′

+
1

Q(a, s)
∂Q(a, s)
∂s

]
ds

da
(7.8)

= [Q1(a, s′)−Q1(a, r′)] + [Q1(a, r)−Q1(a, s)],

where

Q1(a, x) =
1

Q(a, x)
∂Q(a, x)
∂a

=
∑∞

n=1 αnx
2n∑∞

n=0 βnx
2n

=
∑∞

n=0 αnx
2n∑∞

n=0 βnx
2n
,(7.9)

and where αn = anbn(n!)−2 and βn = an(n!)−2. Since

αn
βn

= bn = ψ(1− a)− ψ(a)− (1− 2a)
∞∑
k=0

1
(a+ n+ k)(1− a+ n+ k)

(cf. [Ah, p. 198]), which is clearly increasing in n, it follows from [PV,
Lemma 2.1] that Q1(a, x) is increasing in x on (0, 1). Since ∂Q(a, x)/∂x > 0
by Theorem 4.1 (1), and since s > r (s < r, respectively) for K > 1 (K < 1,
respectively), the monotoneity properties of h and h1 in a follow from (7.8).

In case K = 1, we have ϕaK(r) = r for all a ∈ (0, 1). Next, supppose
K > 1. Take 0 < L = ϕ0+

K (r) < 1, and choose ε > 0 such that (L − ε, L +
ε) ⊂ (0, 1). Then there exists δ ∈ (0, 1) such that a ∈ (0, δ) implies that
ϕaK(r) < L + ε = t, say. Hence, 1/K > µa(t)/µa(r) . If we let a → 0+, we
get 1/K ≥ 1, a contradiction. Hence L = 1. Finally, if 0 < K < 1, then the
assertion follows from the result for the case K > 1 and Lemma 6.1 (1). �
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PARTIAL REPRESENTATIONS AND AMENABLE
FELL BUNDLES OVER FREE GROUPS

Ruy Exel

We show that a Fell bundle B = {Bt}t∈F, over an arbitrary
free group F, is amenable, whenever it is orthogonal (in the
sense that B∗

xBy = 0, if x and y are distinct generators of
F) and semi-saturated (in the sense that Bts coincides with
the closed linear span of BtBs, when the multiplication “ts”
involves no cancelation).

In this work we continue the study of the phenomena of amenability
for Fell bundles over discrete groups, initiated in [E3]. By definition, a
Fell bundle is said to be amenable if the left regular representation of its
cross-sectional C∗-algebra is faithful. This property is also equivalent to the
faithfulness of the standard conditional expectation. The reader is referred
to [E3] for more information, but we also offer a very brief survey containing
some of the most relevant definitions, in our section on preliminaries below.

The starting point for our work is Theorem 6.7 of [E3], where it is
shown that a certain grading of the Cuntz–Krieger algebra gives rise to
an amenable Fell bundle over a free group. Our main goal is to further
pursue the argument leading to this result, in order to obtain a large class
of amenable Fell bundles. We find that the crucial properties implying the
amenability of a Fell bundle, over a free group F, are orthogonality and
semi-saturatedness. A Fell bundle B = {Bt}t∈F is said to be orthogonal if
the fibers Bx and By, corresponding to two distinct generators x and y of
F, are orthogonal in the sense that B∗

xBy = 0. On the other hand, B is said
to be semi-saturated when each fiber Bt is “built up” from the fibers cor-
responding to the generators appearing in the reduced decomposition of t.
More precisely, if t = x1x2 · · ·xn is in reduced form, then one requires that
Bt = Bx1Bx2 · · ·Bxn (meaning closed linear span). This property makes
sense for any group G, which, like the free group, is equipped with a length
function | · |. A Fell bundle over such a group is said to be semi-saturated if
Bts = BtBs (closed linear span), whenever t and s satisfy |ts| = |t|+ |s|.

Our main result, Theorem 6.3, states, precisely, that any Fell bundle over
F, which is orthogonal, semi-saturated, and has separable fibers, must be
amenable.

39
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To arrive at this conclusion we first restrict ourselves to a very special case
of Fell bundles, namely those which are associated to a partial representation
of F (see below for definitions). For these bundles, we prove an even stronger
result, which is that they satisfy the approximation property of [E3]. This
property implies amenability and also some other interesting facts related
to induced ideals of the cross-sectional C∗-algebra (see [E3, 4.10]).

The proof of the approximation property for these restricted bundles is
a direct generalization of [E3, 6.6], where we proved that, for every semi-
saturated partial representation σ of Fn (see below for definitions), such that∑n

i=1 σ(gi)σ(gi)∗ = 1, the associated Fell bundle satisfies the approximation
property. Here, {g1, . . . , gn} are the generators of the free group Fn.

Our generalization of this result, namely Theorem 3.7, below, amounts to
replacing the hypothesis that

∑n
i=1 σ(gi)σ(gi)∗ = 1, by the weaker require-

ment that this sum is no larger than 1, or, equivalently, that the σ(gi)σ(gi)∗

are pairwise orthogonal projections.
Arriving at this generalization turns out to require a considerable under-

standing of the various idempotents accompanying a partial representation
of F, and underlines the richness of ideas surrounding the concept of partial
representations. In addition, the new hypothesis, that is, the orthogonal-
ity of these projections, is easily generalizable to free groups with infinitely
many generators. With the same ease, based on a simple inductive limit ar-
gument, we extend Theorem 3.7 to the infinitely generated case, obtaining
Theorem 4.1, below.

In Section 5, armed with this partial result, we study Fell bundles which
satisfy, in addition to the hypothesis of our main theorem, a stability prop-
erty. Employing a fundamental result of Brown, Green and Rieffel [BGR],
we are able to show that, for such bundles, there is a hidden partial repre-
sentation of F which sends us back to the previously studied situation. We
finally remove the extra stability hypothesis by means of a simple stabiliza-
tion argument.

It does not seem outlandish to expect that all amenable Fell bundles
satisfy some form of the approximation property. However, having no def-
inite evidence that this is so, we must be cautious in distinguishing these
properties. Accordingly, we must stress that our main result falls short of
proving the approximation property for the most general situation treated,
that is, of orthogonal semi-saturated bundles. In this case, all we obtain is
amenability, leaving that stronger property as an open question.

The author would like to express his thanks to the members of the Math-
ematics Department at the University of Newcastle – Australia, where part
of this work was developed. Stimulating conversations with M. Laca and
I. Raeburn were essential to the formulation of the question we have studied
here.
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1. Preliminaries.

For the reader’s convenience, and also to fix our notation, we shall begin
by briefly discussing some basic facts about partial group representations,
Fell bundles and the rich way in which these concepts are interrelated. The
reader is referred to [FD], [E2], and [E3] for more information on these
subjects.

Let G be a group, fixed throughout this section. Also, let H be a Hilbert
space and denote by B(H) the algebra of all bounded linear operators on
H.

Definition 1.1. A partial representation of G on H is, by definition, a map
σ : G→ B(H) such that

i) σ(t)σ(s)σ(s−1) = σ(ts)σ(s−1),
ii) σ(t−1) = σ(t)∗,
iii) σ(e) = I,

for all t, s ∈ G, where e denotes the unit group element and I is the identity
operator on H.

Let σ be a partial representation of G on H. It is an easy consequence of
the definition that each σ(t) is a partially isometric operator and hence that

e(t) := σ(t)σ(t)∗

is a projection (that is, a self-adjoint idempotent). It is not hard to show
(see [E2]) that these projections commute among themselves, and satisfy
the commutation relation

σ(t)e(s) = e(ts)σ(t),(1.2)

for all t, s ∈ G.
There is a special kind of partial representations worth considering, when-

ever G is equipped with a “length” function, that is, a non-negative real val-
ued function | · | : G → R+ satisfying |e| = 0 and the triangular inequality
|ts| ≤ |t|+ |s|.

Definition 1.3. A partial representation σ of G is said to be semi-saturated
(with respect to a given length function | · | on G) if σ(t)σ(s) = σ(ts)
whenever t and s satisfy |ts| = |t|+ |s|.

The concept of partial representations is closely related to that of Fell
bundles (also known as C∗-algebraic bundles [FD]) as we shall now see.

Definition 1.4. Given a partial representation σ of G, for each t in G, let
Bσ
t be the closed linear subspace of B(H) spanned by the set of operators

of the form
e(r1)e(r2) · · · e(rk)σ(t),

where k ∈ N, and r1, r2, . . . , rk are arbitrary elements of G.
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Using the axioms of partial representations and 1.2, it is an easy exercise
to show (see [E3, Section 6]) that, for all t, s ∈ G, we have

Bσ
t B

σ
s ⊆ Bσ

ts and (Bσ
t )∗ = Bσ

t−1 .

Therefore, the collection
Bσ := {Bσ

t }t∈G
is seen to form a Fell bundle over G.

Definition 1.5. A Fell bundle over a discrete group G is a collection B =
{Bt}t∈G of closed subspaces of B(H), such that BtBs ⊆ Bts and (Bt)∗ =
Bt−1 , for all t and s in G.

As is the case with C∗-algebras, which can be defined, concretely, as a
norm-closed *-subalgebra of B(H), as well as a certain abstract mathemati-
cal object, defined via a set of axioms, Fell bundles may also be seen under
a dual point of view, specially if one restricts attention to the case of dis-
crete groups. The above definition of Fell bundles is the one we adopt here,
referring the reader to [FD, VIII.16.2] for the abstract version and to [FD,
VIII.16.4] for the equivalence of these. Nevertheless, it should be said that
the point of view one usually adopts in the study of Fell bundles stresses
that each Bt should be viewed as a Banach space in its own, and that for
each t and s in G, one has certain algebraic operations

· : Bt ×Bs → Bts

and
∗ : Bt → Bt−1 ,

which, in our case, are induced by the multiplication and involution on B(H),
respectively. If G is not discrete, then one should also take into account a

topology on the disjoint union
·⋃
t∈GBt, which is compatible with the other

ingredients present in the situation. See [FD] for details. Since we will only
deal with Fell bundles over discrete groups, we need not worry about this
topology.

Definition 1.6. A Fell bundle B, over of G, is said to be semi-saturated
(with respect to a given length function | · | on G) if Bts = BtBs (closed
linear span), whenever t and s satisfy |ts| = |t|+ |s|.

When σ is semi-saturated, one can prove, as in [E3, 6.2], that the Fell
bundle Bσ is also semi-saturated.

Definition 1.7. Given any Fell bundle B = {Bt}t∈G, with G discrete, one
defines its l1 cross-sectional algebra [FD, VIII.5], denoted l1(B), to be the
Banach *-algebra consisting of the l1 cross-sections of B, under the multi-
plication

fg(t) =
∑
s∈G

f(s)g(s−1t), for t ∈ G, f, g ∈ l1(B),
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involution
f∗(t) = (f(t−1))∗, for t ∈ G, f ∈ l1(B),

and norm
‖f‖ =

∑
s∈G
‖f(s)‖, for f ∈ l1(B).

The cross-sectional C∗-algebra of B [FD, VIII.17.2], denoted C∗(B), is de-
fined to be the enveloping C∗-algebra of l1(B).

There is also a reduced cross-sectional C∗-algebra, indicated by C∗r (B),
which is defined to be the closure of l1(B) in a certain regular representation
(acting on the right-Be-Hilbert-bimodule formed by the l2 cross-sections).
See [E3, 2.3] for a precise definition.

Both C∗(B) and C∗r (B) contain a copy of the algebraic direct sum
⊕

t∈GBt,
as a dense subalgebra, making them into G-graded C∗-algebras in the sense
of [FD, VIII.16.11] (see also [E3, 3.1]). In both cases, the projections onto
the factors extend to bounded linear maps on the whole algebra, and, in
particular, for Be, that projection gives a conditional expectation [E3, 3.3].

This conditional expectation, say E, is faithful in the case of C∗r (B), in
the sense that

E(x∗x) = 0 ⇒ x = 0
for every x ∈ C∗r (B) [E3, 2.12]. However, the same cannot be said with
respect to C∗(B). In fact, there always exists an epimorphism

Λ : C∗(B)→ C∗r (B)

which restricts to the identity map on
⊕

t∈GBt (see the discussion following
[E3, 2.2] as well as [E3, 3.3]). The kernel of Λ coincides with the degeneracy
ideal for E, namely

D = {x ∈ C∗(B) : E(x∗x) = 0},
where we are also denoting the conditional expectation for C∗(B) by E, by
abuse of language (see [E3, 3.6]). This can be used to give an alternate
definition of C∗r (B), as the quotient of C∗(B) by that ideal.

The crucial property of Fell bundles with which we will be concerned
throughout this work is that of amenability. This property is inspired, first
of all, in the corresponding concept for groups [G], but also in the work of
Anantharaman-Delaroche [A] and Nica [Ni]. In the context we are inter-
ested, that is, for Fell bundles, it first appeared in [E3], for discrete groups,
and was subsequently generalized by Ng for the non-discrete case [Ng]. See
also [EN].

Definition 1.8. A Fell bundle B, over a discrete group G, is said to be
amenable, if Λ is an isomorphism.

According to the characterization of the kernel of Λ, as in our discussion
above, we see that:
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Proposition 1.9. A necessary and sufficient condition for B to be amenable
is that the conditional expectation E of C∗(B) be faithful.

Any bundle is amenable when the base group G is amenable [E3, 4.7],
whereas the typical example of non-amenable bundle is the group bundle
[FD, VIII.2.7] over a non-amenable group G. That is, the bundle C × G,
with the operations (abstractly) defined by

(z, t)(w, s) = (zw, ts) and (z, t)∗ = (z̄, t−1)

for t, s ∈ G and z, w ∈ C. In this case C∗(B) is the full group C∗-algebra
of G, while C∗r (B) is its reduced algebra. It is well known [P] that Λ is an
isomorphism, in this case, if and only if G is amenable.

A Fell bundle may be amenable even if its base group G is not. One
example of this situation is given by [E3, 6.7]. It consists of a Fell bundle
over the non-amenable free group which is, itself, amenable. This example
is particularly interesting, since its cross-sectional C∗-algebra is isomorphic
to the Cuntz–Krieger algebra OA.

Definition 1.10. We say that B has the approximation property [E3, 4.5]
if there exists a net {ai}i∈I of finitely supported functions ai : G → Be,
which is uniformly bounded in the sense that there exists a constant M > 0
such that ∥∥∥∥∥∑

t∈G
ai(t)∗ai(t)

∥∥∥∥∥ ≤M,

for all i, and such that for all bt in each Bt one has that

bt = lim
i→∞

∑
r∈G

ai(tr)∗btai(r).

The relevance of the approximation property is that:

Theorem 1.11. If a Fell bundle B has the approximation property, then it
is amenable.

Proof. See [E3, 4.6]. ut

For later use, it will be convenient to have certain equivalent forms of the
approximation property, which we now study.

Lemma 1.12. Let B be a Fell bundle over G, and let a : G → Be be a
finitely supported function. Then, for each t in G, the map

bt ∈ Bt 7→
∑
r∈G

a(tr)∗bta(r) ∈ Bt

is bounded, with norm no bigger than
∥∥∑

r∈G a(r)
∗a(r)

∥∥.
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Proof. Recall that ‖
∑n

i=1 x
∗
i yi‖ ≤ ‖

∑n
i=1 x

∗
ixi‖

1
2 ‖
∑n

i=1 y
∗
i yi‖

1
2 , whenever

x1, . . . , xn and y1, . . . , yn are elements of a C∗-algebra. Therefore, letting
M =

∥∥∑
r∈G a(r)

∗a(r)
∥∥, we have, for all bt in Bt, that∥∥∥∥∥∑

r∈G
a(tr)∗bta(r)

∥∥∥∥∥ ≤
∥∥∥∥∥∑
r∈G

a(tr)∗a(tr)

∥∥∥∥∥
1
2
∥∥∥∥∥∑
r∈G

a(r)∗b∗t bta(r)

∥∥∥∥∥
1
2

≤M
1
2 ‖bt‖

∥∥∥∥∥∑
r∈G

a(r)∗a(r)

∥∥∥∥∥
1
2

= M‖bt‖.

ut

Proposition 1.13. Let B = {Bt}t∈G be a Fell bundle over the discrete
group G. Also, suppose we are given a dense subset Dt of Bt, for each t in
G. Then the following are equivalent:

i) B satisfies the approximation property.
ii) There exists a net {ai}i∈I satisfying all of the properties of 1.10, except

that the condition involving the limit is only assumed for bt belonging
to Dt.

iii) There exists a constant M > 0 such that, for all finite sets {bt1 , bt2 , . . . ,
btn}, with btk ∈ Dtk , and any ε > 0, there exists a finitely supported
function a : G→ Be such that∥∥∥∥∥∑

t∈G
a(t)∗a(t)

∥∥∥∥∥ ≤M
and ∥∥∥∥∥btk −∑

r∈G
a(tkr)∗btka(r)

∥∥∥∥∥ < ε,

for k = 1, . . . , n.

Proof. The implications (i) ⇒ (ii) and (ii) ⇒ (iii) are obvious. We shall
than prove that (iii) ⇒ (ii) and (ii) ⇒ (i). With respect to our first task,
consider the set of pairs (X, ε), where X is any finite subset of the disjoint

union
·⋃
t∈GDt, and ε is a positive real. If these pairs are ordered by saying

that (X1, ε1) ≤ (X2, ε2) if and only if X1 ⊆ X2 and ε1 ≥ ε2, we clearly get a
directed set. For each such (X, ε), let aX,ε be chosen such as to satisfy the
conditions of (iii) with respect to the set X and ε. It is then clear that the
net {aX,ε}(X,ε) provides the required net.

As for (ii) ⇒ (i), since the maps of 1.12 are bounded, the convergence
referred to in (ii) is easily seen to hold throughout Bt. ut
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2. Free groups and orthogonal partial representations.

This section is devoted to introducing a certain class of partial representa-
tions of the free group. Let F denote the free group on a possibly infinite
set S (whose elements we call the generators). Each t in F has a unique
decomposition (called its reduced decomposition, or reduced form)

t = x1x2 · · ·xk,

where xi ∈ S ∪ S−1 and xi+1 6= x−1
i for all i. In this case, we set |t| = k

and it is not hard to see that this gives, in fact, a length function for F. It
is with respect to this length function that we will speak of semi-saturated
partial representations of F.

Definition 2.1. A partial representation σ of F is said to be orthogonal if
σ(x)∗σ(y) = 0 whenever x, y ∈ S are generators with x 6= y.

A partial representation of a group may not be determined by its values
on a set of generators. For example, if we set

σ(t) =

{
1 if |t| is even
0 if |t| is odd

then σ is a partial representation of F (on a one dimensional Hilbert space),
which coincides, on the generators, with the partial representation

σ′(t) =

{
1 if t = e

0 otherwise.

However, if σ is semi-saturated, then

σ(t) = σ(x1)σ(x2) · · ·σ(xk),

whenever t = x1x2 · · ·xk is in reduced form. Therefore, the values of σ
on the generators end up characterizing σ completely. For this reason the
fact that σ is orthogonal often says little, unless one supposes that σ is
semi-saturated as well.

We shall denote by W the sub-semigroup of F generated by S, that is,
the set of all products of elements from S (as opposed to S ∪ S−1). By
convention, W also includes the identity group element. The elements of W
are called the positive elements and will usually be denoted by letters taken
from the beginning of the Greek alphabet. For each natural number k we
will denote by Wk the set of positive elements of length k.

Note that, if σ is a semi-saturated partial representation of F, and α, β ∈
W, then σ(α)σ(β) = σ(αβ), since |αβ| = |α| + |β|. This property will be
useful in many situations, below.
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Proposition 2.2. Let σ be an orthogonal, semi-saturated partial represen-
tation of F. Then σ(t) = 0 for all elements t in F which are not of the form
µν−1, with µ and ν positive.

Proof. Let t = x1x2 · · ·xk, with xi ∈ S ∪ S−1, be in reduced form. Then,
since σ is semi-saturated, σ(t) = σ(x1)σ(x2) · · ·σ(xk). Now, because σ is
orthogonal, if xi ∈ S−1 and xi+1 ∈ S then σ(xi)σ(xi+1) = 0. So, in order to
have σ(t) nonzero, all elements from S must be to the left of the elements
from S−1 in the decomposition of t. That is, t is of the form described in
the statement. ut

Proposition 2.3. Let σ be an orthogonal, semi-saturated partial represen-
tation of F, and let α, β ∈ W. If |α| = |β|, but α 6= β, then σ(α)∗σ(β) = 0.

Proof. Let m = |α| = |β|. If m = 1 then α and β are in S and the conclusion
is a consequence of the orthogonality assumption. If m > 1 write α = xα̃
and β = yβ̃ with α̃, β̃ ∈ W and x, y ∈ S.

Assume, by way of contradiction, that σ(α)∗σ(β) 6= 0. Then

0 6= σ(xα̃)∗σ(yβ̃) = σ(α̃)∗σ(x)∗σ(y)σ(β̃).

So, in particular, σ(x)∗σ(y) 6= 0, which implies that x = y.
We therefore have, using 1.2,

0 6= σ(α̃)∗σ(x)∗σ(x)σ(β̃) = σ(α̃)∗e(x−1)σ(β̃) = σ(α̃)∗σ(β̃)e(β̃−1x−1),

which implies that σ(α̃)∗σ(β̃) 6= 0, and hence, by induction, that α̃ = β̃. So
α = β. ut

The concept of orthogonality also applies to Fell bundles over free groups.

Definition 2.4. A Fell bundle B = {Bt}t∈F over F is said to be orthogonal
if B∗

xBy = {0} whenever x, y ∈ S are generators with x 6= y.

The parallel between this concept and its homonym 2.1 is illustrated by
our next:

Proposition 2.5. If σ is an orthogonal partial representation of F, then Bσ
is an orthogonal Fell bundle.

Proof. Left to the reader. ut

3. The finitely generated case.

We now start the main technical section of the present work. Here we
shall prove the approximation property for Fell bundles arising from certain
partial representations of free groups. Even though our long range objective
is to treat arbitrary free groups, we shall temporarily restrict our attention
to finitely generated free groups. So we make the following:
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Standing hypothesis 3.1. For the duration of this section, the set S, of
generators of F will be assumed to be finite and σ will be a fixed orthogonal,
semi-saturated partial representation of F.

Recall that e(t) denotes the final projection σ(t)σ(t)∗ of the partial isom-
etry σ(t). In addition to e(t), the following operators will play a crucial
role:

Pk =
∑
α∈Wk

e(α), k ≥ 1

Q0 = 1− P1,

f(t) = σ(t)Q0σ(t)∗, t ∈ F

Qk =
∑
α∈Wk

f(α), k ≥ 1.

The only place where the finiteness hypothesis in 3.1 will be explicitly
used is in the observation that these sums are finite sums.

Proposition 3.2. The following relations hold among the operators defined
above:

i) P1 and Q0 are projections.
ii) Each f(t) is a projection.
iii) If t, s ∈ F then σ(t)f(s) = f(ts)σ(t).
iv) For every t one has f(t) ≤ e(t).
v) If α, β ∈ W are such that |α| = |β| but α 6= β, then e(α) ⊥ e(β),

f(α) ⊥ f(β), and e(α) ⊥ f(β).
vi) For all k ≥ 1, both Pk and Qk are projections and Qk = Pk − Pk+1.
vii) For every n, we have that Q0 +Q1 + · · ·+Qn−1 + Pn = 1.
viii) If α and β are distinct positive elements of F then, regardless of their

length, we have that f(α) ⊥ f(β).

Proof. For x, y ∈ W1 = S, with x 6= y, we have, by the orthogonality
assumption, that e(x)e(y) = σ(x)σ(x)∗σ(y)σ(y)∗ = 0. Hence P1 is a sum of
pairwise orthogonal projections, and thus, itself a projection. Therefore Q0

is also a projection.
Speaking of (ii) we have

f(t)2 = σ(t)Q0σ(t)∗σ(t)Q0σ(t)∗ = σ(t)Q0e(t−1)Q0σ(t)∗.

Taking into account that the final and initial projections associated to the
partial isometries in a partial representation all commute with each other
[E2], we see that the above equals

σ(t)Q0σ(t)∗σ(t)σ(t)∗ = σ(t)Q0σ(t)∗ = f(t).
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To prove (iii), let t, s ∈ F. Then

σ(t)f(s) = σ(t)σ(s)Q0σ(s)∗ = σ(t)σ(s)σ(s)∗σ(s)Q0σ(s)∗

= σ(ts)e(s−1)Q0σ(s)∗ = σ(ts)σ(ts)∗σ(ts)Q0e(s−1)σ(s)∗

= σ(ts)Q0σ(ts)∗σ(ts)σ(s)∗ = σ(ts)Q0σ(ts)∗σ(t) = f(ts)σ(t).

As for (iv)
e(t)f(t) = σ(t)σ(t)∗σ(t)Q0σ(t)∗ = f(t).

Given α and β as in (v) we have, by 2.3, that

e(α)e(β) = σ(α)σ(α)∗σ(β)σ(β)∗ = 0

which, when combined with (iv) above, yields the other statements of (v).
That Pk is a projection follows from the fact that the summands in its

definition are pairwise orthogonal projections. The same reasoning applies
to Qk. Now

Qk =
∑
α∈Wk

σ(α)(1− P1)σ(α)∗

=
∑
α∈Wk

σ(α)σ(α)∗ −
∑
α∈Wk

∑
x∈S

σ(α)σ(x)σ(x)∗σ(α)∗

= Pk −
∑
α∈Wk

∑
x∈S

σ(αx)σ(αx)∗

= Pk −
∑

β∈Wk+1

σ(β)σ(β)∗ = Pk − Pk+1.

To prove (vii), we just note that

Q0 +Q1 + · · ·+Qn−1 + Pn

= 1− P1 + P1 − P2 + · · ·+ Pn−1 − Pn + Pn = 1.

Finally, let α 6= β be positive and let k = |α| and l = |β|. If k = l then
we have already seen in (v), that f(α) ⊥ f(β). On the other hand, if k 6= l,
then

f(α) ≤ Qk ⊥ Ql ≥ f(β),

where the orthogonality of Qk and Ql follows from (vii). This implies, again,
that f(α) ⊥ f(β). ut

Recall that Bσ = {Bσ
t }t∈G denotes the Fell bundle associated to σ, and

consider, for each integer n ≥ 1, the map bn :W → Bσ
e given by

bn(α) =


f(α) if |α| < n

e(α) if |α| = n

0 if |α| > n.
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Lemma 3.3. For every n ≥ 1 we have
∑
α∈W

bn(α) = 1.

Proof. We have∑
α∈W

bn(α) =
n∑
k=0

∑
α∈Wk

bn(α) =
n−1∑
k=0

∑
α∈Wk

f(α)+
∑
α∈Wn

e(α) =
n−1∑
k=0

Qk+Pn = 1.

ut

The last relevant definition is that of another sequence of maps an :W →
Bσ
e , this time given by

an(α) =

(
1
n

n∑
k=1

bk(α)

) 1
2

.

Note that an(α) = 0 for |α| > n. We shall also think of the an as functions
defined on the whole of F, by setting an(t) = 0 when t is not positive.

Lemma 3.4. For every n ≥ 1 we have
∑
t∈F

an(t)∗an(t) = 1.

Proof. As already observed, an(t) vanishes unless t is positive. In addition,
an(α) is self-adjoint, so we must compute∑

α∈W
an(α)2 =

∑
α∈W

1
n

n∑
k=1

bk(α) =
1
n

n∑
k=1

∑
α∈W

bk(α) = 1,

where we have used 3.3 in order to conclude the last step above. ut

The square root appearing in the definition of an can be explicitly com-
puted if we note that, for |α| ≤ n, we have

n∑
k=1

bk(α) =

 n∑
k=|α|+1

f(α)

+ e(α) = (n− |α|)f(α) + e(α)

= (n− |α|+ 1)f(α) +
(
e(α)− f(α)

)
,

and that the expression above consists of a linear combination of orthogonal
projections, namely f(α) and e(α)− f(α) (see 3.2.iv). It follows that an(α)
is given, explicitly, by

an(α) =
(
n− |α|+ 1

n

) 1
2

f(α) +
(

1
n

) 1
2 (

e(α)− f(α)
)
.(3.5)

The following is the main technical point in showing the approximation
property for Bσ:

Lemma 3.6. For every t in F we have σ(t) = lim
n→∞

∑
r∈F

an(tr)∗σ(t)an(r).
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Proof. By 2.2 we may assume that t = µν−1, where µ and ν are in W. We
may also suppose that |t| = |µ| + |ν|, that is, no cancellation takes place
when µ and ν−1 are multiplied together.

In addition, since an(r) = 0 unless r is positive and |r| ≤ n, each sum
above is actually a finite sum. In fact, the nonzero summands in it are
among those for which both r and tr are positive of length no bigger than
n.

Since tr = µν−1r, if both r and tr are to be positive, we must have r = νβ,
for some β ∈ W, and then |tr| = |µν−1νβ| = |µ|+ |β|.

Also, in order to have |r| and |tr| no larger than n, we will need |r| =
|ν|+ |β| ≤ n, as well as |µ|+ |β| ≤ n, which are equivalent to |β| ≤ m, where

m = min{n− |ν|, n− |µ|}.

Summarizing, for every n, we have∑
r∈F

an(tr)∗σ(t)an(r) =
∑
|β|≤m

an(µβ)σ(t)an(νβ),

where we have also taken into account that each an(t) is self-adjoint.
Substituting the expression for an, obtained in 3.5, in the above sum, we

conclude that each individual summand equals[(
n− |µβ|+ 1

n

) 1
2

f(µβ) +
(

1
n

) 1
2 (

e(µβ)− f(µβ)
)]

· σ(t)

[(
n− |νβ|+ 1

n

) 1
2

f(νβ) +
(

1
n

) 1
2 (

e(νβ)− f(νβ)
)]

=
(
n− |µβ|+ 1

n

) 1
2
(
n− |νβ|+ 1

n

) 1
2

f(µβ) σ(t) f(νβ)

+
(
n− |µβ|+ 1

n

) 1
2
(

1
n

) 1
2

f(µβ) σ(t)
(
e(νβ)− f(νβ)

)
+
(

1
n

) 1
2
(
n− |νβ|+ 1

n

) 1
2 (

e(µβ)− f(µβ)
)
σ(t) f(νβ)

+
(

1
n

) 1
2
(

1
n

) 1
2 (

e(µβ)− f(µβ)
)
σ(t)

(
e(νβ)− f(νβ)

)
.

Let us indicate the four summands after the last equal sign above by (i),
(ii), (iii), and (iv), in that order. In regards to (i), note that, employing
3.2.iii, we have

f(µβ)σ(t)f(νβ) = f(µβ)σ(µ)σ(ν−1)f(νβ)

= σ(µ)f(β)f(β)σ(ν−1) = σ(µ)f(β)σ(ν)∗.
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Referring to (ii) we have

f(µβ)σ(t)
(
e(νβ)− f(νβ)

)
= f(µβ)

(
e(µβ)− f(µβ)

)
σ(t) = 0,

because of 3.2.iv. Similarly one proves that (iii) vanishes as well. As for (iv)(
e(µβ)− f(µβ)

)
σ(t)

(
e(νβ)− f(νβ)

)
=
(
e(µβ)− f(µβ)

)
σ(µ)σ(ν−1)

(
e(νβ)− f(νβ)

)
= σ(µ)

(
e(β)− f(β)

)
σ(ν)∗.

So,

an(µβ)σ(t)an(νβ)

= σ(µ)
[(

n− |µβ|+ 1
n

) 1
2
(
n− |νβ|+ 1

n

) 1
2

f(β)

+
1
n

(
e(β)− f(β)

)]
σ(ν)∗,

and the conclusion will follow once we prove that the term between brackets
above, summed over |β| ≤ m, converges, in norm, to the identity operator,
as n → ∞. We now set to do precisely this. Speaking of the identity
operator, recall from 3.4 and 3.5 that,

1 =
∑
t∈F

am(t)2 =
∑
|β|≤m

m− |β|+ 1
m

f(β) +
1
m

(
e(β)− f(β)

)
.

Using this expression for the identity operator, we must then prove the
vanishing of the following limit

lim
n→∞

∥∥∥∥∥ ∑
|β|≤m

(
n− |µβ|+ 1

n

) 1
2
(
n− |νβ|+ 1

n

) 1
2

f(β)

+
1
n

(
e(β)− f(β)

)
− m− |β|+ 1

m
f(β)− 1

m

(
e(β)− f(β)

)∥∥∥∥∥
= lim

n→∞

∥∥∥∥∥ ∑
|β|≤m

(
1
n

(n− |µβ|+ 1)
1
2 (n− |νβ|+ 1)

1
2 − m− |β|+ 1

m

)
f(β)

+
(

1
n
− 1
m

)(
e(β)− f(β)

)∥∥∥∥∥
≤ lim

n→∞

∥∥∥∥∥∥
∑
|β|≤m

(
1
n

(n− |µβ|+ 1)
1
2 (n− |νβ|+ 1)

1
2 − m− |β|+ 1

m

)
f(β)

∥∥∥∥∥∥
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+ lim
n→∞

∥∥∥∥∥∥
∑
|β|≤m

(
1
n
− 1
m

)(
e(β)− f(β)

)∥∥∥∥∥∥ .
The two limits will now be shown to equal zero. We should point out

that, with respect to the the first one, we are facing a linear combination of
pairwise orthogonal projections by 3.2.viii. The same, however, is not true
for the second.

Using this observation, we see that the norm, in the first case, equals

max
|β|≤m

∣∣∣∣ 1n(n− |µβ|+ 1)
1
2 (n− |νβ|+ 1)

1
2 − m− |β|+ 1

m

∣∣∣∣ .
In order to show that this goes to zero as n → ∞, let us assume, without
loss of generality, that |µ| ≥ |ν|, and hence that m = n− |µ|.

In addition, it is easy to see that, for every pair of positive reals x and y,
one has that |x− y| ≤ |x2 − y2|

1
2 . So, the task facing us can be replaced by

lim
n→∞

max
|β|≤m

∣∣∣∣(n− |µβ|+ 1)(n− |νβ|+ 1)
n2

− (n− |µβ|+ 1)2

(n− |µ|)2

∣∣∣∣ ?= 0.

The term between the single bars is no bigger than∣∣∣∣(n− |µβ|+ 1)(n− |νβ|+ 1)
n2

− (n− |µβ|+ 1)2

n2

∣∣∣∣
+ (n− |µβ|+ 1)2

∣∣∣∣ 1
n2
− 1

(n− |µ|)2

∣∣∣∣
≤ n− |µβ|+ 1

n2

∣∣∣|µ| − |ν|∣∣∣+ (n− |µβ|+ 1)2
∣∣∣∣−2n|µ|+ |µ|2

n2(n− |µ|)2

∣∣∣∣
≤ n+ 1

n2

∣∣∣|µ| − |ν|∣∣∣+ (n+ 1)2
∣∣∣∣−2n|µ|+ |µ|2

n2(n− |µ|)2

∣∣∣∣ ,
which is now easily seen to go to zero, uniformly on β, as n→∞.

To conclude, we need only show the vanishing of

lim
n→∞

∥∥∥∥∥∥
∑
|β|≤m

(
1
n
− 1
m

)(
e(β)− f(β)

)∥∥∥∥∥∥
= lim

n→∞

∣∣∣∣ 1n − 1
m

∣∣∣∣
∥∥∥∥∥∥
m∑
k=0

∑
β∈Wk

e(β)− f(β)

∥∥∥∥∥∥
= lim

n→∞

∣∣∣∣ 1n − 1
m

∣∣∣∣
∥∥∥∥∥
m∑
k=0

Pk −Qk

∥∥∥∥∥
= lim

n→∞

∣∣∣∣ 1n − 1
m

∣∣∣∣
∥∥∥∥∥
m∑
k=0

Pk+1

∥∥∥∥∥
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≤ lim
n→∞

∣∣∣∣ 1n − 1
m

∣∣∣∣ (m+ 1).

Now, recalling our assumption that m = n− |µ|, the limit above equals

lim
n→∞

∣∣∣∣ 1n − 1
n− |µ|

∣∣∣∣ (n− |µ|+ 1) = lim
n→∞

|µ|(n− |µ|+ 1)
n(n− |µ|)

= 0.

ut

We are now prepared to face one of our main goals.

Theorem 3.7. Let σ be an orthogonal, semi-saturated partial representa-
tion of a finitely generated free group F. Then the Fell bundle Bσ satisfies
the approximation property and hence is amenable. Moreover, the constant
M referred to in 1.10 may be taken to be 1.

Proof. Let {an}n∈N be defined as above. Then
∥∥∑

t∈F an(t)
∗an(t)

∥∥ = 1, for
all n, by 3.4, and employing 1.13.ii, it is now enough to show that

bt = lim
n→∞

∑
r∈F

an(tr)∗btan(r),

for all bt of the form bt = e(r1)e(r2) · · · e(rk)σ(t), where k ∈ N, and r1,
r2, . . . , rk are arbitrary elements of F. This is because the linear combina-
tions of the elements of this form are dense in Bσ

t , by Definition 1.4.
We have already observed that the projections associated to the partial

isometries in a partial representation form a commutative set. Since an(α)
is given by a linear combination of such projections, by 3.5 (and an(t) = 0
when t /∈ W), it is clear that an(t) commutes with the e(rj). Therefore, by
3.6,

lim
n→∞

∑
r∈F

an(tr)∗btan(r)

= e(r1)e(r2) · · · e(rk) lim
n→∞

∑
r∈F

an(tr)∗σ(t)an(r)

= e(r1)e(r2) · · · e(rk)σ(t) = bt.

This concludes the proof of the approximation property and hence of the
amenability of Bσ, by 1.11. ut

4. Arbitrary free groups.

We will now extend the results of the previous section, by dropping the
finiteness hypothesis of 3.1, and hence including infinitely generated free
groups in our study. The strategy will be to adapt the work done above to
the general case using an inductive limit argument.
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Let, therefore, F be the free group on a set S, no longer assumed to be
finite, or even countable. Also let σ be an orthogonal, semi-saturated partial
representation of F, considered fixed throughout this section.

For each finite subset X of S, let FX denote the subgroup of F generated
by X. It is quite obvious that FX is again a free group, and that F is
the union of the increasing net {FX}X . The length functions we’ve been
considering are compatible in the sense that the one for F restricts to the
one for FX . Therefore the restriction of σ to FX is also semi-saturated, and
obviously also orthogonal. Let BX denote the Fell bundle for σ|FX

, as in 1.4.
It is clear that, for each t in F, one has that Bσ

t is the closure of the union
of the BX

t , as X ranges in the collection of finite subsets X ⊆ S, such that
t ∈ FX .

Theorem 4.1. Let σ be an orthogonal, semi-saturated partial representa-
tion of an arbitrary free group F. Then the Fell bundle Bσ satisfies the
approximation property and hence is amenable.

Proof. For each t in F, let Dt be the union of the BX
t , as described above,

which is dense in Bσ
t . We will now prove 1.13.iii, with respect to this

choice of Dt. Let M = 1. Then, given a finite set {bt1 , bt2 , . . . , btn}, with
btk ∈ Dtk , and any ε > 0, there clearly exists a single finite X ⊆ S, such
that every btk ∈ BX

tk
. Now, by 3.7 we conclude that a finitely supported

map a : FX → BX
e ⊆ Bσ

e exists, satisfying
∥∥∥∑t∈FX

a(t)∗a(t)
∥∥∥ ≤ 1, and∥∥∥btk −∑r∈FX

a(tkr)∗btka(r)
∥∥∥ < ε, for all k = 1, . . . , n. If we extend a to

the whole of F by declaring it zero outside FX , then these two sums may
be taken for t ∈ F, as opposed to t ∈ FX , without changing the result. We
conclude that 1.13.iii holds, and hence that Bσ satisfies the approximation
property . ut

5. Stable Fell bundles.

We shall now treat Fell bundles over arbitrary free groups, which are not
necessarily presented in terms of a partial representation. This section does
not yet contain our strongest result, because we shall be working under
the assumption that the unit fiber algebra of B, that is Be, is a stable C∗-
algebra, in the sense that it is isomorphic to Be⊗K, where K is the algebra
of compact operators on a separable, infinite dimensional Hilbert space. In
the next and final section we will then remove this stability hypothesis.

The method we shall adopt here will be to construct a partial represen-
tation which is closely related to B. In fact this method is, essentially, the
one we have used in [E1] to obtain the classification of Fell bundles in terms
of twisted partial actions (see [E1, 7.3]). However, we will refrain from uti-
lizing the full machinery of [E1] for two reasons. First, by proceeding more
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or less from scratch, and using the special features of the free group, we will
be able to make the presentation somewhat more elementary and self con-
tained. Secondly, the classification theorem mentioned includes a 2-cocycle,
which will not show up here, again because of the special properties of the
group we are dealing with.

We begin with some simple facts about partial isometries and projections
on a Hilbert space H.

Lemma 5.1. Let p be an operator on H, such that p2 = p and ‖p‖ ≤ 1.
Then p = p∗.

Proof. Let ξ ∈ p(H)⊥. Then, for every λ ∈ R we have ‖p(ξ+λp(ξ))‖ ≤ ‖ξ+
λp(ξ)‖, which implies, after a short calculation, that (1+2λ)‖p(ξ)‖2 ≤ ‖ξ‖2,
and hence that p(ξ) = 0. This says that p vanishes on p(H)⊥ and, since p is
the identity on p(H), then it must be the orthogonal projection onto p(H).
Hence p = p∗. ut

Lemma 5.2. Let p and q be projections (self-adjoint idempotents) in B(H).
Then pq is idempotent if and only if p and q commute.

Proof. If pq is idempotent, then, since ‖pq‖ ≤ 1, we have, by 5.1, that
pq = (pq)∗ = qp. The converse is trivial. ut

Lemma 5.3. Let u and v be partial isometries in B(H). Then uv is a
partial isometry if and only if u∗u and vv∗ commute (see also [S]).

Proof. We have that uv is a partial isometry, if and only if

uv(uv)∗uv = uv ⇐⇒ uvv∗u∗uv = uv

⇐⇒ u∗uvv∗u∗uvv∗ = u∗uvv∗ ⇐⇒ (u∗uvv∗)2 = u∗uvv∗,

which, by 5.2, is equivalent to the commutativity of u∗u and vv∗. ut

Proposition 5.4. Let U = {ux}x∈S be a family of partial isometries on
a Hilbert space H and let I be the multiplicative sub-semigroup of B(H)
generated by U ∪ U∗. Denote by F the free group on S. Then, the following
are equivalent:

i) There exists a semi-saturated partial representation σ of F such that
σ(x) = ux for every x ∈ S.

ii) There exists a partial representation σ of F such that σ(x) = ux for
every x ∈ S.

iii) Every u in I is a partial isometry.
iv) For any u, v ∈ I we have that uu∗ and vv∗ commute.

Proof. (i) ⇒ (ii): Obvious.
(ii) ⇒ (iii): Recall that an operator u is a partial isometry, if and only if

uu∗u = u. So, let u = u1 · · ·un, with ui ∈ U ∪ U∗, and take ti ∈ S ∪ S−1
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such that σ(ti) = ui. Then u = σ(ti) · · ·σ(tn) and, by induction on n,

uu∗u = σ(t1) · · ·σ(tn−1)e(tn)σ(tn−1)∗ · · ·σ(t1)∗σ(t1) · · ·σ(tn)

= e(t1 · · · tn)σ(t1) · · ·σ(tn−1)σ(tn−1)∗ · · ·σ(t1)∗σ(t1) · · ·σ(tn)

= e(t1 · · · tn)σ(t1) · · ·σ(tn−1)σ(tn)

= σ(t1) · · ·σ(tn−1)e(tn)σ(tn) = σ(t1) · · ·σ(tn−1)σ(tn) = u.

(iii)⇒ (iv): If u, v ∈ I, then u∗v ∈ I and, by (iii), it is a partial isometry.
Hence, using 5.3, we have that uu∗ and vv∗ commute.

(iv) ⇒ (i): Define, for all x ∈ S, σ(x) = ux and σ(x−1) = u∗x. Now, if t =
x1 · · ·xn, with xi ∈ S∪S−1, is in reduced form, put σ(t) = σ(x1) · · ·σ(xn). It
is then obvious that σ(t)σ(s) = σ(ts) whenever t and s satisfy |ts| = |t|+ |s|.

We claim that σ is a partial representation of F. The crucial point is
to prove that σ(t)σ(s)σ(s)∗ = σ(ts)σ(s)∗ for t, s ∈ F. To do this we use
induction on |t|+ |s|. If either |t| or |s| is zero, there is nothing to prove. So,
write t = t̃x and s = ys̃ , where x, y ∈ S ∪ S−1 and, moreover, |t| = |t̃| + 1
and |s| = |s̃|+ 1.

In case x−1 6= y we have |ts| = |t|+ |s| and hence σ(ts) = σ(t)σ(s). If, on
the other hand, x−1 = y, we have

σ(t)σ(s)σ(s)∗ = σ(t̃x)σ(x−1s̃)σ(s̃−1x) = σ(t̃)σ(x)σ(x)∗σ(s̃)σ(s̃)∗σ(x).

By (iv) and the induction hypothesis we conclude that the above equals

σ(t̃)σ(s̃)σ(s̃)∗σ(x)σ(x)∗σ(x) = σ(t̃s̃)σ(s̃)∗σ(x)

= σ(ts)σ(s̃−1x) = σ(ts)σ(s)∗.

ut

It would be interesting to find a condition about a set U of partial isome-
tries, which is equivalent to the ones above, but which refers exclusively to
the ux’s, themselves, rather than to arbitrary products of them. A related
observation is that the Cuntz-Krieger [CK] relations were shown to imply
the conditions above [E3, 5.2].

In our next result, we will use two important concepts from [E1], which we
briefly summarize here. By definition, a TRO (for ternary ring of operators),
is a closed linear subspace E ⊆ B(H), such that EE∗E ⊆ E (see also [Z]).
We adopt the convention that the product of two or more sets, as above, is
supposed to mean the closed linear span of the set of products.

Given a TRO E, we say that a partial isometry u is associated to E [E1,
5.4], and write u ∼ E, if u∗E = E∗E and uE∗ = EE∗. If, in addition,
the range of the final projection uu∗ coincides with EH (equivalently, if the
range of the initial projection u∗u coincides with E∗H), then we say that u
is strictly associated to E [E1, 5.5], and write u s∼ E.

It is a consequence of [BGR, 3.3 and 3.4], that whenever E is separable
and stable, in the sense that E∗E and EE∗ are stable C∗-algebras [E1,
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4.11], then a partial isometry strictly associated to E always exists (see also
[E1, 5.3 and 5.2]).

The reason why TROs are relevant here is that any fiber of a Fell bundle is
a TRO, as one may easily see. But, because of the separability requirement,
we shall now restrict to the case of separable bundles, according to the
following:

Definition 5.5. A Fell bundle B, over a discrete group G, is said to be
separable if each Bt is a separable Banach space.

Theorem 5.6. Let B = {Bt}t∈F be a semi-saturated, separable Fell bundle
over the arbitrary free group F, represented on a Hilbert space H. Suppose
that Be is stable. Then, there exists a semi-saturated partial representation
σ of F on H, such that σ(t) s∼ Bt. In addition, if B is orthogonal, then σ is
necessarily orthogonal, as well.

Proof. By [E1, 4.12], each Bt is stable and hence, by [E1, 5.2], there exists
a partial isometry ut

s∼ Bt. Let U = {ux}x∈S , where, as before, S is
the set of generators of F. We claim that U satisfies 5.4.iii. In fact, we
shall prove that, given x1, . . . , xn in S ∪ S∗, then Bx1 · · ·Bxn is a TRO and
that ux1 · · ·uxn is a partial isometry strictly associated to it. Proceeding
by induction, we may assume that E = Bx1 · · ·Bxn−1 is a TRO and that
u = ux1 · · ·uxn−1

s∼ E. Now, observe that E∗E and BxnB
∗
xn

are ideals in
Be, and hence they commute, as sets, that is, E∗EBxnB

∗
xn

= BxnB
∗
xn
E∗E.

So, by [E1, 6.4], it follows that EBxn is a TRO, and that uuxn

s∼ EBxn .
This proves our claim. So, let σ be a semi-saturated partial representation
of F satisfying 5.4.i. It remains to show that σ(t) s∼ Bt, but this follows
from the conclusion just above, once we write t = x1 . . . xn in reduced form.

Assume, now, that B is orthogonal. Then, given x 6= y, in S, we have,
again by [E1, 6.4], that σ(x)∗σ(y) s∼ B∗

xBy = {0}. Therefore σ(x)∗σ(y) =
0. ut

Theorem 5.7. Let B be an orthogonal, semi-saturated, separable Fell bun-
dle over F, and suppose that Be is stable. Then B is amenable (see below
for the non-stable case).

Proof. Let H be the space where B acts, and let σ be the orthogonal, semi-
saturated partial representation of F on H, provided by 5.6. As usual, we
denote by e(t) the final projection of σ(t).

Let Bσ be the Fell bundle associated to σ as in 1.4. By 4.1, we know that
Bσ satisfies the approximation property. Let, therefore, {ai}i∈I be a net of
maps satisfying the conditions of 1.10, with respect to Bσ.

We claim that e(t) commutes with Be. In fact, because σ(t) s∼ Bt, we
have that e(t) is the orthogonal projection onto BtH. Now, observing that
Be leaves the latter invariant, we obtain the conclusion. It follows that
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the C∗-algebra generated by all the e(t), namely Bσ
e , is contained in the

commutant of Be.
Let t ∈ F and pick bt ∈ Bt. Define ct = btσ(t)∗. Then ct ∈ Btσ(t)∗ =

BtB
∗
t ⊆ Be. On the other hand, note that, since the range of b∗t is contained

in Bt−1H, which is also the range of e(t−1), we have that e(t−1)b∗t = b∗t , or
simply bte(t−1) = bt. This implies that ctσ(t) = btσ(t)∗σ(t) = bte(t−1) = bt.

Since each ai(r) ∈ Bσ
e , we have that it commutes with ct and hence

lim
i→∞

∑
r∈F

ai(tr)∗btai(r) = ct lim
i→∞

∑
r∈F

ai(tr)∗σ(t)ai(r) = ctσ(t) = bt.

We therefore see that the net {ai} satisfies the properties of 1.10 with
respect to B, except that there is no reason to expect that the values of the
maps ai lie in Be. Therefore this falls short of proving the approximation
property for B and hence we cannot use 1.11 to conclude the amenability of
B.

Fortunately, what we do have is enough to fit the hypothesis of a slight
generalization of the results of [E3] leading to 1.11, which goes as follows:
Let C∗(B) be faithfully represented on a Hilbert space K. Since C∗(B)
contains

⊕
t∈GBt, we may then identify each Bt with its image under that

representation, and then think of Bt as a space of operators on K. In other
words, this provides a faithful representation of B as operators on K, and
hence we might as well assume that H = K, which we do, from now on.
Under this assumption we have that the sub-C∗-algebra of B(H) generated
by
⋃
tBt is isomorphic to C∗(B).

For each t, consider the space Ct of operators on H ⊗ l2(F), given by
Ct = Bt⊗λt, where λ is the left regular representation of F. It is easy to see
that the Ct form a Fell bundle, which is again isomorphic to B. However,
the C∗-algebra generated by

⋃
tCt is now isomorphic to C∗r (B), a fact that

follows from [E3, 3.7].
Recall that the reasoning at the beginning of the present proof provided a

net {ai}i∈I of maps ai : G→ B(H), such that supi
∥∥∑

t∈G ai(t)
∗ai(t)

∥∥ <∞,
and that bt = limi→∞

∑
r∈G ai(tr)

∗btai(r), for all bt in each Bt. Following
the argument used in [E3, 4.3], let, for each i,

Vi : H → H ⊗ l2(F),

be given by the formula Vi(ξ) =
∑

t∈F ai(t)ξ⊗ δt, where {δt} is the standard
orthonormal base of l2(F). One then proves, as in [E3, 4.3], that ‖Vi‖ ≤
‖
∑

t∈F ai(t)
∗ai(t)‖1/2, and hence that the Vi are uniformly bounded.

Now, define the completely positive maps

Ψi : B(H ⊗ l2(F))→ B(H)
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by Ψi(T ) = V ∗
i TVi, for each T in B(H ⊗ l2(F)). Again as in [E3, 4.3], one

has that, for every bt in Bt,

Ψi(bt ⊗ λt) =
∑
r∈F

ai(tr)∗btai(r).

The somewhat annoying fact that ai(t) may not belong to Be forbids us
to say that Ψi is a map from C∗r (B) into C∗(B), as stated in [E3, 4.3]. This,
however, is not a cause for despair.

Consider the canonical map Λ : C∗(B) → C∗r (B), described in section
1. Under the current representation of C∗r (B) on H ⊗ l2(F), we have that
Λ(bt) = bt ⊗ λt for all bt. Now, consider the composition of maps

C∗(B) Λ−→ C∗r (B) Ψi−→ B(H).

For bt in Bt, we have

lim
i

Ψi(Λ(bt)) = lim
i

Ψi(bt ⊗ λt) = lim
i

∑
r∈F

ai(tr)∗btai(r) = bt.

Now, by the uniform boundedness of these maps we then conclude that
limi Ψi(Λ(x)) = x for all x ∈ C∗(B). This implies that Λ is injective and
hence that B is amenable, as required. ut

6. The general case.

In this section we will prove our most general result, which is the amenability
of orthogonal, semi-saturated, separable bundles. This amounts to dropping
the stability hypothesis of the previous section, which we do by a “stabi-
lization argument”. Ideally one should develop the whole theory of tensor
products for Fell bundles but we feel this is not the place to do it. Instead,
we perform our tensor products in a way which is enough for our purposes,
albeit in a somewhat crude manner.

Let B be any Fell bundle over a discrete group G, acting on the Hilbert
space H. As in the proof of 5.7, we may assume that the sub-C∗-algebra of
B(H) generated by

⋃
tBt is isomorphic to C∗(B).

For each t ∈ G, consider the the subset of B(H ⊗ l2) (where l2 is the
usual infinite dimensional separable Hilbert space), denoted by Bt⊗K, and
defined by

Bt ⊗K = span{bt ⊗ k : bt ∈ Bt, k ∈ K}.
Here K is the algebra of compact operators on l2. It is elementary to show
that B⊗K, as defined by B⊗K = {Bt ⊗K}t∈G, is a Fell bundle in its own
right. We shall say that B⊗K is the stabilization of B.

Proposition 6.1. Let B be a Fell bundle. Then C∗(B ⊗ K) is isomorphic
to C∗(B)⊗K.
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Proof. Let us temporarily use the notation B̃ for B⊗K and B̃t for Bt ⊗K.
Observe that K may be viewed, in a canonical way, as a subalgebra of the
multiplier algebraM(B̃e), which, in turn, may be viewed as a subalgebra of
M(C∗(B̃)) [FD, VIII.5.8 and 1.15]. Since one clearly has KC∗(B̃) = C∗(B̃),
one may now show that C∗(B̃) is isomorphic to A⊗K, where A = pC∗(B̃)p,
and p is any minimal projection in K.

Using the universal property [FD, VIII.16.12] of cross-sectional C∗-alge-
bras, one may show that the assignment bt ∈ Bt 7→ bt ⊗ p ∈ C∗(B̃) extends
to a surjective *-homomorphism φ : C∗(B)→ A.

We claim that φ is injective. In fact, let H be the space where B acts, so
that B̃ sits inside of B(H ⊗ l2). The universal property, this time applied to
B̃, implies that there exists a *-representation

π : C∗(B̃)→ B(H ⊗ l2)

which, restricted to each B̃t, coincides with the inclusion of B̃t in B(H⊗ l2).
It is then easy to see that πφ maps C∗(B) onto the closed linear span of⋃
tBt ⊗ p, within B(H ⊗ l2), which is isomorphic to C∗(B) ⊗ p (see the

second paragraph of this section).
Since πφ sends each bt to bt ⊗ p, we see that πφ is the canonical isomor-

phism between C∗(B) and C∗(B) ⊗ p. This shows that φ is injective and
hence an isomorphism onto A, concluding the proof. ut

Proposition 6.2. If B is a Fell bundle such that B ⊗ K is amenable, then
B, itself, is amenable.

Proof. Consider the diagram

C∗(B)
φ→ C∗(B⊗K)

E ↓ ↓ Ẽ

Be → Be ⊗K

where φ is the injective map described in the proof of 6.1, the vertical ar-
rows represent the corresponding conditional expectations, and the unla-
beled horizontal arrow maps each be to be⊗ p. It is easy to see that this is a
commutative diagram. Recall that a Fell bundle is amenable if and only if
the conditional expectation on its cross-sectional algebra is faithful, as seen
in 1.9. So, let us show that B possesses this property. If x ∈ C∗(B) is such
that E(x∗x) = 0, then we have that Ẽ(φ(x∗x)) = 0, whence φ(x∗x) = 0
and, finally, x = 0 because φ is injective. ut
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The following is our main result:

Theorem 6.3. Let B be an orthogonal, semi-saturated, separable Fell bun-
dle over F. Then B is amenable.

Proof. All of the properties assumed on B are clearly inherited by B⊗K. In
addition, the latter possesses a stable unit fiber algebra and hence, by 5.7,
it is amenable. The conclusion then follows from 6.2. ut

Some of the most useful facts about amenable Fell bundles (see e.g. [E3,
4.10]) require not only that the bundle be amenable, but that the approxi-
mation property holds. This leads one to ask whether the result above could
be strengthened by replacing amenability with the approximation property.
We do not have a satisfactory answer to this question but then, again, we do
not know of any example of an amenable Fell bundle which does not satisfy
the approximation property.
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DISCS AND THE MORERA PROPERTY

Josip Globevnik and Edgar Lee Stout

In previous work, we have considered the problem of show-
ing that a continuous function on a real hypersurface Γ in CN

satisfies the tangential Cauchy-Riemann equations provided
that its slices satisfy conditions of Morera type. For instance,
these results imply that if Ω ⊂ CN is a bounded convex do-
main with smooth boundary, strictly convex at z0 ∈ bD, if L0

is a complex line tangent to bΩ at z0 and if f is a continuous
function on bΩ such that

∫
L∩bΩ

fω = 0 for all complex lines L
close to L0 which meet Ω and for all (1, 0) forms with constant
coefficients, then f is a CR function in a neighbourhood of z0.
This fails to hold if L0 is a complex line that meets Ω even
under much stronger assumption of holomorphic extendibility
along complex lines. Indeed, let B be the open unit ball in
C2, and define a function f on bB \ {z = 0} by f(z, w) = 1/z.
It is easy to verify that for each complex line L close to the
z-axis, f |L ∩ bB has a continuous extension to L ∩ B which is
holomorphic on L ∩ B, yet there is no open set in bB on which
f is a CR function. So to conclude that f is a CR function
one has to assume the holomorphic extension property for a
larger family of analytic discs.

1. Introduction and the main result.

Let ∆ be the open unit disc in C. An analytic disc attached to a manifold
M ⊂ CN is a continuous map ϕ : ∆ → CN , holomorphic on ∆ and such
that ϕ(b∆) ⊂ M . A.E. Tumanov proved that if f is a function of class C1

on a generic submanifold M of CN , and ϕ0 is an analytic disc attached to
M such that for all analytic discs ϕ, attached to M and close to ϕ0, the
function ζ → f(ϕ(ζ)) has a continuous extension from b∆ to ∆ which is
holomorphic on ∆, then f is a CR function in a neighbourhood of ϕ0(b∆)
[Tu1].

In the present paper we consider a similar problem with conditions of
Morera type for continuous functions on real hypersurfaces. Let Ω ⊂ CN be
a bounded domain with C2 boundary. A subsetD ⊂ Ω is called a transversely
embedded analytic disc if D = V ∩Ω where V is a one dimensional complex
submanifold of an open neighbourhood of Ω which intersects bΩ transversely
such that V ∩ Ω is biholomorphically equivalent to ∆. Then V ∩ bΩ is a

65
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simple closed curve which bounds D in V and which we denote by bD.
Clearly D = ϕ(∆) where ϕ : ∆→ CN is a one to one continuous map which
is holomorphic and regular on ∆. We say that ϕ parametrizes D. Let D0 be
a transversely embedded analytic disc and let ϕ0 be a parametrization of D0.
A family D of such discs is called a neighbourhood of D0 if there is an ε > 0
such that D contains each transversely embedded analytic disc D which can
be parametrized by a map ϕD satisfying |ϕD(ζ)− ϕ0(ζ)| < ε (ζ ∈ ∆).

As we shall see, the formulation of our principal result depends in an
essential way on the linear structure of CN so that it has no obvious analogue
in the setting of domains in complex manifolds. However, in the final part
of the paper we deduce from the principal result certain consequences that
do hold on domains in Stein manifolds.

In formulating our main results it is convenient to use the notation that
C1;0[dz] denotes the space of all (1, 0)−forms on CN with constant coeffi-
cients and C1;1[dz] the space of all (1, 0)−forms with coefficients that are
polynomials of degree not more than one. These spaces are invariant under
the action of the group of affine automorphisms of CN but under the action
of no larger subgroup of the group Aut(CN ).

The following is the principal result of the paper:

Theorem 1.1. Let Ω ⊂ CN be a bounded domain with boundary of class
C2. Let D0 ⊂ Ω be a transversely embedded analytic disc and let f be a
continuous function in a neighbourhood of bD0 in bΩ. Let w0 be a point of
D0, z0 a point of bD0. Assume that

(1.1)
∫
bD
fω = 0

for every ω ∈ C1;1[dz] and for every transversely embedded analytic disc D
belonging to a neighbourhood D of D0 such that w0 ∈ D. If Ω is strictly
pseudoconvex at z0 then the function f is a CR function in a neighbourhood
of z0. If Ω is strictly convex at z0, it suffices to assume the vanishing of the
integrals (1.1) only when ω ∈ C1;0[dz].

In the following N is a fixed positive integer at least two. By B we denote
the open unit ball in CN or in Rn, depending on the context. Similarly,
B(z, r) is the ball of radius r centered at the point z.

We describe the idea of the proof in the special case when Ω ⊂ C2 is a
convex domain and D0 = Λ0 ∩ bΩ where Λ0 is a complex line which meets
Ω. Let L0 be the complex line tangent to bΩ at z0. To prove that f is a
CR function in a neighbourhood of z0 it is, by [GlS, Th. 3.2.1], enough to
prove that

(1.2)
∫
L∩bΩ

fω = 0
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for all ω ∈ C1;0[dz] and for all complex lines L which meet Ω and belong
to a neighbourhood L of L0 in the space of complex lines. Fix such a line
L and let z ∈ L ∩ bΩ. By the strict convexity of Ω at z0, z is close to z0
provided that L is sufficiently small. Let Λ be the complex line passing
through w0 and z. If L is sufficiently small then Λ ∩ Ω belongs to D. For
convenience assume that z = 0. Let ` and h be linear functions on C2 such
that L = {z ∈ C2 : `(z) = 0}, Λ = {z ∈ C2 : h(z) = 0}. We show that
there are α ∈ R and τ > 0 such that if Vt = {z ∈ C2 : `(z)h(z) = t2eiα},
0 < t < τ , and if E is a unitary map such that |E− I| < τ then E(Vt)∩Ω is
a transversely embedded analytic disc which belongs to D provided that L
and τ are small enough. For each t, 0 < t < τ , we choose Et in such a way
that w0 ∈ Et(Vt) and that Et → I as t → 0. We show that if t → 0 then
Et(Vt) ∩ bΩ converges to [Λ ∩ bΩ] ∪ [L ∩ bΩ] in such a way that∫

Et(Vt)∩bΩ
fω →

∫
Λ∩bΩ

fω +
∫
L∩bΩ

fω

for each smooth 1-form ω on C2. Now, for each ω ∈ C1;0[dz] the terms on
the left and the first term on the right vanish by the assumption so (1.2)
holds.

In Section 2 we analyze carefully the intersections of the varieties Vt =
{(z, w) ∈ C2 : zw = t2, t > 0} with certain smooth perturbations of the
real hyperplane {(z, w) ∈ C2 : Re(z + w) = 0}. In Section 3 we use the
results of this analysis to show the existence of α and τ with the properties
above and then prove the theorem.

2. Intersections in C2.

To begin with, we study how certain small smooth perturbations of the real
hyperplane

H = {(z, w) ∈ C2 : Re(z + w) = 0}
intersect the variety V1 = {(z, w) ∈ C2 : zw = 1}.

The first step in this direction is to compute explicitly the intersection
V1 ∩H and to show that this intersection is transverse.

The transversality assertion goes as follows. Denote by Λ the (unique)
complex line in H that passes through the origin. Thus, Λ = {(z, w) ∈ C2 :
w = −z}. At a point (z, 1

z ) of V1, the tangent space to V1 is the complex line
{ζ(1,−1/z2) : ζ ∈ C}. This coincides with Λ if and only if z2 = 1, i.e., if and
only if z = ±1. It follows that V1 meets the real hyperplane H transversely.

The determination of V1∩H uses the identification of C2 with R4 obtained
by setting z = x+ iy and w = u+ iv. The point (z, w) lies in V1 ∩H if and
only if x+u = 0, xu− yv = 1, and uy+xv = 0. These equations imply that
u = 0, x = 0, and yv = −1. Thus

V1 ∩H = {(x+ iy, u+ iv) : x = u = 0, yv = −1},
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a hyperbola contained in the (real) (y, v)−plane in C2. When studying the
intersection of V1 with perturbations of H, it is useful to view this hyperbola
yv = −1 as the union of two graphs in a new coordinate system with the lines
y = ±v as the coordinate axes. For this purpose introduce new coordinates
in R4 by means of the real orthogonal transformation

X =
−x+ u√

2
, Y =

−y + v√
2

, U =
x+ u√

2
, V =

y + v√
2
.

The inverse of this is the orthogonal transformation given by

x =
−X + U√

2
, y =

−Y + V√
2

, u =
X + U√

2
, v =

Y + V√
2

.

With respect to the (X,Y, U, V )−coordinate system, the equation of H is
U = 0, and

V1 ∩H =
{

(0,
√
V 2 + 2, 0, V ) : V ∈ R

}
∪
{

(0,−
√
V 2 + 2, 0, V ) : V ∈ R

}
.

The perturbations of H that we need to consider are graphs Gr(ϕ) of the
form

Gr(ϕ) = {(X,Y, U, V ) : U = ϕ(X,Y, V ) : X,Y, V ∈ R}
where ϕ is a function of class C1 on R3 such that

(2.1) |ϕ(p)| < η (p ∈ R3, |p| < ρ) and |(Dϕ)(p)| < η (p ∈ R3)

with suitably chosen ρ and η. Note that in (2.1) the condition |ϕ(p)| < η
is assumed to hold only for p ∈ R3 in a fixed neighborhood of the origin; it
need not hold on large subsets of R3. Nevertheless, it turns out that if η is
small enough, then Gr(ϕ) ∩H is similar to V1 ∩H and, in particular, it is
a union of two graphs:

Lemma 2.1. There are η > 0, ρ < ∞, and M < ∞ such that whenever ϕ
is a function of class C1 on R3 that satisfies (2.1), then

(a) Gr(ϕ) is transverse to V1, whence Gr(ϕ) ∩ V1 is a closed submanifold
of R4 of class C1,

(b) Gr(ϕ)∩ V1 = Λ1 ∪Λ2 where Λ1 and Λ2 are disjoint curves of class C1

each of which is of the form

Λj = {(Xj(V ), Yj(V ), Uj(V ), V ) : V ∈ R}

where Xj , Yj , and Uj are C1 functions on R the first derivatives of
which are bounded by M , and

(c) Y1(V ) > 0 and Y2(V ) < 0 (V ∈ R).

Remark 1. If ϕ ≡ 0, then Gr(ϕ) = H, Uj = Xj = 0, and Y1, Y2 are the
functions V 7→ ±

√
V 2 + 2.
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Remark 2. Having proved (a), to prove (b) it is enough to prove that there
is a β > 0 such that for each s ∈ R, Gr(ϕ) ∩ V1 intersects the hyperplane

Es = {(X,Y, U, s) : X,Y, U ∈ R}
at precisely two points and, moreover, that if p ∈ Gr(ϕ) ∩ V1 ∩ Es, then
the angle between the hyperplane Es and the (tangent line to) the curve
Gr(ϕ) ∩ V1 at p is bounded below by β.

The proof of Lemma 2.1 requires some preliminaries.

Denote by L1 and L2 the z− and w−axes in C2, respectively. Far from the
origin, V1 is a slight perturbation of L1 ∪ L2, so to understand Gr(ϕ) ∩ V1

far from the origin, we first understand how Gr(ϕ) intersects L, a small
perturbation of L1 or L2.

Lemma 2.2. There are δ, β > 0 such that if ϕ is a C1 function on R3 with

(2.2) |(Dϕ)(p)| < δ (p ∈ R3)

and if f, g are functions of class C1 on R2 that satisfy

(2.3) ||f ||C1(R2) < δ, ‖g‖C1(R2) < δ

then with L = {(x, y, f(x, y), g(x, y)) : x, y ∈ R} we have that
(a) Gr(ϕ) is transverse to L,
(b) for each s, Gr(ϕ) ∩ L ∩ Es consists of a single point, and
(c) if p ∈ Gr(ϕ) ∩ Es, then the angle between Es and Gr(ϕ) ∩ L at p is

bounded below by β.

Proof. The z−axis L1 = {(x, y, 0, 0) : x, y ∈ R} intersects H transversely,
and the line L1 ∩ H intersects Es transversely at an angle that does not
depend on s. Further, (2.3) implies that at each point p of L, the tangent
space TpL is arbitrarily close to L1, uniformly with respect to p ∈ L provided
that δ is small enough, and (2.2) implies that each point p ∈ Gr(ϕ), TpGr(ϕ)
is arbitrarily close to H, uniformly with respect to p, provided that δ is small
enough. This shows that Gr(ϕ) is transverse to L if δ is small enough, which
proves (a). It also shows that the tangent line to L ∩Gr(ϕ) at a point p is
arbitrarily close to L1 ∩H when δ is small enough, which proves that there
is a β > 0 satisfying (c) when δ is small enough.

If s ∈ R, then L∩Es = {(x, y, f(x, y), g(x, y)) : y+ g(x, y) = s
√

2}. If δ is
small enough, then a simple one-variable argument shows that given s, x ∈
R, there is a unique y = y(x, s) = s

√
2+ψ(x, s) such that y+g(x, y) = s

√
2,

and, moreover, that ψ(x, s) is arbitrarily small, uniformly with respect to
x, s ∈ R when δ is sufficiently small. By the implicit mapping theorem ψ is
of class C1. By differentiating the equality ψ(x, s)+ g(x, s

√
2+ψ(x, s)) = 0,

we see that ∂ψ
∂x and ∂ψ

∂s are arbitrarily small, uniformly in x, s ∈ R when δ

is small. If we put t = −x/
√

2 and pass to X,Y, U, V−coordinates, we can
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write L∩Es = Fs(R) where Fs(t) = (t+A(t, s),−s+B(t, s),−t+A(t, s), s)
with ‖A‖C1 , ‖B‖C1 arbitrarily small provided that δ is small enough. The
set Es ∩ Gr(ϕ) has two (connected) components Ω−

s = {(X,Y, U, s) : U <
ϕ(X,Y, s)} and Ω+

s = {(X,Y, U, s) : U > ϕ(X,Y, s)}. If p ∈ Gr(ϕ) ∩ Es, let
np be the unit normal vector to Gr(ϕ)∩Es at p that points in the direction
of Ω+

s . By (2.2), np is arbitrarily close to (0, 0, 1, 0), uniformly with respect
to p if δ is small enough. Further, for sufficiently small δ, Ḟ (t)/|Ḟ (t)| is
arbitrarily close to

(
1√
2
, 0,− 1√

2
, 0
)
, uniformly with respect to s and t. Thus,

granted that δ is small enough, if 〈, 〉 denotes the real inner product on R4,
then 〈

Ḟs(t)
|Ḟs(t)|

, np

〉
< 0 (t ∈ R, p ∈ Gr(ϕ) ∩ Es),

which shows that only way that Fs(t) can meet Gr(ϕ) as t increases is when
it passes from Ω+

s to Ω−
s , which implies that Gr(ϕ)∩Es∩L contains at most

one point.
To see that Gr(ϕ) ∩ Es ∩ L 6= ∅ we must show that ϕ(t + A(t, s),−s +

B(t, s), s) = −t + A(t, s) for at least one t. For small δ this follows from
the one-variable fact that if p, q are two functions of class C1 on R such that
p′(t) < µ < ν < q′(t), t ∈ R, for two constants µ and ν, then their graphs
intersect.

Lemma 2.3. If R > 0, then the δ of Lemma 2.2 can be chosen so small
that if (2.2) and (2.3) are satisfied, and if, in addition, ϕ satisfies

(2.4) |ϕ(X,Y, V )| < δ (|X|, |Y |, |V | < 2R)

then |s| ≤ R and (X,Y, U, s) ∈ Gr(ϕ) ∩ L ∩ Es imply that |X| < R and
|Y | < 2R.

Proof. Choose ω ∈ (0,min{1, R}) such that 2ω/(1− ω) < R − ω. Let A,B
be as in the proof of Lemma 2.2. Choose δ < ω so small that Lemma 2.2
holds, that |A(t, s)| < ω, |B(t, s)| < ω (t, s ∈ R) , and that ϕ satisfies

(2.5)
∣∣∣∣ ddtϕ(t+A(t, s),−s+B(t, s), s)

∣∣∣∣ < ω (t, s ∈ R).

Assume also that ϕ satisfies (2.4). Recall that Gr(ϕ) ∩ L ∩ Es = {(λ +
A(λ, s),−s+B(λ, s),−λ+A(λ, s), s)} where −λ+A(λ, s) = ϕ(λ+A(λ, s),−s
+B(λ, s), s). It follows that

− λ+A(λ, s)

=
∫ λ

0

d

dt
ϕ(t+A(t, s),−s+B(t, s), s)dt+ ϕ(A(0, s),−s+B(0, s), s).

Since |A(0, s)|, |B(0, s)| < R, it follows by (2.4) that |s| ≤ R implies that

|ϕ(A(0, s),−s+B(0, s), s)| < δ < ω
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whence (2.5) implies that |λ| < 2ω/(1− ω) < R− ω so | − λ+A(λ, s)| < R.
Clearly | − s+B(t, s)| < R+R = 2R. This completes the proof.

To prove Lemma 2.1, we also need the following quantitative form of the
inverse function theorem:

Lemma 2.4. Let U be an open subset of Rn that contains the origin, and
let F : U → Rn be a map of class C1 such that F (0) = 0 and (DF )(0) is
nonsingular. If r > 0 is so small that

(2.6), |(DF )(x)− (DF )(0)| < 1
8|(DF )(0)−1|

(|x| < r),

then given a C1 map ϕ : U → Rn such that

(2.7) |(Dϕ)(x)| < 1
16|(DF )(0)−1|

(|x| < r)

and

(2.8) |ϕ(0)| < r

4|(DF )(0)−1|
,

there is a unique x with |x| < r such that F (x) + ϕ(x) = 0.

Remark 3. The assumptions imply that if |x| < r, then D(F + ϕ)(x) is
nonsingular. Indeed, if |x| < r, then DF (0)−1D(F + ϕ)(x) is invertible:

|DF (0)−1D(F + ϕ)(x)− I|
= |DF (0)−1{D(F + ϕ)(x)−DF (0)}|
≤ |DF (0)−1|{|DF (x)−DF (0)|+ |Dϕ(x)|}

≤ |DF (0)−1|
{

1
8

1
|DF (0)−1|

+
1
16

1
|DF (0)−1|

}
= 3/16 < 1.

The proof of Lemma 2.4 is in the Appendix to this section.

Proof of Lemma 2.1. For each t > 0, set Dt = {(X,Y, U, V ) : |V | < t}, and
let L1, L2 be the coordinate axes in C2. Sufficiently far away from the origin,
V1 is an arbitrarily small perturbation of L1 ∪ L2, so by Lemmas 2.2 and
2.3, there are R, 2 < R <∞, δ > 0, and γ > 0 such that if ϕ satisfies (2.2)
and (2.4), then:
(i) Gr(ϕ) is transverse to V1 at each point of C2 \DR,
(ii) for each s, |s| ≥ R, the set Gr(ϕ) ∩ V1 ∩ Es consists of precisely two
points and at each of these points the angle between (the tangent line to)
Gr(ϕ) ∩ V1 and Es is at least γ, and
(iii) if |s| ≤ R and if (X,Y, U, s) ∈ Gr(ϕ) ∩ V1, then |X| < R and |Y | < 2R.

Let the ρ of condition (2.1) satisfy ρ > 8R. To complete the proof, it
suffices to show that there are η, 0 < η < δ, and γ′ > 0 such that if ϕ
satisfies (2.1), then G(ϕ) is transverse to V1 at each point of DR and that
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for each s, |s| < R, the set {|X| < R, |Y | < 2R} ∩ V1 ∩Gr(ϕ) ∩ Es consists
of precisely two points at each of which the angle between (the tangent line
to) V1 ∩Gr(ϕ) and Es is at least γ′.

The equations of V1 in the (X,Y, U, V )-coordinates are −X2 +Y 2 +U2−
V 2 = 2 and XY − UV = 0, so given s ∈ R, we find Es ∩ V1 ∩ Gr(ϕ) by
solving F̃ (X,Y, U, V ) = (0, 0, 0, s) where

F̃ (X,Y, U, V ) = (−X2 + Y 2 + U2 − V 2 − 2, XY − UV,U − ϕ(X,Y, V ), V ).

Let

F (X,Y, U, V ) = (−X2 + Y 2 + U2 − V 2 − 2, XY − UV,U, V ).

Then F−1(0, 0, 0, s) = V1∩H ∩Es = {(0,
√

2 + s2, 0, s), (0,−
√

2 + s2, 0, s)}.
We have det[DF (0,±

√
2 + s2, 0, s)] = −2(2 + s2) (s ∈ R), so (DF )(p) is

invertible at each point of V1 ∩H. Clearly (DF )(p) and (DF )(p)−1 depend
continuously on p = (0,±

√
2 + s2, 0, s) on each branch of V1 ∩H, i.e., they

depend continuously on s. By compactness Lemma 2.4 now implies that

(A) there are r, 0 < r <
√
R2 + 2 − R and β > 0 such that whenever

p = (0,±
√
s2 + 2, 0, s) with |s| ≤ R and ϕ satisfies |ϕ| < β and |Dϕ| < β

on (p + rB) ∩H, then Gr(ϕ) ∩ V1 ∩ Es ∩ (p + rB) consists of precisely one
point, at which DF̃ is nonsingular.

The nonsingularity of DF̃ at p means that Gr(ϕ) is transverse to V1 at
p and that the angle between Gr(ϕ)∩ V1 and Es at p is positive. Since this
angle depends continuously on s, it follows that for |s| ≤ R it is bounded
below by a positive constant.

The equation of V1 ∩H is X = U = 0, Y = ±
√

2 + V 2. Since R > 2 and
r <
√
R2 + 2 − R, it follows that |X ′| < R and |Y ′| < 2R whenever |V | ≤

R, p = (X,Y, 0, V ) ∈ V1∩H, and p′ = (X ′, Y ′, U ′, V ) satisfies |p′−p| < r. Let
U = [DR∩V1∩H]+rB. By compactness there is some η, 0 < η < min{δ, β},
such that DR ∩ V1 ∩ {(X,Y, U, V ) : |X| < R, |Y | < 2R, |U | < η} ⊂ U . Since
ρ > 8R, it follows that if ϕ satisfies (2.1) then |ϕ| < β and |Dϕ| < β
on U ∩ H, which, by (A), implies that if |s| ≤ R, then the only points
(X,Y, U, V ) in Es ∩ V1 ∩Gr(ϕ) that satisfy |X| < R, |Y | < 2R are the two
described in (A).

It remains only to prove assertion (c). For this, note that V1 \ B(0, r)
is an arbitrarily small perturbation of (L1 ∪ L2) \ B(0, r) where the Li are
the coordinate axes, provided that r is large enough. In particular, if ρ in
Lemma 2.1 is large enough and η > 0 small enough then for, say, |V | > ρ/4,
the tangent line to Λi is arbitrarily close to either L1 ∩H = {X = U = V =
0} = {X = U = 0, V = −Y } or to L2 ∩H = {X = U = Y = 0} = {X =
U = 0, V = Y }. In particular, there are disjoint neighborhoodsW1 of L1∩H
and W2 of L2 ∩H in the space of real lines passing through the origin such
that the tangent line to Λi for |V | > ρ/4 is either in W1 or in W2. With
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no loss of generality, assume that if {X = p1V, Y = p2V,U = p3V : V ∈ R}
belongs to W1, then p2 >

1
2 and if it belongs to W2, then p2 < −1

2 . On
the other hand, provided that η is small enough, {V1 ∩ Gr(ϕ) : |V | < ρ/2}
is an arbitrarily small perturbation of {V1 ∩ H : |V | < ρ/2} = {X = U =
0, Y = −

√
2 + V 2} ∪ {X = U = 0, Y =

√
2 + V 2}. It follows that one of the

functions Yi, say Y1, is positive on |V | ≤ ρ/2 and the other, Y2, is negative
there. By the preceding discussion Y ′

1(ρ/2) > 1
2 , and Y ′

1(ρ/2) < −1
2 , and

Y ′
2(ρ/2) < −1

2 , and Y ′
2(ρ/2) > 1

2 provided that η is small enough. Since for
|V | ≥ ρ/4, either Y ′

i (V ) > 1
2 or Y ′

i (V ) < −1
2 , it follows, by the continuity of

Y ′
i that Y1 decreases on (−∞,−ρ/4) and increases on (ρ/4,∞) and that Y2

increases on (−∞, ρ/4) and decreases on (ρ/4,∞). This establishes (c) and
completes the proof of Lemma 2.1.

We now want to understand how a surface S passing through the origin
and almost tangent to H = {(z, w) : Re(z+w) = 0} intersects the varieties
Vt = {(z, w) : zw = t2} for small t > 0 in a neighborhood of the origin.
To do this, we consider a C1 function ψ on R3 that satisfies ψ(0) = 0 and
consider how S = Gr(ψ) intersects Vt.

The main fact we use is the homogeneity condition that Vt = tV1 when
t > 0. This implies that Vt∩Gr(ψ) = t(V1∩ 1

tGr(ψ)). Notice that 1
tGr(ψ) =

Gr(ϕ) if ϕ(X,Y, V ) = 1
tψ(tX, tY, tV ). Also (Dϕ)(X,Y, V ) = (Dψ)(tX, tY,

tV ), so |(Dϕ)(p)| < τ for all p ∈ R3 if and only |(Dψ)(p)| < τ for all p ∈ R3.

If η, ρ, and M are as in Lemma 2.1, then the conditions (2.1) for ϕ(p) =
1
tψ(tp) are

(2.9)
∣∣∣∣1t ψ(tp)

∣∣∣∣ < η (|p| < ρ) and |(Dψ)(p)| < η (p ∈ R3).

Lemma 2.5. There are τ > 0 and M < ∞ such that if the smooth real
function ψ on R3 satisfies

(2.10) ψ(0) = 0 and |(Dψ)(p)| < τ (p ∈ R3),

then for every t > 0

(a) Gr(ψ) is transverse to Vt, and
(b) Gr(ψ) ∩ Vt = Λ1 ∪ Λ2 where Λ1 and Λ2 are C1 curves of the form

Λj = {(Xj(V ), Yj(V ), Uj(V ), V ) : V ∈ R}

where the functions Xj , Yj, and Uj are of class C1 on R and where the
first derivative of each is bounded uniformly by M, and

(c) Y1(V ) > 0 and Y2(V ) < 0 (V ∈ R).
Moreover, given ε > 0, there is δ > 0 such that if

(2.11) W = {(X,Y, U, V ) : |V | < δ},
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then for all t > 0

length (W ∩ Vt ∩Gr(ψ)) < ε.

Proof. Let η, ρ and M be as in Lemma 2.1. This lemma and the preceding
discussion imply that to prove (a)-(c) it suffices to show that τ > 0 in
(2.10) can be chosen so small that (2.10) implies (2.9) for every t > 0. Let
τ = min{η, η/ρ}, and assume that ψ satisfies (2.10). The second inequality
in (2.9) is obviously satisfied. To prove the first inequality, let |p| < ρ. Then
(2.10) implies that∣∣∣∣1t ψ(tp)

∣∣∣∣ = ∣∣∣∣1t
∫ t

0
(Dψ)(λp) · pdλ

∣∣∣∣ ≤ 1
t
τ |p|t < η

ρ
ρ = η.

Finally, if δ > 0 is so small that δ
√

3M2 + 1 < ε, and if W is given by (2.11)
then

length (W ∩ Vt ∩Gr(ϕ)) =
2∑
j=1

∫ δ

−δ

√
X ′
j(t)2 + Y ′

j (t)2 + U ′j(t)2 + 1 dt

≤ 4δ
√

3M2 + 1 < ε.

This completes the proof.

Appendix to Section 2.

The proof of Lemma 2.4 depends on the following standard result:

Lemma 2.A.1. Let U be a neighborhood of 0 ∈ Rn, and let F : U → Rn

be a C1 map with F (0) = 0 and (DF )(0) = I. If r > 0 is so small that
|(DF )(0)(x) − (DF )(0)| < 1

2 when |x| < r, then for each y, |y| < r
2 , there

is precisely one x, |x| < r, such that F (x) = y.

Proof. Let G(x) = F (x) − x. Then |(DG)(x)| < 1
2 when |x| < r. Thus, if

|x|, |y| < r, then |G(x)−G(y)| = |
∫ 1
0 (DG)(x+t(y−x))(y−x)dt| ≤ 1

2 |x−y|,
so 1

2 |x−y| ≥ |G(x)−G(y)| = |F (x)−F (y)−(x−y)| ≥ |x−y|−|F (x)−F (y)|,
and |F (x) − F (y)| ≥ 1

2 |x − y|, whence F is one-to-one on W = {|x| <
r}. Let |y| < r

2 and set x0 = 0, xn = y − G(xn−1), n = 1, 2, . . . . Then
|xn+1 − xn| = |G(xn)−G(xn−1)| ≤ 1

2 |xn − xn−1|. Note that xn, xn−1 do lie
in W : |x1| = |y| < r

2 , so |x1 − x0| < r
2 ≤

1
2 |x2 − x1| ≤ 1

2 |x1 − x0| ≤ 1
2
r
2 , etc.

Thus, xn → x, and x = y−F (x) + x, whence y = F (x). This completes the
proof of the Lemma.

Lemma 2.A.2. Let U be a neighborhood of the origin in Rn, and let F :
U → Rn be a C1 map with F (0) = 0 and (DF )(0) nonsingular. If r > 0 is
so small that

|(DF )(x)− (DF )(0)| < 1
2|(DF )(0)−1|

when |x| < r
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then for each z with |z| < r
2|(DF )(0)−1| there is a unique x, |x| < r, such that

F (x) = z.

Proof. Consider the map x 7→ (DF )(0)−1 ◦ F (x) = G(x). We have that
G(0) = 0 and that |(DG)(x)−(DG)(0)| = |DF (0)−1[(DF )(x)−(DF )(0)]| ≤
|(DF )(0)−1| · |(DF )(x) − (DF )(0)| < 1

2 when |x| < r. By Lemma 2.A.1,
given y, |y| < r

2 , there is a unique x, |x| < r, such that G(x) = y, i.e.,
F (x) = (DF )(0)(y). Consequently, for each z ∈ r

2(DF )(0)(B), there is a
unique x, |x| < r, such that F (x) = z. As 1

|(DF )(0)−1|B ⊂ (DF )(0)(B) it
follows that for each z, |z| < r

2
1

|DF (0)−1| there is precisely one x with |x| < r

such that F (x) = z. This completes the proof.

Proof of Lemma 2.4. Put G(x) = F (x) +ϕ(x)−ϕ(0) so that G(0) = 0, and
(DG)(x) = (DF )(x) + (Dϕ)(x). We have

(DG)(0)−1 = [(DF )(0) + (Dϕ)(0)]−1

= (DF )(0)−1
∞∑
k=0

[
−(DF )(0)−1Dϕ(0)

]k
.

By (2.7) |(DF )(0)−1Dϕ(0)| ≤ |(DF )(0)−1||(Dϕ)(0)| < 1
2 , so

(2.12) |(DG)(0)−1| ≤ 2|(DF )(0)|−1.

Further, if |x| < r, then by (2.7) and (2.8)

|(DG)(x)− (DG)(0)| ≤ |(DF )(x)− (DF )(0)|+ |(Dϕ)(0)|+ |(Dϕ)(x)|

<
1
8

1
|DF (0)−1|

+
1
8

1
|DF (0)−1|

<
1
4

1
|DF (0)−1|

≤ 1
2|DG(0)−1|

so by Lemma 2.A.2, for each |z| < r
2|DG(0)−1| there is a unique x, |x| < r, such

that G(x) = z. In particular, by (2.8) and (2.12), this holds for z = −ϕ(0).
Accordingly, there is a unique x, |x| < r, such that F (x) + ϕ(x) = 0. This
completes the proof of Lemma 2.4.

3. Proof of Theorem 1.1.

We begin with two lemmas of a general character, which will be used in the
main part of the proof of the theorem.

The proof of the first of these is quite short but is decidedly nontrivial, as it
depends essentially on some complicated results in the theory of polynomial
convexity.
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Lemma 3.1. If ϕ : ∆̄ → CN is a continuous map that is holomorphic on
∆, that is one-to-one on ∆̄ and that carries b∆ onto a rectifiable simple
closed curve, then the set X = ϕ(∆̄) is polynomially convex.

Proof. Let Σ be the image of b∆ under ϕ, and denote by Σ̂ the polynomially
convex hull of Σ. It is a result of Alexander [Al1] that Σ̂ \ Σ is a closed
analytic subvariety of the domain CN \ Σ. Moreover, by [Al2], this variety
is irreducible. As ϕ(∆) is a closed analytic subvariety of CN \ Σ that is
contained in Σ̂, it follows that, as claimed, X = Σ̂.

Lemma 3.2. Let P ⊂ C2 be a bounded domain. Let Vt = {(z, w) : zw =
t2}, t > 0, and suppose that Vt ∩ P 6= ∅ and that Vt ∩ bP = Γ is a simple
closed curve. Then Vt ∩ P is biholomorphically equivalent to a disc.

Proof. The projection π : C2 → C given by π(z, w) = z carries Vt biholo-
morphically onto C \ {0}. Let Q be the bounded component of C \ π(Γ).
Since P is bounded, it follows that if z ∈ C\ Q̄, z 6= 0, then (z, t

2

z ) ∈ C2 \ P̄ .
We show that 0 /∈ Q. Otherwise, there are points zn ∈ Q with zn → 0 such
that (zn, t

2

zn
) ∈ P for all n, contradicting the boundedness of P. Thus, 0 /∈ Q,

and {(z, t2z ) : z ∈ Q} = P ∩ Vt. As Q is biholomorphically equivalent to a
disc, the same is true of P ∩ Vt. This completes the proof.

We now begin the proof of Theorem 1.1 itself. Initially we work in C2.
We shall deal first with the case that Ω is strictly convex at zo.

By the assumption of convexity, there are a ball B(zo, r) centered at z0
and a function % on B(z0, r) with nonvanishing gradient and positive definite
Hessian such that B(z0, r)∩bΩ = {w ∈ B(z0, r) : %(w) = 0} and B(z0, r)∩Ω =
{w ∈ B(zo, r) : %(w) < 0}. Denote by Λ(z0, bΩ) the complex line passing
through z0 and tangent to bΩ at z0. There is a neighborhood L of Λ(z0, bΩ)
in the space of all complex lines in C2 such that if Λ ∈ L meets B(z0, r)∩Ω,
then Λ meets B(z0, r)∩bΩ transversely in a closed curve that bounds a convex
domain in Λ. We shall show, after passing to a smaller L if necessary, that

(3.1)
∫

Λ∩B(z0,r)∩bΩ
fω = 0 (Λ ∈ L)

for all ω ∈ C1;0[dz]. By [GlS, Th. 3.2.1] this implies that f is a CR-function
in a neighborhood of z0.

Given Λ ∈ L which meets B(0, r)∩Ω we shall show that the neighbourhood
D contains transversely embedded analytic discs Dn, n ∈ N, and D, such
that as n→∞, bDn converges to bD ∪ [Λ ∩ B(z0, r) ∩ bΩ] in the sense that
for every continuous 1-form γ on C2,

(3.2) lim
n→∞

∫
bDn

γ =
∫
bD
γ +

∫
Λ∩B(z0,r)∩bΩ

γ.
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If ω ∈ C1;0[dz], then by hypothesis
∫
bDn

fω = 0, (n ∈ N), and
∫
bD fω = 0.

Applying (3.2) with γ = fω gives (3.1).
To construct such sequences, first consider the following special case. We

again use the notation that Vt = {(z, w) ∈ C2 : zw = t2} (t > 0).

Lemma 3.3. Let Ω ⊂ C2 be a bounded domain with boundary of class C2.
Let 0 ∈ bΩ, and let Re(z + w) = 0 be the tangent plane to bΩ at 0. Denote
by L1 and L2 the coordinate axes of C2, which we assume to intersect bΩ
transversely and in such a way that Lj ∩ bΩ = Λj is a simple closed curve
that bounds a domain Dj ⊂ Lj , j = 1, 2. There is then τ > 0 such that if
0 < t ≤ τ and if E is a unitary map of C2 to itself with |E − I| < τ , then
E(Vt) is transverse to bΩ and DtE = E(Vt) ∩ Ω is a transversely embedded
analytic disc. Moreover, if δ > 0 is sufficiently small, then DtE \ δB is an
arbitrarily small perturbation of [D1 \ δB]∪ [D2 \ δB] provided that t > 0 and
|E − I| are sufficiently small.

Proof of Lemma 3.3.

Step 1. If r > 0 is sufficiently small, then b(rB) is transverse to Λ1 and
to Λ2, and each Λi intersects b(rB) at exactly two points. In addition,
b(rB) intersects bΩ transversely in a slight perturbation of H ∩ b(rB) where
H = {Re(z +w) = 0}. Both b(rB) and bΩ are transverse to L1 and L2. For
each i, Di \ rB is bounded by the union of an arc λi = Λi \ rB and a circular
arc γi contained in b(rB).

On any compact set missing the origin E(Vt) is an arbitrarily small per-
turbation of L1 ∪ L2 provided that t > 0 and |E − I| are small enough. In
this case, bΩ and b(rB) cut out of Vt two domains Di(t, E, r), and by the
transversality mentioned above, each Di(t, E, r) is a slight perturbation of
Di \ rB. It is bounded by two smooth arcs, one lying near λi, the other near
γi.

Suppose for the moment that we have proved that

(B) there is τ > 0 such that for each t, 0 < t ≤ τ , E(Vt) is transverse to
bΩ and E(Vt) ∩ bΩ is a simple closed curve ΛEt.

For 0 < t ≤ τ define DtE to be Ω ∩ E(Vt). By Lemma 3.2 each DtE is a
transversely embedded analytic disc.

Step 2. We first describe what we are going to do to prove (B). If
V0 = {zw = 0} = L1 ∪ L2, then V0 ∩ bΩ is a figure eight, a union of
two simple closed curves, Λ1 and Λ2, in C2 which meet only at the origin.
(Note that they are not tangent to each other there.) Fix a small ball B
centered at the origin. Outside B the variety Vt is a small perturbation of V0

when t > 0 is small enough. It follows that bΩ∩E(Vt)\B is, for small t > 0,
a small perturbation of (Λ1 \ B) ∪ (Λ2 \ B), which is a union to two disjoint
arcs. Now we use Lemma 2.5 to analyze what happens in B as we pass from
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t = 0 to a small positive t. A careful analysis will show that B∩V0, the cross
in the figure eight, gets replaced with two arcs that connect the endpoints
of the two arcs whose union is [bΩ∩E(Vt)] \B in such a way that the union
of all four arcs is a simple closed curve.

Now let us give the details of the proof of (B). Let δ > 0 be smaller than τ
in Lemma 2.2. Since Re (z+w) = 0 is tangent to bΩ at 0, it follows that there
are r > 0 and a smooth function ψ on R3 such that ψ(0) = 0, |(Dψ)(p)| <
δ
2 (p ∈ R3) and such that B(0, r) ∩ Gr(ψ) = B(0, r) ∩ bΩ. There is a ν > 0
such that if E is a unitary map with |E − I| < ν, then E(bΩ) is transverse
to both L1 and L2, and there is a unique function ψE , smooth on R3 with
ψE(0) = 0, |(DψE)(p)| < δ (p ∈ R3) and such that E(Gr(ψ)) = Gr(ψE).

Provided that δ has been chosen small enough Lemma 2.2 shows that
Gr(ψE) ∩ Li = {(ΦiE(V ), V ) : V ∈ R} where ΦiE = (XiE , YiE , UiE) is
smooth on R and Φ′

1E(V ) is arbitrarily close to (0,−1, 0), and Φ′
2E(V ) is

arbitrarily close to (0, 1, 0) uniformly in V ∈ R provided that δ and γ are
small enough. In particular, we may assume that for V ∈ R
(3.3)

|X ′
iE(V )| < 1

2
, |U ′iE(V )| < 1

2
, −3

2
< Y ′

1E(V ) < −1
2
,

1
2
< Y ′

2E(V ) <
3
2
.

Thus, Y1E is strictly decreasing, Y2E is strictly increasing, and since YiE(0) =
0 it follows that Y1E(V ) > 0 and Y2E(V ) < 0 when V < 0 while Y1E(V ) < 0
and Y2E(V ) > 0 when V > 0.

Step 3. We have to take into account that Gr(ψE) coincides with E(Ω)
only within B(0, r). With M as in Lemma 2.5, choose ω > 0 so small that if

A = {|X|, |Y |, |U | < (M + 2)ω and |V | < ω}

then A ⊂ B(0, R). The bounds (3.3) imply that

(3.4) |XiE(±ω)| < 1
2
ω, |UiE(±ω)| < 1

2
ω, and |YiE(±ω)| < 3

2
ω.

As δ is smaller than the τ of Lemma 2.5, this lemma implies that for each
t > 0,

Gr(ψE) ∩ Vt = {(Φ1Et(V ), V ) : V ∈ R} ∪ {(Φ2Et(V ), V ) : V ∈ R}

where ΦiEt = (XiEt, YiEt, UiEt) is smooth on R and Y1Et(V ) > 0, and
Y2Et(V ) < 0 for all V ∈ R.

If t0 > 0 and γ > 0 are sufficiently small, then by transversality, the set
{Φ1Et(ω), Φ2Et (ω)} is a small perturbation of the set {Φ1I(ω),Φ2I(ω)} and
the set {Φ1Et(−ω),Φ2Et(−ω)} is a small perturbation of the set {Φ1I(−ω),
Φ2I(−ω)} whenever 0 < t ≤ t0 and |E − I| < γ. In particular by (3.4) we
may suppose that

(3.5) |XiEt(±ω)| < ω, |UiEt(±ω)| < ω and |YiEt(±ω)| < 2ω.
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Since by Lemma 2.5 |X ′
iEt|, |Y ′

iEt|, |U ′iEt| < M on R, (3.5) implies that for
|V | < ω,

|XiEt(V )| < (M + 1)ω, |UiEt(V )| < (M + 1)ω, and |YiEt(V )| < (M + 2)ω

so, provided that t0 and γ are small enough (XiEt(V ), YiEt, UiEt(V ), V ) ∈ A
when |V | < ω. Since A ⊂ B(0, r) where Gr(ψE) coincides with E(bΩ), it
follows that B(0, r)∩Gr(ψE)∩Vt∩{|V | < ω} = B(0, r)∩E(bΩ)∩Vt∩{|V | <
ω}.

To see that E(Vt) ∩ bΩ is a simple closed curve if t > 0 and |E − I| are
small is equivalent to seeing that Vt∩E(bΩ) is a simple closed curve provided
that t > 0 and |E − I| are small.

To see that Vt∩E(bΩ) is a simple closed curve, observe first that Λi = ΛiI
consists of a short arc Λsi = {(ΦiI(V ), V ) : |V | < ω} and a long arc Λ`i , which
joins the points (ΦiI(ω), ω) and (ΦiI(−ω),−ω). If ω > 0 is small enough then
the long arc Λ`E meets A only at its endpoints at which it is transverse to the
hyperplanes V = ω and V = −ω, respectively. This transversality, together
with the transversality of L1 and L2 to bΩ implies that when t = 0 changes
to t, 0 < t ≤ t0 and I changes to E, |E − I| < γ, then, provided that t0
and γ are small enough, the long arc Λ`i will change arbitrarily little to an
arc Λ`iEt with endpoints (T+

iEt, ω) close to (ΦiI(ω), ω) and (T−iEt,−ω) close to
(ΦiI(−ω),−ω), which will still meet A only at its endpoints. In particular,

(C) the Y−coordinates of T−1Et and T+
2Et will be positive, and the Y -

coordinates of T+
1Et and T−2Et will be negative.

We have Λ`1Et ∪ Λ`2Et = [Vt ∩ E(bΩ)] \ A.
On the other hand, provided that t0 > 0 and γ are small enough, for

every E, |E − I| < γ, and for every t, 0 < t ≤ t0, A ∩ E(bΩ) ∩ Vt = A ∩
Gr(ψE) ∩ Vt = {(Φ1Et(V ), V ) : |V | < ω} ∪ {(Φ2Et(V ), V ) : |V | < ω} where
Y1Et(V ) > 0, andY2Et(V ) < 0 for all V ∈ R. Now Vt intersects E(bΩ) \ A
transversely provided that γ and t0 are small enough, and by Lemma 2.5, Vt
meets E(bΩ)∩A transversely. Thus E(Vt) intersects bΩ transversely, which
implies that E(Vt) ∩ bΩ is a closed, one-dimensional submanifold of C2. As
Vt ∩ E(bΩ) \ A = Λ`1Et ∪ Λ`2Et and Vt ∩ (bΩ) ∩ A = {(Φ1Et(V ), V ) : |V | <
ω} ∪ {(Φ2Et(V ), V ) : |V | < ω}, it follows that

(3.6) E(bΩ) ∩ Vt = Λ`1Et ∪ Λ`2Et ∪ {(Φ1Et(V ), V ) : |V | < ω}
∪ {(Φ2Et(V ), V ) : |V | < ω}.

The last two arcs are contained in A, and the first two miss A. As Λ`1∩Λ`2 =
∅, it follows that Λ`1Et ∩ Λ`2Et = ∅ if t0 and γ are small enough. The last
two arcs in (3.6) are also disjoint since Y1Et(V ) > 0 and Y2Et(V ) < 0 for all
V ∈ R. This, together with (C), implies that the only way for the right side
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of (3.6) to be a closed submanifold of C2 is for

Φ1Et(−ω) = T−1Et Φ1Et = T+
2Et

and

Φ2Et(−ω) = T−2Et Φ2Et(ω) = T+
1Et.

Thus, E(bΩ)∩Vt consists of the long arc Λ`1Et joining (T+
1 , ω) with (T−1 ,−ω)

followed by the arc {(Φ1Et(V ), V ) : |V | < ω} joining (T−1 ,−ω) with (T+
2 , ω)

followed by the long arc Λ`2Et joining (T+
2 , ω) with (T−2 ,−ω) followed finally

by the arc {(ΦEt(V ), V ) : |V | < ω} joining (T−2 ,−ω) with (T+
1 , ω). This

proves that E(bΩ) ∩ Vt is a simple closed curve provided that t > 0 and
|E − I| are small enough.

This completes the proof of Lemma 3.3.

Discussion 1. Given ε > 0, the ω in the proof of Lemma 3.3 can be
chosen so small that 4ω

√
3M2 + 1 < ε. This implies that the length of

E(bΩ)∩A∩Vt does not exceed ε. Indeed, length(E(bΩ)∩A∩Vt) = length(Vt∩
Gr(ψE) ∩ A) =

∫ ω
−ω[
∑2

j=1[X
′
jEt(v)

2 + Y ′
jEt(v)

2 + V ′
jEt(v)

2 + 1]]
1
2dv, and

since |X ′
jEt(v)|, |Y ′

jEt(v)|, |V ′
jEt(v)| are all bounded by M , it follows that

length(E(bΩ) ∩ A ∩ Vt) ≤ 4ω
√

3M2 + 1 < ε.

Discussion 2. The implicit mapping theorem implies that given an interior
point w of the long arc Λ`i , there are a neighborhood W (w) of w, a ν(w) > 0,
and a t0(w) > 0 such that |E − I| < ν(w) and 0 < t ≤ t0(w) imply that
Λ`iEt ∩ W (w) is a smooth graph over Λ`i ∩ W (w). These graphs depend
smoothly on E and t. The same is true at the endpoints of Λ`i . Since we
want the endpoints of Λ`iEt to belong to |V | = ω, we have to write, e.g., in
a sufficiently small neighborhood W (w) of w = (ΦiI(ω), ω), ΛiI ∩W (w) =
{(ΦiI(t), t) : ω ≤ t < ω + γ} for some small γ > 0, and then Λ`iEt ∩W (w) =
{(ΦiEt(t), t) : ω ≤ t < ω + γ}. A partition of unity argument together with
the compactness of Λ`i shows that given a smooth 1-form α on C2, we have

(3.7) lim
E→I, t→0

∫
Λ`

iEt

α =
∫

Λ`
i

α.

Similar reasoning applies to show that if t0 and ν are small enough, then the
lengths of Λ`iEt, |E−I| < ν, 0 < t ≤ t0, are uniformly bounded. We already
know that the lengths of E(bΩ) ∩ Vt ∩A are uniformly bounded. Thus, the
lengths of E(bΩ)∩Vt are uniformly bounded provided that |E− I| < ν, 0 <
t ≤ t0.

Discussion 3. Let π1(z, w) = z, π2(z, w) = w be the coordinate projections
in C2. For each t, 0 < t < τ , let Di

tE = πi(E−1(DtE)), i = 1, 2. Since the
E−1(DtE) are discs in Vt, 0 < t < τ , the Di

tE are Jordan domains in C,
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bounded by simple closed curves πi(E(Vt) ∩ bΩ), which, when t → 0, E →
I, by the last statement of Lemma 3.3, converge to Di in the following
sense: Given ε > 0 there is a δ, 0 < δ < τ , such that if 0 < t < δ and
|E − I| < δ then there is a homeomorphism ψitE : bDi → bDi

tE such that
|ψitE(w) − w| < ε (w ∈ bDi), i = 1, 2. This implies [Po, p. 26] that given
a conformal map ϕ1 : ∆→ D1 and ε > 0 there is a δ, 0 < δ < τ , such that
whenever 0 < t < δ and |E − I| < δ, there is a conformal map ϕ1

tE : ∆ →
D1
tE such that |ϕ1

tE − ϕ1| < ε on ∆ which further implies that there is a
parametrization ζ 7→ (ϕ1

tE(ζ), t2/ϕ1
tE(ζ)) = ΦtE(ζ) of E−1(DtE) such that

|ΦtE(ζ)−Φ1(ζ)| < 2ε+ diam(D2) (ζ ∈ ∆) whenever 0 < t < δ, |E − I| < δ
where Φ1(ζ) = (ϕ1(ζ), 0) is a parametrization of D1. In particular, given
a neighbourhood D of D1 in the space of transversely embedded analytic
discs, DtE ∈ D (0 < t < δ, |E − I| < δ) provided that diam(D2) and δ are
small enough.

Let α be a continuous 1-form on C2 with compact support. Given ε > 0,
there is a δ > 0 such that for every smooth compact curve Σ in C2, we have∣∣∣∣∣

∫
E(Σ)

α−
∫

Σ
α

∣∣∣∣∣ =
∣∣∣∣∫

Σ
E∗α− α

∣∣∣∣ < ε.length(Σ)

whenever E is a unitary map with |E − I| < δ.

Lemma 3.4. Let Ω,Λ1,Λ2 and Vt, t > 0, be as in Lemma 3.3. If α is a
continuous 1-form on C2, then

(3.8) lim
E→I, t→0

∫
bΩ∩E(Vt)

α =
∫

Λ1∪Λ2

α =
∫
bΩ∩V0

α.

Proof. With no loss of generality we suppose that α has compact support.
Suppose that we have proved that

(3.9) lim
E→I,t→0

∫
E(bΩ)∩Vt

α =
∫

Λ1∪Λ2

α.

Since the lengths of E(bΩ) ∩ Vt, |E − I| < δ, 0 < t < t0, are uniformly
bounded, the preceding discussion implies that given ε > 0 there is a δ > 0
such that ∣∣∣∣∣

∫
Ẽ(E(bΩ)∩Vt)

α−
∫
E(bΩ)∩Vt

α

∣∣∣∣∣ < ε

whenever |Ẽ − I| < δ, |E − I| < γ, and 0 < t < t0. In particular, taking
Ẽ = E−1 yields ∣∣∣∣∣

∫
bΩ∩E−1(Vt)

α−
∫
E(bΩ)∩Vt

α

∣∣∣∣∣ < ε
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whenever |E−1 − I| < δ, |E − I| < γ, 0 < t < t0. Now E → I is equivalent
to E−1 → I, so

lim
E−1→I,t→0

∫
bΩ∩E−1(Vt)

α = lim
E→I,t→0

∫
E(bΩ)∩Vt

α

provided that the limit on the right exists. Thus (3.9) implies (3.8). It
remains to prove (3.9).

Let ε > 0, and let L be a uniform bound for the coefficients of α. By the
Discussion 1 above, one can choose ω > 0, to > 0, and ν > 0 such that

length(E(bΩ) ∩ A ∩ (Λ1 ∪ Λ2)) <
ε

16L

and

length(E(bΩ) ∩ A ∩ Vt) <
ε

16L
whenever |E − I| < ν and 0 < t < t0. It follows that when 0 < t < t0 and
|E − I| < ν,

(3.10)

∣∣∣∣∣
∫
E(bΩ)∩A∩Vt

α

∣∣∣∣∣ < ε

4
and

∣∣∣∣∣
∫
E(bΩ)∩A∩(Λ1∪Λ2)

α

∣∣∣∣∣ < ε

4
.

Further, by (3.7), we can pass to smaller ν > 0 and t0 > 0 if necessarily to
get

(3.11)

∣∣∣∣∣
∫

Λ`
iEt

α−
∫

Λ`
i

α

∣∣∣∣∣ < ε

4
(0 < t < to, |E − I| < ν, i = 1, 2).

Thus, if 0 < t < t0 and |E − I| < ν, then (3.10) and (3.11) imply that∣∣∣∣∣
∫
E(bΩ)∩Vt

α−
∫

Λ1∪Λ2

α

∣∣∣∣∣ ≤
2∑
i=1

∣∣∣∣∣
∫

Λ`
iEt

α−
∫

Λ`
i

α

∣∣∣∣∣+
∣∣∣∣∣
∫
E(bΩ)∩A∩Vt

α

∣∣∣∣∣
+

∣∣∣∣∣
∫
E(bΩ)∩A∩(Λ1∪Λ2)

α

∣∣∣∣∣ ≤ ε.
This proves (3.9). The proof of Lemma 3.4 is complete.

Lemma 3.5. Let Ω ⊂ C2 be a bounded domain with 0 ∈ bΩ. Assume that
bΩ is of class C2 in a neighborhood U of (L1∪L2)∩bΩ, L1, L2 the coordinate
axes, and that L1, L2 intersect bΩ transversely so that Dj = Lj ∩ Ω are
transversely embedded analytic discs, j = 1, 2. Let w1 ∈ D1. There is then
a sequence {An}n=1,2,... ⊂ Ω of transversely embedded analytic discs such
that w1 ∈ An, bAn ⊂ U (n ∈ N) and such that for each continuous 1-form
α on C2

(3.12) lim
n→∞

∫
bAn

α =
∫
bD1

α+
∫
bD2

α.
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Proof. Suppose to begin with that bΩ is of class C2.
Assume first that Re(z + w) = 0 is the tangent space to bΩ at 0. By

Lemma 3.3 there is τ > 0 such that bΩ ∩ E(Vt) is a simple closed curve
contained in U that bounds the analytic disc E(Vt) ∩ Ω transverse to bΩ
provided that |E − I| and t are small enough. Since on a compact set
missing 0, Vt is an arbitrarily small perturbation of L1 ∪L2 provided that t
is small enough, it follows that given τn (τn < τ), there are tn, 0 < tn < τn
and En, |En − I| < τn, such that w1 ∈ En(Vtn). Put An = En(Vtn) ∩ Ω.
Then the An are transversely embedded analytic discs and by Lemma 3.4,
(3.12) holds for every continuous 1-form on C2.

In the general case, let Re(pz + qw) = 0 be the equation of the tangent
space to bΩ at 0. Since L1, L2 are transverse to bΩ it follows that p 6= 0, q 6=
0, so F (z, w) = ( zp ,

w
q ) is an isomorphism of C2 with F (0) = 0, F (Li) =

Li, i = 1, 2, and Re(z +w) = 0 is the tangent space to bΩ̃ if Ω̃ = F (Ω). We
are now in the situation above with Ω replaced by Ω̃ and with Dj replaced
by D̃j = Lj∩Ω̃. Thus, there is a sequence Ãn ⊂ Ω̃ of transversely embedded
analytic discs such that bÃn ⊂ F (U), F (w1) ∈ Ãn and such that

lim
n→∞

∫
bÃn

β =
∫
bD̃1

β +
∫
bD̃2

β

for every continuous 1-form β on C2. In particular given a continuous 1-form
α on C2 it follows that if β = (F−1∗)α then

lim
n→∞

∫
bAn

F ∗(F−1∗)α =
∫
bD1

F ∗(F−1∗)α+
∫
bD2

F ∗(F−1∗)α

where An = F−1(Ãn), which implies (3.12).
If the boundary bΩ is of class C2 only in a neighborhood of the intersection

(L1 ∪ L2) ∩ bΩ, then a small modification of the argument just given is
required. The set U can be taken to lie in the subset of bΩ that is a manifold
of class C2. Then, in the proof of Lemma 3.3 it is enough to assume that bΩ
is of class C2 only in a neighborhood of (L1 ∪ L2) ∩ bΩ, since we are there
intersecting bΩ with varieties that are small perturbations of L1 ∪ L2.

Lemma 3.5 is proved.

Discussion. Again, as in Discussion 3 after Lemma 3.3, given a neigh-
bourhood D of D1 in the space of transversely embedded analytic discs, An
can be chosen to belong to D provided that diam(D2) is small enough.

We now continue the proof of Theorem 1.1, but no longer under the
restriction to domains in C2. We are dealing with the case that Ω is strictly
convex at z0.

Lemma 3.6. Let Ω be a bounded domain in CN with bΩ of class C2. Suppose
that D0 ⊂ Ω is a transversely embedded analytic disc. Let w0 ∈ D0 and z0 ∈
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bD0, and suppose that Ω is strictly convex at z0. Let D be a neighbourhood
of D0 in the space of transversely embedded analytic discs. Denote by Λ(z0)
a complex line that is tangent to bΩ at z0. There are an open ball B centered
at z0 and a neighborhood L of Λ(z0) in the space of all complex lines in CN

such that for each L ∈ L that meets Ω ∩B
(a) L ∩B ∩ bΩ is a compact convex curve, and
(b) there are A ∈ D and a sequence {An}n=1,2,... ⊂ D such that w0 ∈

A,w0 ∈ An (n ∈ N) and such that for each smooth 1-form α on C2

(3.13) lim
n→∞

∫
bAn

α =
∫
bA
α +

∫
L∩Q∩bΩ

α.

As in the two-dimensional analysis, this implies that
∫
L∩Q∩bΩ fω = 0.

Granted this lemma, Theorem 1.1, in the case of convexity, now follows
from the following lemma.

Lemma 3.7. Let D be a bounded convex domain with bD of class C2 and
strictly convex at z0 ∈ bD. Let L be an open set of complex lines in CN that
contains a line tangent to bD at z0. If f is a continuous function on bD that
with the property that

∫
L∩bD fα = 0 whenever L ∈ L meets D and whenever

α ∈ C1;0[dz], then f is a CR-function on a neighborhood of z0 in bD.

Proof. As L contains L0, a complex line tangent to bD at z0 and is open,
the result follows, in the case that N = 2, from a result in [Gl2]. In the
case of arbitrary N , a different analysis is necessary.

Thus, consider the case of general N . Let H0 be the real hyperplane
tangent to bD at z0, and let T0 ⊂ H0 be the complex hyperplane in CN that
goes through z0. We shall show that if T is a complex hyperplane in CN

that is near T0 and that meets D, then
∫
T∩bD fϑ = 0 for all (N,N−2)-forms

ϑ on CN with constant coefficients. Granted this, the result we want is a
consequence of Theorem 3.2.1 of [GlS].

The complex hyperplane T0 is a disjoint union of complex lines parallel
to L0. Continuity and the openness of L imply the existence of an open set
T in the space of complex hyperplanes in CN such that T0 ∈ T and such
that each T ∈ T is a union of complex lines L each of which is parallel to
an element of L and each of which is either disjoint from D, meets D in a
single point, or else meets bD in a small convex curve lying near z0. If T is
small enough, then as L is open, each T ∈ T is a union of lines {Lλ}λ∈Λ(T )

parallel to an element of L with the additional property that if Lλ meets
bD, then Lλ ∈ L.

By hypothesis, for a given T ∈ T ,
∫
Lλ∩bD fω = 0 for every λ ∈ Λ(T ).

Lemma 2.2.1 of [GlS] implies that for each T ∈ T ,
∫
T∩bD fϑ = 0 for each

ϑ, an (N,N − 2)−form on CN with constant coefficients. The lemma is
proved.
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The proof of Lemma 3.6 depends on the following simple observation.

Lemma 3.8. Let δ > 0, and let V be a closed one-dimensional complex
submanifold of an open set in CN such that for each ζ, |ζ| < δ, V intersects
the hyperplane Hζ = {z : z1 = ζ} at one point and transversely. Assume
that V meets H0 at the origin. There is a biholomorphic map Φ of {z ∈ CN :
|z1| < δ} onto itself that fixes H0 and has the property that Φ(V ∩ {|z1| <
δ}) = {(ζ, 0, . . . , 0) : |ζ| < δ}.

Proof. Let V ∩ Hζ = ϕ(ζ) = (ζ, ϕ2(ζ), . . . , ϕN (ζ)), |ζ| < δ. The map
ϕ : δ∆ → CN is holomorphic by the transversality. As it satisfies ϕ(0) = 0
the map Φ given by

Φ(z1, . . . , zN ) = (z1, z2 − ϕ2(z1), . . . , zN − ϕN (z1))

has the desired properties.

Proof of Lemma 3.6. The idea is very simple; we describe it in a special
case. Since Ω is strictly convex at z0 there are an open ball B centered at
z0 and a neighbourhood L of Λ(z0) in the space of complex lines in CN such
that if L ∈ L and L ∩ B meets Ω then L ∩ B meets bΩ transversely in a
compact convex curve. Moreover, given a neighbourhood E of z0 in CN ,
L∩B∩Ω ⊂ E provided that L is small enough. Let V be a one dimensional
submanifold of an open neighbourhood of Ω such that V ∩Ω = D0. We find
a biholomorphic map G from a neighbourhood Q of D0 in CN to a domain
G(Q) in such a way that G(z0) = 0 and that G maps Q∩V into the z1-axis.
Shrink L if necessary so that L ∩ B ∩ Ω ⊂ Q whenever L ∈ L and assume
that L ∈ L and that z0 ∈ L. We modify G so that, in addition, it maps
L∩B∩Q into the z2-axis. Then we intersect G(Q) with the two-dimensional
subspace M spanned by z1- and z2-axes. This gives a domain in the copy M
of C2 to which Lemma 3.5 applies to yield a sequence {Ãn} of transversely
embedded analytic discs whose boundaries bÃn, in the sense of that lemma,
converge to G(bD0) ∪ G(L ∩ B ∩ Ω). Then An = G−1(Ãn), and A0 = D0

will do the job. Of course, we must be more careful when L does not pass
through z0.

Step 1. Let V be a closed one-dimensional submanifold of an open neigh-
borhood of Ω that intersects bΩ transversely so that D0 = V ∩Ω, bD0 = V ∩
bΩ. By Lemma 3.1 above, D0 is polynomially convex, so it has a Stein neigh-
borhood basis. Thus, there are arbitrarily small neighborhoods Q of D0 in
CN that are biholomorphically equivalent, say under F, to a domain P in CN

and in such a way that F (V ∩Q) = {(z1, . . . , zN ) ∈ P : z2 = · · · = zN = 0},
i.e., that F (V ∩ Q) is the intersection of P with the z1-axis. This follows
from a result of Docquier and Grauert on the existence of holomorphic tubu-
lar neighborhoods -see [GR, pp. 256-257]- and the holomorphic triviality
of holomorphic vector bundles over discs. The strict convexity of Ω at z0
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implies that there are an open ball B centered at z0 and a neighbourhood
L of Λ(z0) in the space of complex lines such that

(D) if L ∈ L and L ∩ B meets Ω then L ∩ B meets bΩ transversely in a
small compact convex curve. Moreover, given a neighbourhood E of z0, L
can be chosen so small that B ∩ L ∩ Ω ⊂ E for every L ∈ L.

Passing to smaller P,Q if necessary we may assume that there are a
neighbourhood T of the z1-axis in the space of all complex lines passing
through w̃0 = F (w0) and a δ > 0 such that whenever a complex line T ′

is parallel to a line T ∈ T , dist(T, T ′) < δ then T ′ intersects F (Q ∩ bΩ)
transversely in a simple closed curve that bounds the domain D(T ′) = T ′ ∩
F (Q ∩ Ω).

Step 2. Since V is transverse to bΩ at z0 it follows that Λ(z0) is not tangent
to V at z0 so the complex tangent line to F (Λ(z0)∩B∩Q) at z̃0 = F (z0) does
not coincide with the z1-axis. Thus, after composing F with a unitary map
that fixes the z1-axis we may, after passing to a smaller L and δ, assume
that there are a small open ball E ⊂ B ∩ Q such that (D) holds, and a
neighbourhood H of {z2 = 0} in the space of complex hyperplanes passing
through w̃0 such that

(E) for each L ∈ L, F (E ∩ L) intersects each H ′, a complex hyperplane
parallel to an H ∈ H, dist(H,H ′) < 2δ, at precisely one point and trans-
versely.

By passing to a smaller T we can suppose that for each T ∈ T there is
an H ∈ H such that T ⊂ H.

For each T ∈ T let

D(T, δ) = ∪{D(T ′) : T ′ parallel to T, dist(T, T ′) < δ}

and
P (T, δ) = ∪{T ′ ∩ P : T ′parallel to T, dist(T, T ′) < δ}.

Note that D(T, δ) = P (T, δ)∩F (Ω∩Q) is a connected component of P (T, δ)\
S where S = F (bΩ ∩ Q). Choose a neighbourhood P of z̃0 in Q so small
that

(F) if z ∈ P and if T is the complex line passing through z and w̃0 then
T ∈ T and P ⊂⊂ P (T, δ).

By (D) we can pass to a smaller L such that

(3.14) L ∩B ∩ Ω ⊂ Q, F (L ∩B ∩ Ω) ⊂ P (L ∈ L).

Fix L ∈ L that meets Ω ∩ B. By (D) and by (3.14), L meets B ∩ bΩ
transversely in a compact convex curve that bounds the convex domain
L ∩B ∩ Ω ⊂⊂ Q. Moreover, by (3.14) we have
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(G) F (L∩B∩Ω) = F (L∩B)∩F (Ω∩Q) ⊂ P is a domain in F (L∩B∩Q)
bounded by the simple closed curve F (L∩B∩ bΩ) = F (L∩B∩Q)∩F (bΩ∩
Q) ⊂ P.

Recall that

P (T, δ) ∩ bD(T, δ) = P (T, δ) ∩ F (bΩ ∩Q)

and
P (T, δ) ∩ F (Q ∩ Ω) = D(T, δ).

By (G) and by the fact that P ⊂⊂ P (T, δ) it follows that F (L∩B∩Q)∩F (Ω∩
Q) ⊂ D(T, δ)∩P and F (L∩B∩Q)∩F (bΩ∩Q) ⊂ bD(T, δ)∩P ⊂ S∩P (T, δ)
which implies that

(3.15) F (B ∩ L ∩Q) ∩ D(T, δ) = F (B ∩ L ∩Q) ∩ F (Ω ∩Q)

and

(3.16) F (B ∩L∩Q)∩ bD(T, δ) = F (B ∩L∩Q)∩F (bΩ∩Q) ⊂ S ∩P (T, δ).

Clearly, F (B ∩ L ∩Q) intersects S transversely.

Step 3. Choose p ∈ F (L ∩B ∩Q) ∩ F (bΩ ∩Q). By (3.14) and by (F) the
complex line T passing through p and w̃0 belongs to T and is contained in
some H ∈ H so by (E), F (L∩B∩Q) intersects each complex hyperplane H ′

parallel to H with dist(H,H ′) < 2δ at precisely one point and transversely.
Lemma 3.8 now implies that there is a biholomorphic map Φ from H + 2δB
onto itself that fixes H and maps F (B ∩L∩Q)∩ (H + 2δB) onto p+ 2δ∆q
where q is a unit vector orthogonal to H. Note that P (T, δ) ⊂⊂ H + 2δB.

Let U = Φ(D(T, δ)) and Σ = Φ(P (T, δ) ∩ S) = Φ(bD(T, δ) ∩ P (T, δ)).
Now (3.15) and (3.16) imply that Φ(F (B ∩L∩Q))∩ (H + 2δB) = p+ 2δ∆q
meets U in a domain bounded by a simple closed curve contained in Σ ⊂ bU ,
and the intersection is transverse. Moreover, since Φ fixes H ⊃ T we have
p ∈ Σ ∩ T and T meets U in a domain bounded by a simple closed curve
Σ ∩ T = S ∩ T obtained as a transverse intersection of T with Σ ⊂ bU .

With no loss of generality, assume that p = 0. Let M be the two-
dimensional complex subspace spanned by T and Cq. Recall that Cq meets
U in a domain bounded by a simple closed curve which is a transverse inter-
section of Cq with Σ ⊂ bU and that T intersects U in a domain bounded by
a simple closed curve which is the transverse intersection of T with Σ ⊂ bU .
Since both T ∩ bU and Cq ∩ bU are contained in Σ, an open subset of bU
which is smooth, it follows that near (T ∪ bU) ∪ (Cq ∩ bU), bU is smooth
and transverse to M . Thus Ũ = U ∩M is a bounded open set in M which
has smooth boundary near (T ∩ bU) ∩ (Cq ∩ bU). The component Ũ0 of
U containing (T ∩ U) ∪ (Cq ∩ U) is a bounded domain in M which has
smooth boundary near (T ∩ bŨ0) ∪ (Cq ∩ bŨ0) and which T and Cq meet
in domains bounded by simple closed curves, which are transverse inter-
sections of T and Cq with bŨ0. Now apply Lemma 3.5 to get a sequence
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Ãn ⊂ Ũ0 of transversely embedded analytic discs whose boundaries bÃn, in
the sense of that lemma, converge to (T ∩ bŨ0)∪ (Cq ∩ bŨ0). It is now clear
that by pulling back to bΩ ∩ Q with (Φ ◦ F )−1 that An = (Φ ◦ F )−1(Ãn),
A = (Φ ◦ F )−1(T ∩ U0), and L ∩ B ∩ Q ∩ bΩ = (Φ ◦ F )−1(Cq ∩ bŨ) satisfy
(3.13) and w0 ∈ A, w0 ∈ An(n ∈ N).

It remains to show that everything can be done in such a way that An (n ∈
N) and A belong toD. By transversality, for each T ∈ T the disc T∩F (Q∩Ω)
is arbitrarily small perturbation of the intersection of F (Q∩Ω) with z1-axis
provided that T is small enough. Further, our construction implies that
the maps Φ are uniformly close to the identity provided that H and δ are
small enough. Since P can be chosen arbitrarily small the reasoning from
Discussion 3 following Lemma 3.3 applies to show that the discs Ãn belong
to an arbitrarily small neighbourhood of T ∩ F (Q ∩ Ω) provided that P is
small enough. It follows that An, n ∈ N, and A can be chosen to belong to
D.

Theorem 1.1 is thus proved in the case of convexity. It remains to prove
it in the strictly pseudoconvex case.

To this end, observe first that in the proof of Lemma 3.6 we never used
the fact that the elements of L are complex lines. What we needed was the
following:
(a) There is an open neighborhood W of z0 such that all L ∈ L0 are one-
dimensional complex submanifolds of W,
(b) the initial Λ(z0) ∈ L0 is tangent to W ∩ bΩ,
(c) if L ∈ L0 is sufficiently close to Λ(z0) in the C1−sense and if L meets
W ∩Ω, then L meets bΩ transversely in a simple closed curve bounding the
domain Ω ∩ L, and
(d) given a neighborhood V of z0, we have L ∩Ω ⊂ V provided that L ∈ L0

is sufficiently close to Λ(z0) in the C1-sense.
Now the following lemma is proved in exactly the same way as Lemma

3.6.

Lemma 3.9. Let Ω be a bounded domain in CN with bΩ of class C2. Suppose
that D0 ⊂ Ω is a transversely embedded analytic disc. Let w0 ∈ D0 and
z0 ∈ bD0. Let W,Λ(z0) and L0 be as above. Let D be a neighbourhood of D0

in the space of transversely embedded analytic discs. There is an L ⊂ L0, a
C1-neighbourhood of Λ(z0) in L0, such that for each L ∈ L that meets Ω∩W

(a) L ∩ bΩ is a compact convex curve, and
(b) there are A ∈ D and a sequence {An}n=1,2,... ⊂ D such that w0 ∈

A,w0 ∈ An (n ∈ N) and such that for each smooth 1-form α on C2

(3.17) lim
n→∞

∫
bAn

α =
∫
bA
α +

∫
L∩bΩ

α.
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To conclude the proof, we suppose that bΩ is strictly pseudoconvex at z0.
There exist a neighborhood W of z0 and a biholomorphic map Ψ : W →
W̃, W a neighborhood of 0 = Ψ(z0) such that Ψ is a polynomial map of
degree two and such that Ψ(Ω∩W) is strictly convex. Let L̃0 be the complex
tangent line to bΨ(Ω∩W) at 0. Let L̃0 be a neighborhood of L̃0 in the space
of complex lines, and for each L̃ ∈ L̃0 let L = Φ−1(L̃∩W̃). If W and L̃0 are
sufficiently small then L0 = {L : L̃ ∈ L̃0} has the properties (a)-(d). Recall
that by our assumptions,

∫
bD fω = 0 for every form ω ∈ C1;1[dz] and for

each transversely embedded analytic disc D ∈ D. By Lemma 3.9 it follows
that there is a neighborhood L̃ ⊂ L̃0 of L̃0 in the space of complex lines
and a neighborhood Q of z0 such that for each L ∈ L = {L : L̃ ∈ L̃} which
meets Ω ∩W,

(3.18)
∫
L∩bΩ

fω = 0

for each ω ∈ C1;1[dz]. Since Ψ is a polynomial map of degree two, it follows
that for all α ∈ C1;0[dz] the form Ψ∗α lies in C1;1[dz].

If L̃ ∈ L̃, then given a form α ∈ C1,0[dz] (3.18) implies that∫
L̃∩Ψ(bΩ∩W)

(f ◦Ψ−1)α =
∫

Ψ(L∩bΩ)
(f ◦Ψ−1)α =

∫
L∩bΩ

(f ◦Ψ−1 ◦Ψ)Ψ∗α = 0.

By [GlS, Th. 3.2.1] it follows that f◦Ψ−1 is a CR-function in a neighborhood
of 0 in Ψ(bΩ∩W), which implies that f is a CR-function in a neighborhood
of z0.

Theorem 1.1 is finally proved.

4. Concluding Remarks.

In this final section we note a consequence of the main theorem.

Let Ω be as in Theorem 1.1 and let D ⊂ Ω be a transversely embedded
analytic disc. If a continuous function f on bD has a continuous extension
to D which is holomorphic on D then

∫
bD fω = 0 for all (1, 0)-forms with

linear coefficients. The holomorphic extendibility is invariant with respect
to biholomorphic maps. Accordingly the following theorem holds in Stein
manifolds, which we view as closed complex submanifolds of CM .

Theorem 4.1. Let Ω be a relatively compact domain in a closed complex
submanifold M, dimM ≥ 2 of CM that has C2 boundary. Let D0 ⊂ Ω
be a transversely embedded analytic disc, and let Ω be strictly pseudoconvex
at z0 ∈ bD0. Let D be a neighbourhood of D0 in the space of transversely
embedded analytic discs D ⊂ Ω. Suppose that f is a continuous function on
a neighbourhood of bD0 in bΩ such that for each D ∈ D satisfying w0 ∈ D,

(4.1) f |bD has a continous extension to D which is holomorphic on D.
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Then f is a CR function in a neighbourhood of z0. If (4.1) holds for all
D ∈ D then there are a neighbourhood W of D0 in M and a continuous
function f̃ on W ∩ Ω such that f̃ = f on W ∩ bΩ.

Proof. Let dimM = N . The set D ⊂M is a compact, polynomially convex
set in CM and thus has a Stein neighborhood basis in CM . The intersec-
tions of the elements of this basis withM form a Stein neighborhood basis
of D in M. Thus, by the result of Docquier and Grauert and the holo-
morphic triviality of holomorphic vector bundles on discs as used above and
by the fact that the extendibility assumptions we make are invariant under
biholomorhic maps, we can assume that Ω is a domain in CN and that D
is the intersection of Ω with the z1−axis. The preceding theorem now im-
plies that f is a CR-function in a neighborhood of z0 in bΩ. This proves
the first part of the theorem. As bΩ is strictly pseudoconvex at z0, there
are a neighborhood P of z0 and a continuous function ˜̃

f on P ∩ Ω that is
holomorphic on P ∩Ω and that satisfies ˜̃

f = f on P ∩ bΩ. Our assumptions
imply that there is δ > 0 such that if T denotes the set of all complex lines
parallel to the z1−axis and at distance not exceeding δ from it, then each
T ∈ T meets P ∩ bΩ transversely (and thus also meets P ∩ Ω), T meets bΩ
in a simple closed curve bounding T ∩ Ω, and f |(T ∩ bΩ) has a continuous
extension fT to T ∩Ω that is holomorphic in T ∩Ω. Since T ∩bΩ∩P contains
an arc, fT coincides with ˜̃

f |T near bΩ ∩ P. Thus, by Hartogs’s lemma, the
function f̃ defined by f̃ |(T ∩ Ω) = fT has all the required properties on
W = ∪{T : T ∈ T }.

This completes the proof.
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THE CLASSIFICATION OF COHOMOLOGY
ENDOMORPHISMS OF CERTAIN FLAG MANIFOLDS

Duan Haibao and Zhao Xuan

This note describe a method for dertermining cohomology
endomorphisms of a space. Examples are taken for some flag
manifolds.

1.

Let U(n) be the unitary group of rank n, SO(m) the special orthogonal
group of rank m, and Sp(n), the symplectic group of rank n. Fix, once and
for all, a maximal torus Tn ⊂ U(n), T [m

2
] ⊂ SO(m), Tn ⊂ Sp(n) in each of

the groups.
For a topological space X the problem of finding all integral cohomology

endomorphisms H∗(X;Z) → H∗(X;Z) is a step toward classifying all ho-
motopy classes of self maps X → X. In [3] M. Hoffman solved this problem
for the flag manifold F (n) = U(n)/Tn. In this note we settle the problem
for the spaces D(m) = SO(m)/T [m

2
] and S(n) = Sp(n)/Tn.

It is worth to point out that S. Papadima determined all cohomology
automorphisms of G/T with coefficients in R or Q, where G is a compact
connected Lie Group and T its maximal torus [5].

2.

We describe the integral cohomologies (in terms of generators-relations) of
these spaces. Let ei(z1, · · ·, zn) be the ith elementary symmetric function in
the variables z1,· · ·, zn. The following results is well known from A. Borel
[1].

Lemma 1.

H∗(F (n);Z) = Z[t1, . . . , tn]/ei(t1, . . . , tn), 1 ≤ i ≤ n, |ti| = 2;

H∗(S(n);Z) = Z[y1, . . . , yn]/ei(y2
1, . . . , y

2
n), 1 ≤ i ≤ n, |yi| = 2,

and there exist integral classes x1, . . . , xn ∈ H2(D(m);Z), n = [m2 ], so that

H∗(D(2n);Q) = Q[x1, . . . , xn]/ei(x2
1, . . . , x

2
n),

1 ≤ i ≤ n− 1; en(x1, . . . , xn);

H∗(D(2n+ 1);Q) = Q[x1, . . . , xn]/ei(x2
1, . . . , x

2
n), 1 ≤ i ≤ n,

93
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where |u| stands for the grade of the enclosed u and Q, the field of rationals.

The integral cohomology for the space D(m) is not available in [1] due
to the presence of 2-torsion in H∗(SO(m);Z). However, with slightly more
geometric investigation, the algebra H∗(D(m);Z) can be shown to be as
follows.

Let G(2n, 2) be the Grassmannian of oriented 2-planes through the origin
in the Euclidean 2n-space R2n. The canonical 2-plane bundle γ overG(2n, 2)
will have the preferred orientation. Let x ∈ H2(G(2n, 2);Z) be the Euler
classes for the oriented bundle γ.

The space D(2n) can be identified with the subspace of G(2n, 2)× · · · ×
G(2n, 2) (n-copies) consisting of n mutually orthogonal oriented 2-planes
with their induced orientation on R2n agrees with the standard one. Evi-
dently we have n projections πi : D(2n) → G(2n, 2), 1 ≤ i ≤ n, given by
taking the ith plane. Set xi = π∗i (x) ∈ H2(D(2n);Z).

Lemma 2. The integral classes ei(x1, . . . , xn) ∈ H∗(D(2n);Z), 1 ≤ i ≤ n,
are all divisible by 2. Further the algebra H∗(D(2n);Z) is generated multi-
plicatively by x1, . . . , xn−1 and v = 1

2e1(x1, . . . , xn) subject to the relations
1
4
ei(x2

1, . . . , x
2
n) = 0, 1 ≤ i ≤ n− 1, and

1
2
en(x1, . . . , xn) = 0,

where the 4-divisibility of ei(x2
1, . . . , x

2
n) follows from the 2-divisibility of

ei(x1, . . . , xn).

From the Wang sequence of the standard fibration

D(2n) ⊂ D(2n+ 1)
p→ S2n

we find classes x′1, . . . , x
′
n ∈ H2(D(2n + 1);Z) so that x′i | D(2n) = xi ∈

H2(D(2n);Z), i.e., the bundle p has Leray-Hirsch property [6, p. 365].
Moreover it can be shown that p∗(ι) = ±1

2x
′
1 · · ·x′n, where ι ∈ H2n(S2n;Z) =

Z is a generator and p∗, the induced homomorphism. Therefore, Lemma 2
implies:

Lemma 3. The integral classes ei(x′1, . . . , x
′
n) ∈ H∗(D(2n+1);Z), 1 ≤ i ≤

n, are all divisible by 2. Further the algebra H∗(D(2n + 1);Z) is gener-
ated multiplicatively by x′1, . . . , x

′
n−1 and v′ = 1

2e1(x
′
1, . . . , x

′
n) subject to the

relations
1
4
ei(x′21 , . . . , x

′2
n ) = 0, 1 ≤ i ≤ n.

3.

Let X denote one of the spaces F (n), D(m), or S(n). From the descriptions
for H∗(X;Z) two types of endomorphisms become apparent:

Example 1. For an integer k ∈ Z, the Adams map lk : H∗(X;Z) →
H∗(X;Z) is defined by lk(u) = ku for all u ∈ H2(X;Z).
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Example 2. Let Σn be the permutation group on {1, 2, . . . , n}, and let Sn
be the full permutation group on {±1,±2, . . . ,±n}. We set

Φ(X) =

{
Σn if X = F (n) and
Sn if X = D(2n), D(2n+ 1) or S(n).

For a α ∈ Φ(X) the standard action of α on H2(X;Z) extends uniquely to
an algebra map H∗(X;Z)→ H∗(X;Z), for which we denote still by α.

For an k ∈ Z and a α ∈ Φ(X) write hαk for the composition α ◦ lk. In [3]
M. Hoffman proved that any endomorphism of H∗(F (n);Z) has the form
hαk for some k ∈ Z and α ∈ Φ(F (n)). We extends his result in:

Theorem 1. For X = D(m), m > 5, m 6= 8 or S(n), n > 2, any endo-
morphism of H∗(X;Z) has the form hαk for some k ∈ Z and α ∈ Φ(X).

Exceptions do occur for the spaces D(4), D(5), D(8) and S(2). Indeed, as
only small values of n are involved, a direct computation based on Lemma
1-3 yields the following. Let h be an endomorphism of H∗(X;Z) with X =
D(4), D(5), D(8) or S(2). With respect to the Q-basis of H2(X;Z) given
in Lemma 1 the action of h on H2(X;Z) has the representations:

1) hαk , or
(
−1 1
1 1

)
◦ hαk , with k ∈ Z, α ∈ S2 for X = S(2);

2) 1
2

(
a εa
b εb

)
, or

(
a εb
b εa

)
, with a, b ∈ Z, ε = ±1 for X = D(4) ;

3) hαk , or 1
2

(
−1 1
1 1

)
◦ hαk , with k ∈ Z, α ∈ S2 for X = D(5) and

4) hαk , or 1
2


−1 1 1 1
1 −1 1 1
1 1 −1 1
1 1 1 −1

◦hαk , with k ∈ Z, α ∈ S4 forX = D(8).

4.

In studying endomorphisms of an algebra, a technique of handling relations
appears to be crucial. The proof of Theorem 1 serves the purpose of intro-
ducing the so called “quantification” method. By this we mean polynomial
relations might be quantified, hence simplified, by evaluating them at ap-
propriate quantities. More precisely, the proof of Theorem 1 will be based
on the following numerical results.

For a complex number y ∈ C denote respectively by 〈y〉, and [y] for the
sets of sequences{

(ε1, ε2y, . . . , εnyn−1)α | α ∈ Σn, εi = ±1
}

;{
(0, ε1, ε2y, . . . , εn−1y

n−2)α | α ∈ Σn, εi = ±1
}
,

where, for instance, (z1, . . . , zn)α = (zα(1), . . . , zα(n)).
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Theorem 2. Let a1, . . . , an; r be some reals, and let ξ = e
πi
n , η = e

πi
n−1 .

(1) If n > 2 and if the equality (a1x1 + · · · + anxn)2n = r holds for all
(x1, . . . , xn) ∈ 〈ξ〉, then at most one of a1, . . . , an is non-zero.

(2) If n > 4 and if the equality (a1x1+· · ·+anxn)2n = r(a1x1+· · ·+anxn)2
holds for all (x1, . . . , xn) ∈ [η], then at most one of a1, . . . , an is non-
zero.

5.

The proof of Theorem 2 will be postponed until the next section and at
this moment, we show how it leads to a proof of Theorem 1. Let h be an
endomorphism of H∗(X;Z). Define a matrix A = (aij)n×n by

h(yi) = Σjaijyj , aij ∈ Z, for X = S(n);

(resp. h(xi) = Σjaijxj , aij ∈ Q, for X = D(m) with m = 2n or 2n+ 1).

Lemma 4. If n > 2 (resp. m > 5 and m 6= 8), at most one entry in each
row of A is nonzero.

Proof. Consider first the case X = S(n), n > 2 (resp. D(2n + 1), n > 2;
for rationally the cohomology of S(n) is isomorphic to that of D(2n+ 1) by
Lemma 1). The obvious formula in Z[y1, . . . , yn]

y2n
i = y

2(n−1)
i e1(y2

1, . . . , y
2
n)− y

2(n−2)
i e2(y2

1, . . . , y
2
n)

+ · · ·+ (−1)n−1en(y2
1, . . . , y

2
n)

implies, in H∗(S(n);Z), that y2n
i = 0, and consequently h(yi)2n = 0. Thus

in Z[y1, . . . , yn] we have

h(yi)
2n = (ai1y1 + · · ·+ainyn)2n = g1e1(y2

1, . . . , y
2
n)+ · · ·+ gnen(y2

1, . . . , y
2
n),

for some gi ∈ Z[y1, . . . , yn], 1 ≤ i ≤ n, with |gi| = 4(n− i). Note that gn = r
∈ Z for degree reason. Since the systems

ei(y2
1, . . . , y

2
n) = 0, 1 ≤ i ≤ n− 1; en(y2

1, . . . , y
2
n) = 1

is satisfied by all (y1, . . . , yn) ∈ 〈ξ〉, ξ = e
πi
n , we get

(ai1y1 + · · ·+ ainyn)2n = r for all (y1, . . . , yn) ∈ 〈ξ〉.

So h(yi) = ayj for some a ∈ Z, 1 ≤ j ≤ n, by 1) of Theorem 2.
Consider next X = D(2n), n > 4. Applying h to the standard equality

x2n
i = x

2(n−1)
i e1(x2

1, . . . , x
2
n)− x

2(n−2)
i e2(x2

1, . . . , x
2
n)

+ · · ·+ (−1)n−1en(x1, . . . , xn)2
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in Q[x1, . . . , xn] and using (since h preserves the ideal) the facts

h(ei(x2
1, . . . , x

2
n)) = Σj≤igijej(x2

1, . . . , x
2
n) + lien(x1, . . . , xn);

h(en(x1, . . . , xn)) = Σ2i<nkiei(x2
1, . . . , x

2
n) + len(x1, . . . , xn)

we find

h(xi)2n = f ∈ {the ideal generated by ei(x2
1, . . . , x

2
n), 1 ≤ i ≤ n− 2;

en(x1, . . . , xn)}+ gn−1,n−1h(xi)2en−1(x2
1, . . . , x

2
n),

where gn−1,n−1 = r ∈ Q for degree reasons. Since the systems

en(x1, . . . , xn) = ei(x2
1, . . . , x

2
n) = 0, 1 ≤ i ≤ n− 2; en−1(x2

1, . . . , x
2
n) = 1

is satisfied by all (x1, . . . , xn) ∈ [η] we get

h(xi)2n = r h(xi)2 for all (x1, . . . , xn) ∈ [η].

Thus h(xi) = axj for some a ∈ Q, 1 ≤ j ≤ n, by 2) of Theorem 2.
The case X = D(6) requires additional treatment as assertion 2) of

Theorem 2 does not apply to it. Assume, with respect to the Q-basis
x1, x2, x3 ∈ H2(D(6);Z), that h has the matrix representation

A =

 a1 a2 a3

b1 b2 b3
c1 c2 c3

 , ai, bj , ck ∈ Q.

Since h preserves the ideal, we have

h(x2
1 + x2

2 + x2
3) = l(x2

1 + x2
2 + x2

3); and(5.1)

h(x1x2x3) = g(x2
1 + x2

2 + x2
3) + kx1x2x3(5.2)

for some l, k ∈ Q, g ∈ Q[x1, x2, x3]. From (5.1) we get Σa2
i = Σb2i = Σc2i = l.

If l = 0 we are done, so we may assume that l 6= 0 (thus A has no zero row).
Putting (x1, x2, x3) = (0, it, t), i =

√
−1, t ∈ R, in (5.2) gives

(a2i+ a3)(b2i+ b3)(c2i+ c3)t3 = 0 for all t ∈ R.

So one of the three complex numbers (a2i+ a3), (b2i+ b3), (c2i+ c3) must
be zero. Assume, without losing the generality, that a2 = a3 = 0 (hence
a1 6= 0). Then (5.2) becomes

a1x1(Σbixi)(Σcixi) = g(x2
1 + x2

2 + x2
3) + kx1x2x3.

Setting (x1, x2, x3) = (t, it, 0) we get a1(b1+b2i)(c1+c2i)t3 = 0 for all t ∈ R.
So we may assume further that b1 = b2 = 0, b3 6= 0. Finally from

a1b3x1x3(Σcixi) = g(x2
1 + x2

2 + x2
3) + kx1x2x3

we get c1 = c3 = 0. This completes the proof of Lemma 4. �
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Proof of Theorem 1.
Case 1. X = S(n), n ≥ 3. Since h must preserve the ideal we have, in
particular, that h(y2

1 + · · · + y2
n) = l(y2

1 + · · · + y2
n) for some l ∈ Z. Now

h(y2
1 + · · ·+ y2

n) = Σj(Σia
2
ij)y

2
j (by Lemma 4) tells that

(5.3) all column sum of (a2
ij)n×n are equal (to l).

If l = 0, then A = 0n×n, we are clearly done. If l 6= 0 then (5.3) indicates
that A has no zero column. A combination of Lemma 4 and (5.3) now
gives that A = kP , where k ∈ Z with k2 = l, and where P is the matrix
representation of some α ∈ Sn. This completes the proof for X = S(n).
Case 2. X = D(m), m ≥ 6 and m 6= 8. A discussion similar to Case 1
shows that h = hαk for some k ∈ Q, α ∈ Sn. Further, as h must send integral
classes to integral ones we have k ∈ Z by Lemma 2 and 3. This finishes the
proof of Theorem 1. �

6. Proof of Theorem 2.

Assume throughout this section that a1, . . . , an; r are some real numbers
satisfying

(a1x1 + · · ·+ anxn)2n

= r for all (x1, . . . , xn) ∈ 〈ξ〉(
resp. (a1x1 + · · ·+ anxn)2n

= r(a1x1 + · · ·+ anxn)2 for all (x1, . . . , xn) ∈ [η]
)

where ξ = e
π
n (resp. η = e

π
n−1 ). Clearly we can also assume that ai ≥ 0

for all 1 ≤ i ≤ n (by replacing ai with sign(ai)ai when ai < 0). If r = 0,
Theorem 2 is obviously true. So we may adopt the convention that r 6= 0.

Denote by C+ the upper half complex plane {a + bi | a, b ∈ R, b ≥ 0},
and write

H1 = {ωα = aα(1) + aα(2)ξ + · · ·+ aα(n)ξ
n−1 | α ∈ Σn};(

resp. H2 =
{
ω′α = aα(1) + aα(2)η

+ · · ·+ aα(n−1)η
n−2 + aα(n) · 0 | α ∈ Σn

})
.

Since ξk ∈ C+ for all 0 ≤ k ≤ n− 1 (resp. ηl ∈ C+ for 0 ≤ l ≤ n− 2), and
since ai ≥ 0, the set H1 (resp. H2) of complex numbers can be considered
as a subset of C+. We observe first of all that:

Lemma 5. If the sequence a1, . . . , an, n ≥ 3, contains more than one non-
zero entry then #Hi ≤ n− 1, i = 1, 2.
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Proof. Let ϕ be the polar angle function (with respect to the oriented real
axis) on nonzero complexes. Take a base point ω0 ∈ H1(resp. ω′0 ∈ H2)
with

ϕ(ω0) = min{ϕ(ωα) | ωα ∈ H1 \ 0}
(resp. ϕ(ω′0) = min{ϕ(ω′α) | ω′α ∈ H2 \ 0}).

Clearly if the sequence a1, · · ·, an contains more than one nonzero entry then
we have 0 /∈ Hi, and for all ωα ∈ H1 (resp. ω′α ∈ H2)

0 < ϕ(ω0) ≤ ϕ(ωα) <
n− 1
n

π(
resp. 0 ≤ ϕ(ω′0) ≤ ϕ(ω′α) ≤ n− 2

n− 1
π

)
.

This indicates that, since ω2n
α = r (resp. (ω′α)2n = r(ω′α)2), for each α ∈ Σn

there exists an integer 0 ≤ kα ≤ n − 2 (resp. 0 ≤lα ≤ n − 2) so that
ωα = ξkαω0 (resp. ω′α = ηlαω′0). This verifies #H1 (resp. #H2)≤ n− 1. �

On the other hand a common lower bound for #Hi can be obtained as
follows. Since both sets Hi are invariant under the given action of Σn we
can assume, without loss the generality, that a1 ≥ a2 ≥ · · · ≥ an. Thus
a partition r1, · · ·, rk for n (i.e., ri ≥ 1, Σri = n) can be found so that, if
sh = r1 + · · ·+ rh then

ash+1 = · · · = ash+1
, ash+1 > ash

for all h = 1, . . . , k.

For a pair of integers 1 ≤ i < j ≤ n let (i, j) ∈ Σn be the transposition of i
and j. It is easy to see that the cardinality of the set

Σn = {α0, (i, j) | i ∈ [sh + 1, sh+1], j ∈ [sh′ + 1, sh′+1], 1 ≤ h < h′ ≤ k}

is 1 + Σ1≤i<j≤krirj . However for a α = (i, j) we have

ωα = ωid + (ai − aj)(ξj−1 − ξi−1) ∈ H1(6.1) (
resp. ω′α = ω′id +

{
(ai − aj)(ηj−1 − ηi−1) if j < n

(an − ai)ηi−1 if j = n
∈ H2

)
,

where id ∈ Sn is the identity. We use this to show:

Lemma 6. Assume as above. Then #Hi ≥ 1 + Σ1≤i<j≤krirj.

Proof. It suffices to show that if α, β ∈ Σn with α 6= β, then ωα 6= ωβ (resp.
ω′α 6= ω′β). We verify the first assertion for instance. If one of α, β is the
identity, it is clearly true. Assume α = (i, j), β = (i′, j′) ∈ Σn are such that
ωα = ωβ. Then (ai − aj)(ξj−1 − ξi−1) = (ai′ − aj′)(ξj

′−1 − ξi′−1) by (6.1).
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Comparing the real and imaginary parts gives

(ai − aj) sin
j − i
2n

π sin
i+ j − 2

2n
π = (ai′ − aj′) sin

j′ − i′

2n
π sin

i′ + j′ − 2
2n

π;

(6.2)

(ai − aj) sin
j − i
2n

π cos
i+ j − 2

2n
π = (ai′ − aj′) sin

j′ − i′

2n
π cos

i′ + j′ − 2
2n

π.

(6.3)

Taking the quotient of (6.2) by (6.3) yields tg i+j−2
2n π = tg i

′+j′−2
2n π. Since

1 ≤ i < j ≤ n, 1 ≤ i′ < j′ ≤ n, the monodromy of tg on [0, π] tells

(6.4) i+ j = i′+ j′.
Now (6.2) gives

(6.5) (ai − aj) sin
j − i
2n

π = (ai′ − aj′) sin
j′ − i′

2n
π.

We may assume that i ≤ i′. (6.4) then implies i ≤ i′ < j′ ≤ j. So we have
(ai − aj) ≥ (ai′ − aj′)(> 0) and that

(6.6) sin
j − i
2n
≥ sin

j′ − i′

2n
,

while the equality holds if and only if j − i = j′ − i′
(by the monotonicity of sin on [0, π2 ]). Now (6.5) says that

(6.7) j − i = j′ − i′.

Summarizing ωα = ωβ (resp. ω′α = ω′β), α, β ∈ Σn, will imply α = β by
(6.4) and (6.7). This completes the proof of Lemma 6. �

Since

1 + Σ1≤i<j≤krirj

= 1 + (n− rk)rk + Σ1≤i<j≤k−1rirj (since r1 + · · ·+ rk = n)

= n+ (n− rk − 1)(rk − 1) + Σ1≤i<j≤k−1rirj
> n if k ≥ 3
= n+ (r1 − 1)(r2 − 1) if k = 2
= 1 if k = 1

a combination of Lemma 5 and 6 gives:

Lemma 7. If the sequence a1, . . . , an, n ≥ 3, contains more than one non-
zero entry, then a1 = · · · = an = b for some b 6= 0.

We complete the proof of Theorem 2 by showing:

Lemma 8. If a1 = · · · = an = b for some b 6= 0, then n ≤ 2 (resp. n ≤ 4).
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Proof. Here we have H1 = {ω0 = 2b
1−ξ} (resp. H2 = {ω′0 = 2b

1−η}). We put

J1 = {ωk = ω0 − 2bξk−1 | k = 1, . . . , n}

(resp. J2 = {ω′k = ω′0 − 2bηk−1 | k = 1, . . . , n− 1}).
It suffices to show that

(6.8) #J1 = n ≤ 2 (resp. #J2 = n− 1 ≤ 3).

Let S1 be the circle in the complex plane centered at ω0 (resp. ω′0) with
radius 2|b|. Then Ji ⊂ S1, i = 1, 2. On the other hand, if we let S2 be

the circle centered at 0 with radius
√
|r|

1
2n

(
resp.

√
|r|

1
2n−2

)
, then we have

J1 ⊂ S2 since (ωk)2n = r for all 1 ≤ k ≤ n (resp. J2 ⊂ S2 ∪ 0 since
(ω′k)

2n = r(ω′k)
2 for all 1 ≤ k ≤ n− 1). (6.8) is now verified by

J1 ⊆ S1 ∩ S2 (resp. J2 ⊆ S1 ∩ (S2 ∪ 0)).

�

Remark 1. The following result, on which the main results of [2] and [3]
are based, was first proved in [4] and a different proof was given in [2].

“If u ∈ H2(F (n);Z) and un = 0, then u = ati for some a ∈ Z, 1 ≤ i ≤ n.”
Our proof of Lemma 4 indicates that its analogue holds also for the spaces
S(n) and D(2n+ 1).

Remark 2. One may find the following corollary of Lemma 7 useful in
verifying the assertion made in Section 3, exceptional Case 4.

“Let a1, · · ·, a4; r be some reals, and let η = e
πi
3 . If the equality (a1x1 +

· · ·+ a4x4)8 = r(a1x1 + · · ·+ a4x4)2 holds for all (x1, . . . , x4) ∈ [η], then we
have either 1) at most one of a1, . . . , an is non-zero or, 2) |a1| = · · · = |a4|.”
Instead, a proof based on Lemma 2 will cause tedious computation.

Acknowledgement. The authors feel grateful to Boju Jiang. The present
proof of Lemma 8, more intuitive and shorter than the previous one, is due
to him.
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THE STATISTICS OF THE CONTINUED FRACTION
DIGIT SUM

Doug Hensley

The statistics of the digits of a continued fraction, also
known as partial quotients, have been studied at least since
the time of Gauss. The usual measure m on the open in-
terval (0, 1) gives a probability space U . Let ak, k ≥ 1 be
integer-valued random variables which take α ∈ (0, 1) to the
kth partial quotient or digit in the continued fraction expan-
sion α = 1/(a1 + 1/(a2 + · · · )). Let Sr = Sr(α) =

∑r
k=1 ak.

It is well known that although there is an average value for
log ak, each ak, let alone each Sr, has infinite expected value
or first moment.

The main result of this work is that there exists a stable probability
density function φ on R so that

lim
r→∞

sup
z∈R

∣∣∣∣∣m({x ∈ (0, 1) : Sr(x) ≤ z})−
∫ z log 2/r+γ−log(r/ log 2)

−∞
φ(x) dx

∣∣∣∣∣
= 0.

Explicit error bounds, and some interesting properties of φ, are given. This φ
occupies the boundary zone between distributions with support R and those
with support of the form [a,∞), and was enough of an anomaly that Lévy
classified it as only ‘quasi-stable’. Such distributions arise also in connection
with the behavior of the sum of independent, identically distributed random
variables of infinite expected value, and φ in particular is associated with
the sum X1 +X2 + · · ·+Xn where Xj is the reciprocal of a random variable
uniformly distributed on [0, 1]. Lévy considered this sum, and conjectured
that X1+X2+ · · ·+Xn < n(log n+log c− log log log n) infinitely often if and
only if c < 1. From the results obtained here, the triple logarithm should be
a double, and the cutoff is at c = e−γ . We give a quick proof that if c < e−γ

then almost surely X1 +X2 + · · · +Xn < n(log n + log c − log log n)occurs
but finitely often.

A stable probability distribution function F is infinitely divisible and has
the additional property that for all a1 > 0, a2 > 0 and for all real b1, b2
there exist a > 0 and b so that F (a1x+ b1) ∗ F (a2x+ b2) = F (ax+ b). The
history of our understanding of such F is convoluted. In the 1950’s, Lapin
[10] claimed to have proved that the convolution of unimodal functions is

103
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unimodal, but there were counterexamples, as noted by Chung in the course
of translating the book ‘Limit distributions for sums of independent random
variables’ [4]. In 1971, Wolfe published a paper [14, 1] on the unimodality
of distributions in class L, a class which includes the stable distributions.
His result was that the class of ‘one-sided’ distributions in L is unimodal.
Later, Yamazato [15, 1] showed that from Wolfe’s theorem it follows that all
distributions in class L are unimodal. Stable F , then, have unimodal density
when the dust settles. Their characteristic functions (Fourier transforms)
have the form

f(t) = exp (iγt− c|t|α {1 + iβ(t/|t|)ω(t, α)})

where in general γ is an arbitrary real number, c is an arbitrary positive
number, 0 < α ≤ 2, −1 ≤ β ≤ 1, and ω(t, α) = tan(πα/2) if α 6= 1, while
if α = 1 (the case at hand!), ω(t, α) = (2/π) log |t| [4]. For the particular
stable density function φ, we have moreover:

(1) φ is positive on R.

(2) φ(x) ≈ 1√
2π

exp
(
|x| − 1− e|x|−1

)
as x→ −∞.

(3) φ(x) = x−2 + (2γ − 3 + 2 log x)x−3 +O(x−4 log2 x) as x→∞.
(4) φ extends to an entire function as the Laplace transform of t−t sinπt.

(6) φ̂(t) = exp(−(π/2)|t|+ it log |t|).

A computer-generated plot of φ, and a couple of computer-generated his-
tograms (10000 and 80000 values of S100 respectively), for the distribution
of Sr(X), are presented below. Some tricks are needed, and some corners
have to be cut, to get this many data points in reasonable time. See the
author’s home page on the Internet for details.
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Fig. 1. Fig. 2. Fig. 3.
The proof of the main result breaks into two main parts. The typical digit
sequence (ai) consists mostly of small digits, punctuated by occasional larger
digits. We choose the cutoff at R with R := [r1/2+ε], reserving the choice of ε
for later. (Eventually, ε is taken to be 1/12.) There will almost always be on
the close order of (log 2)−1r1/2−ε of these large digits, and they are effectively
statistically independent. The conditional expected value M of a small digit,
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(one bounded by R), is finite. The sum of the small digits normally turns out
to contribute rather more than half the grand total, and for most x is close
to rM . That is, while the shape of the distribution function is determined
by the large digits, the small digits move that distribution (of the sum of
the large digits) to the right by a nearly-deterministic rM . Proving this
involves some probabilistic approximation of the original ‘game’ with other,
more suitable games that assign very nearly the same probability to ‘most’ of
the possible digit sequences, followed by an appeal to known facts concerning
the functional analysis of continued fractions. The idea of approximating a
measure G with a similar but more tractable G∗ goes back to P. Lévy, who
used it in [11] to study continued fraction questions similar to ours.

The distribution of the sum of the large digits is effectively modeled by the
sum of N = [(log 2)−1r1/2−ε] independent, identically distributed random
variables, each with probability density function fR := R/x2 on the interval
(R,∞). The second main part of the proof is an analysis of this sum. For
all stable laws F with characteristic exponent α > 1, F extends from the
real line to an entire function, [4, 10]. In our case, α = 1 and so a particular
argument is needed. From the Fourier transform of φ we are able to work
back to the asymptotic behavior of φ(x) as x→∞ and as x→ −∞, by way
of classical complex analysis starting with the formula for the inverse Fourier
transform. The analysis of the sum of the large digits yields, en passant, the
asymptotic distribution of the sum of n independent identically distributed
random variables, each with the same probability density function (1/x2 for
x > 1 else 0) as 1/X: It too is a scaled and shifted copy of φ(x): As n→∞,

prob

[
n∑
1

1/Xk ≤ n(log n+ 1− γ + Z)

]
→
∫ Z

−∞
φ(x) dx

uniformly over Z ∈ R.

2. Games with essentially equal probability measures. Here we introduce a
variety of countable probability spaces, described as games of chance. Apart
from the first ‘game’, in which a single number is chosen from the open
interval (0,1) with the usual measure, our games are Markov chains. The
states of such a chain can involve a positive integer, a real number in (0, 1),
or both, but there is no dependence on the past, as there is in the evolution
of the digits of the continued fraction expansion of a random real number.
Two probability measures µj and µk say, both on the same countable event
set, will be termed equivalent to within a given margin of error δ, if the set
of elements a for which µj(a) 6∈ (1±δ) µk(a), or vice-versa, has measure less
than δ in both spaces.

The original game is to pick a random number X ∈ (0, 1), extract the
first r partial quotients or digits in its continued fraction expansion, and
form their sum. The issue is to characterize the asymptotic behavior of
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the distribution function pr(z) := prob(Sr(X)) ≤ z. This game, call it G1,
is in some respects an unsatisfactory representation of random continued
fraction digits. There is some short-range correlation between one digit and
the previous ones in the continued fraction expansion of X; this game does
not amount to a Markov chain on the digits. The game G2 described below
provides a Markov chain (game) for which the probability of any digits string
is the same as in game 1.

Play proceeds through r stages, with one digit being chosen at each stage.
At the outset, a state parameter θ is set to zero. At stage k+1, the probabil-
ity of choosing ak+1 = n is (1+θ)/((n+θ)(n+θ+1)). Once ak+1 is chosen,
set θ ← 1/(θ + ak+1). The probability of a given sequence (a1, a2, . . . ar)
of continued fraction partial quotients is exactly the same in both games:
〈a1, a2, . . . ar〉−2(1+{a1, a2, . . . ar})−1, where {a1, a2, . . . ar} denotes the con-
tinued fraction 1/(ar + 1/(ar−1 + · · ·+ 1/a1) . . . ), and 〈a1, a2, . . . ar〉, its de-
nominator. This fraction is the value of θ after those r digits have been
chosen, incidentally. An equivalent characterisation of this game is that
after digits a1 · · · ak have been chosen, a real number Y in [0, 1] is chosen
according to the probability density function (1 + {a})/(1 + {a}t)2 where
{a} denotes the continued fraction [ak, ak−1, . . . a1]. The next digit is then
chosen to be the integer part of 1/Y . The other variants introduced below,
of the ‘game’ of choosing digits, can likewise be given this kind of formula-
tion. In every case, the conditional probability density function for Y is a
positive linear combination of functions of the form (1 + θ)/(1 + θt)2, with
0 ≤ θ ≤ 1.

Equivalentr−ε variants of this game change the probabilities, but rarely
by much. That is, the set of sequences a of r positive integers falls into two
subsets, ‘typical’ and ‘atypical’ say. The probabilities the two games assign
to elements of ‘typical’ differ by a factor of 1 ± O(r−ε). The probabilities
assigned to elements of ‘atypical’ may be quite different, but the whole of
‘atypical’ has probability O(r−ε) in both games. One such game is G3. In
this game, we round θ down to zero following any occurence of a large digit:
ak ≥ R⇒ θ ← 0. Again, the ‘state’ of this Markov chain is the current value
of θ. This game has the property that for all 1 ≤ j ≤ r and all sequences
a = (a1, a2, . . . ar) with aj ≥ R,

probG3
(a) = probG3

(a1 · · · aj)probG3
(aj+1 · · · ar).

To see that games 2 and 3 are nearly equivalent, and find the extent δ to
which they are not identical (in the probabilities assigned to digit sequences),
we begin with the observation that in both games, the conditional proba-
bility, given an arbitrary initial sequence (a1, a2, . . . ak) of digits, that the
next digit ak+1 will be large, is never more than 2/R. Therefore, in both
games the probability of having several large digits is small: If N denotes
the number of large digits, then both probG1

(N ≥ z) = probG2
(N ≥ z)
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and probG3
(N ≥ z), are less than the probability of z or more heads in

r independent tosses of a coin that shows heads with probability 2/R and
tails with probability 1− 2/R. Taking z := [3r1/2+ε] makes even this latter
probability � rε−1/2 on grounds of Cauchy’s inequality. Apart from se-
quences (a1, . . . , ar) with N(a) ≥ 3r1/2−ε, though, all digit sequences have
essentially the same probability in either game. First of all, the two games
assign exactly the same probability to any sequence a with no large digits.
Consider next a sequence with exactly one large digit, say ak.

The probability of a digit sequence (a1 · · · ak, ak+1 = b1 · · · ar = br−k) =
ab, say, is given in games 1 and 2 by

〈a〉−2〈b〉−2(1 + {a}[b])−2(1 + {ab})−1

while in game 3, and assuming ak ≥ R, it is

〈a〉−2〈b〉−2(1 + {a})−1(1 + {b})−1.

Now {a} ≤ 1/R, and {b} = (1+O(1/R)){ab}. The ratio here is (1+O(1/R)).
For a sequence a with N large digits, the same calculation shows that the
ratio of probabilities assigned to a by games 2 and 3 is (1 + O(1/R))N ,
and with N � r1/2−ε that’s 1 + O(r−2ε). So we have equivalence δ with
δ = O(r−2ε).

For some purposes we need yet more statistical independence in our model
of digit-choosing. In game 4, large and small digits are chosen independently.
This game is played exactly like game 3 except on those occasions when a
large digit happens to be chosen. In this case, instead of simply using it and
resetting the auxiliary θ to zero, we discard the large digit chosen, and draw
again from the “urn of large digits”, this time with prob4(n) := R/(n(n+1))
for n ≥ R, and zero otherwise. We then set θ to zero as before. The
new probability differs by a factor of (1 + O(1/R)) from the conditional
probability in game 3 that digit ak = n given the history a1 · · · ak−1 (i.e.
given θ), and given that ak ≥ R. Since the probabilities in games 3 and 4 are
changed only by reshuffling the mass allotted to the individual large digits,
the probabilities for N are unchanged and this game, too, is equivalentδ to
the others, still with δ = O(r−2ε). Consequently, insofar as Theorem 1 is
concerned, all these games are equivalent.

The point of game 4 is that we can partition the event space according
to the subset T ⊂ {1, 2, . . . , r} of places at which ak is large (≥ R). For
fixed T , we consider the conditional games G4(T ) described below. Given
a set T ⊂ {1, 2, . . . , R}, and a sequence a = (b0n1b1 · · ·nNbN ) in which
the bj represent strings or sequences of kj := (tj+1 − tj − 1) integers all
between 1 and R − 1, and the nj are integers ≥ R, (that is, a sequence
of r positive integers for which T is the set of positions at which ‘large’
integers are found), game G4(T ) assigns probability prob4(a)/prob4(T ) to
a. Equivalently, with N = N(T ) = the cardinality of T , and with b’s, k’s
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and n’s defined in terms of a as above, we have

prob4,T (a)

=

∏N−1
j=0 〈bj〉−2

(
R

R+{bj}

)∏N
j=1 n

−1
j (nj + 1)−1 · 〈bN 〉−2(1 + {bN})−1∏N−1

j=0

∑
b∈VR(kj)

〈b〉−2(R+ {b})−1 ·
∑

b∈VR(kN )〈b〉−2(1 + {b})−1
.

For most T , (including all T with N(T ) ≤ 4r1/2−ε), this conditional proba-
bility agrees, to within a factor of (1±O(r−2ε)) with∏N−1

j=0 〈bj〉−2
∏N
j=1Rn

−1
j (nj + 1)−1 · 〈bN 〉−2(1 + {bN})−1∏N−1

j=0

∑
b∈VR(kj)

〈b〉−2 ·
∑

b∈VR(kN )〈b〉−2(1 + {b})−1
.

As mentioned earlier, the sum of the small digits is a random variable with
relatively little dispersion. Specifically, we shall see that N(T ) ≥ 3r1/2−ε

with probability O(r−2ε) (actually, far less), and that for all other T , the
conditional probability in game 4 (T ) that the sum of the small digits falls
outside r

log 2

(
(1
2 + ε) log r − 1

)
+O

(
r(3/4)+2ε

)
is O(r−ε). From the perspec-

tive of the theorem, this may as well say that the sum of the small digits
is always r

log 2

(
(1
2 + ε) log r − 1

)
. There is a deep and fruitful connection

[7, 8, 12] between the metric theory of continued fractions and the linear
operator

G : f(t)→
∞∑
k=1

(k + t)−2f(1/(k + t)).

This operator, and a variant L in which the upper limit of summation is
R − 1, will be at the center of the calculations ahead. At this point it will
be convenient to introduce some more terminology.

Recall that 〈b〉 = 〈(b1, b2, . . . , bm)〉 represents the denominator of 1/(b1 +
1/(b2 + 1/(· · · + 1/bm) . . . )), that [b] represents the fraction itself, and {b},
the fraction corresponding to the sequence (bm, bm−1 · · · b1). Let V (k) denote
the Cartesian product of k copies of Z+, and Vm(k) the Cartesian product
of k copies of {1, 2, . . . ,m}. Let ‖b‖ denote

∑k
j=1 bj for b ∈ V (k). Let

Lm be the operator carrying f (a function from C to C) to the function
t →

∑m
j=1(j + t)−2f(1/(j + t)), also defined on C. For our purposes the

important thing will be the action of powers of LR−1 on constant functions,
and on functions of the form t→ (1 + θt)−2.

The basis of the connection between this operator and questions of con-
tinued fractions is the fact that

Lkm(1) =
∑

b∈Vm(k)

〈b〉−2(1 + {b}t)−2



CONTINUED FRACTION DIGIT SUM 109

and that g = g∞ = 1/(log 2(1 + t)) is the leading eigenvalue of L∞. More
generally,

Lkm(1 + θt)−2 =
∑

b∈Vm(k)

〈θ + b〉−2(1 + {θ + b}t)−2

where θ + b denotes the sequence (θ + b1, b2, . . . bk) and where 0 ≤ θ ≤ 1.
We quote a result [7, Lemma 2.1 etc.], adapted and specialized to the case
at hand:

Lemma 1. There is a sequence of probability density functions gm : [0, 1]→
R+, and numbers λm ∈ (0, 1), so that

Lmgm = λmgm(a)

gm =
1

log 2
1

1 + t

(
1 +O(m−1/2)

)
(b)

λm = 1− 6
π2m

+O(m−2 logm)(c)

Lkm(1 + θt)−2 =
λkmg(t)
1 + θ

(
1 +O(m−1/2) +O(3−k)

)
(d)

The functions gm have the form
∫ 1
0 (1 + θ)(1 + θt)−2dµm(θ) where µm is a

probability measure on [0, 1].

With this machinery we now set about getting estimates for the quantities∑
b∈Vm(k)

〈b〉−2,
∑

b∈Vm(k)

〈b〉−2(1 + {b})−1

∑
b∈Vm(k)

〈b〉−2‖b‖, and
∑

b∈Vm(k)

〈b〉−2(1 + {b})−1‖b‖

with particular emphasis on the case m = R − 1, k ∈ [rε, r1/2+2ε]. Apart
from a negligible fraction (no more than O(r−ε)) of the mass of a’s, weighted
according to the probabilities in any of the games G1 . . . G4, every interval kj
between consecutive large digits is of length at least rε. Indeed, prob[∃ gap <
rε] ≤

∑r
j=1

∑rε

k=1 prob[both aj and aj+k ≥ R−1]. A long run of small digits
is also unlikely: As we have seen, the conditional probability, in all games
and for all antecedent digit strings a, that the next digit is large is always
between 1/R and 2/R. Thus in games 3 and 4, the probability of a string
of k or more consecutive small digits in positions j . . . j + k − 1 say, is
≤ (1 − 1/R)k and so the probability of any such string is ≤ r(1 − 1/R)k.
Setting k = [R1/2+2ε] gives the claimed inequality.

The estimates from Lemma 1, applied in this case, lead to∑
b∈Vm(k)

〈b〉−2(1 + {b}t)−2 = (1 +O(exp(−rε)))λkmgm(t),(i)
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b∈Vm(k)

〈b〉−2 = (1 +O(exp(−rε)))λkmgm(0),(ii)

∑
b∈Vm(k)

〈b〉−2(1 + {b})−1 = (1 +O(exp(−rε)))λkm.(iii)

For the next sum ∑
b∈Vm(k)

〈b〉−2(1 + {b})−1‖b‖

we start with the observation that this is
k∑
j=1

∑
c∈Vm(j−1)

∑
d∈Vm(k−j)

m∑
n=1

n〈cnd〉−2(1 + {cnd})−1

where the juxtaposition cnd denotes the concatenation of the sequences c
and d with the single entry n between them. Now {cnd} = (1+O(ρk−j)){d}
where ρ = 2/(1 +

√
5). The sum here thus simplifies to

k∑
j=1

(1 +O(ρk−j))
∑

c∈Vm(j−1)

m∑
n=1

〈c〉−2 n

(n+ {c})2

times an inner sum of∫ 1

0

∑
d∈Vm(k−j)

〈d〉−2 (1 + θ[d])−2 (1 + {θ + d}t)−2 dt

where θ = 1/(n + {c}). From the identities above, this inner sum is∫ 1
0 L

k−j
m (1 + θt)−2 dt. But by Lemma 1, this inner sum is λk−jm (1 + 1/(n +

{c}))−1(1 +O(m−1/2) +O(3j−k)) so that∑
b∈Vm(k)

〈b〉−2(1 + {b})−1‖b‖

=
k∑
j=1

(1 +O(m−1/2) +O(ρk−j))λk−jm

·
∑

c∈Vm(j−1)

m∑
n=1

〈c〉−2 n

(n+ {c})(n+ 1 + {c})
.

The inner double sum can be simplified; with h = j − 1 it is∑
c∈Vm(h)

〈c〉−2
m∑
n=1

n

∫ 1/n

1/(n+1)
Lhm(1)(t) dt

= λhm(log 2)−1
m∑
n=1

n log
(

(n+ 1)2

n(n+ 2)

)
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+O(3−hλhm logm) +O
(
λhm logm/

√
m
)

= λhm

(
logm− 1

log 2
+O

(
logm/

√
m
)

+O(3−h logm)
)
.

and so ∑
b∈Vm(k)

〈b〉−2(1 + {b})−1‖b‖

= kλk−1
m

(
logm− 1

log 2

)
(1 +O(m−1/2) +O(k−1)).

In the same way we have∑
b∈Vm(k)

〈b〉−2‖b‖ = kλk−1
m

(
logm− 1

log2 2

)
(1 +O(m−1/2) +O(k−1)).

Now given a fixed set T of positions at which large digits are to occur, with
N(T ) � r1/2−ε and all gaps between consecutive elements of T at least
rε, the expected value in game 4(T ) of the sum of the jth sequence of kj
consecutive small digits (bordered by large digits on both ends or, in the last
case, just on the left), is (1 + O(R−1/2) + O(k−1

j ))kj(logm − 1)/ log 2 and
summing this over allN gaps gives an expected value for the sum of the small
digits of (1 +O(R−1/2))r(logR− 1)/ log 2. Since this is the same, to within
that margin of error, for all relevant values of T , the conditional expected
value of the sum of the small digits, given that T satisifies the constraints
N(T ) � r1/2−ε ,with all gaps ≥ rε, is (1 + O(r−1/4))r(logR − 1)/ log 2.
We turn now to the question of the dispersion of the value of ‖b‖ about this
mean, and as one might expect, by way of an estimate of the second moment
of ‖b‖. For fixed T the events ‖b0‖, ‖b1‖ . . . ‖bN‖ are independent. Thus

Var
N∑
j=0

‖bj‖ =
N∑
j=0

Var‖bj‖ ≤
N∑
j=0

E[‖bj‖2].

For a string of k consecutive small digits, we can estimate E[‖b‖2]. The
idea of the estimate is this: We break the dependence of the digits of b by
assuming at each new digit the worst: θ = 1, or what is roughly equivalent,
the previous two digits were a large one followed by 1. This will skew to the
right the distribution of ‖b‖ and increase its second moment, which latter
second moment is easily calculated because we finally have independent
random digits. The technicalities of the next few paragraphs are devoted to
justifying the claim that changing the odds in this fashion really does shift
the distribution of ‖b‖ right. In this calculation we are concerned with the
conditional probability, (in any of games 2 through 4) that ‖b‖ = t, given
an initial value for θ, and given that for (at least) the next k digits, no digit
as large as R occurs. With these conditions, the probability of a sequence
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b is the product of the conditional probabilities for the consecutive digits of
b, when those are given by the formulae

p(θ, n) :=

∫ 1/n
s=1/(n+1)(1 + θs)−2 ds∫ 1
s=1/R(1 + θs)−2 ds

, p(b) :=
k∏
j=1

p({b1, b2, . . . , bj−1}, bj).

If we use instead the worst-case odds, we have a different probability:

q(n) :=

∫ 1/n
s=1/(n+1)(1 + s)−2 ds∫ 1
s=1/R(1 + s)−2 ds

, q(b) :=
k∏
j=1

q(bj)

in which the digits of b are independent. Now let pk(t) := probp(‖b‖ =
t) =

∑
b∈VR−1(k) p(b), and qk(t) := probq(‖b‖ = t) =

∑
b∈VR−1(k) q(b). The

sequences pk(t), (t ≥ 1) and qk(t), (t ≥ 1) are sequences of finitely many
positive numbers followed by zeros, and with sum 1. The claim above about
skewed distributions comes to this: (pk(t)) is more peaked than (qk(t)).
Equivalently,

∑t
j=1 pk(j) ≥

∑t
j=1 qk(j) for all t ≥ 1 and all k ≥ 1. For

k = 1, this claim boils down to the readily verified proposition that for t ≥ 1
and 0 ≤ θ ≤ 1, ∫ 1

1/(t+1)(1 + θs)−2 ds∫ 1
1/R(1 + θs)−2

≥

∫ 1
1/(t+1)(1 + s)−2 ds∫ 1

1/R(1 + s)−2
.

Assuming this peakedness inequality for k = K, we now consider the case
k = K + 1. We have

t∑
j=1

pK+1(j)

=
t∑

n=1

∑
(a∈VR−1(K)

‖a‖=t−n
)

〈a〉−2(1 + {a})−1

∫
max[1/(n+1),1/R](1 + s{a})−2 ds∫ 1

1/R(1 + s{a})−2 ds

≥
t∑

n=1

∑
(a∈VR−1(K)

‖a‖=t−n
)

〈a〉−2(1 + {a})−1

∫
max[1/(n+1),1/R](1 + s)−2 ds∫ 1

1/R(1 + s)−2 ds

=
t∑

n=1

∑
(a∈VR−1(K)

‖a‖=t−n
)

〈a〉−2(1 + {a})−1
n∑
j=1

q1(j) =
t∑

n=1

Q1(n)pk(t− n)

say, where Q1(n) :=
∑n

j=1 q1(j). On the other hand,

QK+1(t) =
t∑

j=1

qK+1(j) =
t∑

n=1

Q1(n)qK(t− n).
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We are now in a position to use a simple peakedness lemma. The proof is
an exercise in summation by parts and is left to the reader.

Lemma 2. If (cn) is a positive, non-decreasing sequence, and if (dn) and
(en) are sequences of positive numbers with (dn) more peaked than (en), then
for all t ≥ 1,

∑t−1
n=1 cndt−n ≥

∑t−1
n=1 cnet−n. From this lemma, then, for all

t ≥ 1 we have
∑t

j=1 pK(j) ≥
∑t

j=1 qK(j) as claimed, which completes the
induction.

Choosing k small digits for b according to the probabilities q is a game
of k independent trials. The mean or expected value of a single digit’s con-
tribution to ‖b‖ is Eq(k) =

∑R−1
n=1

2n(R+1)
(R−1)(n+1)(n+2) ≈ logR, and the variance

is Varq(k) =
∑R−1

n=1
2(R+1)(n−Eq(k))2

(R−1)(n+1)(n+2) � R. Hence for ‖b‖ itself, the variance
is dominated by kR. Therefore the second moment, with q probabilities, of
‖b‖ is dominated by kR + (k logR)2, so that also for ‖b‖ with the original
conditional probabilities p, conditional probabilities the second moment is
dominated by kR+ (k logR)2. That is, we have shown that

λ−kR−1

∑
b∈VR−1

‖b‖2〈b〉−2(1 + {b})−1 � kR+ (k logR)2.

Now in game 4, the various sequences of small digits, punctuated by digits
≥ R, are themselves independent. Thus for all T ⊂ {1, 2, . . . , r} with maxi-
mum gap kj ≤ 2r1/2+ε, the conditional expected second moment, given that
large digits are found at all positions corresponding to T and only there, is

N(T )∑
j=0

∑
b0∈VR−1(k0),...bN(T )∈VR−1(kN(T ))

‖bj‖2prob(b0 ∧ b1 · · · ∧ bN(T ))

�
[
r1/2+εR+ r1+2ε log2 r

]
· r1/2+ε � r3/2+ε log2 r.

Therefore, in all but intervals of aggregate length O(r−ε) in [0, 1], the sum
of the small digits amongst the first r digits is (r/ log 2)((1/2+ε) log r−1)+
O(r3/4+2ε).

This brings us to the question of the statistics of the large digits. While
the small digits do contribute to the determination of the set-point of the
distribution of ‖a‖, they have essentially nothing to do with its shape. The
sum of the large digits is the chancy part; the big plays decide the game.

3. The number of large digits. For fixed T , and assuming that N(T ) ≤
r1/2−ε, the sequence of large digits in game 4 (T ) is a sequence of N(T )
independent, identically distributed random variables. The probability of
a given digit taking value n ≥ R is R/(n(n + 1)); these probabilities sum
to 1. We begin the analysis of the distribution of the sum of these digits
by observing that the distribution will be essentially the same if we use the
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continuous probability density function Rt−2 on the interval [R,∞) in place
of the original discrete measure: the effect is the same as if, after choosing
a digit n, we add a random fractional quantity with probability density
n(n+ 1)(n+ t)−2 on [n, n+ 1]. There is enough leeway in the statement of
the main result that this change cannot affect the conclusion.

Let Yj , 1 ≤ j ≤ N be a sequence of N independent random variables with
probability density function fR(t) := Rt−2 on [R,∞) (and 0 otherwise).
The random variable LDSumN :=

∑N
j=1 Yj has a probability density func-

tion ρR,N (x) which is the N -fold convolution of fR. Before getting deeply
involved in the estimation of ρ̂ and eventually ρ itself, we need to pin down
N more tightly.

In game 4, the probability of an initial run of exactly m consecutive small
digits is∑
b∈VR(m)

〈b〉−2

∫ 1/R

0
(1 + {b}t)−2 dt =

∫ 1/R

0
(Lm1)(t) dt

= (1 +O(R−1/2) +O(3−m))
λmR

(R log 2)
.

This is also the conditional probability of such a run immediately following
a large digit. Thus the conditional probability of a run ending with the very
next digit, given that there have been exactly k small digits since the most
recent large digit or since the beginning, is (1+O(3−k)+O(R−1/2))/(R log 2).

In game 4, prob[N(T ) ≥ 4r1/2−ε] � r−ε, and prob[min[kj ] ≤ rε] � r−ε.
For any other T , we have

prob4[large digits occur exactly for indices in T ]

=
N(T )∏
j=0

kj∏
i=1

(
1− (1 +O(3−i))/R log 2

)
·
N(T )∏
j=1

1
R log 2

(
1 +O(3−kj )

)
= (1 +O(r−ε))(R log 2)−N(T ) (1− 1/R log 2)r−N(T ) .

Apart from the error factor in front, this last is the probability of getting
heads at exactly the tosses corresponding to elements in T , on r Bernoulli
trials of a coin with probability of heads equal to 1/R log 2 and tails, 1 −
1/R log 2. Elementary calculations give probBernoulli[#heads 6∈ r

R log 2 ±
O(r1/4)] � r−ε and in view of the previous estimates, the same holds for
prob4[N(T ) 6∈ r

R log 2 ±O(r1/4)]. This brings us to the main issue of the next
section: what do we get when we convolve N copies of the function fR(x) =
Rx−2 for x ≥ R, and zero otherwise? The precise value of N , between
(r1/2−ε/ log 2± Cr1/4), is immaterial to our purposes since the convolution
of Cr1/4 copies of fR is, as we shall see, a probability density function with
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all but O(r−ε) of its mass concentrated into the (sufficiently narrow) interval
[0, r(3/4)+2ε].

4. The sum of the reciprocals of random numbers in (0, 1). To study the
convolution powers of fR, it will suffice to investigate the convolution powers
of u(x) := 1/x2(x ≥ 1), 0(x < 1), as f∗nR = (1/R)u∗n(x/R). Note that u∗n(x)
is the probability density function of the sum of n independent, identically
distributed random variables 1/Xj when Xj has uniform distribution on
(0, 1). (Hence the title of this section.)

The distribution function corresponding to the density u is of course
U(x) := 1 − 1/x (x ≥ 1). According to a theorem of Gnedenko [4, The-
orem 5, p. 182], U belongs to the ‘domain of attraction’ of a stable law
with α = 1. We need to know how fast this attraction works. With
ˆ:= f → (t→

∫∞
−∞ f(z)e−izt dz), we have

v(t) := û(t) =
∫ ∞

1
z−2e−izt dz

= 1 + it log |t| − 1
2
π|t|+ it(γ − 1)−

∞∑
k=2

(−it)n

(n− 1)n!

which is the known function Ei(2, t). The series part of the expansion ex-
tends to an entire function, but the logarithmic term requires a branch cut,
which we take along the negative real axis. This gives an extension of v(t)
to the rest of C. For completeness we extend v to all of C by taking limits
from above the branch cut. Conversely, u(z) := v̆(z) = 1

2π

∫∞
−∞ v(t)e+itz dt.

Let u1(z) := u(z), and for n ≥ 1, let un := u∗un−1. Then ûn(z) = (v(t))n.
From the series expansion of v(t), for n > 1 we have

vn(t) = exp
(
−π

2
n|t|+ int log |t|+ int(γ − 1) +O(nt2(1 + log2 |t|))

)
uniformly in |t| ≤ 1/(

√
n log n). Now let

φ(z) :=
1
2π

∫ ∞

−∞
exp

(
−π

2
|s|+ is log |s|+ isz

)
ds

so that φ̂(t) = exp
(
−π

2
|t|+ it log |t|

)
.

Note that for z ∈ R, |φ(z)| ≤ 1 and
∫∞
−∞ φ(z) dz = 1 , while for t ∈

R, |φ̂(t)| ≤ 1, with φ̂(0) = 1. Another observation is that the Fourier
transforms of suitably shifted and scaled versions of φ are quite close to
vn(t):

̂[
1
n
φ
( z
n
− log n+ γ − 1

)]
(t) = e−int(logn+γ−1)φ̂(nt)
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= exp
(
−π

2
n|t|+ int log |t|+ int(γ − 1)

)
.

Thus for n > 1 and uniformly over t ∈ R with |t| ≤ 1/(
√
n log2 n),

vn(t) =
̂[

1
n
φ
( z
n
− log n+ γ − 1

)]
(t) ·

(
1 +O(nt2(1 + log2 |t|))

)
.

We now claim that uniformly for z ∈ R,∣∣∣∣∫ z

−∞
un(x)−

1
n
φ
(x
n
− log n+ γ − 1

)
dx

∣∣∣∣� log n√
n

and∣∣∣∣∫ z

−∞
(fR(x))∗n − 1

nR
φ
( x

nR
− log n+ γ − 1

)
dx

∣∣∣∣� log n√
n
.

Proof. According to the Berry-Esseen inequality [3], ‘If F (x) and G(x)
are probability distribution functions with Fourier transforms f(t) and g(t)
respectively, then for all T > 0,

sup
x∈R
|F (x)−G(x)|

≤ c1

{
sup
y∈R

1
2
T

∫ 1/T

0
(G(y + u)−G(y − u)) du+

∫ T

−T

∣∣∣∣f(t)− g(t)
t

∣∣∣∣ dt
}

where c1 > 0 is an effectively computable constant.’ (Remark: The constant
may be computed directly from the proof given in [3]; I get c1 = 24.69....)

We take G(x) := 1
n

∫ x
−∞ φ

(
z
n − log n+ γ − 1

)
dz and F (x) := un(x), so

that f(t) = vn(t) and g(t) = exp
(
−π

2n|t|+ int log |t|+ int(γ − 1)
)
. We then

take T = 1/(
√
n log n). Since |φ| ≤ 1 on R, the first term in the Berry-Esseen

bound is no more than 1/2nT = log n/2
√
n. For the second term, when

|t| ≤ T we have |(f(t)−g(t))/t| � n|t|e−πn|t|/2. Thus
∫ T
−T |(f(t)−g(t))/t| �

n
∫∞
0 t exp(−πnt/2) dt = 4/π2n. Both claims now follow. From the first

claim our (much) earlier assertion that prob[
∑n

1 1/Xk ≤ n(log n + 1 − γ +
Z)] →

∫ Z
−∞ φ(x) dx is immediate, and with an error bound of O(log n/

√
n)

which is uniform in Z.
In view of our estimate for the sum of the small digits, it now follows that

probG1

[
r∑

k=1

ak ≤ z

]
= O(r−ε log2 r) +

∫ z−h(r)

−∞
R−1un(x/R) dx

where h(r) := (r/ log 2)((1/2 + ε) log r − 1) + O(r3/4+2ε), and where n =
[r1/2−ε/ log 2]. Routine calculus with ρ := r/ log 2, ε := 1/12, and taking
into account the fact that φ(x) ≤ 1 on R, reduces this to

probG1

[
r∑

k=1

ak ≤ z

]
=
∫ z−ρ(log ρ+γ)

−∞
ρ−1φ(s/ρ) dρ+O(E)
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=
∫ z/ρ−log ρ+γ

−∞
φ(s) ds+O(E)

where E = r−1/12 log2 r. This, apart from the characterisation of φ, is our
main theorem.

Remark on Lévy’s conjecture about this sum: For arbitrary positive
λ, and Y ∈ R, prob [

∑n
k=1Xk < Y ] <

∫ Y
−∞ u∗n(z) exp(λ(Y − z)) dz. The

Fourier transform of u(z) exp(−λz) is

1 + (λ+ it)(log(λ+ it) + γ − 1)−
∞∑
k=2

(−1)k(λ+ it)k

(k − 1)k!
.

Setting t = 0 and using the inequality (1 − a)n < exp(−na) for 0 < a < 1
we have

prob

[
n∑
k=1

Xk < Y

]
< exp (λY + nλ log λ+ n(γ − 1)) .

Setting Y = n log n+ nθ − n log log n and λ = n−1e−γ−θ log n gives prob <
exp(−e−γ−θ log n). The sum over n of this upper bound is finite if and only if
θ < −γ, or equivalently, c < e−γ . The bounds obtained with this technique
are usually quite good. The conjecture should thus be that the sum of the
reciprocals of n [0, 1] uniform random variables is infinitely often less than
n log n+ log c− log log n if and only if c < e−γ .

5. Properties of φ(x). Recall that φ is defined as the inverse Fourier trans-
form of exp

(
−π

2 |t|+ it log |t|
)
. We now put φθ(x) := θ−1φ(x/θ − log θ) for

θ > 0. Then φ̂θ(t) = (φ̂(t))θ. Thus (φ ∗ φθ )̂(t) = φ̂(t)φ̂θ = (φ̂(t))1+θ, so that
φ ∗ φθ = φ1+θ. In particular, and in contrast to the way the best-known
stable function exp(−x2) behaves, (φ ∗ φ)(x) = 1

2φ(x/2− log 2).
The factor exp(−(π/2)|t|) in the definition of φ ensures that φ extends to

a function analytic at least in a strip |=(z)| < π/2. Thus

φ(n)(z) =
1
2π
in
∫ ∞

−∞
sn exp

(
−π

2
|s|+ is log |s|+ isx

)
ds

so that |φ(n)(x)| ≤ n!2nπ−n−2.

Because φ is the limit of shifted and scaled versions of un’s, it is non-negative
on R. But since it is analytic on a strip including R, it is positive a.e. on
R. Finally, since φ ∗ φ(x) = φ(x/2− log 2), φ is strictly positive on all of R.

Remark. Not all stable probability density functions are positive on the
entire real line. Those with α < 1 and |β| = 1 have support an interval of the
form [c,∞) or (−∞, c]. From this one might say that φ barely escapes this
fate. The rapid decay of φ to zero on the left fits in with this observation.
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The asymptotic analysis of φ begins with the observation that for x real,

φ(x) =
1
π
<
[∫ ∞

0
e−πs/2 exp(i(s log s+ xs)) ds

]
.

We take an arbitrarily large M and deform the path of integration so that
it runs in straight segments from 0 to Mi to M(1 + i) to M , and then to
∞ along R. The contributions from all but the first leg of this path tend to
zero as M →∞, so (with y = is),

φ(x) =
1
π

∫ ∞

0
sin(πy)e−y log y−xy dy.

From this formula it is clear that φ actually extends to an entire function.
Our immediate interest, though, is in the behavior as x→ +∞. We have

φ(x) =
1
π

∫ 1/
√
x

0
(πy +O(y3))e−y log y−xy dy +O

(∫ ∞

1/
√
x
e−xy+(1/2)y log x dy

)

=
∫ 1/

√
x

0
ye−xy(1− y log y +O(y2 log2 x)) dy +O(x−4)

= x−2 +O(x−3 log x).

Remark. The analysis may be carried to more terms, most conveniently
with the aid of a computer algebra system. Mathematica gives x−2 −
2x−3 log x+ (3− 2γ)x−3 +O(x−4 log2 x) and higher-order expansions. The
series does not appear to be convergent and x must be rather large before
even the third term improves matters.

For x → −∞, we take α := e|x|−1 and deform the path [0,∞) to run
instead from 0 to −αi and thence to −αi +M to M and on to ∞. Now if
s = σ − it with 0 ≤ t ≤ α and σ > 0, then the log of the integrand is

− 1
2
πσ +

1
2
σ log(σ2 + t2) + tx+ σ tan−1(t/σ)

− it tan−1(t/σ) +
1
2
iσ log(σ2 + t2) + ixσ +

1
2
iπt.

The real part of this tends to −∞ uniformly in 0 ≤ t ≤ α which justifies
omitting the return to the real axis, and instead proceeding to −iα+∞ after
the initial down-leg. The contribution of that down-leg, though, to the real
part of the integral, is zero. Now the series expansion of −πs/2+is log s+isx
about −iα, is

−α+
∞∑
n=2

(−i)n

n(n− 1)
e−α(n−1)(s+ iα)n.
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Thus for x < 0,

φ(x) =
1
π
e−α <

[∫ ∞

σ=0
exp

(
α

∞∑
n=2

(−i)nσn

n(n− 1)

)
dσ

]

=
α

π
e−α <

[∫ ∞

σ=0
exp

(
−α

∫ σ

0
tan−1 ν dν +

iα

2

∫ σ

0
log(1 + ν2) dν

)
dσ

]
.

The contribution to the double integral from σ≥1 is� exp(−α
∫ 1
0 tan−1 ν dν)

� e−απ/8. For the interval α−2/5 ≤ σ ≤ 1, the series expansion above shows
that the contribution is O(exp(−1

3α
1/5)). For 0 < σ ≤ α−2/5, though,

the series for the integrand reduces to (1 + O(α−1/5)) exp(−1
2ασ

2). Thus
φ(x) =

√
α
2πe

−α (1 +O(α−1/5)
)
. This proves our second decay-rate claim

for φ(x).
Directly from the integrals that define φ it is a relatively simple matter

to compute and plot φ and its first two derivatives. The resulting plots are
shown below, and they fit in nicely with Wolfe’s theorem. (Our φ is one of
the functions covered by his special case of Yamazato’s theorem to the effect
that all distributions in class L are unimodal.) From the graphs, it looks
as though more might be true. Does the nth derivative of φ have exactly n
zeros?
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SHARP SIZE ESTIMATES FOR CAPILLARY FREE
SURFACES WITHOUT GRAVITY

Xi-nan Ma

For the equation of constant mean curvature with pre-
scribed constant contact angle boundary condition, using the
unique continuation of analytic function, we get a minimum
principle for a combination of the solution and its gradient.
Thus we get the endpoint case for P -function (Sperb, 1981)
and in fact answer an open question which appeared twenty
years ago in Payne & Philippin, 1977, 1979 and Sperb, 1981.
As an application, sharp size and shape estimetes for capillary
free surface without gravity are obtained.

1. Introduction and Results.

The capillary surface of a liquid contained in a vertical tube with arbitrary
cross section Ω in the outer space has the shape of surface of constant mean
curvature with constant contact angle θo against the wall of the tube. Let the
capillary surface be expressed non-parametrically as the graph of a function
u defined over the cross section Ω. How does the boundary geometry of Ω
and the contact angle θo influence the size and shape of the capillary free
surface?

For the convexity of the capillary free surface, in [2], Chen and Huang
have shown if Ω is a bounded convex domain in the plane and θo = 0, then
the corresponding capillary surface is also convex. Finn [3] provided an
example to show if θo 6= 0 the result is in general false.

In [1, 10], Chen and Sakaguchi showed if Ω be a bounded smooth convex
domain in R2, 0 < θo <

π
2 , the capillary free surface over Ω has only one

minimal point. From the convexity of the surface as θo = 0, we know for
any θo (0 ≤ θo < π

2 ), the minimal point is unique.
In this paper we consider the influence of boundary geometry and the

contact angle θo (0 ≤ θo <
π
2 ) on the size and shape for the capillary free

surface without gravity. Precisely, let Ω be a bounded convex domain in
R2 with smooth boundary ∂Ω. Give a positive constant H, consider the
following equations:

2∑
i=1

Di

(
ui√

1 + |Du|2

)
= 2H in Ω(1.1)

121
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un√
1 + |Du|2

= cos θo on ∂Ω.(1.2)

Where ui, i = 1, 2 are partial derivatives of u, n denotes the unit outer
normal to ∂Ω, un denotes the direction derivative of u along n, and θo
(0 ≤ θo <

π
2 ) is the constant with 2H|Ω| = cos θo|∂Ω| (|Ω| is the area of

Ω and |∂Ω| is the length of ∂Ω). The graph of solution u to (1.1)-(1.2)
described a capillary free surface without gravity over the cross section Ω.

Let A ∈ ∂Ω be a point corresponding to a minimum boundary value of
u, B ∈ ∂Ω be a point corresponding to a maximum boundary value of u,
C ∈ Ω be the unique minimal (critical) point of u and k(x) be the curvature
of ∂Ω at x ∈ ∂Ω. Now we state our theorems:

Theorem 1. Let u ∈ C3(Ω̄) be a solution to (1.1)-(1.2), then the following
inequalities hold

1):

u(A)− u(C) ≤ 1− sin θo
H

(1.3)

k(A) ≤ H

cos θo
,(1.4)

2):

u(B)− u(C) ≥ 1− sin θo
H

(1.5)

k(B) ≥ H

cos θo
.(1.6)

If one of the equality signs of (1.3)-(1.6) holds then Ω is a disk of radius
cos θo
H

and

u(x)− u(C) ≡ 1− sin θo
H

on ∂Ω(1.7)

k(x) ≡ H

cos θo
on ∂Ω.(1.8)

Conversely, (1.7)-(1.8) holds on ∂Ω if Ω is a disk of radius
cos θo
H

.

The proof of Theorem 1 is based on Hopf maximum principle [9] and the
following minimum principle.

Theorem 2. Let u ∈ C3(Ω̄) be a solution to (1.1)-(1.2), then the function

P (x) = 2− 2(1 + |Du|2)−
1
2 − 2Hu

attains its minimum on the boundary ∂Ω, unless P (x) is a constant on Ω̄.
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In [7], Payne and Philippin had proved a similar maximum principle for
the above function P (x) that under the same condition it also attains its
maximum on ∂Ω unless P (x) is a constant in Ω.

Since our theorems concern only qualitative property of the solution, so
only under the hypothesis of the existence of the solution we prove theorems.
For the existence of solution and background details we refer the reader to
the sources [4].

According to the work Nirenberg [5] or [4] we conclude that u is an
analytic function in Ω, a feature which will be used in this paper.

In Section 2 we will give the the proof of Theorem 2 which is based on
the unique continuation of analytic function. Section 3 contains a proof of
Theorem 1 and a Corollary, which give the estimates of capillary free surface
area using the volume of a liquid, |Ω|, θo, u(A) and u(B).

We conclude the introduction with some notations and an identity for
Equation (1.1). Let Ω be a bounded convex smooth domain in the plane.
We introduce curvilinear coordinate system (r, s), where s represents arc
length along ∂Ω and r(x1, x2) is the distance from a point x = (x1, x2) in Ω
to ∂Ω. As in [11], we denotes n = (n1, n2) the unit outward normal to ∂Ω,
T = (T 1, T 2) is the unit tangent vector of ∂Ω. The summation convention
over repeated indices (from 1 to 2) will be employed. Assume that a function
u(x1, x2) is smooth in Ω̄, the following abbreviations will be adopted

u1 =
∂u

∂x1
, u2 =

∂u

∂x2
, uij =

∂2u

∂xi∂xj
, . . . , v = 1 + |Du|2.

Following [11], we define the normal derivative ∂u
∂n of u by

un = lim
r→0

1
r
(u(x)− u(x− rn)) = uin

i.

On ∂Ω we can also define a tagential derivative ∂u
∂s of u by

us = uiT
i.

Then we have the following formulas on ∂Ω

uss =
∂2u

∂s2
= uijT

iT j − kuini(1.9)

unn =
∂2u

∂n2
= uijn

inj

uns =
∂

∂s
(
∂u

∂n
) = uijn

iT j + kus

usn = uns − kus.

Using curvilinear coordinate system, Equation (1.1) implies the following
formula on ∂Ω

(1.10) unn(1 + u2
s) = 2Hv

3
2 − (uss + kun)v + (ussu2

s + 2usununs − kunu2
s),
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which will be used in Section 3 to prove Theorem 1.

Remark. The formula (1.4) is implicit contained in [7].

2. A minimum principle.

We consider the boundary value problem (1.1)-(1.2) in a strict convex bound-
ed domain Ω in R2 with smooth boundary ∂Ω, and define the following
function:

(2.1) Pα(x) = 2− 2(1 + |Du|2)−
1
2 − 2αHu.

We know that Pα(x) takes its maximum value at the critical point for α ≥ 2
[6], and on the boundary ∂Ω for α ≤ 1 [7]. We concentrate now our attention
on α ∈ [1, 2], and state the following:

Lemma 2.1 ([7, 8]). The function Pα(x) defined in (2.1) satisfies the fol-
lowing elliptic differential equation:

(δij − uiujv−1)Pαij − [2Hv−
1
2ui + 2v−1|Du|−2ukuki(2.2)

+ 2(α− 2)Hv−
1
2 |Du|−2ui − 2v−2|Du|−2ukuluklui]Pαi

= 4(α− 1)(α− 2)H2v−
1
2 ,

where δij is Kronecker symbol.

For the proof of Lemma 2.1, we make use of Definition (2.1) and of the
following identity (valid in R2 only):

uijuiuj |Du|2 ≡ |Du|2(∆u)2 + 2uiuijukukj − 2∆uuiujuij .

The details of the computations are omitted here since they had been given
in [7].

From Lemma 2.1 and Hopf maximum principle [9] we conclude that Pα(x)
takes its minimum value either on the boundary of ∂Ω, or at the unique
critical point C ∈ Ω for α ∈ [1, 2]. For α > 1, the second alternative had
been rejected by Philippin [7]. The purpose of this section is to show even
α = 1 the second alternative can also be rejected unless Pα(x) is a constant
in Ω. This can be achieved as a consequence of the following:

Theorem 2.2. Let u ∈ C3(Ω̄) is a solution to (1.1)-(1.2), if

P (x) = 2− 2v−
1
2 − 2Hu

attains its minimum at the unique critical point C ∈ Ω, then P (x) is a
constant on Ω̄.

For the proof of the Theorem 2.2, we use the strong unique continuation
of analytic function, so our program is to show all order derivatives of P (x)
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are vanishing at C ∈ Ω. To this end, we choose the origin of the coordinate
axes at the critical point C ∈ Ω, then

(2.3) u1(C) = u2(C) = 0,

and orient the axes x1 and x2 in such a way that

(2.4) u12(C) = 0.

From Chen , Huang [2] and Sakaguchi [10], we know

(2.5) u11(C) > 0, u22(C) > 0,

which will be used essential in the following proof.

Proof of Theorem 2.2. Our proof is divided four steps.
Step 1: We show the derivatives of P (x) up to order 2 are vanishing at

C.
First we compute the first derivaties of P (x) at C ∈ Ω. Since at any point

x ∈ Ω

P1 = v−
3
2 v1 − 2Hu1 = 2v−

3
2uiui1 − 2Hu1,(2.6)

P2 = v−
3
2 v2 − 2Hu2 = 2v−

3
2uiui2 − 2Hu2,(2.7)

then from (2.3), we have

(2.8) P1(C) = P2(C) = 0.

Now we compute the second derivatives of P (x) at C. From (2.3)-(2.6),
we have at C

P11 = −3
2
v−

5
2 v2

1 + v−
3
2 v11 − 2Hu11 = 2u2

11 − 2Hu11(2.9)

P12 = −3
2
v−

5
2 v1v2 + v−

3
2 v12 − 2Hu12 = 0(2.10)

P22 = −3
2
v−

5
2 v2

2 + v−
3
2 v22 − 2Hu22 = 2u2

22 − 2Hu22.(2.11)

Use the fact that P (x) attains its minimum at C, we have

(2.12) P11(C)P22(C)− P 2
12(C) ≥ 0.

From (2.5),(2.9) and (2.11) we know

u11(C) = u22(C) = H(2.13)

P11(C) = P22(C) = 0.(2.14)

Now we will use the induction to show that all order derivatives of P (x)
at C are vanishing.

Step 2: As a first step for induction, we will show the derivatives of P (x)
of order 3, 4 at C are vanishing.
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First we claim

(2.15)
∂3P

∂xk1∂x
3−k
2

(C) = 0, k = 0, 1, 2, 3.

Using (2.9)-(2.11), (2.4) and (2.13) we have

Px3
1
(C) = 4Hu3

x1
(C)(2.16)

Px2
1x2

(C) = 4Hux2
1x2

(C)(2.17)

Px1x2
2
(C) = 4Hux1x2

2
(C)(2.18)

Px3
2
(C) = 4Hux3

2
(C).(2.19)

Now, by differentiating (1.1), we obtain

ux3
1
(C) = −ux1x2

2
(C)(2.20)

ux2
1x2

(C) = −ux3
2
(C).(2.21)

To this end, use (2.8), (2.10), (2.14) and (2.20)-(2.21), we expand the func-
tion P (x) in a Taylor series in a neighborhood of C:

P (x1, x2)− P (C) =
r3

3!

{
∂3P

∂x3
1

(C)× [cos3 ϕ− 3 cosϕ sin2 ϕ]

(2.22)

+
∂3P

∂x2
1∂x2

(C)× [3 cos2 ϕ sinϕ− sin3 ϕ]
}

+O(r4),

where (r, ϕ) are polar coordinates: x1 = r cosϕ, x2 = r sinϕ. Suppose√
P 2
x3
1
(C) + P 2

x2
1x2

(C) 6= 0,

then P (x) is not a constant, so we are lead to the following representation
of P (x) in a neighborhood of the point C:

(2.23) P (x)− P (C) = A3 cos[3ϕ− β3]r3 +O(r4),

with

A3 =

√
P 2
x3
1
(C) + P 2

x2
1x2

(C)

3!
,

cosβ3 =
Px3

1
(C)√

P 2
x3
1
(C) + P 2

x2
1x2

(C)
,

and

sinβ3 =
Px2

1x2
(C)√

P 2
x3
1
(C) + P 2

x2
1x2

(C)
.
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From (2.23) we conclude that P (x) has at least 3 nodal lines forming equal
angles at the point C, using Lemma 2.1 we know that P (x) attains its
minimum only on ∂Ω or at the critical point C, which is a contradiction.
Thus A3(C) = 0 or

(2.24)
∂3P

∂xk1∂x
3−k
2

(C) = 0 and
∂3u

∂xk1∂x
3−k
2

(C) = 0, k = 0, 1, 2, 3.

Use the similar argument we can show

(2.25)
∂4P

∂xk1∂x
4−k
2

(C) = 0, k = 0, 1, 2, 3, 4

and

ux4
1
(C) = ux4

2
(C) = 3H3(2.26)

ux2
1x

2
2
(C) = H3(2.27)

ux3
1x2

(C) = ux1x3
2
(C) = 0.(2.28)

Step 3: Now we assume all order derivatives of P (x) up to n are vanishing
at C, where n ≥ 5. Use similar argument as in Step 2 we have the following
relations.

If n = 2l, l ≥ 3. Then

uxm
1 x

k−m
2

(C) = uxk−m
1 xm

2
(C)(2.29)

for any m = 0, 1, 2, . . . , k, if k = 5, 6, . . . , 2l,

uxm
1 x

k−m
2

(C) = 0(2.30)

for any m = 0, 1, 2, . . . , k, if k = 5, 7, 9, . . . , 2l − 1,

u
xm
1 x

2p−m
2

(C) = 0(2.31)

for any m = 1, 3, 5, . . . , 2p− 1, if p = 3, 4, 5, . . . , l,

u
x2p
1

(C) = u
x2p
2

(C) = (2p− 1)[(2p− 3)(2p− 5) . . . 1]2H2p−1(2.32)

for any p = 3, 4, . . . , l.

When l is even, we obtain for any p = 4, 6, . . . l

u
x2p
1

(C)÷ u
x2p−2
1 x2

2
(C) = (2p− 1)÷ 1(2.33)

u
x2p−2
1 x2

2
(C)÷ u

x2p−4
1 x4

2
(C) = (2p− 3)÷ 3(2.34)

...

u
xp+2
1 xp−2

2
(C)÷ uxp

1x
p
2
(C) = (p+ 1)÷ (p− 1),(2.35)

and for any p = 3, 5, 7, . . . l − 1, we have

u
x2p
1

(C)÷ u
x2p−2
1 x2

2
(C) = (2p− 1)÷ 1(2.36)
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u
x2p−2
1 x2

2
(C)÷ u

x2p−4
1 x4

2
(C) = (2p− 3)÷ 3(2.37)

...

u
xp+3
1 xp−3

2
(C)÷ u

xp+1
1 xp−1

2
(C) = (p+ 2)÷ (p− 2).(2.38)

When l is odd, we have the similar relations (2.36)-(2.38).
If n = 2l + 1, l ≥ 2, a similar argument show (2.29)-(2.38) and

(2.39) uxm
1 x

2l+1−m
2

(C) = 0, for any m = 0, 1, 2, . . . , 2l + 1

hold.
Step 4: Now we show the derivatives of P (x) of order n+ 1 are vanishing

at C. We divided it two parts according to whether n is odd or even.
Part A: If n = 2l + 1, l ≥ 2, so n + 1 = 2(l + 1) is even, we first look

for the relations among Pxm
1 x

n+1−m
2

(C), where m = 0, 2, 4, . . . n + 1.
Through calculating, we have

Pxn+1
1

(C) = 2nH
{
uxn+1

1
(C)− (2l + 1)[(2l − 1)(2l − 3) . . . 1]2H2l+1

}(2.40)

Pxn−1
1 x2

2
(C) = 2nH

{
uxn−1

1 x2
2
(C)− [(2l − 1)(2l − 3) . . . 1]2H2l+1

}
.

(2.41)

Now, by differentiating (1.1), we obtain

(2.42)
∂

∂xn−1
1

(∆u− uiujuijv−1)(C) =
∂

∂xn−1
1

(2Hv
1
2 )(C),

and using the values of derivatives of u up to order n at C, this lead to

(2.43) uxn+1
1

(C) + uxn−1
1 x2

2
(C) = (n+ 1)[(2l − 1)(2l − 3) . . . 1]2H2l+1.

From (2.40)-(2.41) and (2.43) we obtain

(2.44) Pxn+1
1

(C) = −Pxn−1
1 x2

2
(C).

A similar argument, it follows that

(2.45) Pxn−1
1 x2

2
(C) = −Pxn−3

1 x4
2
(C) = . . . = (−1)lPxn+1

2
(C).

Now we will find the similar relations (2.44)-(2.45) among

Pxm
1 x

n+1−m
2

(C), where m = 1, 3, 5, . . . n.

Using the same argument, we have

(2.46) Pxn+1−m
1 xm

2
(C) = 2nHuxn+1−m

1 xm
2

(C), where m = 1, 3, 5, . . . , n.

Now, by differentiating (1.1), we obtain as in (2.43) the following relations

(2.47) uxn+1−m
1 xm

2
(C) = −uxn−1−m

1 xm+2
2

(C), for m = 1, 3, 5, . . . , n− 2.
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From (2.46)-(2.47), it follows that

(2.48) Pxn
1 x2(C) = −Pxn−2

1 x3
2
(C) = · · · = (−1)lPx1xn

2
(C).

Up to now we are able to show the derivatives of P (x) of order n+ 1 are
vanishing at C as Step 2. Using the induction assumption, (2.44)-(2.45) and
(2.48), we expand P (x) in a Tayor’s series in a neighborhood of the point
C:

P (x)− P (C)

(2.49)

=
rn+1

(n+ 1)!

{
Pxn+1

1
(C)×

[(
n+ 1

0

)
cosn+1 ϕ

−
(
n+ 1

2

)
cosn−1 ϕ sin2 ϕ+ · · ·+ (−1)l+1

(
n+ 1
n+ 1

)
sinn+1 ϕ

]
+ Pxn−1

1 x2
(C)×

[(
n+ 1

1

)
cosn ϕ sinϕ−

(
n+ 1

3

)
cosn−1 ϕ sin3 ϕ

+ · · ·+ (−1)l
(
n+ 1
n

)
cosϕ sinn ϕ

]}
+O(rn+2).

As in Step 2, we can show the derivatives of P (x) of order n+1 are vanishing
at C.

Part B: If n = 2l, l ≥ 3, a similar argument as in Part A, we have

(2.50) Pxn+1−m
1 xm

2
(C) = 2nHuxn+1−m

1 xm
2

(C)

for m = 0, 1, 2, 3, . . . , n+ 1. The same analysis as in Part A leads to imply
the derivatives of P (x) of order n+ 1 are vanishing at C.

According to the unique continuation of analytic function, we know if the
function P (x) attains its minimum at C, then it must be a constant, this
establishes Theorem 2.2. �

Combination of Theorem 2.2 and Lemma 2.1 implies Theorem 2.

3. The proof of Theorem 1.

From Section 2, we know if u ∈ C3(Ω̄) is a solution to Equations (1.1)-(1.2),
then the function

P (x) = 2− 2(1 + |Du|2)−
1
2 − 2Hu

attains its maximum [7] and minimum on ∂Ω unless P (x) is a constant
in Ω̄. As an application of these maximum and minimum principle of the
function P (x), in this section we get the size estimates of capillary free
surface without gravity to complete the proof Theorem 1 and a Corollary.
The proof of Theorem 1 will be divided two parts to show the different
applications for maximum (minimum) principle.
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Proof of Theorem 1. Part A: Use the fact that the function P (x) attains its
maximum on ∂Ω, we first prove (1.3)-(1.4).

Assume P (x) attains its maximum at xo ∈ ∂Ω. We must have at xo:

1
2
Ps =

1
2
(−2)

(
−1

2

)
v−

3
2 (u2

n + u2
s + 1)s −Hus(3.1)

= v−
3
2 (ununs + ususs)−Hus = 0,

from boundary condition (1.2), we have

sin2 θou
2
n = cos2 θo + cos2 θou2

s,

it follows that

(3.2) ununs = cot2 θoususs,

we conclude from (3.2) and (3.1) that

(3.3)
1
2
Ps = v−

3
2 (cot2 θoususs + ususs)−Hus = us

[
uss

sin2 θov
3
2

−H

]
= 0.

According to Hopf maximum principle [9], we also have at xo:

(3.4)
1
2
Pn = v−

3
2 [ununn + ususn]−Hun > 0,

unless P (x) is a constant on Ω̄.
If us(xo) 6= 0, then from (3.3)

(3.5) uss(xo) = H sin2 θov
3
2 (xo).

Now we shall use (1.2), (1.9), (1.10), (3.4) and (3.5) to lead

(3.6) −kun|Du|2 > 0, at xo,

which is contradiction to the strictly convexity of ∂Ω. The proof of (3.6) is
a long calculation. Using (3.5), at xo, we shall rewrite (1.10) as
(3.7)
unn(1+u2

s) = 2Hv
3
2 +ussu2

s+2 cot2 θou2
suss−kunu2

s−(uss+kun)(1+u2
n+u2

s).

Using (1.9) and (3.4) we have at xo

ununn + us(uns − kus)−Hunv
3
2 > 0,

thus

(3.8) u2
n(1+u2

s)unn+unus(1+u2
s)(uns−kus)−Hu2

n(1+u2
s)v

3
2 > 0, at xo.

Combining (3.7) with (3.8) yields at xo

u2
n

[
2Hv

3
2 + ussu

2
s + 2 cot2 θou2

suss − kunu2
s − uss(1 + u2

n + u2
s)− kunv

](3.9)

+ unus(1 + u2
s)uns − kunu2

s(1 + u2
s)−Hu2

n(1 + u2
s)v

3
2 > 0.
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From (3.2), (3.9) can be rewritten as[
Hu2

nv
3
2 + uss(cot2 θou2

su
2
n − u2

n − u4
n)
]

(3.10)

+
[
ussu

2
s cot2 θo(1 + u2

n + u2
s)−Hu2

nu
2
sv

3
2

]
− kun

[
u2
nu

2
s + u2

nv + u2
s + u4

s

]
> 0.

Now we calculate (3.10), from (1.2) and (3.5), it follows that at xo

Hu2
nv

3
2 + ussu

2
n(cot2 θou2

s − 1− u2
n)(3.11)

= Hu2
nv

3
2 −H sin2 θov

3
2u2

n sin2 θo = 0,

and

ussu
2
s cot2 θo(1 + u2

n + u2
s)−Hu2

nu
2
sv

3
2(3.12)

= H sin2 θov
3
2 cot2 θou2

sv −Hu2
nu

2
sv

3
2

= Hu2
sv

3
2 (cos2 θov − u2

n) = 0,

similarly we have

(3.13) −kun(u2
nu

2
s + u2

s + u4
s + u2

nv) = −kun(u2
sv + u2

nv) = −kun|Du|2v.
Insertion (3.11)-(3.13) into (3.10) yields

−kun|Du|2v > 0, at xo,

now we complete the proof (3.6).
Thus we must have us(xo) = 0, from the expression for P (x), xo must be

a point A where u attains its minimum on ∂Ω and we may use the fact that
Pss(A) ≤ 0 also. It follows that

(3.14) 0 ≤ uss(A) ≤ H sin2 θov
3
2 (A).

Using the similar calculation to get (3.6), we conclude from (1.10), (1.2),
(1.9) and (3.4) that

(3.15) k(A) cos θo < H − uss(A).

Insert (3.14) into (3.15) to find

(3.16) k(A) <
H

cos θo
.

Moreover from the maximum principle we have P (A) > P (C), it yields

(3.17) u(A)− u(C) <
1− sin θo

H
.

If P (x) is a constant on Ω̄ then a similar argument as (3.15) we have

k(x) ≡ H

cos θo
, for any x ∈ ∂Ω,(3.18)
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u(x)− u(C) ≡ 1− sin θo
H

, for any x ∈ ∂Ω.(3.19)

Which imply if P (x) is a constant on Ω̄ then Ω is a disk with radius
cos θo
H

.

Until now we complete the proof of (1.3)-(1.4).

Conversely, if at A ∈ ∂Ω we have u(A) − u(C) =
1− sin θo

H
or k(A) =

H

cos θo
, from strong maximum principle it follows that P (x) must be a con-

stant on Ω̄, so (1.7)-(1.8) hold.
Part B: Similar to Part A, use the fact that P (x) attains its minimum on

∂Ω, we will prove (1.5)-(1.6).
From the boundary condition (1.2), we can see that the minimum of P (x)

on ∂Ω must be a point B ∈ ∂Ω where u itself is a maximum. It follows that

(3.20) us(B) = 0, uss(B) ≤ 0.

A similar argument as in Part A, we have

u(B)− u(C) ≥ 1− sin θo
H

,

k(B) ≥ H

cos θo
,

this is (1.5)-(1.6).

Conversely if u(B)−u(C) =
1− sin θo

H
or k(B) =

H

cos θo
, then from strong

maximum and Theorem 2.2 P (x) must be a constant on Ω̄, as in Part A

(1.7)-(1.8) holds and Ω is a disk with radius
cos θo
H

.

When Ω is a disk of radius
cos θo
H

, (1.7)-(1.8) hold obviousily. Thus we
have proved Theorem 1. �

As an another application of the minimum principle of Section 2, we prove
the following Corollary for the capillary free surface area S defined as

S =
∫

Ω

√
1 + |Du|2 dx.

Corollary. Let A and B as in Theorem 1, V =
∫
Ω u dx is the volume of

a liquid in a vertical tube, then S satisfies the inequalities:

(3.21) [sin θo + 3Hu(A)]|Ω| − 3HV ≤ S ≤ [sin θo + 3Hu(B)]|Ω| − 3HV.

Proof. From the fact that P (x) attains its maximum at A ∈ ∂Ω. We must
have

P (x) ≤ P (A) for any x ∈ Ω.
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So we are actually have

(3.22)
1√

1 + |Du|2
≥ sin θo +H[u(A)− u].

Since
1√

1 + |Du|2
= (1 + |Du|2)

1
2 − |Du|2√

1 + |Du|2
,

we obtain from (3.22)

(3.23) H[u(A)− u] + sin θo ≤
√

1 + |Du|2 − |Du|2√
1 + |Du|2

.

Using the fact that
|Du|2√

1 + |Du|2
=

uiui√
1 + |Du|2

and the divergence theorem

in conjuction with (1.1)-(1.2), we find from (3.23) after an intergration over
Ω that

(3.24) S ≥ [3Hu(A) + sin θo]|Ω| − 3HV.

Similar using the fact that P (x) attains its minimum at B ∈ ∂Ω, we know
that

(3.25) S ≤ [3Hu(B) + sin θo]|Ω| − 3HV.

Inequalities (3.24)-(3.25) are optimal in the sense that the equality signs

in (3.24)-(3.25) holds if and only if Ω is a disk with radius
cos θo
H

. This
establishes the Corollary. �
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ON INFINITE UNRAMIFIED EXTENSIONS

Christian Maire

In this article we construct number fields k which have a
trivial class group, but an infinite unramified extension.

1. Introduction.

Let k be a number field. A natural question is: Does k admit an infinite
unramified extension?

The answer is no, if the root discriminant of k is less than Odlyzko’s
bounds.

The answer is yes, if k fails the test of Golod-Shafarevic for a prime
number p. In that case, we know that there exists an infinite unramified
p-extension L over k.

But generally it is fairly difficult to determin whether k admits an infinite
unramified extension.

For this problem we introduce the following unramified extensions of k:
i) k∞ is the maximal unramified Galois extension of k.
ii) k(1) denotes the Hilbert field of k, i.e., the maximal unramified abelian

extension of k; its Galois group over k is isomorphic to the class group
of k via the Artin map. More generally, let k(i) be the Hilbert field of
k(i−1), i ≥ 1, where k(0) = k. Write kH = ∪k(i); kH is the Hilbert tower
of k. We say that the Hilbert tower is finite (or stops) if [kH/k] <∞,
or infinite otherwise.

iii) For a prime number p, kp will be the p-Hilbert tower of k, that is to
say the maximal p-extension of k contained in kH .

We have the following inclusions:

k ⊂ kp ⊂ kH ⊂ k∞.

We recall two facts:
1) There exist fields k for which kH is different from k∞. For instance, the

field k = Q(
√

3.883) has a trivial class group, but there exists an unramified
A5-extension over k.

2) Yamamura [7] has shown that for all imaginary quadratic fields k with
a discriminant less than 420 (or 729 under GRH), k∞ = kH , and k∞/k is
finite (the tower stops at the first, second or third floor).

135
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Using some refinements of a theorem of Golod-Shafarevic or genus the-
ory, it is possible to obtain sufficient criteria for the existence of an infinite
unramified extension of a given number field k. However, these results gen-
erally imply that the Hilbert tower of the considered field k is infinite.

In Theorem 3.1 we give various examples of fields, such as the biquadratic
field Q(

√
17601097,

√
17380678572159893), with a trivial class group and an

infinite unramified Galois extension: For each field k of Theorem 3.1, kH/k
is finite and k∞/k is infinite.

Moreover, we prove that there exists infinitely many quadratic fields with
a finite 2-Hilbert tower, together with an infinite unramified extension of
degre 2∞ (an extension of degre 2∞ is an infinite extension which is the
compositum of extensions of degree a power of 2).

Note that the calculations were performed using PARI [1].

Acknowlegements. The author wishes to thank X. Roblot for providing
Example 4.1.2. He also thanks the referee for comments and for Example 3
in Remark 3.4.1.

2. Preliminaries.

In this section, we recall four propositions that will be used in the sequel.

Proposition 2.1 (Genus theory and theorem of Golod-Shafarevich, see [6]).
Let K/k be a cyclic extension of degree p, and ρ the number of places of k
which are ramified in this extension. Denote by EK (resp. Ek) the units
group of K (resp. k).

Suppose that
ρ ≥ 3 + 2

√
dpEK + 1 + dpEk,

then the p-Hilbert tower of K is infinite.

From then on, we shall write r = d3 + 2
√
dpEK + 1 + dpEke + δ, where

d.e is the ceiling function and where δ = 0 or 1 depending on whether
3 + 2

√
dpEK + 1 + dpEk is an integer or not.

Proposition 2.2 (Kummer theory). Let k/Q be a cyclic extension of de-
gree p unramified at p, and K/Q an extension of degree n. Suppose that for
all places Q of K, the ramification index of Q in K/Q divides the ramifica-
tion index of q = Q ∩Q in k/Q.

Then the extension Kk/k is unramified at the finite places. In particular,
if C is the Galois closure of K, then Ck/k is unramified at the finite places.

Note that in this case, a place Q of K which is unramified over Q will
ramifiy in Kk/K whenever Q ∩Q is ramified in k/Q.

A consequence of the above is the following well-known result (see [4]):
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Proposition 2.3. Let P be an irreducible real polynomial, with squarefree
discriminant D(P ). Denote by C the Galois closure of P . Then
C/Q(

√
Disc (P )) is unramified.

Proposition 2.4 (Class group of biquadratic fields). Let k1 = Q(
√
d1) and

k2 = Q(
√
d2) be two disctincts quadratic fields. Let k3 = Q(

√
d1.d2) and

F = k1k2. Assume that:
1) F/k3 is uramified at all places;
2) The class groups of k1 and k2 are trivial;
3) The class group of k3 is cyclic of order 2.

Then the Hilbert tower of k3 stops at F ; in particular, the class group of F
is trivial.

Proof. It is known that for p 6= 2 (see [5])

|clF (p)| = |clk1(p)||clk2(p)||clk3(p)| = 1,

where clM (p) denotes the p-primary component of the class group of a num-
ber field M .

Moreover, the 2-Hilbert tower of k3 is exactly F because clk3(2) is cyclic
of order 2. In addition |clF (2)| = 1, and |clF | = 1. �

3. Main result.

We propose to construct quadratic fields with a finite Hilbert tower, such that
they have an infinite unramified extension. Note that in all our examples
the tower will stop at the first floor. This point will be proved with the help
of Proposition 2.4.

3.1. Construction of infinite unramified extension. We consider the
following situation:

1) K is a totally real field of degree n over Q such that:
i) The discriminant of K is equal to a prime number l. Hence the

Galois group of the closure of K is Sn (see [4]). Let P be a defining
polynomial of K.

ii) There exist n− 2 unramified places above l in K/Q.
2) q1 and q2 are two primes different from l such that:

i) q1 ≡ q2 ≡ 3(4),
ii) q1 splits completely in K,
iii) there exist n− 1 places above q2 in K/Q.

3) We write k = Q(
√
l.q1.q2), and M = Kk.

Using Proposition 2.2, we have that all places above q1 and q2 plus n − 2
places above l are ramified in M/K. Therefore, in the notation of Proposi-
tion 2.1, in the extension M/K we have

ρ = n+ (n− 1) + (n− 2).



138 CHRISTIAN MAIRE

Applying Proposition 2.1 to M/K, we conclude that M has an infinite
2-Hilbert tower, denoted by M2, if n is at least 7.

We have from Proposition 2.2 that the extension M/k is everywhere un-
ramified. The above facts imply the following inclusions:

k = Q(
√
l.q1.q2) ⊂M ⊂M2,

where M2/k is an infinite unramified extension. Taking the Galois closure
of M2 over k, we obtain an infinite unramified Galois extension L over k. In
particular, k∞/k is infinite.
3.2. The finiteness of kH/k. Suppose that we have found primes l, q1,
q2 and a field K of degree n satisfying all the hypotheses of paragraph 3.1.
Let k1, k2, and k = k3 be the quadratic fields of discriminant l, l.q1, and
l.q1.q2, respectively, and put F = k1k2. Since l ≡ q1q2 ≡ 1 (mod 4), F/k3 is
unramified. If, in addition, k1, k2 have trivial class groups and k3 has class
number 2, then the Hilbert tower stops at F .

We remark that clF is trivial, and that the extension LF/F is an infinite
unramified Galois extension, because F/k is unramified.
3.3. Finding a good polynomial. We want to find a polynomial of degree
7 verifying condition 1.i and 1.ii of paragraph 3.1. Such a polynomial does
not exist in the PARI tables. Consequently, we use the following method:

Pick 7 reals around 0. Construct the monic polynomial P ′ of degree
7 whose roots are the considered reals, and take P ∈ Z[X] the nearest
polynomial to P ′. Then by choosing many families of 7 reals, we finally
hope to find a good polynomial, i.e., such that:

i) Disc (P ) = l;
ii) P ≡ (X − α1)2

∏
i=2,6

(X − αi) (mod l).

Indeed, we rapidly obtain the polynomial

P (X) = X7 − 3X6 − 13X5 + 28X4 + 42X3 − 47X2 − 31X + 12,

with
l = Disc (P ) = 17380678572159893.

Conditions 1.i and 1.ii of paragraph 3.1 are verified.
3.4. Examples. We find one potential prime q1 less than 300000 (q1 =
16747), and 17 potential primes q2 less than 100000.

Finally, eight of these primes q2 are such that (l, q1 = 16747, q2) satisfies
the conditions of Proposition 2.4 (or paragraph 3.2).

Hence we have:

Theorem 3.1. For the quadratic fields Q(
√

17380678572159893.16747.q2),
with q2 = 1051, 11863, 24659, 31583, 74527, 77339, 86579, 93491, one has:

i) kH/k is finite;
ii) k∞/k is infinite.
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3.4.1. Remarks.
1) If we choose q2 such that P is totally decomposed modulo q2, then q2 is

totally decomposed in the Galois closure of P , and so q2 is decomposed in the
extension Q(

√
l)/Q. Consequently the class group of Q(

√
l.q1.q2) contains

the cyclic group (4) [2]. In particular, the Hilbert field of this field is not a
biquadratic field so it would be more difficult to control its class group.

2) For each field of Theorem 3.1, there exists an unramified infinite ex-
tension L over F with Galois group G such that we have the extension
sequence:

1 −→ H −→ G −→ A7 −→ 1,
where H is a non-analytic pro-2-group [3]. Note that G = [G,G].

As a result, the 2-rank of the class group of any nested sequence of ex-
tensions M of F contained in L tends to infinity (see [3]). One shall bear in
mind that clF = (1).

3) It would be interesting to find the field of smallest discriminant satisfy-
ing the hypotheses of Theorem 3.1. The referee gives the following example:

P (X) = X7 + 9X6 + 13X5 − 57X4 − 86X3 + 120X2 − 1,

with q1 = 20411 and q2 = 787.
This example has the desired properties and the biquadratic field F has

slighty smaller discrimant than the field in the introduction.

4. A remark.

One may try to apply Proposition 2.3 in order to find fields satisfying the
conditions of Theorem 3.1.

More precisely, let P be an irreducible totally real polynomial with degree
n such that the discriminant of P is equal to l1.l2.l3 with l1 ≡ 1(4), and
l2 ≡ l3 ≡ 3(4), where l1, l2, l3 are primes.

Let K = Q(θ), where θ is a root of P , k = Q(
√
l1.l2.l3), and M =

Kk. Assume that l1, l2 and l3 are sufficiently decomposed in K/Q. Then
for larger n, using Propositions 2.1 and 2.3 we obtain that the field k =
Q(
√
l1.l2.l3) has an infinite unramified Galois extension.

To show that the Hilbert tower of this field stops we can use an argument
similar to the one involved in the previous section.

Yet, the problem becomes: How to find a polynomial satisfying the hy-
potheses above.
4.1. A method. Let l1 ≡ 1(4) and l2 ≡ 3(4) be two primes, and put

P (X) = X2
n−2∏
i=1

(X − αi) +
− l1.l2,

where αi are different integers. Changing αi, l1, and l2, we hope to find
some polynomials P such that:
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1) P is irreducible;
2) P is totally real;
3) Disc (P ) = l1.l2.l3, for some prime l3;
4) P is sufficiently decomposed modulo l3;

5) For i = 2 or 3,
(
l1
li

)
= −1.

Note that the last condition is necessary to get clk3 = (2) [2].

4.1.1. Case n = 17; r = 32.
For the definition of r, see the paragraph of following Proposition 2.1. In

that case, we should have at least two places above l3.
We have produced one polynomial:

P (X) = X17 − 8X16 − 140X15 + 1120X14 + 7472X13 − 59696X12

− 191620X11 + 1532960X10 + 2475473X9 − 19803784X8

− 15291640X7 + 122333120X6 + 38402064X5

− 307216512X4 − 25401600X3 + 203212800X2 − 4819

with Disc (P ) = l1.l2.l3, where l1 = 61, l2 = 79 and
l3 = 66382900552793321010851526783904690431649057036670997212644
289798588293426436298810789013190435989241744842371595711118731
34668406985800955450434299964685089696459.

Note that log(l3)/ log(10) ≈ 163, and that

P (X) = X2(X − 1)(X − 2)(X − 3)(X − 4)(X − 5)(X − 6)

· (X − 7)(X − 8)(X + 1)(X + 2)(X + 3)(X + 4)(X + 5)

· (X + 6)(X + 7)− 61.79

There are 5 places above l3 which are ramified inK/k. So ρ = 15+15+5 =
35 > r.

4.1.2. Case n = 11; r = 24.
X. Roblot comes up with the polynomial:

P (X) = X11 − 45X10 + 870X9 − 9450X8 + 63273X7 − 269325X6 +
723680X5 − 1172700X4 + 1026576X3 − 362880X2 + 2483
with Disc (P ) = l1.l2.l3, where l1 = 13, l2 = 191 and
l3 = 1975697671490152075520432855935517362161188018903.
Here ρ = 9 + 9 + 7 = 25 > r.

4.1.3. Case n = 9; r = 21.
We found three polynomials ; for all these cases ρ = 7 + 7 + 7 = 21 ≥ r.
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• X9 − 16X8 − 122X7 + 1100X6 + 3709X5 − 20524X4 − 28068X3 +
95760X2 − 18467
with l1 = 313, l2 = 59, and
l3 = 26255115680330741686041335538501141687236954384684227.
• X9 + 35X8 + 51X7 − 1535X6 − 2476X5 + 18660X4 + 17424X3 −

69120X2 + 13067
with l1 = 73, l2 = 179, and
l3 = 7154637362578369142642781505295690026075933100681339.
• X9 + 41X8 + 69X7 − 1805X6 − 3046X5 + 22044X4 + 21096X3 −

82080X2 + 18511
with l1 = 173, l2 = 107, and
l3 = 95384503977834605133365739257008489233297152056661447.

The problem is to calculate the class group of the fields Q(
√
l1) and

Q(
√
l1.l2.l3).

5. Infinite non Galois unramified extension.

In this section, we prove:

Theorem 5.1. There exists infinitely many quadratic fields (imaginary and
real) with a finite 2-Hilbert tower, but with an infinite unramified extension
of degre 2∞.

Proof (only for the real case) and examples.
LetK be a totally real extension over Q of degree 8, such that Disc (K) = l

where l is prime number. Let q1 and q2 be two primes, satisfying:
1) q1 ≡ q2 ≡ 3(4);
2) q1 and q2 are totally decomposed in K/Q.

Put N = KQ(
√
l).

Then q1 and q2 are totally decomposed in the Galois closure of P , in
particular in N/Q. This extension is of degree 16.

Using Proposition 2.1 applied to the extension N(
√
q1.q2)/N , we conclude

that E = N(
√
q1.q2) has an infinite 2-Hilbert tower, noted E2.

Thus, we have the following inclusions:

Q(
√
l.q1.q2) ⊂ Q(

√
l,
√
q1.q2) ⊂ E ⊂ E2,

where all extensions are unramified 2-extensions. Accordingly, E2/Q(
√
l.q1.q2)

is an unramified extension of degree 2∞.
Moreover, the choice of q1 and q2 implies that the 2-part of class group of

Q(
√
l.q1.q2) is cyclic. As consequence the 2-Hilbert tower stops at the first

floor.
If K/Q exists, Cebotarev’s density criterion asserts that there exist infin-

itely many such fields Q(
√
l.q1.q2).
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For the imaginary quadratic case, one may start with the same K and
q1 as above and take q2 = −1. Then Q(

√
l.q1.q2) is an imaginary quadratic

field with the desired properties.

5.1. Examples. Consider the following polynomial, found in the PARI ta-
bles (E-mail: megrez.math.u-bordeaux.fr, directory pub/numberfields):

P (X) = X8 −X7 − 7X6 + 5X5 + 14X4 − 6X3 − 9X2 +X + 1,

where
Disc(P ) = 1318279381.

Then the fields

Q
(√

1302839.4503991.1318279381
)

and

Q
(√
−643.1318279381

)
satisfy the conditions of Theorem 5.1.
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FINITE QUOTIENTS OF THE ALGEBRAIC
FUNDAMENTAL GROUP OF PROJECTIVE CURVES IN

POSITIVE CHARACTERISTIC

Aḿılcar Pacheco and Katherine F. Stevenson

Let X be a smooth connected projective curve defined over
an algebraically closed field k of characteristic p > 0. Let
G be a finite group whose order is divisible by p. Suppose
that G has a normal p-Sylow subgroup. We give a necessary
and sufficient condition for G to be a quotient of the algebraic
fundamental group π1(X) of X.

1. Introduction.

Let X be a smooth projective connected algebraic curve of genus g defined
over an algebraically closed field k of characteristic p > 0. In this paper
we study necessary and sufficient conditions for a finite group G to be a
quotient of the algebraic fundamental group π1(X) of X. We denote by
πA(X) the set of isomorphism classes of finite groups which are quotients
of π1(X). Recall that a group G ∈ πA(X) will occur as a Galois group of
an étale Galois cover Z → X. In this paper we will call Z → X a Galois
G-cover.

Let G be a finite group and suppose that its order is not divisible by p.
In [Groth71, Corollary 2.12] Grothendieck showed that G ∈ πA(X) if and
only if G is a quotient of the topological fundamental group Γg of a compact
Riemann surface of genus g.

We consider next a finite p-group G. Denote by Φ(G) = [G,G]Gp its
Frattini subgroup and let G = G/Φ(G). This group is an elementary p-
abelian group. The p-torsion subgroup JX [p] of the Jacobian variety JX ofX
is an Fp-vector space whose dimension γX is called the Hasse-Witt invariant
of X. It follows from [Ser56, §11] that G ∈ πA(X) if and only if G has p-rank
at most γX . Suppose now that G ∈ πA(X), then G ∈ πA(X), therefore the
p-rank of G (the minimal number of generators of its maximal p-quotient)
is at most γX . Actually, this condition is also sufficient. This follows from
the fact that the p-cohomological dimension cdp(π1(X)) of π1(X) is at most
1 (cf. end of proof of Theorem 1.3).

Now these two situations are understood, the next step to study is the
case of a finite group G whose order is divisible by p. Consider the case
where G has a normal p-Sylow subgroup P . Let H = G/P . The main
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theorem (Theorem 1.3) addresses the question of when a Galois P -cover
Z → Y and a Galois H-cover Y → X can be composed to give a Galois G-
cover Z → X (recall that in general the cover may not be Galois). Roughly
speaking the theorem says that G ∈ πA(X) if and only if the action of H
on P is compatible with the action of H on JY [p]. The result fits nicely
with the fact (implied above) that the p-torsion of the Jacobian variety of
Y regulates the Galois P -covers of Y . In order to state the main theorem
precisely we need to introduce some notation.

1.1. Group theory. Let G be a finite group with normal p-Sylow subgroup
P and quotient H = G/P . A theorem of Schur and Zassenhaus assures that
G is isomorphic to the semi-direct product P oH taken with respect to the
the action η : H → Aut(P ) defined by conjugation. Let Φ(P ) = [P, P ]P p

be the Frattini subgroup of P . The quotient P = P/Φ(P ) is the maximal
elementary abelian quotient of P , hence it is an Fp-vector space. This action
induces an Fp-representation ρ : H → Aut(P).

Let Z(H) be the set of irreducible characters χ of H with values in the
algebraically closed field k of characteristic p > 0. Let χ0 be the trivial
character of H and ρχ : H → GL(Vχ) an irreducible k-representation of H
of character χ of degree nχ. The canonical decomposition of P ⊗Fp k as a
k[H]-module is given by

P ⊗Fp k =
⊕

χ∈Z(H)

V
mχ
χ .(1.1)

1.2. Generalized Hasse-Witt invariants. Let Y → X be a Galois cover
with Gal(Y/X) ∼= H and gY the genus of Y . Let JY be the Jacobian
variety of Y and JY [p] its p-torsion subgroup. Suppose that Fq = Fpm is
a finite field large enough to contain the |H|-th roots of unity. Let eχ =
χ(1)
|H|
∑

h∈H χ
(
h−1

)
h ∈ k[H] be the idempotent corresponding to χ. Denote

by

JY [p]⊗Fp Fq =
⊕

χ∈Z(H)

JY [p]χ(1.2)

the canonical decomposition of JY [p]⊗Fp Fq, where JY [p]χ = eχ · (JY [p]⊗Fp

Fq).

Definition 1.1. The generalized Hasse-Witt invariant γY,χ of Y with re-
spect to χ is defined as the dimension of JY [p]χ as an Fq-vector space (cf.
[Ruc86, §2]). A surjection φ : π1(X) � H corresponds to a Galois H-cover
Y → X, and in the case that the cover Y → X is not named, we will use
γφ,χ to denote the generalized Hasse-Witt invariant γY,χ of Y with respect
to χ.

The notation γφ,χ has the advantage that it emphasizes that the general-
ized Hasse-Witt invariants are invariants of the cover Y → X (corresponding
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to the surjection φ : π1(X) � H) rather than of the curve Y alone. Also, the
main result of this paper is phrased in terms of embedding problems involv-
ing φ. Thus, the notation γφ,χ eases the exposition in that case. However,
in the literature the notation γY,χ is standard. Moreover, in this paper when
we are dealing directly with the cover Y → X, as opposed to the surjection
φ, we use the notation γY,χ.

A consequence of (1.2) is

γY =
∑

χ∈Z(H)

γY,χ.(1.3)

1.3. Embedding problems.

Definition 1.2 ([Har95, p. 366]). An embedding problem for a profinite
group Λ is a pair of surjective profinite group homomorphisms (α : Λ→ K2,
δ : E → K2). The embedding problem is finite, if E is a finite group,
and trivial, if δ is an isomorphism. A weak, respectively proper, solution
to the embedding problem is a homomorphism, respectively a surjective
homomorphism, β : Λ→ E such that α = δ ◦ β.

1.4. Main theorem. Here we give the statement of the main result. Since a
surjection φ : π1(X) � H corresponds to a unique Galois H-cover Y → X,
embedding problems (φ : π1(X) � H,G � H) relate to Galois theory.
Specifically, a proper solution to such an embedding problem corresponds
to the existence of a Galois G-cover Z → X dominating the Galois H-cover
Y → X. Thus we use the language of embedding problems to state the main
theorem.

Again we assume throughout this paper that all curves are smooth con-
nected projective k-curves. For such a curve X we make the following no-
tation.

Notation. Given a group G with normal p-Sylow subgroup P and quotient
H = G/P , and given φ : π1(X) � H, let mχ, nχ, and γφ,χ be as in Sections
1.1 and 1.2. By Condition A for the curve X we will mean that for every
χ ∈ Z(H) the following inequality holds: mχ nχ ≤ γφ,χ.
Theorem 1.3. Let G be a finite group having a normal p-Sylow subgroup
P . Let H = G/P . An embedding problem (φ : π1(X) � H,G � H) has a
proper solution if and only if Condition A holds for the curve X.

The necessity of Condition A for the curve X in Theorem 1.3 was previ-
ously obtained in [Ste96a, Proposition 3.4]. In this paper we show that it
is also sufficient. Rephrasing this in terms of covers we obtain the following
immediate corollary.

Corollary 1.4. Let G be a finite group having a normal p-Sylow subgroup
P . Let H = G/P . Then, G ∈ πA(X) if and only if there exists a Galois
H-cover Y → X such that mχnχ ≤ γY,χ, for every χ ∈ Z(H).
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Remark 1.5. In the case that φ corresponds to a Galois H-cover Y → X
where Y is an ordinary curve (namely, that the genus of Y is equal to γY ) we
show (Theorem 7.1) that an embedding problem (φ : π1(X) � H,G � H)
has a proper solution if and only if mχ ≤ g, when χ is the trivial character
of H, and mχ ≤ (g − 1)nχ, otherwise. The advantage here is that we
eliminate the generalized Hasse-Witt invariant notation from the condition.
This result appears in Section 7 where we discuss it and other consequences
of Theorem 1.3. The existence or non-existence of ‘ordinary GaloisH-covers’
is a difficult and open problem. However, in the case that H is abelian and
X is ‘generic’ (cf. Section 7) a great deal of progress has been made by
Nakajima [Nak83] and Zhang [Zha92]. We use their theorems in Section
7 to obtain some interesting results and examples (cf. Theorem 7.4 and
Example 7.11).

We start with some Preliminaries which allow us to compute the gener-
alized Hasse-Witt invariants in terms of differentials and to estimate how
big they are. Next, in Section 3, we determine when P o H ∈ πA(X) and
develop some elementary representation theory tools which will be used in
Section 6 to prove Theorem 1.3. In Section 4, some useful results regarding
solutions of embedding problems are given. In Section 5, we prove that the
p-cohomological dimension of π1(X) is at most 1. The main result is proved
in Section 6, and in Section 7 we discuss some consequences of the main the-
orem and make some comparisons to previous work of Nakajima [Nak87]
and Stevenson [Ste96a].

2. Preliminaries.

Let Y be a smooth projective connected algebraic curve of genus gY defined
over an algebraically closed field k of characteristic p > 0.

Definition 2.1. Let Ω1
Y be the space of differentials of Y and Ω1

Y (0) ⊂ Ω1
Y

the subspace of regular differentials. Let L be the function field of Y and
t a separating variable of L. Given ω = fdt ∈ Ω1

Y , the Cartier operator is
defined by C (ω) = (−dp−1f/dtp−1)1/p dt. This is a 1/p-linear operator, i.e.,
C(apω) = aC(ω), for any a ∈ K. Moreover, C acts on Ω1

Y (0) (cf. [Ser56,
§10, p. 39]).

It also follows from [Ser56, §10, p. 39] that there exists an Fp-isomor-
phism between JY [p] and Ker(1 − C |Ω1

Y (0)) given by class(D) 7→ df/f ,
where p.class(D) = div(f). In particular, γY ≤ gY .

Definition 2.2. The curve Y is called ordinary if γY = gY .

In order to understand how big the generalized Hasse-Witt invariants are
we recall that a theorem of Nakajima ([Nak84] Corollary, one can also
follow the proof in characteristic 0 of Chevalley and Weil [CheWei34])
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which says that if Y → X is étale and Gal(Y/X) ∼= H, then we have an
isomorphism of k[H]-modules

Ω1
Y (0) ∼= k ⊕ k[H]g−1.(2.1)

Given χ ∈ Z(H), let Ω1
Y (0)χ = eχ.Ω1

Y (0) and gχ = dimk Ω1
Y (0)χ . Note

that (2.1) implies that gχ0 = g and gχ = (g − 1)n2
χ for every χ ∈ Z(H),

χ 6= χ0. It is a result due to Rück [Ruc86, Proposition 2.3] that the Fq[H]-
modules JY [p]χ and Ker(1 − Cm |Ω1

Y (0)χ) are isomorphic (this generalizes
the above result of Serre). Hence, for each χ ∈ Z(H) we have

γY,χ ≤ gχ.(2.2)

Remark 2.3. In particular, by (1.3), we conclude that Y is ordinary if and
only if for each χ ∈ Z(H) we have

γY,χ =
{
g, if χ = χ0 and
(g − 1)n2

χ, if χ 6= χ0.
(2.3)

3. Unramified covers and Galois modules.

Let Y → X be a Galois cover with Gal(Y/X) ∼= H and Z → Y an étale
Galois cover with Gal(Z/Y ) ∼= (Z/pZ)r, for some 1 ≤ r ≤ γY . In [Pac95,
Propositions 2.4 and 2.5] the first author determined a necessary and suf-
ficient condition for Z → X to be also Galois. We review these results
and as a consequence we obtain a necessary and sufficient condition for
P oH ∈ πA(X).

Denote by S1 the set of all étale Galois covers Z →Y with Gal(Z/Y )∼=
(Z/pZ)r for some 1 ≤ r ≤ γY . This set corresponds bijectively to the set S2

of Fp-vector subspaces of Hom(π1(Y ),Z/pZ) by (Z →Y ) 7→Hom(Gal(Z/Y ),
Z/pZ), where we identify Hom(Gal(Z/Y ),Z/pZ) with the Fp-vector space
of ψ ∈ Hom(π1(Y ),Z/pZ) such that π1(Z) ⊂ Ker(ψ). Its inverse is equal to
V 7→ (Z → Y ), where

⋂
ψ∈V (Lun)Ker(ψ) is the function field of Z, L is the

function field of Y and Lun is the maximal unramified Galois extension of
L. An element (Z → Y ) of S1 is explicitly described as follows.

For each Q ∈ Y , let LQ be the completion of L at Q, UL =⋂
Q∈Y (℘(LQ) ∩ L), where ℘ denotes the operator ℘(x) = xp − x. Let

WL = UL/℘(L) and for each a ∈ UL − ℘(L), let 〈a+ ℘(L)〉 be the cyclic
subgroup of order p of WL generated by a + ℘(L). Denote by ℘−1(a) a
solution of ℘(T ) = a in the algebraic closure of L.

Lemma 3.1 ([Pac95, Proposition 2.4]). Let (Z → Y ) ∈ S1 with Gal(Z/Y )
∼= (Z/pZ)r for some 1 ≤ r ≤ γY . There exist Fp-linearly independent
a1 + ℘(L), . . . , ar + ℘(L) ∈ WL such that k(Z) = k(℘−1(a1), · · · , ℘−1(ar)).
Moreover, the cover (Z → Y ) is uniquely determined by the Fp-vector sub-
space AZ/Y =

⊕r
j=1 〈aj + ℘(L)〉 of WL and Gal(Z/Y ) = Hom(AZ/Y ,Z/pZ).
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Lemma 3.2 ([Pac95, Proposition 2.5]). With hypothesis and notation as
in Lemma 3.1, Z → X is Galois if and only if AZ/Y is an Fp[H]-module.
In this case, Gal(Z/X) ∼= Gal(Z/Y ) o H and the action of H on AZ/Y is
contragradient to the natural action of H on Gal(Z/Y ).

Our goal now is to describe the Fp[H]-module structure of P and compare
it with the Fp[H]-module structure of Ker(1−C |Ω1

Y (0)). In order to do this
we introduce some basic facts on representation theory.

Definition 3.3. Let χ ∈ Z(H) and denote by ρχ : H → GL(Vχ) an irre-
ducible representation with character χ. Given h ∈ H, let (aij(h)) be the
matrix of ρχ(h) with respect to some fixed basis of Vχ. For each m ≥ 0, let
ρχpm : H →GL(Vχ) be the map defined by ρχpm (h) = ρχ(h)p

m
.

Lemma 3.4 ([Isa76, p. 151]). The map ρχpm is an irreducible k-represen-
tation of H with character χp

m
defined by χp

m
(h) = χ(h)p

m
.

Definition 3.5 ([Isa76, p. 152]). Denote by Fplχ the field Fp(χ) generated
by Fp and the character values {χ(h) ; h ∈ H}. Given χ, ψ ∈ Z(H), define
χ ∼ ψ if and only if there exists 0 ≤ m < lχ such that ψ = χp

m
. Let [χ]

be the class of χ in Z(H) = Z(H)/ ∼. Let F be the set of Fp- irreducible
representations ρ : H → GL(U) of H.

Lemma 3.6 ([Isa76, Theorem 9.21]). There is a bijection between the sets
F and Z(H) given by ρ 7−→ [χ], where ρ ⊗Fp k : H → GL(U ⊗Fp k) is
isomorphic to ρ[χ] =

⊕lχ−1
j=0 ρ

χpj .

The action η : H → Aut(P ) given by conjugation induces an Fp-represent-
ation ρ : H → Aut(P). By Lemma 3.6, ρ⊗Fpk is a sum of the representations
ρ[χ] with multiplicities mχ (note that since ρ is defined over Fp, mψ = mχ,

for ψ ∼ χ). Denote V[χ] =
⊕lχ−1

j=0 V
χpj . Hence,

P ⊗Fp k
∼=

⊕
[χ]∈Z(H)

V
mχ

[χ] .(3.1)

Let V[χ] be the irreducible Fp[H]-module such that V[χ] ⊗Fp k
∼= V[χ]. It

follows from (3.1) that

P ∼=
⊕

[χ]∈Z(H)

Vmχ

[χ] .(3.2)

Let nχ = dimk Vχ, gχ = dimk Ω1
Y (0)χ and Ω1

Y (0)[χ] =
⊕lχ−1

i=0 Ω1
Y (0)

χpi .
The Cartier operator C induces a k-isomorphism between Ω1

Y (0)χp and
Ω1
Y (0)χ given by ω 7→ C(ω). In particular, Ω1

Y (0)[χ]
∼= V

gχ/nχ

[χ] . Clearly C acts

on Ω1
Y (0)[χ]. Hence, Ker(1− C |Ω1

Y (0)[χ]) ∼= V
tχ
[χ], for some 1 ≤ tχ ≤ gχ/nχ.
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The canonical decomposition of Ω1
Y (0) into irreducible k[H]-modules is

given by

Ω1
Y (0) =

⊕
χ∈Z(H)

Ω1
Y (0)χ =

⊕
[χ]∈Z(H)

Ω1
Y (0)[χ].

As a consequence we obtain the canonical decomposition

Ker(1− C |Ω1
Y (0)) =

⊕
[χ]∈Z(H)

Ker(1− C |Ω1
Y (0)[χ])(3.3)

∼=
⊕

[χ]∈Z(H)

Vtχ[χ]

of Ker(1− C |Ω1
Y (0)) into irreducible Fp[H]-modules.

4. Cohomological dimension and embedding problems.

In this section we describe one tool from Galois cohomology which we use
to prove that if PoH ∈ πA(X) and cdp(π1(X)) ≤ 1, then G ∈ πA(X). This
result is expressed in terms of embedding problems (cf. Remark 4.4). This
concept is also reviewed here.

Definition 4.1 ([Ser86, I-17]). A profinite group Λ has p-cohomological
dimension at most d ≥ 1, if for every Λ-module M and for every integer
e > d the p-primary component of He(Λ,M) is trivial. The infimum cdp(Λ)
of all such d is called the p-cohomological dimension of Λ.

Definition 4.2 ([Ser86, I-23, 3.4]). Let

1→ K1 → E
δ→ K2 → 1(4.1)

be an extension of profinite groups. A profinite group Λ has the lifting
property for this extension, if for every homomorphism α : Λ → K2 there
exists a homomorphism β : Λ→ E such that α = δ ◦ β.

Proposition 4.3 ([Ser86, Proposition 16, I-23]).The inequality cdp(Λ)≤1
holds if and only if the extension (4.1) has the lifting property, when K1 is
a pro-p group.

Remark 4.4. In the case where cdp(Λ) ≤ 1, it follows from Proposition
4.3 and Definition 1.2 that there exists a weak solution to the embedding
problem

(δ : E � K2,Λ � K2).

Let G be a finite group having a normal p-Sylow subgroup P , H = G/P and
P = P/Φ(P ). Recall thatG ∼= PoH. Define δG : G→ PoH by δG((a, b)) =
(amodΦ(P ), b). This function is a surjective group homomorphism and
Ker(δG) = Φ(P ).
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In particular, if cdp(π1(X)) ≤ 1 and P oH ∈ πA(X), then there exists a
weak solution π1(X)→ G to the embedding problem

(δG : G � P oH,π1(X) � P oH).

Furthermore, this weak solution is indeed a proper one, because Φ(P ) ⊂
Φ(G) and the latter set is exactly the set of “non-generators” of G, thus
π1(X)→ G must be surjective.

5. Cohomological dimension at most one.

In this section we prove that the p-cohomological dimension π1(X) is at
most 1. The proof follows the argument sketched out by Serre in [Ser90,
Proposition 1] where he proves a similar result for an affine curve U (sf. also
[Kat88]).

Definition 5.1. Let X be a smooth projective connected curve defined over
k. Denote by FEt/X the category of finite étale covers of X. Given a closed
point x of X define the functor F : FEt/X → Sets by Y 7→ HomX(x, Y ).

Remark 5.2. It follows from [Mil80, Chapter I, §5, p. 39] that F is strictly
pro-representable, i.e., there exists a projective system (Xν , φνµ) in FEt/X
where the transition morphisms φνµ : Xν → Xµ are epimorphisms for ν ≥ µ
and the elements fν ∈ HomX(x,Xν) satisfy

1) fν = φνµ ◦ fµ; and
2) for any Y ∈ FEt/X the natural map lim−→ νHomX(Xν , Y )→ HomX(x,

Y ) is an isomorphism.

Notation. Given a morphism Y → X and F an étale sheaf on X (cf.
[Mil80, Chapter II]), we denote by F|Y the pullback of F to Y . For any
n ≥ 0 and α ∈ Hn

ét(X,F) denote by α|Y ∈ Hn
ét(Y,F|Y ) the pullback of α to

Y .

Definition 5.3 ([Mil80, p. 155 and 220]). An étale sheaf F on X is called
finite if for every quasi-compact U ⊂ X, F(U) is finite. F has finite stalks
if for every geometric point x of X, Fx is finite. F is called locally constant
if there exists a covering (Uξ → X)ξ∈Ξ such that for every ξ ∈ Ξ, F|Uξ

is
constant. F is called a p-torsion sheaf if for every quasi-compact U ⊂ X,
F(U) is killed by a power of p.

Proposition 5.4 ([Mil80, Proposition 1.1, Remark 1.2 (b)]). Each locally
constant sheaf F on X with finite stalks is finite and represented by a group
scheme F̃ that is finite and étale over X. Furthermore, there exists a finite
étale morphism X ′ → X such that F̃ ×X X ′ is a disjoint union of copies of
X ′ and F|X′ is constant.
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Convention. From this point till the end of this section, unless otherwise
stated, F will denote a p-torsion locally constant sheaf on X with finite
stalks.

Remark 5.5. It follows from Definition 5.3 and Proposition 5.4 that

F|X′ ∼=
r⊕
i=1

(Z/pniZ)mi ,(5.1)

where the ni’s and mi’s are positive integers.

Proposition 5.6. For each Y ∈ FEt/X and β ∈ H1
et(Y,F|Y ) there exists

Z ∈ FEt/X such that Z factors through Y and β|Z ∈ H1
et(Z,F|Z) is trivial.

Proof. We start with the case where Y = X. Given β ∈ H1
et(X,F), let x′ be

as in Prop. 5.4 and β′ = β|X′ ∈ H1
et(X

′,F|X′). By (5.1)

H1
et(X

′,F|X′) ∼=
r⊕
i=1

H1
et(X

′,Z/pniZ)mi .

So, we denote β′ = (β1,1, . . . , β1,m1 , . . . , βr,1, . . . , βr,mr) with βi,j ∈ H1
et(X

′,
Z/pniZ). Let Wn be the sheaf of Witt vectors of length n on X [Ser56,
§2], Fabs : X → X the absolute Frobenius morphism and ℘ the operator
℘(x) = xp − x. The exact sequence

1→ Z/pnZ→Wn
℘→Wn → 1,

gives an isomorphism H1
et(X,Z/pnZ) ∼= H1(X,Wn)Fabs , as in the usual

Artin-Schreier theory [Mil80, p. 127-128]. Hence, by [Ser56, Proposi-
tion 13], we conclude that βi,j parametrizes a cyclic étale cover Xi,j → X ′

of degree pni . Given α ∈ H1
et(X

′,Z/pnZ) and V → X ′ any finite étale
cover, let X ′′ → X ′ be the cyclic étale cover of degree pn defined by α
and let α′ = α|V ∈ H1

et(V,Z/pnZ|V ). Thus α′ parametrizes the covering
W = V ×X′ X ′′ → V . In the case where α = βi,j , the covering Xi,j → X ′

plays the role of both V → X ′ and X ′′ → X ′. Therefore βi,j |Xi,j
is trivial.

Let Z → X ′ be a finite étale cover such that for every i ∈ {1, . . . , r} and
j ∈ {1, . . . ,mi}. The cover Z → X ′ factors through Xi,j → X ′. Therefore
β|Z = β′|Z ∈ H

1
et(Z,F|Z) is trivial.

In the case where Y 6= X, let Y ′ = Y ×X X ′. We have

F|Y ′ ∼=
r⊕
i=1

(Z/pniZ)mi .

It follows from the above argument that there exists a finite étale cover
Z → Y ′ such that β|Z = (β|Y ′)|Z ∈ H1

et(Z,F|Z) is trivial. �

Proposition 5.7. For each Y ∈ FEt/X there exists Z ∈ FEt/X which
factors through Y such that H0

et(Z,F|Z) ∼=
⊕r

i=1 (Z/pniZ)mi.
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Proof. As in the proof of Proposition 5.6 it suffices to take Z = Y ×XX ′. �

Remark 5.8 ([Mil80, Chapter I, 5.4]). Given Y ∈ FEt/X denote by
AutX(Y ) the set of X-automorphisms of Y . There exists Z ∈ FEt/X
such that Z → X is Galois and Z → Y is an X-morphism. In this case
HomX(x,Z) is isomorphic to AutX(Z). In particular the elements of the pro-
jective system (Xν , φνµ) can be taken so that for each ν the cover Xν → X
is Galois. Furthermore, π1(X,x) = lim←− νAutX(Xν).

Remark 5.9. Since for each ν the map Xν → X is finite, hence affine, it
follows from [SGA 4, VII, §5] that the projective limit of schemes X̂ =
lim←− νXν exists. Moreover, by [Mil80, Chapter III, Lemma 1.16], for any
étale sheaf F on X and for any integer n ≥ 0 we have

Hn
et(X̂,F| bX) ∼= lim−→ νH

n
et(Xν ,F|Xν

).

Corollary 5.10. H1
et(X̂,F| bX) = 0 and H0

et(X̂,F| bX) ∼=
⊕r

i=1 (Z/pniZ)mi.

Proof. This is an immediate consequence of Propositions 5.6 and 5.7 and
Remark 5.9. �

Theorem 5.11. Let X be a smooth projective connected algebraic curve
defined over an algebraically closed field of characteristic p > 0. For any
closed point x of X we have cdp(π1(X,x)) ≤ 1.

Proof. It follows from [Sha72, p. 55, Theorem 11] that it suffices to show
that H2(π1(X,x), F ) = 0 for any finite simple π1(X,x)-module F of p-power
order. By [Mil80, p. 155-156], any such F is associated uniquely to a p-
torsion locally constant étale sheaf F with finite stalks. Proposition 5.4
shows that there exists X ′ ∈ FEt/X such that

F ∼= F|X′ ∼=
r⊕
i=1

(Z/pniZ)mi .(5.2)

Furthermore, by [SGA 4, X, Corollary 5.2], since X is a smooth projective
connected algebraic curve defined over k, we conclude that

Hn
et(X,F) = 0 for any n ≥ 2.(5.3)

For every ν we consider the Hochschild-Serre spectral sequence [Mil80, p.
105, Theorem 2.20] Er,sν ⇒ Er+s, where Er,sν = Hr(AutX(Xν),Hs

et(Xν ,
F|Xν

)) and Er+s = Hr+s
et (X,F). Also, as in [Mil80, p. 106 (b)], taking the

projective limit we obtain a spectral sequence Er,s∞ ⇒ Er+s, where Er,s∞ =
Hr(π1(X,x),Hs

et(X̂,F| bX)). Furthermore, it follows from [Mil80, p. 309,
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l.8] that there exists an exact sequence

0→ H1(π1(X,x),H0
et(X̂,F| bX))→ H1

et(X,F)→ H0(π1(X,x),H1
et(X̂,F| bX))

(5.4)

→ H2(π1(X,x),H0
et(X̂,F| bX))→ H2

et(X,F)→ H1(π1(X,x),H1
et(X̂,F| bX)).

Finally, we conclude from Corollary 5.10, (5.2), (5.3) and (5.4) that
H2(π1(X,x), F ) = 0. Thus, cdp(π1(X,x)) ≤ 1. �

In the next two corollaries we assume that X has genus g ≥ 2. In this
case it follows from [Ray82, Corollaire 4.3.2] that the p-Sylow subgroups of
π1(X,x) are non-trivial.

Corollary 5.12. For every finite simple p-power order π1(X,x)-module F
we have H1(π1(X,x), F ) ∼= H1

et(X,F).

Proof. The result is a consequence of Corollary 5.10 and (5.4). �

Corollary 5.13. The p-Sylow subgroups of π1(X,x) are non-trivial and
pro-p-free.

Proof. Recall that [Ser86, p. I-20, Proposition 14 (i)] implies cdp(P ) =
cdp(π1(X,x)), for any p-Sylow subgroup P of π1(X,x). Moreover, it follows
from Theorem 5.11 that cdp(π1(X,x)) ≤ 1. But, for a pro-p-group P this is
equivalent to P being pro-p-free. �

6. Galois covers.

Proof of Theorem 1.3. Let π1(X) � G be a proper solution for the em-
bedding problem (φ : π1(X) � H,G � H). Let Y → X be the Galois
H-cover corresponding to φ. Thus, γφ,χ = γY,χ. Recall that Φ(P ) is the
Frattini subgroup of P and P = P/Φ(P ). Observe that P ∈ πA(Y ). It
follows from the correspondence described in the second paragraph of Sec-
tion 3 that Hom(P,Z/pZ) is an Fp-subspace of Hom(π1(Y ),Z/pZ). This
latter space is Fp-isomorphic to Hom(Ker(1− C |Ω1

Y (0)),Fp) by Serre’s du-
ality [Ser56, §9]. Therefore, (3.2) and (3.3) imply mχ ≤ tχ, for every
χ ∈ Z(H). Note that Ker(1−C |

⊕lχ−1
j=0 Ω1

Y (0)
χpj ) and Ker(1−Clχ |Ω1

Y (0)χ)

are Fp[H]-isomorphic via ω =
∑lχ−1

j=0 ωj 7→ ω0 (cf. [Pac95, Lemma 2.14]).
Moreover, dimFp Ker(1 − Clχ |Ω1

Y (0)χ) = γY,χlχ, therefore tχ = γY,χ/nχ
(cf. [Pac95, Corollary 3.6]), hence mχnχ ≤ γY,χ (cf. [Ste96a, Proposition
3.4]). Conversely, suppose that mχ ≤ γY,χ/nχ, for every χ ∈ Z(H). Since
tχ = γY,χ/nχ, it follows from (3.3) there exists an Fp[H]-submodule Bχ
of Ker(1− C |

⊕lχ−1
j=0 Ω1

Y (0)
χpj ) such that Bχ ∼= V

mχ

[χ] . Let B =
⊕

χ∈Z(H) Bχ
and remark that there exists an Fp[H]-isomorphism between B and P. Once
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again by the the correspondence described in the second paragraph of Sec-
tion 3, Hom(B,Fp) is Fp[H]-isomorphic to Hom(Gal(Z/Y ),Z/pZ) for some
étale cover Z → Y and Gal(Z/Y ) ∼= P. Therefore, Lemma 3.2 implies that
Z → X is Galois and Gal(Z/X) ∼= P o H. Hence P o H ∈ πA(X). It
follows from Theorem 5.11 that cdp(π1(X,x)) ≤ 1 for any closed point x of
X. Therefore, the argument of Remark 4.4 implies that G ∈ πA(X). �

7. A generic condition.

Theorem 1.3 tells us that if we are given a finite group G with a normal
p-Sylow subgroup P and quotient H, then whether or not G lies in πA(X)
depends not only on the size of P , but also on the specific action of H on
P . The role that the action of H on P plays in this question was examined
previously in the work of Nakajima [Nak87, Theorem A], Pacheco [Pac95,
Propositions 2.4 and 2.5] and Stevenson [Ste96a, Proposition 3.5]. However,
for the groups we are considering, Theorem 1.3 is stronger. In particular,
it gives us a necessary and sufficient condition which is reasonably easy to
compute. We begin this section with some consequences of Theorem 1.3.
These involve situations where the generalized Hasse-Witt invariants can be
most easily computed. At the end of this section we compute Condition
A for the curve Xg (which represents the generic geometric point of the
coarse moduli scheme Mg of curves of genus g) under the assumption that
H is abelian. This situation is sufficient to demonstrate the strengths of our
results while also distinguishing it from previous work.

As a preliminary step, we will prove the result mentioned in Remark 1.5,
which deals with “ordinary Galois H-covers”. The advantage in this case
is that Condition A can be rephrased in a way that is independent of the
H-cover. Given a finite group G having a normal p-Sylow subgroup P ,
recall that H = G/P , Z(H) denotes the set of irreducible characters χ of H
defined over the algebraically closed field k of characteristic p > 0 and χ0 is
the trivial character of H.

Theorem 7.1. Let G be a finite group having a normal p-Sylow subgroup
P . Let H = G/P . Suppose that φ : π1(X) � H corresponds to a Galois
H-cover Y → X where Y is an ordinary curve. An embedding problem
(φ : π1(X) � H,G � H) has a proper solution if and only if mχ0 ≤ g, and
mχ ≤ (g − 1)nχ, for χ 6= χ0.

Proof. Notice that by Remark 2.3, the Galois H-cover Y is ordinary if and
only if we have

γY,χ =
{
g, if χ = χ0 and
(g − 1)n2

χ, if χ 6= χ0.
(7.1)

Thus condition A is equivalent to the condition of Theorem 7.1. �
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Let g ≥ 2 be an integer and πA(g) the set of isomorphism classes of finite
groups G such that G ∈ πA(X) for some smooth projective connected curve
X of genus g.

Remark 7.2. Suppose that there exists some smooth projective connected
curve X defined over k such that a finite group G ∈ πA(X). Denote by x ∈
Mg the point corresponding to X. In [Ste96, Proposition 4.2] Stevenson
showed that in this case there exists an open subset U of Mg containing x
such that for every z ∈ U we have G ∈ πA(Z), where Z denotes the curve
corresponding to z. In particular, G ∈ πA(Xg), therefore πA(Xg) = πA(g).

Remark 7.3. It is an immediate consequence of the definition of πA(g) that
a finite group G satisfying the hypothesis of Theorem 1.3 lies in πA(g) if and
only if there exists a smooth projective connected curve X of genus g for
which Condition A holds.

Notation. Let G be a finite group. Denote by d(G) the minimum number
of generators of G.

Now we can prove another consequence of Theorem 1.3.

Theorem 7.4. Let G be a finite group having a normal p-Sylow subgroup
P . Suppose that H = G/P is abelian and g ≥ 2. A necessary and sufficient
condition for G ∈ πA(g) is d(H) ≤ 2g, mχ0 ≤ g and mχ ≤ g − 1 for each
χ ∈ Z(H) and χ 6= χ0.

Proof. Suppose that G ∈ πA(g). It follows from Remark 7.3 that there exists
a smooth projective connected curve X and an étale Galois cover Y → X
with Gal(Y/X) ∼= H such that for every χ ∈ Z(H) we have mχ ≤ γY,χ.
By (2.2) we conclude that γY,χ0 ≤ g and γY,χ ≤ g − 1 for every χ ∈ Z(H),
χ 6= χ0. Moreover, since H ∈ πA(X), [Groth71, Corollary 2.12] implies
that d(H) ≤ 2g. In particular, the condition of Theorem 7.4 is satisfied.
Conversely, suppose that d(H) ≤ 2g, mχ0 ≤ g and mχ ≤ g − 1 for each
χ ∈ Z(H) and χ 6= χ0. Since H is abelian and d(H) ≤ 2g, it follows
from [Groth71, Corollary 2.12] that H ∈ πA(Xg), i.e., there exists an étale
covering Yg → Xg such that Gal(Yg/Xg) ∼= H. It is a result due to Nakajima
[Nak83, Theorem 2] that every étale cyclic covering Zg → Xg of degree
prime to p is ordinary. (It is essential here that Xg is generic.) This result
was extended to all abelian prime to p groups by Zhang [Zha92, Théorème
3.1] (again for Xg). Hence Yg is ordinary. So, by Theorem 7.1, γYg ,χ0 = g

and γYg ,χ = g− 1 for every χ ∈ Z(H), χ 6= χ0. Furthermore, by hypothesis,
mχ0 ≤ g and mχ ≤ g− 1 for every χ ∈ Z(H), χ 6= χ0. Therefore, Condition
A holds for Xg and by Theorem 1.3, G ∈ πA(Xg). Finally, Remark 7.2
shows that this is equivalent to G ∈ πA(g). �

Another result in this direction is the following one from [Ste96a].
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Theorem 7.5 ([Ste96a, Propositions 3.1 and 3.2]). Let G be a finite group
having a normal p-Sylow subgroup P and H = G/P . Suppose that g ≥ 2 and
d(H) ≤ g. A necessary and sufficient condition for G ∈ πA(g) is mχ0 ≤ g

and mχ ≤ (g − 1)nχ for each χ ∈ Z(H) and χ 6= χ0.

Remark 7.6. Notice that for an abelian group H such that d(H) ≤ 2g,
Theorem 7.4 is stronger than Theorem 7.5 since the latter requires that
d(H) ≤ g. However, for arbitrary H with d(H) ≤ g, Theorem 7.5 is stronger
than Theorem 7.4.

Now we can compare these results to a result of Nakajima. Let G be
a finite group, IG = {

∑
σ∈G aσσ ∈ Z[G] ;

∑
σ∈G aσ = 0} its augmentation

ideal and t(G) the minimum number of generators of IG. Suppose that there
exists a smooth projective curve X of genus g such that G ∈ πA(X), i.e.,
G ∼= Gal(Y/X) for some étale Galois cover Y → X.

Theorem 7.7 (Nakajima, [Nak84, Theorem 4]). There exists a short ex-
act sequence of k[G]-modules

1→ Ω1
Y (0)→ k[G]g → IG → 1.

Corollary 7.8 (Nakajima, [Nak87, Theorem A]). t(G) ≤ g.

Notation. We call Condition B the inequality of Corollary 7.8.

Remark 7.9. From the definition of πA(g), Theorem 7.7 and Corollary 7.8,
we see that Condition B is necessary for G ∈ πA(g).

Corollary 7.10. Let G be a finite group having a normal p-Sylow subgroup
P , H = G/P . Suppose that either: (a) H is abelian and d(H) ≤ 2g; or (b)
d(H) ≤ g. Under either hypothesis (a) or (b) Condition A is equivalent to
Condition B.

Proof. By [Ste96a, Proposition 3.5] Condition A implies Condition B with-
out any restrictions onH. Conversely, by [Ste96, Proposition 3.1] Condition
B implies that mχ0 ≤ g and mχ ≤ (g− 1)nχ for each χ ∈ Z(H) and χ 6= χ0.
Under hypothesis (a) (resp. (b)) Theorem 7.4 (resp. 7.5) show that the
latter condition implies that G ∈ πA(g). Now by Theorem 1.3 this implies
Condition A. �

In order to obtain a converse in the case where H is a non-abelian finite
quotient of Γg we need to generalize the Nakajima-Zhang result ([Nak83,
Theorem 2] and [Zha92, Théorème 3.1]) to non-abelian Galois étale covers
of degree prime to p of Xg. Another option is to show that there exists
an ordinary Galois H-cover of a curve X of genus g and apply [Ste96] (cf.
Remark 1.5). Very recently M. Raynaud has found a counter example to
both these approaches.
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Example 7.11. Theorem 7.4 gives a result which is not covered by [Ste96a,
Theorem 3.2] in the case where H is abelian and g < d(H) ≤ 2g. Let n ≥ 1
be an integer and let g ≥ 2 be an integer. Let H = (Z/nZ)2g and label the
elements τj for j = 1, . . . , n2g. For each i = 1, 2, . . . , g−1 let Pi = (Z/pZ)n

2g

and Pg = Z/pZ. Pick a basis ai,τ1 , . . . , ai,τn2g for Pi for i = 1, . . . , g− 1 and
let ag be a basis of Pg. Then we define an action of H on each Pi for
i = 1, . . . , g − 1 as follows: ρi : H → Aut(Pi) by ρi(τj)ai,τl = ai,τjτl . With
this action each Pi is isomorphic to Fp[H], which is the H-module defined
over Fp corresponding to the regular representation of H. Let H act on Pg
trivially. Now let P =

⊕g
i=1 Pi with the induced action of H on P . Then

P is isomorphic to (Z/pZ)n
2g(g−1)+1 as a group and to Fp[H]g−1 ⊕ Fp as

an Fp[H]-module. Let G be defined as the semi-direct product P oH with
respect to this action.

By construction P ⊗Fp k is isomorphic as a k[H]-module to k[H]g−1 ⊕ k.
Let Z(H) be the set of irreducible characters of H defined over k and let
χ0 be the trivial character of H. Then using the notation of Section 1.1,
mχ0 = g and mχ = g − 1 for χ 6= χ0. Note that since H is abelian, by
Zhang’s theorem [Zha92, Théorème 3.1], any Galois H-cover Yg of Xg is
ordinary, thus γYg ,χ0 = g, and γYg ,χ = g − 1 for χ 6= χ0. In particular,
Condition A is satisfied for the curve Xg, therefore G ∈ πA(Xg) = πA(g).

Remark 7.12. In the set-up of Example 7.11, as the rank of H is greater
than g, Theorem 7.5 does not apply. If we keep P the same but change
the action of H on P in any way, then G will not lie in πA(g), because for
some character χ 6= χ0 we would have mχ > g − 1 or mχ0 > g. Finally, if
we replace P by any p-group Q with Frattini quotient isomorphic to P and
extend the action of H in P of Example 7.11 to an action of H in Q, then
we get (as in the end of the proof of Theorem 1.3) QoH ∈ πA(Xg) = πA(g).
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[CheWei34] C. Chevalley and A. Weil, Über das Verhalten der Integrale 1. Gattung bei
Automorphismen des Funktionenkörpers, A. Weil Collected Papers, I, 68-71.
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SHAPE EQUIVALENCE, NONSTABLE K-THEORY AND
AH ALGEBRAS

Cornel Pasnicu

We give several necessary and sufficient conditions for an
AH algebra to have its ideals generated by their projections.
Denote by C the class of AH algebras as above and in addition
with slow dimension growth. We completely classify the alge-
bras in C up to a shape equivalence by a K-theoretical invari-
ant. For this, we show first, in particular, that any C∗-algebra
in C is shape equivalent to an AH algebra with slow dimension
growth and real rank zero (generalizing so a result of Elliott-
Gong); then, we use a classification result of Dadarlat-Gong.
We prove that any AH algebra in C has stable rank one (i.e., in
the unital case, that the set of the invertible elements is dense
in the algebra), generalizing results of Blackadar-Dadarlat-
Rørdam and of Elliott-Gong. Other nonstable K-theoretical
results for C∗-algebras in C are also proved, generalizing re-
sults of Dadarlat-Némethi, Martin-Pasnicu and Blackadar.

1. Introduction.

An AH algebra is an amenable C∗-algebra of the form A = lim
→

(An,Φn,m),

with An = ⊕kn
i=1Pn,iC(Xn,i,M[n,i])Pn,i, where Xn,i are finite, connected CW

complexes, kn, [n, i] are positive integers and Pn,i ∈ C(Xn,iM[n,i]) are projec-
tions. The problem of finding suitable invariants for AH algebras was raised
by Effros [Eff] (after the results obtained by Glimm [Gl], Dixmier [Di], Brat-
teli [Br] and especially after Elliott’s classification of the AF algebras by
their ordered K0 group [Ell 1]) and is now a part of Elliott’s project of
classification of the separable, amenable C∗-algebras by invariants including
K-theory (for details see e.g. [Ell 6]).

In this paper we shall deal with AH algebras B whose ideals are generated
(as ideals) by their projections (here by an ideal we mean a closed, two-sided
ideal). The study of these amenable C∗-algebras was suggested by Elliott
and they provide a common generalization of two very important classes of
algebras: The real rank zero AH algebras (i.e., with the property that any
self-adjoint element can be approximated as close as we want by self-adjoint
elements with finite spectrum [BP]) and the simple AH algebras.

159
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Recently, successful classification results have been obtained for certain
classes of AH algebras. On one hand is the remarkable classification of
the real rank zero AH algebras with slow dimension growth (see [Ell 3],
[EGLP 1, EGLP 2], [EG 1, EG 2], [Da 2], [Go 1, Go 2], [DL 1],
[DL 2], [Ei] and [DG], the last paper containing the general classification
result). On the other hand is the very remarkable classification obtained
in [Go 3] and [EGL] for the simple, unital AH algebras with very slow
dimension growth (also, see [Ell 4, Ell 5] and [L]). It would be important
to generalize and unify these classification results for the above two classes
of AH algebras. Our paper can be seen as the first step in this attempt. We
believe that the results of this paper, combined with the techniques from
[Go 3] and [EGL], will play an essential role in the classification of the
AH algebras whose ideals are generated by projections and which have slow
dimension growth. A particular class of AI algebras (i.e., inductive limits of
sequences of C∗-algebras of the form C([0, 1], F ), with F a finite dimension
C∗-algebra) whose ideals are generated by projections has been classified in
[St].

We have been able to give several necessary and sufficient conditions for
an AH algebra to have its ideals generated by their projections (see Theorem
3.1 and Remark 3.2 b)). Let C be the class of AH algebras whose ideals are
generated by their projections and with slow dimension growth. Also, we
classified the C∗-algebras in C up to a shape equivalence by a K-theoretical
invariant (see Theorem 2.15). To do it, we generalized first - relying heavily
on part of Theorem 3.1, [DN] and [EG 2] - a result of Elliott-Gong ([EG 2])
proving, in particular, that any AH algebra in C is shape equivalent to an
AH algebra with slow dimension growth and real rank zero (see Theorem
2.6); then, we used the classification result of the AH algebras with real
rank zero and slow dimension growth obtained by Dadarlat-Gong in [DG].

We have been able also to obtain nonstable K-theoretical results for the
algebras in C. One of the main results of this paper says that any C∗-algebra
in C has stable rank one (that means, in the unital case, that the set of the
invertible elements is dense in the algebra [R]) (see Theorem 4.1). This The-
orem extends a result of Blackadar-Dadarlat-Rørdam ([BDR]) (and hence,
also one in [DNNP]) in the case when the C∗-algebra is simple and a result
of Elliott-Gong in [EG 2] in the case when the AH algebra has real rank
zero. It is important to mention that Theorem 4.1 contains more informa-
tion than one might think at a first sight; e.g., it allows us to compute the
real rank for the AH algebras in C. Indeed, this theorem together with the
inequality [BP], Proposition 1.2 imply that the real rank for a C∗-algebra
in C could be 0 or 1. But the real rank zero case was characterized by
us in [P 2]. Note that if we drop the slow dimension growth condition,
then Theorem 4.1 is no more true. Indeed, a recent result of Villadsen
[V] shows that for any positive integer n there is a simple AH algebra of
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stable rank n and which does not have slow dimension growth. Note also
that the C∗-algebras A with stable rank one have many “nice” and impor-
tant properties (e.g., cancellation and, in the unital case, the canonical map
U(A)/U0(A)→ K1(A) is a group isomorphism [R]).

We have proved also that for any AH algebra A in C,K0(A) is weakly
unperforated in the sense of Elliott [Ell 2] and, in the unital case, that if
two projections p and q in A satisfy σ(p) < σ(q) for any tracial state σ of
A, then p is Murray-von Neumann equivalent to a proper subprojection of
q (see Theorem 5.1). This theorem generalizes results of Dadarlat-Némethi
[DN], Martin-Pasnicu [MP] and Blackadar [Bl 2].

We are grateful to Guihua Gong for useful discussions concerning the
subject of our investigation.

2. The shape equivalence type.

In this section we shall describe the shape equivalence type for a large class
of AH algebras by a K-theoretical invariant (see Theorem 2.15). The proof
of Theorem 2.15 combines Theorem 2.6 (which is based on part of Theorem
3.1, [DN] and [EG 2]) with the classification result of the AH algebras
with real rand zero and slow dimension growth obtained by Dadarlat-Gong
in [DG].

We begin with some notations and definitions.

Notation 2.1. Let H be the set of homogeneus C∗-algebras of the form
⊕ki=1PiC(Xi,Mni)Pi where k and ni are positive integers, Xi is a finite,
connected CW complex and Pi ∈ C(Xi,Mni) is a projection.

Definition 2.2. An AH algebra is a C∗-algebra A = lim
→

(An,Φn,m), where

(An,Φn,m) is an inductive system of C∗-algebras An ∈ H and homomor-
phisms.

Definition 2.3 ([Go 1]). We recall the following definition from [Go 1].
An inductive system (An,Φn,m) of C∗-algebras and homomorphisms will be
said to have slow dimension growth if An = ⊕kn

i=1Pn,iC(Xn,i,M[n,i])Pn,i, Xn,i

are finite, connected CW complexes, Pn,i ∈ C(Xn,i,M[n,i]) are projections,
[n, i] and kn are positive integers and for any n, there is a positive integer
M such that:

lim
m→∞

min
dim Xm,j>M

rank (Φ
i,j
n,m(Pn,i)) 6=0

{
rank (Φi,j

n,m(Pn,i))
dim Xm,j + 1

}
= +∞

(we use the convention that the minimum of the empty set is +∞).

An AH algebra will be said to have slow dimension growth if there is
an inductive system (An,Φn,m) with slow dimension growth such that A =
lim
→

(An,Φn,m) .
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Note that the above definition gives a more general slow dimension growth
condition than that defined in [EG 2] and one of its advantages is that any
system (⊕kn

i=1Pn,iC(Xn,i,M[n,i])Pn,i,Φn,m) with sup
n,i

dim Xn,i < +∞ has

slow dimension growth (take for any n,M = sup
n,i

dim Xn,i) even though

the limit is not simple.
The first notion of slow dimension growth for some simple AH algebras

was introduced in [BDR]. For other extensions in the non-simple case see
e.g. [Goo], [MP].

Notation 2.4. Let S be the category of separable C∗-algebras and homo-
morphisms.

Definition 2.5 ([EK], [Bl 1]). Two inductive systems (An,Φn,m) and
(Bn,Ψn,m) in S are said to be shape equivalent if there are positive inte-
gers ki < `i < ki+1 (i ≥ 1) and homomorphisms ξi : Aki

→ B`i and
ηi : B`i → Aki+1

such that:

ηi ◦ ξi ∼h Φki,ki+1
: Aki

→ Aki+1

and

ξi+1 ◦ ηi ∼h Ψ`i,`i+1
: B`i → B`i+1

where ∼h means homotopy between homomorphisms.

The following theorem generalizes a result of Elliott and Gong in [EG 2].

Theorem 2.6. Let (An,Φn,m) be an inductive system in S with An ∈ H,
n ≥ 1. Suppose that (An,Φn,m) has slow dimension growth and that any
ideal of its limit A = lim

→
(An,Φn,m) is generated by its projections.

Then (An,Φn,m) is shape equivalent to some inductive system (Bn,Ψn,m)
in S with Bn ∈ H, n ≥ 1, such that (Bn,Ψn,m) has slow dimension growth
and its limit B = lim

→
(Bn,Ψn,m) has real rank zero.

Remarks 2.7. a) Observe that in the above Theorem 2.6 the AH algebra
B can not be always simple. Indeed, let A be an AH algebra with real
rank zero, stable rank one [R] which is not simple and which has slow
dimension growth. Suppose that the AH algebra B given by Theorem 2.6 is
in addition simple. The shape equivalence induces an isomorphism between
(K0(A),K0(A)+) and (K0(B),K0(B)+). But since B is simple it follows
that (K0(B),K0(B)+) is simple and hence (K0(A),K0(A)+) is also simple.
But since A has real rank zero and stable rank one, by a general result in
[GL] it follows that A is simple, a contradiction.

b) Observe that by [Da 2], [Go 1] and [EG 2], Theorem 2.2, the AH
algebra B in the above Theorem is unique up to an isomorphism.
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In the proof of the above theorem we shall need the following six lem-
mas. First, let us recall shortly some definitions. For a C∗-algebra A =
⊕ki=1PiC(Xi,Mni)Pi, where Pi ∈ C(Xi,Mni) are nonzero projections and
the Xi’s are compact, connected spaces, define SP (A) = tXi. If B is an-
other C∗-algebra of the same type as A, Φ : A→ B is a homomorphism and
y ∈ SP (B), we want to define SP (Φ)y, the spectrum of Φ in the point y.
The definition reduces practically (in a natural manner) (see e.g. [EG 2])
to the case when we have Φ : C(X) → PC(Y,Mn)P and y ∈ Y . Since the
map C(X) 3 f 7→ Φ(f)(y) ∈ Mn is a finite dimensional ∗-representation, it
follows that it is a direct sum of some irreducible ∗-representations of C(X)-
given by the evaluation maps in x1(y), x2(y), · · · , xm(y) ∈ X- and of a zero
∗-representation of C(X). Then, by definition SP (Φ)y = {x1(y), x2(y), . . . ,
xm(y)}, where we count multiplicity.

The first lemma is inspired by [DNNP], Proposition 2.1 (see also [St]).

Lemma 2.8. Let A = lim
→

(An,Φn,m), with

An = ⊕kn
i=1A

i
n, A

i
n = Pn,iC(Xn,i,M[n,i])Pn,i,

where Xn,i are finite, connected CW complexes and Pn,i ∈ C(Xn,i,M[n,i]) are
nonzero projections. Suppose that any ideal of A is generated by projections.

Then, for any fixed n and fixed F = F ⊂ U =
◦
U⊂ tkn

i=1Xn,i = SP (An)
there is mo > n such that for any m ≥ mo any partial map Φj

n,m : An → Ajm
satisfies either:

SP (Φj
n,m)y ∩ F = φ for all y ∈ Xm,j

or

SP (Φj
n,m)y ∩ U 6= φ for all y ∈ Xm,j.

Proof. We may suppose that n = 1 and that F ⊂ U ⊂ X1,1. Define f ∈
C(X1,1) such that f(x) = 1 if x ∈ F and f(x) = 0 if x /∈ U . Consider
f̃ = ⊕kn

i=1fi ∈ ⊕
kn
i=1A

i
n where f1 = f · P1,1 and fi = 0 if i 6= 1.

Define Gk = {y ∈ SP (Ak) : SP (Φ1,k)y ∩ U = φ}, k ∈ N. But then each
Gk is a closed subset of SP (Ak) (see e.g. [Da 1], [P 1]). As in [DNNP]
define Jk = {g ∈ Ak : g |Gk

= 0}, k ≥ 1. Obviously Jk is an ideal in Ak and
let J be the ideal of A defined by Jk, k ≥ 1. Define by Gjk the component
of Gk in Xk,j . It is not difficult to see that if we define pm = ⊕km

j=1p
j
m ∈

⊕km
j=1A

j
m = Am, m ≥ 1 by:

pjm =

{
Pm,j if Gjm = φ

0 if Gjm 6= φ

then each pm is a projection in Am, pm ∈ Jm and:

pm · aeb = aeb · pm = aeb
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for any projection e of Jm and any a, b ∈ Am (each Xm,j is a connected
space). Since, by hypothesis, J is generated by its projections, the above
equalities imply that (Φm,∞(pm))∞m=1 is an approximate unit for J. Here
Φm,∞ : Am → A = lim

→
(An,Φn,k) is the canonical homomorphism. Since

obviously
∼
f∈ J1(f(x) = 0 for any x ∈ X1,1 \U), these facts imply that there

is m0 > n such that:

(1) ‖pmΦ1,m(
∼
f)pm − Φ1,m(

∼
f)‖ < 1, m ≥ m0.

Fix m ≥ m0. Then:

a) Let j be such that pjm = 0.
In this case, (1) implies that:

‖pjmΦj
1,m(

∼
f)pjm − Φj

1,m(
∼
f)‖ = ‖Φj

1,m(
∼
f)‖ = ‖Φ1,j

1,m(f1)‖ < 1.

But since ‖Φ1,j
1,m(f1)‖ = sup

y∈Xm,j

‖f1 |SP (Φ1,j
1,m)y

‖ = sup
y∈Xm,j

‖f |
SP (Φ1,j

1,m)y
‖,

one can deduce that

SP (Φ1,j
1,m)y ∩ F = φ for all y ∈ Xm,j

(f(x) = 1 if x ∈ F ).

b) Let j be such that pjm = P jm.
By the definition of pm it follows that Gjm = φ, which, by the definition

of Gm, is equivalent to:

SP (Φj
1,m)y ∩ U 6= φ for all y ∈ Xj

m.

�

Now we shall prove the following result:

Lemma 2.9. Let A = lim
→

(An,Φn,m) be as in Lemma 2.8. Then, for any
fixed n, i and δ > 0 there is m0 > n such that the following is true:

For any F = F ⊂ Xn,i and any m ≥ m0 we have that any partial map
Φi,j
n,m satisfies either

SP (Φi,j
n,m)y ∩ F = φ for all y ∈ Xm,j

or

SP (Φi,j
n,m)y ∩Bδ(F ) 6= φ for all y ∈ Xm,j .

(Here we use the standard notation Bδ(M) = {x ∈ Xn,i : dist (x,M) < δ}
for any subset M of Xn,i. Note that the result applies to any metric defining
the topology of Xn,i (of course, m0 depends on the chosen metric).)
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Proof. The proof will use the “test functions” introduced in [Su] and, of
course, the above lemma. Let us denote X = Xn,i and H = {χT, 4

δ
: T is a

closed subset of X}. We recall that for any closed subset ω of Xand any
ε > 0 the continuous function χω,ε : X → R is defined in [Su] by:

χω,ε(x) =


1 if x ∈ ω
1− ε · dist(x, ω) if dist(x, ω) ≤ 1

ε

0 if dist(x, ω) ≥ 1
ε .

Notice that supp (χω,ε) = B 1
ε
(ω).

As observed in the proof of [L], Lemma 7.15, H is an equicontinuous
family of functions and hence there is a finite subset H1 ⊂ H such that
dist (h,H1) < 1

8 for any h ∈ H (see also [Su] for a direct proof). Using this,
we shall prove now that:

(∗)


For any closed subset C of X there
is f ∈ H1 such that f |C > 3

4 and
f |X\B 3δ

4
(C) <

1
8 .

Let D = B δ
2
(C). By the above observation, for χD, 4

δ
there is f ∈ H1, say

f = χD1,
4
δ

for some D1 = D1 ⊂ X such that:

(i) |χD, 4
δ
(x)− χD1,

4
δ
(x)| < 1

8
, x ∈ X.

Let x ∈ C ⊂ D. Then (χD, 4
δ
)(x) = 1 and hence (i) implies:

|1− χD1,
4
δ
(x)| < 1

8
=> f(x) = χD1,

4
δ
(x) >

3
4
.

Now let t ∈ X \B 3δ
4
(C) ⊂ X \B δ

4
(D). Since χD, 4

δ
(t) = 0, (i) implies that:

f(t) <
1
8
.

Hence the above statement (∗) is proved.
Now, for any h ∈ H1 let us introduce the notations:

Fh =
{
x ∈ X : h(x) ≥ 3

4

}
Uh =

{
x ∈ X : h(x) >

1
8

}
.

Obviously Fh = Fh ⊂ Uh =
◦
Uh⊂ X.
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Applying Lemma 2.8 for the sets Fh and Uh corresponding to any h in
the finite set H1, we get a number m0 > n such that for all m ≥ m0, j and
h ∈ H1, we have either

(ii)


SP (Φi,j

n,m)y ∩ Fh = φ for all y ∈ Xm,j

or
SP (Φi,j

n,m)y ∩ Uh 6= φ for all y ∈ Xm,j .

Fix a closed subset F of X. By (∗) there is f ∈ H1 such that f |F> 3
4

and f |X\B 3δ
4

(F )<
1
8 .

Obviously:

(iii) F ⊂ Ff ⊂ Uf ⊂ Bδ(F ).

The conclusion follows now from (ii) and (iii). �

The following lemma is a generalization of [EG 2], Lemma 2.3.

Lemma 2.10. Let A = lim
→

(An,Φn,m) be as in Lemma 2.8. Then, for any

n, any finite subset F in ⊂ Ain ⊂ An, any positive integer N and any ε > 0
there is m0 > n such that any partial map Φi,j

n,m with m ≥ m0 satisfies
either:

a) rank (Φi,j
n,m(Pn,i)) ≥ N · rank (Pn,i) or

b) Φi,j
n,m is homotopic within the projection Φi,j

n,m(Pn,i) to a homomor-
phism Ψi,j

n,m with finite dimensional range and:

‖Φi,j
n,m(f)−Ψi,j

n,m(f)‖ < ε

for any f ∈ F in.

Proof. Choose a δ > 0 as in the proof of [EG 2], Lemma 2.3; that is such
that any closed ball in Xn,i of radius a is contractible for any a ≤ 2Nδ
and such that whenever x, x′ ∈ Xn,i satisfy d(x, x′) ≤ 2Nδ (d(·, ·) is the
canonical metric on Xn,i) it follows that ‖f(x) − f(x′)‖ < ε for all f ∈ F in.
Suppose that rank (Φi,j

n,m(Pn,i)) < N · rank (Pn,i).
Let m0 > n be the number obtained applying Lemma 2.9 for n, i and

δ > 0. We shall use the following standard notation: If M ⊂ X and (X, d)
is a metric space, then for any ε > 0, Bε(M) = {x ∈ X : d(x,M) < ε}. For
any fixed m ≥ m0 and fixed yj ∈ Xm,j let F = Xn,i\Bδ(SP (Φi,j

n,m)yj ).
Obviously F is closed. By Lemma 2.9 it follows that either:

SP (Φi,j
n,m)y ∩ F = φ for all y ∈ Xm,j(i)

or

SP (Φi,j
n,m)y ∩Bδ(F ) 6= φ for all y ∈ Xm,j .(ii)
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But since for y = yj the relation from (ii) is false, it follows that we have
(i), which implies that:

SP (Φi,j
n,m)y ⊂ Bδ(SP (Φi,j

n,m)yj )

for all y ∈ Xm,j . Now the proof continues as in the proof of [EG 2], Lemma
2.3. �

The next lemma is a generalization of [Go 1], Lemma 2.23.

Lemma 2.11. Suppose that A is the C∗-inductive limit of an inductive sys-
tem (

An = ⊕kn
i=1Pn,iC(Xn,i,M[n,i])Pn,i,Φn,m

)
with slow dimension growth. Assume that any ideal of A is generated by its
projections.

Then, for any n, any finite subset F in ⊂ Pn,iC(Xn,i,M[n,i])Pn,i ⊂ An, any
ε > 0 and any integer N there is m0 > n such that each partial map Φi,j

n,m

with m ≥ m0 satisfies either:

1) rank (Φi,j
n,m(Pn,i)) ≥ N · (dim Xm,j + 1) or

2) Φi,j
n,m is homotopic within the projection Φi,j

n,m(Pn,i) to a homomor-
phism Ψi,j

n,m with finite dimensional range and:

‖Φi,j
n,m(f)−Ψi,j

n,m(f)‖ < ε

for any f ∈ Fn,i.

The proof of the above lemma follows easily from Lemma 2.10.
The next lemma is implicitely contained in the proof of [EG 2], Lemma

3.27:

Lemma 2.12 ([EG 2]). Let Φ : PC(X,Mk)P → QC(Y,M`)Q be a uni-
tal homomorphism between homogeneous C∗-algebras. Let ε > 0. Assume
that X is a path connected space and that {x1, x2, . . . , xn} is ε

2 -dense in X.
Suppose that Ψ : PC(X,Mk)P → RC(Y,Mp)R is a unital homomorphism
between homogenous C∗-algebras defined by:

Ψ(f) =


Φ(f)

f(x1)⊗ 1m1

. . .
f(xn)⊗ 1mn


f ∈ PC(X,Mk)P , where f(x) ∈ Mrank (P )

∼= P (x)MkP (x) with mi ≥
|SP (Φ)y|, y ∈ Y (we count with multiplicities). (Here 1mi is the identity
in Mmi .) Then:

SPV (Ψ) < ε.
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The following lemma is essentially contained in the proof of [Go 1],
Lemma 4.6 (see also [Da 2], [EG 2]) and it is based on [DN].

Let A = ⊕ki=1PiMni(C(Xi))Pi, where Xi is a finite, connected CW com-
plex and Pi ∈ Mni(C(Xi)) is a projection. Let A′ = ⊕ki=1Mni(C(Xi)) and
Ã′ = (⊕ki=1M`ni

(C(Xi))) ⊕ (⊕ki=1Mni) = (⊕ki=1C
′i) ⊕ (⊕ki=1D

′i), where `
is a positive integer. Let α′ ⊕ β′ : A′ → Ã′ be a unital homomorphism
where α′ : A′ → ⊕ki=1C

′i, β
′
: A′ → ⊕ki=1D

′i are homomorphisms such that:
α
′i,j = 0, β

′i,j = 0 if i 6= j, [α
′i,i] = id ∈ kk(Xi, Xi) (see [DN]), αi,i takes

trivial projections to trivial projections and β
′i,i(f) = f(xi0), where xi0 is

the base point of Xi. Let (α
′ ⊕ β

′
)(A) ⊆ Ã = (⊕ki=1C

i) ⊕ (⊕ki=1D
i) =

(⊕ki=1QiM`ni
(C(Xi))Qi) ⊕ (⊕ki=1Mrank (Pi)) ⊂ Ã′ where Qi = α

′i,i(Pi) and
define α⊕ β : A→ Ã by (α⊕ β)(a) = (α′ ⊕ β′)(a), a ∈ A.

Lemma 2.13. With the above notation, let Φ : A→ B be a homomorphism,
where B = ⊕`j=1Bj , Bj = RjMmj (C(Yj))Rj, where Yj is a finite, connected
CW complex and Rj ∈Mmj (C(Yj)) is a projection.

Suppose that each partial map Φi,j : Ai → Bj satisfies either
1) Φi,j : Ai → Φi,j(Pi)BjΦi,j(Pi) is homotopic to a homomorphism Ai →

Φi,j(Pi)BjΦi,j(Pi) with finite dimensional range or
2) rank (Φi,j(Pi)) ≥ 3(dim Yj + 1)(`+ 1) · rank (Pi).

Then, there is a homomorphism γ : Ã → B such that γ ◦ (α ⊕ β) is
homotopic to Φ and Φ(1A) = (γ ◦ (α⊕ β))(1A).

Proof. It follows from [EG 2], Lemma 2.13 and the proof of [Go 1], Lemma
4.6 (see also [Da 2]) and it is based on [DN]. �

Proof of Theorem 2.6. Suppose that A is the C∗-inductive limit of a system:(
An = ⊕kn

i=1Pn,iC(Xn,iM[n,i])Pn,i,Φn,m

)
with slow dimension growth. Combining Lemma 2.11 with Lemma 2.12 and
Lemma 2.13 it follows that there is a sequence of positive integers `1 < `2 <
· · · < `n < `n+1 < ... and homomorphisms Ψn : A`n → A`n+1 such that for
any n:

a) Φ`n,`n+1 is homotopic to Ψn.
b) SPV (Ψn) < 2−n.

Since the inductive system (An,Φn,m) has slow dimension growth it fol-
lows obviously that (A`n ,Φ`n,`n+1) has slow dimension growth and, by the
above condition a), it follows easily that the system (A`n ,Ψn) has also slow
dimension growth (note that the spaces Xn,i are connected). If we denote
B = lim

→
(A`n ,Ψn) then b) implies as in the proofs of [EG 2], Corollary 2.25

and [EG 2], Remark 2.26 (see also the comment after [Go 1], Proposition
2.19) that the AH algebra B with slow dimension growth has real rank zero.
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To conclude the proof observe that the systems (An,Φn,m) and (A`n ,Ψn)
are shape equivalent (see a)) (by unital homomorphisms in the unital case
since if the Φn,m’s are unital then the above Ψn’s can be chosen unital). �

Definition 2.14 ([EK], [Bl 1]). Two separable C∗-algebras A and B are
said to be shape equivalent if there are two inductive systems (An,Φn,m) and
(Bn,Ψn,m) in S (the category of separable C∗-algebras and homomorphisms)
which are shape equivalent (see Definition 2.5) and A = lim

→
(An,Φn,m), B =

lim
→

(Bn,Ψn,m).

If A and B are shape equivalent we shall write it in the following way:

Sh(A) = Sh(B).

The next theorem classifies completely, up to a shape equivalence, a large
class of AH algebras with slow dimension growth. The invariant is the
graded, preordered, scaled group (K(·),K(·)+,

∑
(·)) together with the ac-

tion of the Bockstein operations on K(·) defined in ([DG], [DL 1]) (see also
[DL 2], [Ei]), where:

K(A) = K∗(A)⊕⊕∞p=2K∗(A; Zp)

for any σ-unital C∗-algebra A.

Theorem 2.15. Let A and A′ be AH algebras with slow dimension growth
and such that any of their ideals is generated by its projections.

Then, the following are equivalent:
a) Sh(A) = Sh(A′).
b) There is a graded isomorphism of ordered, scaled groups

(K(A),K(A)+,
∑

(A)) ∼= (K(A′),K(A′)+,
∑

(A′))
which commutes with the Bockstein operations.

Proof. a) ⇒ b). This implication follows easily from the definition of
(K(·),K(·)+,

∑
(·)) and from the definition of the Bockstein operations

([DG], [DL 2]) and it is true for more general C∗-algebras A and A′.
b) ⇒ a). By Theorem 2.6, it follows that there are AH algebras B and

B′ with slow dimension growth and real rank zero such that:

Sh(A) = Sh(B)(i)

Sh(A′) = Sh(B′).(ii)

Using the hypothesis, the implication a) ⇒ b) and [DG] it follows that:

B ∼= B′

which obviously implies:

(iii) Sh(B) = Sh(B′).
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Results in [Bl 1] allow us to deduce from (i), (ii) and (iii) that:

Sh(A) = Sh(A′).

�

3. A characterization theorem.

We shall give now several characterizations of the AH algebras whose ideals
are generated by their projections.

Theorem 3.1. Let A = lim
→

(An,Φn,m) be an AH algebra, with An =

⊕kn
i=1A

i
n, A

i
n = Pn,iC(Xn,i,,M[n,i])Pn,i, where Xn,i are connected, finite CW

complexes and Pn,i ∈ C(Xn,iM[n,i]) are projections. Then the following are
equivalent:

a) Any ideal of A is generated by its projections.

b) For any fixed n and any fixed F = F ⊂ U =
◦
U⊂ SP (An) = tkn

i=1Xn,i

there is m0 > n such that for any m ≥ m0 any partial map Φj
n,m :

An → Ajm satisfies either:

SP (Φj
n,m)y ∩ F = φ for all y ∈ Xm,j

or

SP (Φj
n,m)y ∩ U 6= φ for all y ∈ Xm,j .

c) For any fixed n, i and δ > 0 there is m0 > n such that the following is
true:

For any F = F ⊂ Xn,i and any m ≥ m0 we have that any partial
map Φi,j

n,m satisfies either:

SP (Φi,j
n,m)y ∩ F = φ for all y ∈ Xm,j

or

SP (Φi,j
n,m)y ∩Bδ(F ) 6= φ for all y ∈ Xm,j .

(Here we used the standard notation Bδ(M) = {x ∈ Xn,i : dist (x,M)
< δ} for any subset M of Xn,i.)

d) Any ideal of A has a countable approximate unit consisting of projec-
tions.

e) For any ideal I of A we have:
For any integer n, any ε > 0 and any x ∈ An ∩ I there is m > n

and a projection p ∈ Am ∩ I such that:

‖Φn,m(x)− p · Φn,m(x)‖ ≤ ε.
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f) For any ideal I of A we have:
For any integer n, any ε > 0 and any x ∈ An ∩ I there is m > n

and a projection p ∈ Am ∩ I such that:

‖Φn,m(x)− p · Φn,m(x) · p‖ ≤ ε.
(Above we used the notation Ak ∩ I = {y ∈ Ak : Φk,∞(y) ∈ I}.)

Proof. a) ⇒ b) follows from Lemma 2.8.
a) ⇒ c) follows from Lemma 2.9.
b)⇒ d) Fix I an ideal in A,n, ε > 0 and an element x ∈ An∩I. Define:

F = {t ∈ SP (An) : ‖x(t)‖ ≥ ε}
U = {t ∈ SP (An) : ‖x(t)‖ 6= 0}.

Obviously F = F ⊂ U =
◦
U⊂ SP (An). Then, by hypothesis, there is

m0 > n such that for any m ≥ m0 any partial map Φj
n,m : An → Ajm

satisfies either

SP (Φj
n,m)y ∩ F = φ for all y ∈ Xm,j(i)

or

SP (Φj
n,m)y ∩ U 6= φ for all y ∈ Xm,j .(ii)

Let Gk = Gk ⊂ SP (Ak) be such that Ak∩I = {f ∈ Ak : f |Gk
= 0}, k ≥ 1.

Define pm = ⊕km
j=1p

j
m ∈ ⊕km

j=1A
j
m = Am for any m ≥ 1 by:

pjm =

{
Pm,j if Gjm = φ

0 if Gjm 6= φ

(here, obviously, Gjm is the component of Gm in Xm,j). It is clear that pm
is a projection in Am ∩ I. Denote for m ≥ m0:

djm = Φj
n,m(x)− pjmΦj

n,m(x)

for any 1 ≤ j≤ km. We shall prove that ‖djm‖ ≤ ε for all j and all m ≥ m0.
Let us fix now m ≥ m0.

1) Let j be such that pjm = Pm,j .
In this case djm = 0 and hence ‖djm‖ = 0.
2) Let j be such that pjm = 0.
Then djm = Φj

n,m(x). We have two possibilities:
If (i) is true, then:

‖djm‖ = ‖Φj
n,m(x)‖ = sup

y∈Xm,j

∥∥∥x |SP (Φj
n,m)y

∥∥∥ ≤ ε.
If (ii) is true, then, since obviously:

U ⊂ SP (An) \Gn := Gcn
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it follows that:

SP (Φj
n,m)y ∩Gcn 6= φ for all y ∈ SP (Ajm) = Xm,j .

But now it is not difficult to prove that if z ∈ SP (Ajm), then:

SP (Φj
n,m)z ∩Gcn 6= φ⇒ z ∈ SP (Ajm) \Gjm := (Gjm)c.

(Indeed, let t ∈ SP (Φj
n,m)z∩Gcn. Then there is g ∈ An∩I such that g(t) 6= 0.

Hence:
‖Φj

n,m(g)(z)‖ =
∥∥∥g |SP (Φj

n,m)z

∥∥∥ > 0

since t ∈ SP (Φj
n,m)z. But g ∈ An ∩ I and Φn,m(An ∩ I ) ⊂ Am ∩ I . All these

things imply that z ∈ (Gjm)c.)
Combining the last relations we get:

SP (Ajm) = Xm,j ⊂ (Gjm)c ⇔ Gjm = φ⇔ pjm = Pm,j .

Hence, we are in the case 1) when ‖djm‖ = 0. This ends the proof of b)
⇒ d).

d) ⇒ e), e) ⇒ a), d) ⇒ f), c) ⇒ b) and f) ⇒ a) are obvious. The proof
of the Theorem is completed. �

Remarks 3.2. a) Let us note that part c) in Theorem 3.1 is independent
of the metric defining the topology of Xn,i.

b) Theorem 3.1 remains true if the spaces Xn,i are arbitrary compact,
connected, metrizable topological spaces (the proof is the same).

4. Stable rank one.

Our objective is the following result:

Theorem 4.1. Let A be an AH algebra with slow dimension growth and
such that any ideal of A is generated by its projections.

Then A has stable rank one (tsr (A) = 1).

Note that if in this theorem we drop the slow dimension growth condition,
then the result is not true in general, as follows from [V]. The above theorem
generalizes results of Dadarlat-Nagy-Némethi-Pasnicu [DNNP], Blackadar-
Dadarlat-Rørdam [BDR], when A is simple and of Elliott-Gong [EG 2]
when A has real rank zero. For the proof of the above theorem we shall
need Theorem 3.1, Lemma 2.11 and the following lemmas:

Lemma 4.2. Let X be a compact Hausdorff space and let a be a non-
invertible element of A = C(X,Mn). Let F = {x ∈ X : a(x) is not invertible
in Mn} and let ε > 0.

Then, there are s, Fi = F i ⊂ Ui =
◦
U i ⊂ X, bi ∈ A and projections

pi, qi ∈ A (1 ≤ i ≤ s) such that:
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1) F = ∪si=1Fi.
2) pi(x), qi(x) 6= 0, x ∈ X, 1 ≤ i ≤ s.
3) bi(x)pi(x) = qi(x)bi(x) = 0, x ∈ Ui, 1 ≤ i ≤ s.
4) ‖a− bi‖ < ε, 1 ≤ i ≤ s.

Proof. Let x ∈ F . Since det a(x) = 0, it is not difficult to deduce that there

are x ∈ Ux =
◦
Ux ⊂ X, bx ∈ A and projections px, qx ∈ C(X,Mn) such that:

px(t), qx(t) 6= 0, t ∈ X

bx(t)px(t) = qx(t)bx(t) = 0, t ∈ Ux
‖a− bx‖ < ε.

Choose x ∈Wx =
◦
W x such that Wx ⊂ Ux.

We make such a construction for any x ∈ F . Since F ⊂ ∪x∈FWx and F
is compact, it follows that there are x1, x2, . . . , xs ∈ F such that:

F ⊂ ∪si=1Wxi(⊂ ∪si=1Wxi)

and hence
F = ∪si=1(F ∩Wxi).

Denote Fi = F ∩Wxi , 1 ≤ i ≤ s. Since Fi = Fi and Fi ⊂ Wxi ⊂ Uxi for
each i, we may define Ui = Uxi , bi = bxi , pi = pxi , qi = qxi(1 ≤ i ≤ s) and
the proof is over. �

Lemma 4.3. Let Φ : A = C(X,Mn) → B = C(Y,Mm) be a homomor-
phism, where X,Y are compact Hausdorff spaces. Let a ∈ A and let W
be an open cover of X such that for every W ∈ W there are positive ele-
ments pW , qW ∈ A such that for any x ∈W,pW (x) and qW (x) are non-zero
projections and:

a(x)pW (x) = qW (x)a(x) = 0.
Then, there is an open cover Z of Y such that for every Z ∈ Z there are

positive elements PZ , QZ ∈ Φ(A) such that for any t ∈ Z,PZ(t) and QZ(t)
are projections with

Φ(a)(t)PZ(t) = QZ(t)Φ(a)(t) = 0

and

rankPZ(t), rankQZ(t) ≥ |SP (Φ)t| =
rank Φ(1A)

rank 1A
(count multiplicities).

Proof. Let t ∈ Y . Suppose that y1, y2, . . . , yk are the distinct elements of
SP (Φ)t. Choose W1,W2, . . . ,Wk ∈ W such that yi ∈ Wi and choose also
open sets Ui with yi ∈ Ui ⊂Wi such that:

Ui ∩ (∪j 6=iUj) = φ, 1 ≤ i ≤ k.
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Let Z be an open neighborhood of t in Y such that:

SP (Φ)t ⊂ ∪ki=1Ui, t ∈ Z.

Let χi : X → [0, 1] be continuous maps such that χi(x) = 1 for any x ∈ Ui
and χi(x) = 0 for any x ∈ ∪j 6=iUj (1 ≤ i ≤ k).

Define PZ , QZ ∈ B by:

PZ = Φ

(
k∑
i=1

χipWi

)

QZ = Φ

(
k∑
i=1

χiqWi

)
.

Obviously, 0 ≤ PZ , QZ ∈ Φ(A) and for any t ∈ Z it is clear that PZ(t)

and QZ(t) are projections
(

since
k∑
i=1

χipi and
k∑
i=1

χiqi are projections on

SP (Φ)t

)
and:

Φ(a)(t)PZ(t) = QZ(t)Φ(a)(t) = 0(
since if x ∈ SP (Φ)t ⊂ ∪ki=1Ui ⇒ x ∈ Uj for some j and then:

a(x) ·

(
k∑
i=1

χipWi

)
(x) = a(x)χj(x)pWj (x) = a(x)pWj (x) = 0

= qWj (x)a(x) =

(
k∑
i=1

χipWi

)
(x) · a(x)

)
and also:

rankPZ(t) =
k∑
i=1

 ∑
x∈SP (Φ)t∩Ui

rank pWi(x)


≥

k∑
i=1

|SP (Φ)t ∩ Ui| = |SP (Φ)t| =
rank Φ(1A)

rank 1A

and similarly:
rankQZ(t) ≥ |SP (Φ)t|

(count multiplicities). �

The next lemma is the Selection principle from [DNNP]:
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Lemma 4.4 ([DNNP], Proposition 3.2). Let X be a Hausdorff compact
space, let k′ ≥ k ≥ 1 be integers, let W be an open cover of X and as-
sume that for each W ∈ W there is given a continuous projection val-
ued map pW : W → Mn such that rank pW (x) ≥ k′ for x ∈ W . If
dim(X) ≤ 2(k′ − k) − 1 then there is a continuous projection valued map
p : X →Mn such that for x ∈ X:

rank p(x) ≥ k
p(x) ≤ ∨{pW (x) : W ∈ W, x ∈W}.

Lemma 4.5 ([DNNP], Lemma 3.3). Let B be a unital C∗-algebra and let

k ≥ max(tsr (B), csr (B)).

Then for any positive integer m and any a ∈ Mm(B), the matrix
(
a 0
a 0k

)
belongs to the closure of GL(m+ k,B).

Proof of Theorem 4.1. We shall prove first the theorem in the case when
A = lim

→
(An,Φn,m), An = ⊕kn

i=1A
i
n, A

i
n = C(Xn,i,M[n,i]), where kn, [n, i] are

positive integers and Xn,i are connected, finite CW complexes.
Fix a non-invertible element a in some Ain and fix also ε > 0. Define

F = {x ∈ SP (Ain) : a(x) is not invertible} = {x ∈ SP (Ain) : det a(x) =

0}. By Lemma 4.2 there are s,F` = F` ⊂ U` =
◦
U ` ⊂ SP(Ai

n), b` ∈ Ai
n and

projections p`, q` ∈ Ain, 1 ≤ ` ≤ s such that F = ∪s
`=1F` and:

(1) p`(x), q`(x) 6= 0, x ∈ SP (Ain), 1 ≤ ` ≤ s

(2) b`(x) · p`(x) = q`(x) · b`(x) = 0, x ∈ U`, 1 ≤ ` ≤ s

(3) ‖a− b`‖ < ε, 1 ≤ ` ≤ s.
By Theorem 3.1, there is m0 > n such that for any m ≥ m0 and any

1 ≤ ` ≤ s any partial map Φi ,j
n,m : Ai

n → Aj
m (1 ≤ j ≤ km) satisfies either:

SP (Φi,j
n,m)y ∩ F` = φ for all y ∈ Xm,j

or

SP (Φi,j
n,m)y ∩ U` 6= φ for all y ∈ Xm,j .

Using this and arguing by contradiction it is easy to see that for any
m ≥ m0 and for any j there is 1 ≤ k ≤ s such that either:

SP (Φi,j
n,m)y ∩ F = φ for any y ∈ SP (Ajm)(4)

or

SP (Φi,j
n,m)y ∩ Uk 6= φ for any y ∈ SP (Ajm).(5)
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Fix such m, j and k.
If (4) is true, then it is easy to see that Φi,j

n,m(a) is invertible in
Φi,j
n,m(1Ai

n
)AjmΦi,j

n,m(1Ai
n
).

Let us assume now that (5) is true. Then, using also (1) and (2) and
working as in the proof of [DNNP], Lemma 2.2, we get an open cover W
of SP (Ajm) such that for every W ∈ W there are positive elements pW , qW
of Ajm such that for any x ∈ W,pW (x) and qW (x) are non-zero projections
with:

Φi,j
n,m(bk)(x)pW (x) = qW (x)Φi,j

n,m(bk)(x) = 0.

Denote cj = Φi,j
n,m(bk). By Lemma 2.11 we have that there is r > m such

that any partial map Φj,s
m,r satisfies either:

(6)


‖Φj,s

m,r(cj)−Ψj,s
m,r(cj)‖ < ε

where Ψj,s
m,r : Ajm → Φj,s

m,r(1Aj
m

)AsrΦ
j,s
m,r(1Aj

m
)

is some homomorphism with finite dimensional range
or:

(7) rank Φj,s
m,r(1Aj

m
) ≥ rank 1

Aj
m
·
(

3
2

dim Xr,s + 2
)
.

Fix s and r. If (6) is true then, obviously, Φj,s
m,r(cj) can be approximated

within ε by an invertible element of Φj,s
m,r(1Aj

m
)AsrΦ

j,s
m,r(1Aj

m
).

If (7) is true, then, by Lemma 4.3 it follows that there is an open cover
Z of SP(As

r ) such that for any Z ∈ Z there are positive elements PZ , QZ ∈
Φj,s
m,r(A

j
m) with the property that for any t ∈ Z,PZ(t), QZ(t) are projections

with:
Φj,s
m,r(cj)(t)PZ(t) = QZ(t)Φj,s

m,r(cj)(t) = 0

rankPZ(t), rankQZ(t) ≥ 3
2

dim Xr,s + 2.

Using now Lemma 4.4 (the Selection principle) it follows that there are
projections p and q in Asr such that:

rank p, rank q ≥ dim Xr,s +
3
2

(8)

Φj,s
m,r(cj)p = qΦj,s

m,r(cj) = 0(9)

p, q ≤ Φj,s
m,r(1Aj

m
).(10)

Using (8) and stability results for vector bundles (see [H]) and passing
eventually to subprojections it follows that there are trivial projections p and
q in Asr (i.e., unitarily equivalent to a constant projection in C(Xr,s,M[r,s]) =
Asr) such that p ≤ p, q ≤ q and:

(11) dim Xr,s + 1 ≥ rank p = rank q ≥
[
dim Xr,s + 1

2

]
+ 1.
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Since by [N] and [R]:[
dim Xr,s + 1

2

]
+ 1 ≥ max{tsr C(Xr,s), csr C(Xr,s)}

it follows that:

rank p = rank q ≥ max{tsr C(Xr,s), csr C(Xr,s)}.

Since p and q are trivial projections, (10) and (11) imply that:

(12) [p] = [q] ∈ K0(Asr) = K0(Φj,s
m,r(1Aj

m
)AsrΦ

j,s
m,r(1Aj

m
)).

We have by (11):

rank p = rank q ≥
〈

dim Xr,s

2

〉
(〈·〉 denotes the least integer ≥) and by (7) and (11):

rank (Φj,s
m,r(1Aj

m
)− p) = rank Φj,s

m,r(1Aj
m

)− rank p

≥ 3
2

dim Xr,s + 2− (dim Xr,s + 1) =
dim Xr,s

2
+ 1 ≥

〈
dim Xr,s

2

〉
.

Using also (12), (10) and stability results for vector bundles in [H] it
follows that:

(13) p = uqu∗ for some unitary u in Φj,s
m,r(1Aj

m
)AsrΦ

j,s
m,r(1Aj

m
).

Since Φj,s
m,r(cj)p = qΦj,s

m,r(cj) = 0 (see (9)), using (13) we get that:(
u∗Φj,s

m,r(cj)
)
p = p

(
u∗Φj,s

m,r(cj)
)

= 0.

Since p, u∗Φj,s
m,r(cj) ∈ Φj,s

m,r(1Aj
m

)AsrΦ
j,s
m,r(1Aj

m
), using Lemma 4.5 as in the

past part of the proof of [DNNP], Theorem 3.6, we can conclude that:

u∗Φj,s
m,r(cj) ∈ GL(Φj,s

m,r(1Aj
m

)AsrΦ
j,s
m,r(1Aj

m
))⇔

Φj,s
m,r(cj) ∈ GL(Φj,s

m,r(1Aj
m

)AsrΦ
j,s
m,r(1Aj

m
)),

(see (13)).
In conclusion, A has stable rank one (see (3)).
Let us consider now the general case, when:

A = lim
→

(An,Φn,m)

where An = ⊕kn
i=1Pn,iC(Xn,i,M[n,i])Pn,i with Xn,i finite, connected CW

complexes and Pn,i ∈ C(Xn,iM[n,i]) projections. Then, as in [EG 2], 4.24,
we use the proof of [EG 2], Lemma 2.13 to construct an AH algebra
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Ã = lim
→

(Ãn, , Φ̃n,m), where Ãn is a direct sum of matrix algebras over

the same CW complexes Xn,i, A ⊂ Ã and:

A = ∪∞n=1PnÃPn

for some increasing sequence of projections P1 ≤ P2 ≤ ... ≤ Pn ≤ ... .
In fact, we may suppose that An is a corner subalgebra of Ãn and that
Φn,m = Φ̃n,m|An

. It is clear now that Ã = lim
→

(Ãn, Φ̃n,m) has slow dimension

growth and that by Theorem 3.1 it follows that any ideal of Ã is generated
by its projections (since any ideal of A has the same property). On the other
hand, due to the special form of the connecting homomorphisms Φ̃n,m, one
can easily construct an isomorphsim between A ⊗ K and Ã ⊗ K (K = the
compact operators acting on a separable, infinite dimensional Hilbert space).
Since tsr (Ã) = 1 (by the first part of the proof), a theorem of Rieffel [R],
Theorem 3.6 implies that tsr (A) = 1. �

5. Other nonstable K-theoretical results.

In this section we shall prove other nonstable K-theory results for the AH
algebras considered in Theorem 4.1.

Theorem 5.1. Let A be an AH algebra with slow dimension growth and
such that any ideal is generated by its projections.

Then:

a) K0(A) is weakly unperforated in the sense of Elliott ([Ell 2]).
b) If furthermore, all the connecting homomorphisms in the inductive sys-

tem with slow dimension growth whose limit is A are unital then A
has (SC) (see [P 2]), i.e., if p and q are projections in A such that
τ(p) < τ(q) for any tracial state τ of A, then p is Murray-von Neu-
mann equivalent to a proper subprojection of q.

The above theorem generalizes results of Dadarlat-Némethi [DN], Martin-
Pasnicu [MP] and Blackadar [Bl 2].

To prove the above theorem we need, among other things, the following
result:

Proposition 5.2 (see [P 2] and also [MP]). Let A= lim
→

(An,Φn) and B=

lim
→

(Bn,Ψn), where An, Bn are arbitrary unital C∗-algebras and the connect-
ing homomorphisms Φn,Ψn are unital.

Suppose that there is an EP -commutative diagram (see [MP, 2.3]) with
unital homomorphisms αn and βn(n ≥ 1):
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A1
Φ1−→ A2

Φ2−→ A3
Φ3−→ A4

Φ4−→ · · ·
α1↘ β1↗ α2↘ β2↗ α3↘ β3↗

B1
Ψ1−→ B2

Ψ2−→ B3
Ψ3−→ · · ·

(note that this happens if e.g., the above diagram is commutative at the level
of homotopy).

Then:
a) T (A) 6= φ⇔ T (B) 6= φ.
b) A has (SC)⇔ B has (SC).
If furthermore the above diagram is a stably EP -commutative diagram

(that is, after taking the tensor product with Mn for any n, it is still an
EP -commutative diagram) then:

c) A has cancellation ⇔ B has cancellation.
d) K0(A) is weakly unperforated in the sense of Elliott⇔ K0(B) is weakly

unperforated in the sense of Elliott.

a), b) and c) appeared in [P 2], Proposition 2.5. d) follows from the
fact that the preordered groups (K0(A),K0(A)+) and (K0(B),K0(B)+) are
isomorphic. Obviously, we need in fact the homomorphisms to be unital in
the diagram only for a) and b).

Proof of Theorem 5.1. The proof is inspired by [P 2] and [MP]. Assume
that A is the C∗-inductive limit of an inductive system:

(An = ⊕kn
i=1A

i
n,Φn,m)

Ain = Pn,iC(Xn,i,M[n,i])Pn,i, with slow dimension growth. Using Lemma
2.11 it follows that there is a sequence of positive integers `1 < `2 < ... <
`n < ... and homomorphisms Ψn : A`n → A`n+1 such that Φ`n,`n+1 is homo-
topic to Ψn and each partial map

(Ψn)i,j : Ai`n → (Ψn)i,j(1Ai
`n

)Aj`n+1
(Ψn)i,j(1Ai

`n
)

induced by Ψn satisfies either:

rank ((Ψn)i,j(P`n,i)) ≥ (dim X`n+1,j + 1)rank (P`n,i)

or
(Ψn)i,j has finite dimensional range.

If we denote B = lim
→

(A`n ,Ψn), then obviously A and B are shape equiv-

alent (and, moreover, if the Φn,m’s are unital then all the Ψn’s above can be
chosen also unital).

Now, by Proposition 5.2, it is enough to prove that K0(B) is weakly
unperforated in the sense of Elliott and that (in the unital case) B has
(SC). But this can be shown using stability results for vector bundles ([H])
as in [P 2] (see also [MP]). �
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Remarks 5.3. We know that any AH algebra with slow dimension growth
and real rank zero is isomorphic to an AH algebra over spaces of dimension
≤ 3 and with real rank zero ([Da 2], [Go 1]). Therefore, using also Theorem
2.6 and Proposition 5.2, the proof of the above Theorem reduces to the proof
of the fact that any AH algebra over spaces of dimension ≤ 3 and with real
rank zero has the required properties. But this is a standard fact. We
prefered the other proof of Theorem 5.1 beause it is more “elementary”.
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HARMONIC FUNCTIONS ON MANIFOLDS WITH
NONNEGATIVE RICCI CURVATURE
AND LINEAR VOLUME GROWTH

Christina Sormani

In this paper we prove that if a complete noncompact mani-
fold with nonnegative Ricci curvature and linear volume
growth has a nonconstant harmonic function of at most poly-
nomial growth, then the manifold splits isometrically.

Lower bounds on Ricci curvature limit the volumes of sets and the ex-
istence of harmonic functions on Riemannian manifolds. In 1975, Shing
Tung Yau proved that a complete noncompact manifold with nonnegative
Ricci curvature has no nonconstant harmonic functions of sublinear growth
[Yau2]. That is, if

lim sup
R→∞

maxBp(R) |f |
R

= 0(1)

and if f is harmonic, then f is a constant. In the same paper, Yau used
this result to prove that a complete noncompact manifold with nonnegative
Ricci curvature has at least linear volume growth,

lim inf
R→∞

Vol (Bp(R))
R

= C ∈ (0,∞].(2)

There are many manifolds with nonnegative Ricci curvature that actually
have linear volume growth

lim sup
R→∞

Vol (Bp(R))
R

= V0 <∞.(3)

Some interesting examples of such manifolds can be found in [So1].
In this paper, we prove the following theorem concerning harmonic func-

tions on these manifolds.

Theorem 1. Let Mn be a complete noncompact manifold with nonnegative
Ricci curvature and at most linear volume growth,

lim sup
R→∞

Vol (Bp(R))
R

= V0 <∞.(4)

183
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If there exists a nonconstant harmonic function, f , of polynomial growth of
any given degree q,

∆f = 0 and |f(x)| ≤ C(d(x, p)q + 1),(5)

then the manifold splits isometrically, Mn = Nn−1 × R.

Harmonic functions of polynomial growth have been an object of study for
some time. Until recently it was not known whether the space of harmonic
functions of polynomial growth of a given degree on a manifold with non-
negative Ricci curvature was finite dimensional. Atsushi Kasue proved this
result with various additional assumptions in [Kas1, Kas2]. Tobias Cold-
ing and Bill Minnicozzi have recently proven that this space is indeed finite
dimensional with no additional assumptions [CoMin]. With our stronger
condition of linear volume growth, we are able to prove that this space is
only one dimensional directly using a gradient estimate of Cheng and Yau
[ChgYau] and results from [So1, So2].

For background material consult the textbooks [SchYau] and [Li].
The author would like to thank Professor Shing-Tung Yau for conjec-

turing this theorem and for his encouragement during her year at Harvard
University. She would also thank to thank Professors Tobias Colding, Jeff
Cheeger, William Minicozzi and Gang Tian for their continued interest in
her work.

1. Background.

A ray, γ : [0,∞) 7→Mn, is a geodesic which is minimal on any subsegment,
d(γ(t), γ(s)) = |t − s|. Every complete noncompact Riemannian manifold
contains a ray. Given a ray, one can define its associated Busemann function,
b : Mn → R, as follows:

b(x) = lim
R→∞

(
R− d(x, γ(R))

)
.(6)

The Busemann function is a Lipschitz function whose gradient has unit
length almost everywhere, [Bu].

In Euclidean space, the level sets of the Busemann function associated
with a given ray are the planes perpendicular to the given ray. In contrast,
the Busemann function defined on a manifold with nonnegative Ricci curva-
ture and linear volume growth has compact level sets with bounded diameter
growth [So1, Thm. 15]. In that paper, the author also proved that if such a
manifold is not an isometrically split manifold, then the Busemann function
is bounded below and b−1((−∞, r]) is a compact set for all r [So1, Cor. 19].

Lemma 2. Let Mn be a complete manifold with nonnegative Ricci curva-
ture. Suppose that there is a Busemann function, b, which is bounded below
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by bmin and that diameter of the level sets grows at most linearly,

diam(b−1(bmin + r)) ≤ CD(r + 1).(7)

Then there exists a universal constant, Cn, depending only on the dimen-
sion, n, such that any harmonic function, f , satisfies the following gradient
estimate:

sup
b−1([bmin,bmin+r))

| 5 f | ≤ Cn
2(r +D)

sup
b−1(bmin+2(r+D))

|f |(8)

for all D ≥ CD(r + 1).

Proof. First note that the boundary of the compact set, b−1([bmin, r)), is
just b−1(r). So, by the maximum principal, we know that for any harmonic
function, f ,

max
b−1([bmin,r))

f ≤ max
b−1(r)

f and min
b−1([bmin,r))

f ≥ min
b−1(r)

f.(9)

Furthermore, Cheng and Yau have proven the following gradient estimate
for harmonic functions on balls in manifolds with nonnegative Ricci curva-
ture,

sup
Bp(a/2)

| 5 f | ≤ Cn
a

sup
Bp(a)

|f |(10)

where Cn is a universal constant depending only on the dimension, n.
[ChgYau, Thm. 6], see also [ChgYau, p. 21, Cor. 2.2]. This will be
the constant in (8). Thus, we need only relate balls to regions defined by
the Busemann function to prove the theorem.

Let x0 be a point in b−1(bmin). Note that

Bx0(a) ⊂ b−1([bmin, bmin + a))(11)

because the triangle inequality implies that

b(x) = lim
R→∞

R− d(x, γ(R))

≤ lim
R→∞

R− d(x0, γ(R)) + d(x0, x)

= b(x0) + d(x0, x).

On the other hand, using our diameter bound in (7), we claim that

b−1([bmin, bmin + r)) ⊂ Bx0(r +D) ∀D ≥ CD(r + 1).(12)

To see this we will construct a ray, σ, emanating from x0 such that for all
t ≥ 0, σ(t) ∈ b−1(rmin + t). Then, for any y ∈ b−1([bmin, bmin + r)), we let
t = b(y) and we have

d(x0, y) ≤ d(x0, σ(t)) + d(σ(t), y) ≤ t+ diam(b−1(rmin + t)) ≤ r +D
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which implies (12). The ray, σ, is constructed by taking a limit of minimal
geodesics, σi, from x0 to γ(Ri). A subsequence of such a sequence of minimal
geodesics always converges. The limit ray satisfies the required property,

b(σ(t)) = lim
i→∞

b(σi(t)) = lim
i→∞

lim
R→∞

R− d(σi(t), γ(R))

= lim
R→∞

R− (d(σi(0), γ(R))− t) = b(x0) + t.

We can now combine the relationships between Busemann regions and
balls, (12) and (11), with the gradient estimate, (10), and the maximum
principal, (9), to prove the lemma. That is, for all D ≥ CD(r + 1), we have

sup
b−1([bmin,bmin+r))

| 5 f | ≤ sup
Bx0 (r+D)

| 5 f | by (12),

≤ Cn
2(r +D)

sup
Bx0 (2(r+D))

|f |

≤ Cn
2(r +D)

sup
b−1([bmin,bmin+2(r+D)))

|f |

≤ Cn
2(r +D)

sup
b−1(bmin+2(r+D))

|f |.

�

We employ this lemma and elements of the proof to prove our theorem.

2. Proof of the Theorem.

The given manifold, Mn, has nonnegative Ricci curvature and linear volume
growth. We will assume thatMn doesn’t split isometrically and demonstrate
that the harmonic functions of polynomial growth must be constant. Since
the manifold doesn’t split isometrically and has linear volume growth, any
Busemann function, b, has a minimum value by [So1, Cor. 23]. Further-
more, by [So2, Thm. 1], the diameters of the level sets of the Busemann
function grow sublinearly. Thus we satisfy the hypothesis of Lemma 2 with
CD = 1 in (7).

Let M(r) = maxb−1(bmin+r) |f |, where f is a harmonic function of polyno-
mial growth. Note that M is an nondecreasing function by the maximum
principal, (9). By the lemma, we know that for all r ≥ bmin and for all
D ≥ (r + 1), we can bound the gradient of f in terms of M ,

sup
b−1([bmin,bmin+r))

| 5 f | ≤ CnM(2(r +D))
2(r +D)

.(13)

Since b−1(r) is compact, there exists xr, yr ∈ b−1(bmin + r) such that

f(xr) = min
b−1(bmin+r)

f and f(yr) = max
b−1(bmin+r)

f.(14)
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We claim that, for r sufficiently large, M(r) ≤ f(yr)− f(xr).
First recall that if f is a positive or negative harmonic function on a

manifold with nonnegative Ricci curvature, then f must be constant [Yau1,
Cor. 1]. So there exists a point z ∈ Mn such that f(z) = 0. Thus, by the
maximum principal, if r ≥ b(z) we know that f(yr) ≥ 0 and f(xr) ≤ 0. So
M(r) = max(f(yr),−f(xr)) ≤ f(yr)− f(xr).

We can now estimate M(r) from above in terms of the gradient of f
and the diameter of the level set, b−1(r). First we join xr to yr by a
smooth minimal geodesic, γr. Note that the length of γr, is less than or
equal to diam (b−1(r)) by the definition of diameter. So γr ⊂ b−1(bmin, r +
diam (b−1(r))). Thus for all r ≥ b(z), for all D ≥ (r + 1), we have

M(r) ≤ f(yr)− f(xr)

≤
∫ L(γr)

0

d

dt
f(γ(t)) dt

≤
∫ L(γr)

0
| 5 f | |γ′(t)| dt

≤ sup
b−1([bmin,r+diam (b−1(r))))

| 5 f |
∫ L(γr)

0
|γ′(t)| dt

≤ CnM(2(r + diam (b−1(r)) +D))
2(r + diam (b−1(r)) +D)

diam (b−1(r))

≤ CnM(2(r + diam (b−1(r)) +D))
diam (b−1(r))

2r

≤ CnM(2(r + (r + 1) +D))
diam (b−1(r))

2r
.

Setting D = r + 1 and taking r ≥ 1, we have

M(r) ≤ CnM(6r)
diam (b−1(r))

2r
.(15)

Recall that our manifold has sublinear diameter growth by [So2, Thm.
1]. So, given any δ > 0, we can find Rδ ≥ 1 such that

diam (b−1(r))
2r

< δ ∀r ≥ Rδ.(16)

Then, for all k ∈ N and for all R ≥ Rδ, we have

M(R) ≤ CnM(6R) δ ≤ · · · ≤ CknM(6kR) δk.(17)

Now f has polynomial growth of order q, (5), so

M(r) = max
x∈b−1(bmin+r)

|f(x)| ≤ max
x∈b−1 (bmin+r)

C(d(x, x0)q + 1).(18)
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Applying (12) with CD = 1 and D = CD(r + 1), we get

M(r) ≤ C((r + (r + 1))q + 1) ≤ C(6r2)q ∀ r ≥ 1.(19)

Substituting this information into (17), we get

M(R) ≤ Ckn C
(
6(6kR)2

)q
δk

≤ C 6q R2q (Cn62qδ)k ∀R ≥ Rδ.

Fix δ = 1/(2Cn62q), so Rδ is fixed by (16). Then, for all R ≥ Rδ, we
have

M(R) ≤ lim
k→∞

C 6q R2q (1/2)k = 0.(20)

Since M(r) is nondecreasing and nonnegative, M(r) = 0 everywhere. Thus,
f is a constant. �
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ON UNIVALENT HARMONIC MAPPINGS AND MINIMAL
SURFACES

Allen Weitsman

If S is the graph of a minimal surface, then when given
parametrically by the Weierstrass representation, the first two
coordinate functions give a univalent harmonic mapping. In
this paper, the starting point is a univalent harmonic map-
ping f of the unit disk U . A height function is defined on
an appropriate Riemann surface over the range of f which
satisfies the minimal surface equation away from the branch
points. This height function is then used to obtain function
theoretic information about f .

1. Introduction.

Let f be a univalent harmonic mapping of the unit disk U . By this it
is meant not only that f is 1 − 1 and harmonic, but also that f is sense
preserving.

Harmonic univalent mappings were first studied in connection with min-
imal surfaces by E. Heinz [H]. However, considerable interest in their func-
tion theoretic properties, quite apart from this connection, was generated
by Clunie and Sheil-Small [CS-S].

Now, the Jacobian of f(ζ) is J = |fζ |2 − |fζ |
2, and f can be written

(1.1) f = h+ g

where h and g are analytic in U . If a(ζ) is defined by

(1.2) a(ζ) = fζ(ζ)/fζ(ζ) = g′(ζ)/h′(ζ),

then a(ζ) is analytic and |a(ζ)| < 1 in U . We shall refer to a(ζ) as the
analytic dilatation as opposed to the usual dilatation fζ/fζ in the theory of
quasiconformal mappings.

The case where a(ζ) is a finite Blaschke product is of special interest
since this case arises in taking Fourier series of step functions [S-S]. Their
function theoretic properties have been studied in [HS2] as well as in [S-S],
and infinite Blaschke products have been considered in [L].

In the present paper we shall study a connection between harmonic map-
pings and the theory of minimal surfaces, and in §4 we use this to prove a
special case of uniqueness for the Riemann mapping theorem of Hengartner

191
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and Schober [HS1]. As we have shown elsewhere, uniqueness fails in general
[W].

2. Definition of the height function and conjugate height
function.

Using the Weierstrass representation [O, p. 63] we shall associate with f ,
a minimal surface given parametrically in a simply connected subdomain
N ⊆ U where a(ζ) does not have a zero of odd order.

With g and h as in (1.1) we define up to an additive constant, a branch
of
(2.1)

F (ζ) = 2i
∫ √

h′(ζ)g′(ζ) dζ = 2i
∫
h′(ζ)

√
a(ζ) dζ = 2i

∫
fζ(ζ)

√
a(ζ) dζ.

Then, by (1.2) it follows that a branch of F can be defined in N , and for
ζ ∈ N ,

(2.2) ζ → (f(ζ), ReF (ζ))

gives a parametric representation of a minimal surface. Here we have iden-
tified R2 with C by (x, y)↔ (Re f, Im f).

Let Û be the Riemann surface of the function
√
a(ζ). Then Û has alge-

braic branch points corresponding to those points ζ ∈ U for which a(ζ) has
a zero of odd order. Specifically, Û can be concretely described (the analytic
configuration [Sp, 69-74]) in terms of function elements (α, Fα) where α ∈ U ,
and Fα is a power series expansion of a branch of F in a neighborhood of α
if a(ζ) does not have a zero of odd order at ζ = α, and Fα a power series
in
√
ζ − α otherwise. The mapping p : (α, Fα) → α is the projection of the

surface so realized. The mapping F may now be lifted to a mapping F̂ on
Û .

By continuation, we may induce a mapping Û → Ũ to a surface Ũ with a
real analytic structure defined in terms of elements (β, F̃β) with β ∈ f(U) by
α = f−1(β) and F̃β = Fα◦f−1. We again define a projection by π : (β, F̃β)→
β.

We shall refer to a point ζ̂ ∈ Û to be over ζ, if p(ζ̂) = ζ, and z̃ ∈ Ũ to be
over z if π(z̃) = z.

The harmonic mapping f : U → f(U) lifts to a mapping f̂ : Û → Ũ which
is 1 − 1, onto, and satisfies the condition π(f̂(ζ̂)) = f(p(ζ̂)) for all ζ ∈ Û .
With these notations, we shall extend the meaning of (2.2). Thus

(2.3) ζ̂ → (f̂(ζ̂),Re F̂ (ζ̂))

gives a parametric representation of a minimal surface in the sense that in
a neighborhood of ζ̂ ∈ Û\B where B is the branch set, that is, the points
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above the zeros of a of odd order, then (2.2) is the same as (2.3) computed
in terms of local coordinates given by projection.

We may also define the surface nonparametrically on Ũ\B̃, where B̃ =
f̂(B), as follows. Let D be an open disk in f(U) such that f−1(D) contains
no zeros of a of odd multiplicity. Let w = ϕ(x, y) be the nonparametric
description of the minimal surface corresponding to (2.2), that is, for ζ ∈
f−1(0) (cf. [HS3, p. 87]),

x = Re f(ζ) y = Im f(ζ),(2.4)

ϕ(x, y) = ReF (ζ).

Then, by continuation ϕ lifts to a function ϕ̃ on Ũ which satisfies the mini-
mal surface equation when computed in local coordinates given by projection
off the branch set B̃. We shall call ϕ̃(z̃) a height function corresponding to
f . Finally, we define a conjugate height function ψ̃(z) by solving locally

(2.5) ψy = ϕx/W, ψx = −ϕy/W
(
W =

√
1 + ϕ2

x + ϕ2
y

)
(cf. [F1, p. 344]) and lifting to Ũ\B̃ as was done for ϕ. Let F̃ = ϕ̃ + iψ̃.
Then F̃ is real analytic and locally quasiconformal on Ũ\B̃, with dilatation
whose magnitude is (W−1)/(W+1). The fact that ψ̃ and F̃ are well defined
on Ũ\B̃ follows from Theorem 1.

A glossary of terminology is given schematically in Figure 1.

w

πp

U U

f(U)
U

F F

ζ z

zζ f

  f

Figure 1.
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Theorem 1. With the above notations, F̂ = F̃ ◦ f̂ + C for some constant
C.

Proof. Let D be an open disk in f(U) such that f−1(D) contain no zeros
of odd multiplicities of a. We fix a branch of

√
a in f−1(D), and consider

ϕ̂(ζ̂) + iψ̂(ζ̂) = F̂ (ζ̂) for points in a component of Û over f−1(D), and
ϕ̃(z̃) + iψ̃(z̃) = F̃ (z̃) for points in a component of Ũ over D. Since we shall
compute in local coordinates given by projection, to reduce notation in this
proof, we shall subsequently write F̂ , ϕ̂, ψ̂ in place of F̂ ◦p−1, ϕ̂◦p−1, ψ̂◦p−1,
and F̃ , ϕ̃, ψ̃ in place of F̃ ◦ π−1, ϕ̃ ◦ π−1, ψ̃ ◦ π−1 respectively. With this
notation, by (2.4) we have that

(2.6) ϕ̂ = ϕ̃ ◦ f,

so it suffices to show that

(2.7) ψ̂ = ψ̃ ◦ f + C.

The result then follows from continuation. �

In fact, since ϕ̂ + iψ̂ is analytic in f−1(D), it follows from (2.6) that to
prove (2.7) it suffices to show that F̃ ◦ f is analytic in f−1(D).

We first record the relationship between a(ζ) of (1.2) and W (z) (z = f(ζ))
of (2.5). This is given by [O, p. 105], [HS3, pp. 87-88] as

(2.8) |a| = W − 1
W + 1

.

Now,

(2.9) (F̃ ◦ f)ζ = F̃zfζ + F̃zf ζ = F̃zfζ + F̃z(fζ).

A simple computation using (2.5) gives

Fz =
W + 1
W

ϕz, Fz =
W − 1
W

ϕz.

When used in (2.9) these give

(2.10) (F̃ ◦ f)ζ =
W + 1
W

ϕ̃zfζ +
W − 1
W

ϕ̃z(fζ).

Again, a direct computation gives

ϕ̃z =
ϕ̂ζ(fζ)− ϕ̂ζ(fζ)
|fζ |2 − |fζ |2

, ϕ̃z =
ϕ̂ζfζ − ϕ̂ζfζ
|fζ |2 − |fζ |2

.

When used in (2.10) this gives
(2.11)

(F̃ ◦f)ζ =
1

W (|fζ |2 − |fζ |2)

(
2ϕ̂ζfζ(fζ) + ϕ̂ζ |fζ |

2

(
W− 1−

|fζ |
2

|fζ |2
(W + 1)

))
.
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Now, by (1.2), (2.1), and (2.8) we have,

ϕ̂ζ = ig′/
√
a, ϕ̂ζ = −ig′/

√
a, fζ = g′/a, fζ = g′,

and

W − 1−
|fζ |

2

|fζ |2
(W + 1) = W − 1− |a|2(W + 1) = 2(W − 1)/(W + 1).

Substituting into (2.11) we obtain

(F̃ ◦ f)ζ =
1

W (|fζ |2 − |fζ |2)

(
2ig′(g′)2√

aa
− 2ig′|g′|2
√
a|a|2

(
W − 1
W + 1

))
= 0.

Thus, F̃ ◦ f is analytic and (2.7) follows.

3. The height function corresponding to Poisson integrals of step
functions.

Let P be a polygon with vertices c1, . . . , cn given cyclically, and in order
induced by a positive orientation of ∂P. Let f be the Poisson integral of
a step function on ∂U having values c1, . . . , cn and suppose that f is then
a univalent harmonic mapping, f : U → P. If P is convex, for example,
this will always be the case [C], [K]. The analytic dilatation a(ζ) for such
mappings were studied in [HS2] and [S-S]. In general, a(ζ) is a Blaschke
product of order at most n − 2, and of order precisely n − 2 if P is convex
[S-S, pp. 469, 473].

We shall now explore the boundary behavior of height functions corre-
sponding to such mappings. The prototype for this is Scherk’s minimal
surface over the square −π/2 < x < π/2, −π/2 < y < π/2, given by

(3.1) ψ(x, y) = log(cosx/ cos y)

which tends to +∞ and −∞ over alternate sides. It seems remarkable that
this type of behavior persists in general for height functions corresponding
to all such f described above.

Theorem 2. Let P be a polygon having vertices c1, . . . , cn given cyclically,
and ordered by a positive orientation on ∂P. Let f be a univalent harmonic
mapping of U such that f is the Poisson integral of a step function having
the ordered sequence c1, . . . , cn as its values. Then the analytic dilatation
a(ζ) of f is a finite Blaschke product of order at most n−2, f(U) = P, and
if ϕ is a height function for f , then ϕ tends to +∞ or −∞ at points over
the open segments making up the sides of P. If P is convex, then +∞ and
−∞ alternate on adjacent sides.
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Proof. That a(ζ) is a Blaschke product of order at most n− 2 and f(U) =
P follow from general properties of Poisson integrals [S-S, p. 469], [HS2,
p. 203]. �

Let f = h+ g as in (1.1). Then we may write h′ and g′ in the form [S-S,
pp. 460-461]

h′(ζ) =
n∑
k=1

αk
ζ − ζk

, g′(ζ) = −
n∑
k=1

αk
ζ − ζk

,

where αk 6= 0, k = 1, . . . , n.
With F as in (2.1), we are then interested in the branches of

(3.2) F (ζ) = −2
∫ √√√√ n∑

k=1

αk
ζ − ζk

n∑
k=1

−αk
ζ − ζk

dζ

as ζ → ζk, k = 1, . . . , n. The cluster sets for the nontangential approaches
to points over the ζk give the points lying over the open segments making
up the sides of P.

Thus, take a vertex ζj , and an open segment lj of ∂P corresponding to
it. Then, as ζ → ζj ,

n∑
k=1

αk
ζ − ζk

∑ −αk
ζ − ζk

=
|αj |2

(ζ − ζj)2
(1 + o(1)),

and hence, by (3.2), a branch of F satisfies

(3.3) F (ζ) = ±2|αj | log(ζ − ζj) + o(1)

as ζ → ζj , for a fixed branch of the log. Suppose the fixed branch of (3.3)
has minus sign, and let φ(z) = ReF ◦ f−1(z) be a corresponding branch
in P for points near the corresponding side lj . Now suppose P is convex
and F (ζ) is analytically continued to an adjacent point, say ζj+1, so that
φ is then continued to a corresponding side lj+1 having common endpoint
cj with lj . Since φ → −∞ as z → lj , it remains to show that φ → +∞
as z → lj+1. This effect has been noted for minimal surfaces [JS], and can
be accomplished by a simple barrier argument. I thank Professor Finn for
pointing this out.

Let 0 < β < π be the angle in P between lj and lj+1. Suppose that
φ → −∞ on both open segments lj and lj+1. Since φ satisfies the minimal
surface equation, φ can only tend to −∞ over line segments [O, p. 102].
Since we make no assumption at the common endpoint cj , in order to get
a contradiction we must show that φ→ −∞ at cj as well. We may assume
that cj = (π/2, 0), and lj , lj+1 make the angle β symmetrically with respect
to the x axis, opening toward the origin. Let 0 < ε < (π/2) cot(β/2) be
small enough so that the isosceles triangle N formed by the sector and the
line x = π/2 − ε has the given branch of F single valued. Then, two of
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the sides of N are contained in the segments lj and lj+1, and the third is
x = π/2− ε, −δ < y < δ, where δ = ε tan(β/2). If ψ is the height function
for Scherk’s surface given by (3.1), then for any M > 0, clearly

(3.4) φ(x, y) < −ψ(x− π + ε, y)−M
on ∂N\{cj}. By the extended maximum principle [F1, pp. 342-343], it
follows that (3.4) holds thoughout N . Since M > 0 was arbitrary, it follows
that φ ≡ −∞ on N , a contradiction. Thus φ = +∞ on lj+1.

4. An application to the Riemann mapping theorem.

One of the most basic results in the theory of univalent harmonic mappings
is the Riemann mapping theorem of Hengartner and Schober [HS1].

Theorem A. Let D be a bounded simply connected domain whose bound-
ary is locally connected. Fix w0 ∈ D, and let a(ζ) be analytic in U , with
a(U) ⊆ U . Then there exists a univalent harmonic mapping f with the
following properties.

a) f maps U into D and f(0) = w0, fz(0) > 0.
b) f satisfies the equation (fζ) = afζ .
c) Except for a countable set E ⊆ ∂U , the unrestricted limit f∗(eit) =

lim
ζ→eit

f(ζ) exists and belongs to ∂D.

d) The one sided limits lim
τ→t+

f ∗(eiτ ), lim
τ→t−

f∗(eiτ ) through values of eiτ 6∈

E exist and belong to ∂D; for eit 6∈ E they are equal and for eit ∈ E
they are different.

e) The cluster set of f at eit ∈ E is the straight line segment joining the
left and right limits in d).

If in Theorem A, the setD is convex, and a(ζ) is a finite Blaschke product,
one can say more [HS2, p. 203], [S-S, p. 473].

Theorem B. Let f be as in Theorem A with D bounded and convex, and
a(ζ) a Blaschke product of order n − 2. Then f(U) is a polygon with n
vertices all of which lie on ∂D.

We shall prove uniqueness in the case a(ζ) = ζn and D convex. The case
of uniqueness when D = U and a(ζ) = ζ was done in [HS2, p. 204].

The proof involves a combinatorial argument with the level sets of the
height function. Such arguments are often useful in the theory of partial
differential equation, and in particular the minimal surface equation [F1],
[FO], [JS], [Se].

Theorem 3. The solution f(ζ) to the Riemann mapping theorem above
with D convex and

(4.1) a(ζ) = ζn−2
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is unique for each n = 3, 4, . . .

Proof. Let f1 and f2 be Riemann mappings corresponding to D. We may
assume f1(0) = f2(0) = 0. Let ∆ be a disk centered at 0, and contained in
f1(U) ∩ f2(U).

If n is even, then Û = U and if n is odd Û is a two sheeted cover of U
with branch point over 0. Similarly, if Ũ1 corresponds to f1(U) and Ũ2 to
f(U2), then Ũ1 and Ũ2 are one or two sheeted according as n is even or odd.
We consider the case where n is odd. The even case goes the same way, but
is simpler since one can bypass discussion of Riemann surfaces.

Let ϕj , ψj , ϕ̃j , ψ̃j , F̃j , Ũj , πj , j = 1, 2 be the quantities of §2 defined for
f1 and f2 respectively. We may assume that F̃1(0̃) = F̃2(0̃) = 0. If ∆̃
represents the Riemann surface of

√
z over ∆, then we may consider ∆̃ ⊆ Ũ1

and ∆̃ ⊆ Ũ2, so that F̃1 and F̃2 may both be considered as defined for all
z̃ ∈ ∆̃. For brevity of notation, we shall write F̃ for F̃ ◦ π−1.

Since the analytic dilatation for f1(ζ) and f2(ζ) is 0 when ζ = 0, it follows
from (1.2), (4.1), and a) of Theorem A, that

(4.2) fj(ζ) = cjζ(1 + o(1)) (ζ → 0, cj > 0, j = 1, 2).

Then, from (2.1), (4.1), (4.2), and Theorem 1 we may take determinations
of F̃1 and F̃2 in ∆̃ so that

(4.3) ϕ̃j(z) + iψ̃j(z) = F̃j(z) = djz
n/2(1 + o(1)) (j = 1, 2 z → 0)

with d1, d2 > 0 and zn/2 is some fixed branch.
Having thus fixed branches in (4.3) we may then take a constant λ > 0

such that

(4.4) F̃1(z)− λF̃2(z/λ) = Cz
p+2
2 (1 + o(1)) (z → 0)

for some constant C and integer p ≥ n. We suppose λ ≥ 1; otherwise we in-
terchange F̃1 and F̃2. Now, the change from F (z) to λF (z/λ) corresponds to
replacing f by λf . Then the analytic dilatation is unchanged, and following
the change in (2.1) it gives the parametrization ζ → (λf(ζ),ReλF (ζ)).

Let ϕ3, ψ3, ϕ̃3, ψ̃3 correspond to f3 = λf2 so that f3(U), is nothing more
than f1(U) dilated by the constant λ ≥ 1, and (4.5) becomes

(4.5) F̃1(z̃)− F̃3(z̃) = Cz
p+2
2 (1 + o(1)) (z → 0).

Case 1. C = 0 for every p. Since F̃1(z2)− F̃3(z2) is real analytic, then F̃1 ≡
F̃3. Thus, in particular λ = 1 and f1(U) = f3(U) = P. In order to show
that f1 ≡ f3 we use the subordination principle of [BHH, p. 170]. Briefly,
since P is a convex polygon by Theorem B, and (f1)z(0), (f3)z(0) > 0, we
may apply the argument principle in [BHH, p. 170] to

G(z) = (f3)z(0)f1(z)− (f1)z(0)f3(z)
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to deduce that (f1)z(0) = (f3)z(0). Then, another application of the argu-
ment principle as in [BHH] to Gε(z) = (1 + ε)f1(z)− f3(z) (ε→ 0) shows
that f1 ≡ f3.

Case 2. C 6= 0 for some p ≥ n. In this case, near the origin on ∆̃, by (4.5)
there are 2p + 4 level curves ϕ̃1 − ϕ̃3 = 0 emanating from 0̃. Between the
level curves, ϕ̃1 − ϕ̃3 alternates in sign. In order to analyze the component
sets between the level sets, we must modify f3.

Let η1, η2, . . . be homeomorphisms of |ζ| = 1 onto the boundary of λD,
which converge to the (step function) boundary values of f3, and let f (n)

3 ,

n = 1, 2, . . . their corresponding Poisson integrals so that f (n)
3 → f3 uni-

formly on compact subsets of U .
The level sets of ϕ̃1 − ϕ̃3 = 0 create 2p+ 4 disjoint component open sets

O1, O2, . . . , O2p+4 where ϕ̃1 − ϕ̃3 > 0 in O2j−1 and ϕ̃1 − ϕ̃3 < 0 in O2j for
j = 1, . . . , p+ 2. These components alternate in position around the origin.

For ε > 0 we can find nonempty components at O1(ε), O2(ε), ..., O2p+4(ε)
where ϕ̃1− ϕ̃(n)

3 > ε in O2j−1(ε), ϕ̃− ϕ̃(n)
3 = ε on ∂O2j−1(ε), ∆̃∩O2j−1(ε) ⊆

O2j−1, j = 1, . . . , 2p, and analogous statements hold for O2j(ε), j = 1, . . . ,
p+ 2.

Now, f (j)
3 (U) = λD, so by the maximum principle for solutions to the

minimal surface equation, the level sets forming the boundaries of theOj(ε)’s
must extend to points over the boundary of P = f1(U). As in [FO, pp. 357-
358], we observe that since F̃1 is ±∞ over the sides of P by Theorem 2, if
a component Oj(ε) has a boundary point over an interior point of a side
of P, then the boundary must contain that side. Since, by Theorem B, P
has n sides, then P̃ = π−1

1 (P) has 2n sides. This implies that there are at
most 2n sets Oj(ε) whose boundaries have interior points over ∂P. If Oj(ε)
were a component whose boundary contained no points over ∂P, then its
boundary could only be interior points over P, or vertices. As pointed out
in [FO, p. 358], this is impossible by a theorem of Finn [F1, pp. 342-343].
Thus, 2p+ 4 ≤ 2n. Since p ≥ n, we obtain a contradiction and the theorem
is proved. �
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