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In this paper we complete the proof that the material parameters can be obtained for a chiral electromagnetic body from the boundary admittance map. We prove that from the admittance map, the parameters are uniquely determined to infinite order at the boundary. This removes the assumption of such knowledge in the result of the second author regarding interior determination for chiral media.

Introduction.

In this paper we complete the proof that the material parameters can be obtained for a chiral electromagnetic body from the boundary admittance map. We achieve this by improving the boundary determination result of [7]. This enables the removal of the assumption in the interior determination result of [8] in which it is assumed that the material parameters are known to infinite order at the boundary.

The behavior of electromagnetic fields in a body is described by Maxwell’s equations. The electric displacement and the magnetic induction of the body are related to the fields by the constituent equations which are defined in terms of a number of material parameters. The parameters typically considered are the conductivity, the electric permittivity and the magnetic permeability. A fourth, often neglected, characteristic of an electromagnetic body is its chirality. Chirality is an asymmetry in the molecular structure: A molecule is chiral if it cannot be superimposed onto its mirror image, and the presence of chirality results in a rotation of electromagnetic fields (see [5]).

In [11], Somersalo et al. presented the boundary admittance map for time-harmonic fields at a fixed frequency for non-chiral bodies, and posed the inverse problem of whether or not the material parameters of a body could be determined from knowledge of this boundary map. In [9] it was shown that this is in fact the case assuming knowledge of the parameters near the boundary. In [8], the second author showed that the admittance map is well defined also in the case of a chiral body, and that knowledge of this map determines the material parameters of the body, including the
chirality, throughout the body, assuming that the parameters are known to agree to infinite order at the boundary.

It is therefore pertinent to ask whether or not the admittance map in each case determines the material parameters at the boundary of the body. In [7] the second author showed that the admittance map does determine the parameters and their first normal derivatives and it was conjectured that the same should be true for all higher order derivatives. It was infeasible, however, to carry out the computations arrived at in the proof in [7] to prove determination of the higher order derivatives. In the present paper we prove that the admittance map does indeed determine the parameters to infinite order at the boundary in both the chiral and non-chiral cases, thus removing the aforementioned assumptions in the interior determination results. We work exclusively with time-harmonic fields at fixed frequency. In order to pose the problem precisely we shall need the following function spaces: If \( \Omega \) is a smoothly bounded open set in \( \mathbb{R}^3 \), \( H^s(\Omega)^k \) consists of \( k \)-dimensional vector fields whose components are in the usual \( L^2 \)-based Sobolev space \( H^s \).

Let \( \text{Div} \) denote the surface divergence on the boundary of \( \Omega \), and \( \nu(x) \) be the outward unit normal vector at \( x \in \partial \Omega \), and define the following space of tangential fields:

\[
TH^{1/2}_{\text{Div}}(\partial \Omega) = \left\{ F \in H^{1/2}(\partial \Omega)^3 \mid \nu \cdot F = 0, \text{ and } \text{Div}F \in H^{1/2}(\partial \Omega) \right\}.
\]

If \( F \in TH^{1/2}_{\text{Div}}(\partial \Omega) \), let \( (E, H) \in \mathcal{D}'(\Omega)^3 \times \mathcal{D}'(\Omega)^3 \) be the unique solution to Maxwell’s equations with boundary condition \( \nu \wedge E|_{\partial \Omega} = F \). For Maxwell’s equations, see Section 1.1 in the non-chiral case, and Section 2.1 in the chiral case. Solvability of the boundary value problem is given in [11] and [8] for non-chiral and chiral bodies respectively. The boundary admittance map \( \Lambda : TH^{1/2}_{\text{Div}}(\partial \Omega) \to TH^{1/2}_{\text{Div}}(\partial \Omega) \) is then defined by

\[
(0.1) \quad \Lambda F = \nu \wedge H|_{\partial \Omega}.
\]

We use \( \Lambda \) to denote the non-chiral admittance map, and \( \Pi \) to denote the chiral admittance map.

For a non-chiral body, \( \varepsilon \) is a complex parameter with real part the electric permittivity and imaginary part \( 1/\omega \) times the conductivity of the body, and \( \mu \) is the real-valued magnetic permeability of the body. We assume that \( |\varepsilon| \geq \varepsilon_0 > 0 \) and \( \mu \geq \mu_0 > 0 \). Suppose that we have two electromagnetic bodies \( (\Omega; \varepsilon, \mu) \) and \( (\Omega; \varepsilon', \mu') \) with the same boundary \( \partial \Omega \). Let \( \Lambda \) and \( \Lambda' \) be the associated admittance maps. By the statement \( \Lambda = \Lambda' \) we mean the following: For every \( F \in TH^{1/2}_{\text{Div}}(\partial \Omega) \), if \( (E, H) \) and \( (E', H') \) are the solutions to the boundary value problem above for the bodies \( (\Omega; \varepsilon, \mu) \) and \( (\Omega; \varepsilon', \mu') \) respectively, then

\[
\lambda F = \nu \wedge H|_{\partial \Omega} = \nu \wedge H'|_{\partial \Omega} = \lambda' F.
\]
We give the analogous meaning to $\Pi = \Pi'$. We may now state the results. In Section 1 we prove:

**Theorem A.** Let $(\Omega; \varepsilon, \mu)$ and $(\Omega; \varepsilon', \mu')$ be bounded electromagnetic bodies in $\mathbb{R}^3$ with electromagnetic parameters $(\varepsilon, \mu), (\varepsilon', \mu') \in C^\infty(\mathbb{R}^3)$, and with smooth boundary $\partial \Omega$. Let $\Lambda$ and $\Lambda'$ be the associated admittance maps, and assume that $\Lambda = \Lambda'$. Then on $\partial \Omega$

$$
\varepsilon = \varepsilon', \quad \text{and} \quad \mu = \mu'
$$

and the same is true of all derivatives at the boundary.

In Section 2 we handle the case of a chiral body. The method of proof is essentially the same as in the non-chiral case, however the underlying ideas become somewhat obscured by the more complicated setting, and for this reason we have presented the two proofs separately, the first illustrating the ideas more accessibly. The reason for the difference between the proofs is that the non-chiral Maxwell’s equations decouple in a way that the chiral equations do not. The parameters describing the electromagnetic properties of a chiral body used here are (as in [8]) a change of variables from the ones in the Born-Federov formulation (see [5]). The parameters $\varepsilon$ and $\mu$ satisfy the same conditions as for the non-chiral case above, and $\beta$ describes the chirality, and is a purely imaginary smooth function. We assume that $\varepsilon \mu + \beta^2 \neq 0$ which amounts to assuming that the fields never become parallel.

The result of Section 2 is:

**Theorem B.** Let $(\Omega; \varepsilon, \mu, \beta)$ and $(\Omega; \varepsilon', \mu', \beta')$ be two bounded electromagnetic bodies in $\mathbb{R}^3$ with chirality described by $\beta$ and $\beta'$ respectively. Suppose that $(\varepsilon, \mu, \beta), (\varepsilon', \mu', \beta')$ are in $C^\infty(\mathbb{R}^3)$ and $\partial \Omega$ is smooth. If the associated admittance maps are equal, $\Pi = \Pi'$, then on $\partial \Omega$

$$
\varepsilon = \varepsilon', \quad \mu = \mu', \quad \text{and} \quad \beta = \beta'
$$

and the same is true of all derivatives at the boundary.

It was shown in [7], although not stated explicitly, that the admittance maps are pseudo-differential operators of order one. Our approach is an inductive one. We will assume that the Taylor series of the parameters are known to agree to some order at the boundary, and then compute the principal symbol of the difference of the two associated admittance maps. We show that this principal symbol then determines the next term in the Taylor series of the parameters. This approach has already been exploited in various inverse scattering problems, [1], [2], [3] and [4]. Computing the principal symbol turns out to be computationally much simpler than trying to compute the lower order terms of the symbol of a single admittance map as we are able to work invariantly and solely with principal symbols. This is facilitated by the study of families of classical pseudo-differential operators $P_t \in \Psi DO_m^{cl}$ parameterized by normal distance from the boundary. These
have the property that the total symbol is of lower order when restricted to
the boundary. We are then able to define an invariant vector of principal
symbols for this family by taking the principal symbols of $\frac{1}{t} \frac{d}{dt} f |_{t=0}$. We
study and utilize the properties of this vector under composition with normal
differentiation at the boundary and with pseudo-differential operators.

In [8] it was shown that for a chiral body the admittance map uniquely
determines the material parameters throughout the body under the assump-
tion that they are known to infinite order at the boundary. We thus have
the following corollary:

**Corollary C.** With $(\Omega; \varepsilon, \mu, \beta)$ and $(\Omega; \varepsilon', \mu', \beta')$ as in Theorem B, if $\Pi = \Pi'$ then

$$
\varepsilon = \varepsilon', \quad \mu = \mu', \quad \text{and} \quad \beta = \beta'
$$

throughout $\Omega$.

We thus conclude that, in principle, the material parameters of a chiral
electromagnetic body are recoverable from information obtained only at the
boundary of the body, namely knowledge of the boundary admittance map.

### 1. The Non-Chiral Case.

**1.1. The equations.** We assume that we are working in a compact convex
body, $\Omega$, in $\mathbb{R}^3$ and that we have picked geodesic normal coordinates local
to a point on the boundary so that $\partial \Omega$ is $x_3 = 0$ and the Euclidean metric
becomes

$$
\sum_{i,j<3} g_{ij}(x) dx_i dx_j.
$$

For the moment, we make no constraints on $g_{ij}$ but shall do so later.

As we have a metric, there is a natural pairing and therefore an isomorphism between one-forms and vector fields - we shall work exclusively
with one-forms. For time-harmonic fields at fixed frequency $\omega$, Maxwell’s
equations then take the form

$$
\star d H = -i \omega \varepsilon E
$$

(1.1)

and

$$
\delta(\varepsilon E) = 0, \quad \delta(\mu H) = 0.
$$

Here $\star$ is the Hodge star operator, $d$ is exterior differentiation and $\delta = \star d\star$ is its adjoint. We have

$$
\star d \left( \frac{1}{\mu} \star d E \right) = \omega^2 \varepsilon E
$$
and thus
\[ \mu \ast d \left( \frac{1}{\mu} \right) \wedge *dE + *d \ast dE = \omega^2 \mu \varepsilon E. \]
Or
\[ - *d(\log \mu) \wedge *dE + *d \ast dE = \omega^2 \mu \varepsilon E. \]
Now on one-forms on a three-manifold, \( \Delta = - *d *d + d *d \ast \) so
\[- \Delta E + d *d *E - *(d \log \mu \wedge *dE) - \omega^2 \mu \varepsilon E = 0.\]
We also know
\[ \delta(E) = - E \cdot d \log \varepsilon. \]
(Here we are taking the inner product on one-forms induced by the metric - this is an invariant statement and holds in the flat coordinates.) So
\[- \Delta E - d(E \cdot d \log \varepsilon) - *(d \log \mu \wedge *dE) - \omega^2 \mu \varepsilon E = 0.\]
This is of the form
\[ \mathcal{M} E = \left[ D_{x_3}^2 I - \Delta'_{x_3} I - M(x, D_{x'}) - iP(x)D_{x_3} - R(x) \right] E = 0, \]
where as in [7] \( M \) consists of all terms involving first order differentiation in \( x_1 \) and \( x_2 \), \( P \) is the coefficient matrix of \( \partial/\partial_{x_3} \), \( R \) consists of all zero order terms and \( \Delta'_{x_3} \) is the Laplacian in \( x_1, x_2 \) for the value of \( x_3 \).

1.2. Factorization.

**Proposition 1.1.** There exists \( B(x, D_{x'}) \in \Psi DO^1 \) with principal symbol \(-|\xi'|_{x_3}\) depending smoothly on \( x_3 \) such that
\[ \mathcal{M} = (D_{x_3}I - iP(x) - iB)(D_{x_3}I + iB) \]
up to smoothing and \( B \) is unique up to smoothing.

**Proof.** As in [7]
\[ \Delta' + i[D_{x_3}, B] + M + PB + B^2 + R = 0. \]
The principal symbol of \( B \) is therefore \( \pm|\xi'|_{x_3} \); we take \(-|\xi'|_{x_3}\). Now suppose we have chosen \( B_j \in \Psi DO^{1-j} \) such that
\[ G_N = B_0 + B_1 + \cdots + B_N \]
satisfies
\[ \Delta' + i[D_{x_3}, G_N] + M + PG_N + G_N^2 + R = E_N \in \Psi DO^{1-N}. \]
Then we must have
\[ i[D_{x_3}, B_{N+1}] + PB_{N+1} + B_{N+1}^2 + G_N B_{N+1} + B_{N+1} G_N - E_N \in \Psi DO^{-N}. \]
The principal symbol of this is just
\[ -2|\xi'|_{x} \sigma_{-N}(B_{N+1}) - \sigma_{1-N}(E_N). \]
So picking the symbol of $B_{N+1}$ appropriately this is zero away from $\xi' = 0$ and we can construct all the $B_N$; we let $B$ be the asymptotic sum. By construction, $B$ is unique modulo a smoothing operator.

\section*{1.3. A class of pseudo-differential operators}

Let $Y$ be a smooth manifold. We study families of operators on $Y$ smoothly varying with a parameter $t$. (We will take $Y$ to be $\partial \Omega$ and $t$ the normal distance.)

\begin{definition}
We shall say $P \in \Psi DO^{m,p}(Y;\mathbb{R}_+)$ if it is a family of pseudo-differential operators of order $m$ on $Y$, varying smoothly up to $t = 0$, and such that

$$P = \sum_{j=0}^{p} t^{p-j} P_j$$

with $P_j$ a smooth family of operators on $Y$ of order $m - j$. We will allow operators on bundles also.

\end{definition}

\begin{definition}
If $P \in \Psi DO^{m,p}(Y;\mathbb{R}_+)$ then the symbol of $P$ at $t = 0$ is the vector

$$(\sigma_{m-j}(P_j))_{j=0}^{p}$$

evaluated at $t = 0$. This makes invariant sense as a vector of functions on the cotangent bundle of $Y$.

The following is immediate.

\begin{proposition}
If $B$ is a smooth family of operators on $Y$ of order $k$ and $P \in \Psi DO^{m,p}(Y;\mathbb{R}_+)$ then $BP, PB \in \Psi DO^{m+k,p}(Y;\mathbb{R}_+)$ and the symbols of $PB, BP$ at $t = 0$ are just the product of the symbols. We also have that

$$[D_t, P] \in \Psi DO^{m,p-1}$$

and that the principal symbol at the boundary is $-i((p-j)\sigma_{m-j}(P_j))_{j=0}^{p-1}$.

\end{proposition}

\section*{1.4. The symbol of the difference}

Now suppose we have two different sets of parameters, $(\varepsilon, \mu)$ and $(\varepsilon', \mu')$, with associated admittance maps $\Lambda$ and $\Lambda'$; let $B$ and $B'$ be the associated factorization operators from Proposition 1.1. We shall consistently use $'$ to denote operators associated to $\varepsilon', \mu'$.

Suppose that $\Lambda = \Lambda'$; from [7] we know that on $\partial \Omega \varepsilon = \varepsilon'$, $\mu = \mu'$ and the same is true of the first normal derivatives. We shall prove inductively that if $\varepsilon$ and $\varepsilon'$ are known to agree to order $l \geq 2$ at the boundary, and similarly for $\mu$ and $\mu'$, then the fact that $\Lambda = \Lambda'$ implies that the parameters agree to order $l + 1$. To this end we write

\begin{equation}
\varepsilon/\varepsilon' = 1 + x_3 e_\varepsilon, \quad \mu/\mu' = 1 + x_3 e_\mu,
\end{equation}

with $e_\varepsilon, e_\mu$ smooth up to the boundary. We will calculate $e_\varepsilon$ and $e_\mu$ at the boundary from the principal symbol of the difference $\Lambda' - \Lambda$ which we write
in terms of the difference $B' - B$. We fix a point $p$ on the boundary and work in coordinates which are geodesic normal coordinates at $p$ in the boundary and extended normally off the boundary.

**Proposition 1.5.** Suppose $(\varepsilon, \mu)$ and $(\varepsilon', \mu')$ are equal to order $l \geq 2$ at the boundary. Writing $B' = B + F$ we have $F \in \Psi DO^{0,l-1}$, and if $(f_j)_{j=0,-(l-1)}$ is the principal symbol of $F$ at the boundary, then in our chosen local boundary normal coordinates

\[
\begin{align*}
(1.3) \quad f_{-(l-1)} &= \frac{i!}{2^{|\xi'|}!} \begin{bmatrix}
|\xi'|_x e_{\varepsilon} & 0 & 0 & i\xi_1 \\
0 & 0 & i\xi_2 \\
0 & 0 & |\xi'|_x \\
0 & 0 & 0
\end{bmatrix} + e_{\mu} \begin{bmatrix}
0 & 0 & i\xi_1 \\
|\xi'|_x & 0 & i\xi_1 \\
0 & 0 & 0
\end{bmatrix} + r',
\end{align*}
\]

where $r'$ vanishes to second order at $x_1, x_2 = 0$.

**Proof.** With $B' = B + F$ we have

\[
\begin{align*}
\Delta' + i[D_{x_3}, B] + M + PB + B^2 + R &= 0, \quad \text{and} \\
\Delta' + i[D_{x_3}, B + F] + M' + P'(B + F) + (B + F)^2 + R' &= 0.
\end{align*}
\]

Subtracting yields,

\[
(1.4) \quad i[D_{x_3}, F] + P'F + F^2 + FB + BF = (M' - M) + (R' - R) + (P' - P)B.
\]

So if we can construct $F$ satisfying (1.4), then $B' = B + F$ as we know $B'$ is unique (modulo smoothing).

The terms on the right hand side of (1.4) result from $-\omega^2\varepsilon\mu E$, $d(E \cdot d \log \varepsilon)$ and $d(d \log \mu \wedge dE)$ (see Section 1.1). Specifically, the terms involving differentiation in the tangential variables make up $(M' - M)$, and those involving no differentiation make up $(R' - R)$; the coefficients of differentiation with respect to the normal variable $x_3$ are what comprise $(P' - P)$, which then multiplies the first order pseudo-differential operator $B$. We compute the contribution of these terms to the right hand side of (1.4) modulo $\Psi DO^{1,l}$. Now

\[
\omega^2 \varepsilon \mu - \omega^2 \varepsilon' \mu' = \omega^2 \varepsilon' \mu'(x_3^l(e_{\varepsilon} + e_{\mu}) + x_3^{2l} e_{\varepsilon} e_{\mu}) \in \Psi DO^{0,l}.
\]

We also have,

\[
\begin{align*}
d(E \cdot d \log \varepsilon') - d(E \cdot d \log \varepsilon) &= -d \left( E \cdot d \log \left( \frac{\varepsilon}{\varepsilon'} \right) \right) \\
&= -d(E \cdot d \log(1 + x_3^l e_{\varepsilon})),
\end{align*}
\]

and

\[
d[\log(1 + x_3^l e_{\varepsilon})] = \frac{lx_3^{l-1} e_{\varepsilon} dx_3}{1 + x_3^{l} e_{\varepsilon}} + \frac{x_3^l e_{\varepsilon}}{1 + x_3^{l} e_{\varepsilon}}.
\]
Thus
\[ E \cdot d \log(1 + x_3^l e_\varepsilon) = \frac{lx_3^{l-1} e_\varepsilon E_3}{1 + x_3^l e_\varepsilon} + \frac{x_3^l E \cdot d e_\varepsilon}{1 + x_3^l e_\varepsilon}, \]
and so
\[
d[E \cdot d \log(1 + x_3^l e_\varepsilon)] = \frac{l(l-1)x_3^{l-2} e_\varepsilon E_3}{1 + x_3^l e_\varepsilon} dx_3 + \frac{lx_3^{l-1} E_3}{1 + x_3^l e_\varepsilon} d e_\varepsilon \\
+ \frac{lx_3^{l-1} e_\varepsilon}{1 + x_3^l e_\varepsilon} dE_3 + \frac{lx_3^{l-1}(E \cdot d e_\varepsilon - x_3^{l-1} e_\varepsilon^2 E_3)}{(1 + x_3^l e_\varepsilon)^2} d x_3 \\
- \frac{x_3^l (lx_3^{l-1} e_\varepsilon E_3 + E \cdot d e_\varepsilon)}{(1 + x_3^l e_\varepsilon)^2} d e_\varepsilon + \frac{x_3^l d(E \cdot d e_\varepsilon)}{1 + x_3^l e_\varepsilon} d x_3 \\
= T_1 + T_2 + T_3 + T_4 + T_5 + T_6, \text{ say.}
\]
We compute the contribution of $d(E \cdot d \log(1 + x_3^l e_\varepsilon))$ to the right hand side of (1.4) modulo $\Psi DO^{1,l}$; this means we can ignore operators not involving $D_{x_3}$ if they are in $\Psi DO^{1,l}$, and so we can drop the terms $T_2$, $T_4$, $T_5$. The coefficients of operators in $D_{x_3}$ are what make up $P' - P$ which, in the right hand side of (1.4), is multiplied by $B$. The resulting operator $(P' - P)B$ is in $\Psi DO^{1,l}$ if the coefficients vanish to order $l$. Thus we may drop $T_6$.

We are left with
\[
d(E \cdot d \log(1 + x_3^l e_\varepsilon)) = \frac{1}{1 + x_3^l e_\varepsilon} \left( l(l-1)x_3^{l-2} e_\varepsilon E_3 dx_3 + lx_3^{l-1} e_\varepsilon dE_3 + T \right)
\]
where the contribution of $T$ in (1.1) results in operators in $\Psi DO^{1,l}$. The $dE_3$ will have two parts - the coefficient of $D_{x_3}$ is absorbed into $P' - P$ and then multiplied by $B$. Thus modulo $\Psi DO^{1,l}$ the symbolic contribution of $d(E \cdot d \log(1 + x_3^l e_\varepsilon))$ to the right hand side is
\[
\frac{-l(l-1)x_3^{l-2} e_\varepsilon}{1 + x_3^l e_\varepsilon} \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix} - \frac{lx_3^{l-1} e_\varepsilon}{1 + x_3^l e_\varepsilon} \begin{pmatrix} 0 & 0 & i \xi_1 \\ 0 & 0 & i \xi_2 \\ 0 & 0 & -|\xi'| \end{pmatrix}.
\]
This leaves the term $\ast(d \log(\mu) \wedge \ast dE)$. When we take the difference we get $-\ast(d \log(1 + x_3^l e_\mu) \wedge \ast dE)$. The only term from this which does not result in something in the right hand side of (1.1) absorbable into $\Psi DO^{1,l}$ is
\[
\frac{-lx_3^{l-1} e_\mu}{1 + x_3^l e_\mu} \ast (dx_3 \wedge \ast dE).
\]
Now the Hodge star operator in these coordinates is equal to the flat star operator, $\ast_f$, in these coordinates plus an error. We now assume that we have chosen coordinates normal about some point in the boundary and then
extended normally away from the boundary. Then

\[(1.5) \quad * = \left( I + x_3D + \sum_{i,j<3} x_i x_j * D_{ij} \right) * f, \]

with \(D, D_{ij}\) smooth homomorphisms of the form bundles. The \(x_3D\) will give us an element of \(\Psi DO^{1,l}\) which is therefore ignorable. We first compute in flat coordinates the value of \(*_f(dx_3 \wedge *_f dE); this is equal to \]

\[-\partial E_1 \frac{\partial E_3}{\partial x_3} dx_1 + \partial E_2 \frac{\partial E_3}{\partial x_3} dx_2 + \partial E_3 \frac{\partial E_3}{\partial x_2} dx_2.\]

As before the differentiation in \(x_3\) becomes part of \(P' - P\) and we therefore have to drop the \(\xi_3\) in the symbol and replace it by the principal symbol of \(B\) which is \(-|\xi'|_x\), so we conclude that the contribution to the forcing on the right hand side is

\[-\frac{Lx_3}{1 + x_3^4} e_\mu \begin{pmatrix} 0 & 0 & i\xi_1 \\ 0 & 0 & i\xi_2 \\ 0 & 0 & 0 \end{pmatrix} + |\xi'|_x \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{pmatrix} + \sigma(G_1) + \sigma(G_2).\]

Here \(G_1 \in \Psi DO^{1,l}\) and \(G_2 = \sum_{j,j<3} x_i x_j G_{ij}\) with \(G_{ij} \in \Psi DO^{1,l-1}\).

So we have that \(i[D_{x_3}, F] + P'F + F^2 + FB + BF = G\) with \(G \in \Psi DO^{1,l-1}\) from (1.4). We first show that this means \(F \in \Psi DO^{0,l-1}\) and then compute the symbol of \(F\) at our chosen point.

We know \(F\) is a pseudo-differential operator of order zero as \(B, B'\) have the same principal symbol. The principal symbol of the left hand side is \(-2|\xi'|_x \sigma_0(F)\) and so we pick \(F_0\) to have principal symbol \(-1/(2|\xi'|_x) \sigma_1(G)\) which vanishes to order \(l - 1\) at \(x_3 = 0\), so we can certainly take \(F_0 \in \Psi DO^{0,l-1}\). Putting \(F_1 = F - F_0\) we then obtain a similar equation but with right hand side in \(\Psi DO^{0,l-2}\) and thus solve to get \(F_1 \in \Psi DO^{-1,l-2}\). Repeating we get \(F_0 + F_1 + \cdots + F_{l-1} \in \Psi DO^{0,l-1}\) solving up to an error in \(\Psi DO^{-l}\). This can then be removed in the same way \(B\) was originally constructed so we conclude that \(F = B - B'\) can be constructed to be in \(\Psi DO^{0,l-1}\) and therefore by uniqueness is actually in \(\Psi DO^{0,l-1}\).

Now recall that the principal symbol of \(F\) at \(x_3 = 0\) is a well-defined object and is a vector of matrices. Let \((f_j)_{j=0, -\cdots - (l-1)}\) be this vector. Then \(FB + BF\) has symbol \((-2|\xi'|_xf_j)\) and \(i[D_{x_3}, F] \in \Psi DO^{0,l-2}\) has symbol \(((l - 1 + j)f_j)_{j=0}^{-l-2}\). So from (1.4), we obtain that

\[-2|\xi'|_xf_0 = -le_\mu \begin{pmatrix} 0 & 0 & i\xi_1 \\ 0 & 0 & i\xi_2 \\ 0 & 0 & 0 \end{pmatrix} + |\xi'|_x \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{pmatrix} - le_\varepsilon \begin{pmatrix} 0 & 0 & i\xi_1 \\ 0 & 0 & i\xi_2 \\ 0 & 0 & -|\xi'|_x \end{pmatrix} + r\]
where \( r \) vanishes to second order at \( x_1, x_2 = 0 \). We also have

\[
-2|\xi'|_x f_{-1} + (l - 1)f_0 = -l(l - 1)e_{\varepsilon}\begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix},
\]

and

\[
-2|\xi'|_x f_{-j} + (l - j)f_{1-j} = 0.
\]

We can thus iteratively determine \( f_{-(l-1)} \), the principal symbol of \( F \) restricted to \( x_3 = 0 \), which is what we want to know. Explicitly,

\[
f_{-(l-1)} = \frac{l!}{2^{l}|\xi'|_x} \begin{pmatrix} e_{\varepsilon} \\ e_{\mu} \end{pmatrix} - \begin{pmatrix} |\xi'|_x & 0 & i\xi_1 \\ 0 & |\xi'|_x & i\xi_2 \end{pmatrix} + r',
\]

where \( r' \) vanishes to second order at \( x_1, x_2 = 0 \). \( \square \)

1.5. Recovering the coefficients. In \([7]\) it was shown that the parameters and their first derivatives are determined on the boundary from the admittance map. As in the previous section we assume that \((\varepsilon, \mu)\) and \((\varepsilon', \mu')\) are known to agree to order \( l \geq 2 \) on the boundary. In this section we show that the difference of the admittance maps, \( \Lambda' - \Lambda \), determines \( e_{\varepsilon} \) and \( e_{\mu} \) (see (1.2)). We fix a point \( p \) in the boundary of the domain, take normal coordinates in the boundary about it and then extend these off the boundary normally.

Before proceeding to the proof, we present a useful lemma.

Lemma 1.6. Suppose that \( P_1 \) and \( P_2 \) are pseudo-differential operators of the form

\[
P_j = A_j + f(x')R_j
\]

where \( A_j, R_j \) are \( m \)th-order pseudo-differential operators, \( j = 1, 2 \), and \( f(p) = 0 \). Then we can recover the principal symbol of \( A_1 - A_2 \) at \( p \) (even if it is of lower order than \( P_1 - P_2 \)).

This follows from the fact that in any coordinate system the total left symbol of \( f(x')(R_1 - R_2) \) will vanish at \( p \). The usefulness lies in our ability to discard terms in otherwise complicated computations.

From the definition of \( \Lambda \) (0.1), Maxwell’s equations (1.1), and the expansion for the Hodge star operator (1.5), the admittance map at the point \( p \) is

\[
\left. \begin{pmatrix} E_2 \\ -E_1 \end{pmatrix} \right|_{x_3=0} \mapsto \frac{1}{i\omega\mu} \left. \frac{\partial_3 E_1 - \partial_1 E_3}{\partial_3 E_2 - \partial_2 E_3} \right|_{x_3=0}
\]

plus terms which have coefficients vanishing at \( x_1 = x_2 = 0 \); we shall be considering the difference \( \Lambda' - \Lambda \) and so from the above lemma, the symbol of \( \Lambda' - \Lambda \) at \( p \) does not involve these terms.
We wish to express the right hand side in terms of $E_1$ and $E_2$ and operators solely on the boundary. We know that $\delta(\varepsilon E) = 0$ and hence that $d*(\varepsilon E) = 0$. As above,

$$* = \left( \text{Id} + x_3 D + \sum_{i,j} x_i x_j D_{ij} \right) * f$$

with $D, D_{ij}$ variable matrices (all sums are taken over $i, j \leq 2$). So we have that

$$d \varepsilon \wedge \left( \left( \text{Id} + x_3 D + \sum_{i,j} x_i x_j D_{ij} \right) * f E \right) + \varepsilon d \left( \left( \text{Id} + x_3 D + \sum_{i,j} x_i x_j D_{ij} \right) * f E \right) = 0.$$

Evaluating at $x_3 = 0$ this becomes,

$$(1.6) \quad d \varepsilon \wedge (f E) + \sum_{i,j} x_i x_j d \varepsilon \wedge (D_{ij} * f E) + \varepsilon (d * f E)$$

$$+ \varepsilon (dx_3 \wedge (D * f E)) + \varepsilon \sum_{i,j} d(x_i x_j D_{ij} * f E) = 0.$$

**Proposition 1.7.** If $(U, x)$ is a local geodesic normal coordinate patch to the boundary of $\Omega$ near $p$, then

$$\frac{\partial E_j}{\partial x_3} = \sum_{l=1}^{3} B_{jl} E_l, \quad j = 1, 2, 3$$

where $B_{jl}$ are the components of the matrix of operators $B$.

The proof of this is as in [7] Proposition 2, and [6] Proposition 1.2. So dividing by $\varepsilon$ and rearranging, we conclude that,

$$(1.7) \quad \left( \text{Id} + \sum_{i,j} x_i x_j D_{ij} \right) \left( B_{33} + \partial_3 \log \varepsilon \right) E_3 + \left( D + \sum_{i,j} x_i x_j \partial_3 D_{ij} \right) E_3$$

$$= - \left( \text{Id} + \sum_{i,j} x_i x_j D_{ij} \right) \left[ (\partial_1 \log \varepsilon) E_1 + (\partial_2 \log \varepsilon) E_2 
+ \partial_1 E_1 + \partial_2 E_2 + B_{31} E_1 + B_{32} E_2 \right]$$

$$- \partial_1 \left( \sum_{i,j} x_i x_j D_{ij} \right) E_1 - \partial_2 \left( \sum_{i,j} x_i x_j D_{ij} \right) E_2 = T, \text{ say.}$$
Let $J$ be the coefficient of $E_3$, and let $K$ be a parametrix for $J$ which is certainly elliptic at $x_1, x_2 = 0$. We also have that the principal symbol of $K$ is just $-|\xi'|_{x}^{-1} \text{Id}$.

So $E_3 = KT$ and

$$\partial_3 E_1 - \partial_1 E_3 = B_{11} E_1 + B_{12} E_2 + (B_{13} - \partial_1) KT.$$ 

Extracting the components acting on $E_2$, we have

$$i\omega \mu \Lambda_{11}$$

$$= B_{12} - (B_{13} - \partial_1) K \left[ \left( \text{Id} + \sum_{i,j} x_i x_j D_{ij} \right) (\partial_2 \log \varepsilon + \partial_2 + B_{32}) \right]$$

$$+ \partial_2 \left( \sum_{i,j} x_i x_j D_{ij} \right)$$

plus terms vanishing at $x_1 = x_2 = 0$.

Now $J$, and hence $K$, depends on the derivatives of $\varepsilon$ and $\mu$. However, the dependence in $J - J'$ comes only from $B_{33} - B'_{33}$ for

$$J - J' = \left( \text{Id} + \sum_{i,j} x_i x_j D_{ij} \right) \left[ B_{33} - B'_{33} + \partial_3 \log \left( \frac{\varepsilon}{\varepsilon'} \right) \right]$$

and as we are working at $x_3 = 0$, $\varepsilon = \varepsilon'$. Furthermore, at $x_3 = 0$, $B_{33}$ and $B'_{33}$ can differ by an operator of order at most $-(l - 1)$. If two first order operators are equal up to order $-(l - 1)$ then using

$$a^{-1} - b^{-1} = a^{-1}(b - a)b^{-1}$$

we conclude that their parametrices agree to order $-(l + 1)$. So we have that $K' - K$ is of order $-(l + 1)$, where $K'$ is the analogue of $K$ for $\varepsilon', \mu'$, and its principal symbol at $p$ will be $-|\xi'|_{x}^{-2} \sigma_{-(l-1)}(F_{33})$.

And so

$$i\omega \mu (\Lambda'_{11} - \Lambda_{11}) = (B_{12} + F_{12})$$

$$- (B_{13} + F_{13} - \partial_1) K' \left[ \left( \text{Id} + \sum_{i,j} x_i x_j D_{ij} \right) (\partial_2 \log \varepsilon' + \partial_2 + B_{32} + F_{32}) \right]$$

$$+ \partial_2 \left( \sum_{i,j} x_i x_j D_{ij} \right) - B_{12}$$

$$+ (B_{13} - \partial_1) K \left[ \left( \text{Id} + \sum_{i,j} x_i x_j D_{ij} \right) (\partial_2 \log \varepsilon + \partial_2 + B_{32}) \right]$$
\[
+ \partial_2 \left( \sum_{i,j} x_ix_j D_{ij} \right)
\]

\[
= F_{12} - (B_{13} - \partial_1)K' \left( \text{Id} + \sum_{i,j} x_ix_j D_{ij} \right) F_{32} - (B_{13} - \partial_1)(K' - K)
\]

\[
\cdot \left[ \left( \text{Id} + \sum_{i,j} x_ix_j D_{ij} \right) \left( \partial_2 + B_{32} \right) + \partial_2 \left( \sum_{i,j} x_ix_j D_{ij} \right) \right]
\]

\[
- F_{13} K' \left[ \left( \text{Id} + \sum_{i,j} x_ix_j D_{ij} \right) \left( \partial_2 \log \varepsilon' + \partial_2 + B_{32} + F_{32} \right) \right.
\]

\[
+ \partial_2 \left( \sum_{i,j} x_ix_j D_{ij} \right)
\]

\[
- (B_{13} - \partial_1) \left[ (K' - K) \left( \text{Id} + \sum_{i,j} x_ix_j D_{ij} \right) \partial_2 \log \varepsilon' \right.
\]

\[
+ K \left( \text{Id} + \sum_{i,j} x_ix_j D_{ij} \right) \partial_2 \log \left( \frac{\varepsilon'}{\varepsilon} \right) \right].
\]

The principal symbol of this at \( p \) will come from

\[
F_{12} + \partial_1 K' F_{32} + \partial_1 (K' - K) \partial_2 - F_{13} K' (\partial_2 + F_{32}).
\]

Using the results of the previous section, if \( m = -(l - 1) \), this has principal symbol at the point \( p \) equal to

\[
\sigma_m(F_{12}) - i \xi_1 |\xi'|^{-1}_x \sigma_m(F_{32}) + \xi_1 \xi_2 |\xi'|^{-2}_x \sigma_m(F_{33})
\]

\[
+ |\xi'|^{-1}_x \sigma_m(F_{13})(i \xi_2 + \sigma_m(F_{32}))
\]

which by (1.3) is equal to

\[
\frac{l!}{2^l|\xi'|^{l+1}_x} (\xi_1 \xi_2 e_\varepsilon - \xi_1 \xi_2 (e_\varepsilon + e_\mu)) = \frac{-l!}{2^l|\xi'|^{l+1}_x} \xi_1 \xi_2 e_\mu.
\]

Computing the remaining components of the principal symbol of \( \Lambda' - \Lambda \) at \( p \), we obtain

\[
0 = \frac{-l!}{2^l|\xi'|^{l+1}_x} \frac{e_\mu}{i \omega \mu} \left( \begin{array}{cc} -\xi_1 \xi_2 & -\xi_2^2 \\
\xi_2^2 & \xi_1 \xi_2 \end{array} \right).
\]

Thus we are able to determine \( e_\mu \) from \( \Lambda' - \Lambda \). Since we are assuming knowledge of the map \( \Lambda \), we know also its inverse; restricted to the space \( TH^\frac{3}{2}_{\text{Div}}(\partial \Omega) \), this is the impedance map which maps the tangential component.
of the magnetic field at the boundary to that of the electric field at the boundary. Interchanging the roles of $\varepsilon$ and $\mu$ in our analysis, we find that computing the principal symbol of $(\Lambda')^{-1} - \Lambda^{-1}$ yields

$$0 = \frac{1}{l!} \frac{e_\varepsilon}{l\varepsilon^l} \left( \begin{array}{cc} -\xi_1 \xi_2 & -\xi_2^2 \\ \xi_1^2 & \xi_1 \xi_2 \end{array} \right)$$

and we may conclude that $e_\varepsilon$ and $e_\mu$ are determined at the boundary from the assumed knowledge of the boundary maps.

We remark the unexpected fact that the inverse of the first order non-elliptic pseudo-differential operator exists, and that it is also a first order pseudo-differential operator; of course, the symbol of the inverse is not the inverse of the symbol. This is a result of working on the restricted $TH_1^2(\partial \Omega)$ spaces rather than on Sobolev spaces - see [10] for further discussion.

2. Chiral Media.

Suppose now that $\Omega$ is a body with chirality described by a smooth function $\beta$. We shall apply the techniques of the previous section to show that if two bodies have the same admittance map, then the chirality together with the other three material parameters of the bodies must coincide to infinite order at the boundary.

2.1. The equations for chiral media. Working again with one-forms, and taking the formulation of [8] which is a change of variables in the Born-Fedorov formulation, Maxwell’s equations for a chiral body take the form

$$*dH = -i\omega(\varepsilon E + \beta H)$$
$$*dE = i\omega(\mu H - \beta E)$$

(2.1)

together with

$$\delta(\varepsilon E + \beta H) = \delta(\mu H - \beta E) = 0.$$  

(2.2)

We write (2.1) as

$$*d \left( \begin{array}{c} E \\ H \end{array} \right) = -i\omega \left( \begin{array}{cc} \beta & -\mu \\ \varepsilon & \beta \end{array} \right) \left( \begin{array}{c} E \\ H \end{array} \right) = -i\omega X \left( \begin{array}{c} E \\ H \end{array} \right)$$

where we introduce the notation

$$X = \left( \begin{array}{cc} \beta & -\mu \\ \varepsilon & \beta \end{array} \right).$$

We have

$$*d * d \left( \begin{array}{c} E \\ H \end{array} \right) = -i\omega * d \left[ X \left( \begin{array}{c} E \\ H \end{array} \right) \right]$$

$$= -i\omega * \left[ dX \wedge \left( \begin{array}{c} E \\ H \end{array} \right) \right] - \omega^2 X^2 \left( \begin{array}{c} E \\ H \end{array} \right)$$
where we have used (2.1) again. But
\[
\begin{pmatrix} E \\ H \end{pmatrix} = - \frac{1}{i \omega} X^{-1} \ast d \begin{pmatrix} E \\ H \end{pmatrix}
\]
so
\[
\ast d \ast \begin{pmatrix} E \\ H \end{pmatrix} = \ast \left[ dX \wedge X^{-1} \ast d \begin{pmatrix} E \\ H \end{pmatrix} \right] - \omega^2 X^2 \begin{pmatrix} E \\ H \end{pmatrix}
\]
and thus
\[
-\Delta \begin{pmatrix} E \\ H \end{pmatrix} + d \ast \begin{pmatrix} E \\ H \end{pmatrix} - \ast \left[ dX \wedge X^{-1} \ast d \begin{pmatrix} E \\ H \end{pmatrix} \right] + \omega^2 X^2 \begin{pmatrix} E \\ H \end{pmatrix} = 0.
\]
But (2.2) implies that
\[
d \ast \begin{pmatrix} E \\ H \end{pmatrix} = -d \left[ X^{-1}(dX) \cdot \begin{pmatrix} E \\ H \end{pmatrix} \right]
\]
where the inner product on one-forms is that induced from the metric, and where the inner product is taken componentwise within the matrix multiplication. Combining these,
\[
-\Delta \begin{pmatrix} E \\ H \end{pmatrix} - d \left[ X^{-1}(dX) \cdot \begin{pmatrix} E \\ H \end{pmatrix} \right] - \ast \left[ dX \wedge X^{-1} \ast d \begin{pmatrix} E \\ H \end{pmatrix} \right] + \omega^2 X^2 \begin{pmatrix} E \\ H \end{pmatrix} = 0
\]
which can be written in the form
\[
\mathcal{N} \begin{pmatrix} E \\ H \end{pmatrix} = [D^2_{x_3} I - \Delta'_{x_3} I - N(x, D_{x'}) - iQ(x)D_{x_3} - S(x)] \begin{pmatrix} E \\ H \end{pmatrix} = 0
\]
where \( N \) consists of all terms involving first order differentiation in \( x_1 \) and \( x_2 \), \( Q \) is the coefficient matrix of \( \partial / \partial x_3 \), and \( S \) consists of all zero order terms.

As in Proposition 1.1, there is \( C(x, D_{x'}) \in \Psi DO_1 \) such that
\[
\mathcal{N} \begin{pmatrix} E \\ H \end{pmatrix} = (Dx_3 I - iQ(x) - iC)(Dx_3 I + iC),
\]
with principal symbol \(-|\xi'|_x\) times the identity, and with this choice of principal symbol, \( C \) is unique modulo smoothing.

### 2.2. The symbol of \( C' - C \)

Suppose that we have two bodies \((\Omega; \varepsilon, \mu, \beta)\) and \((\Omega; \varepsilon', \mu', \beta')\) for which the admittance maps are identical, and for which the parameters are equal up to order \( l \) at the boundary, with \( l \geq 2 \). As before we shall use \( ' \) to denote all operators associated with the parameters \( \varepsilon', \mu', \beta' \). We shall prove that equality of the admittance maps implies that in fact the parameters must agree to order \( l + 1 \), and thus inductively prove that they are equal to infinite order at the boundary. We assume that we have chosen coordinates normal about some point \( p \) in the boundary, and
have extended these normally away from the boundary to a neighborhood of \( p \). If we write \( C' = C + F \) then we have

\[
\Delta' + i[D_{x_3}, C] + N + QC + C^2 + S = 0,
\]

and subtracting yields

\[
i[D_{x_3}, F] + Q'F + F^2 + FC + CF = (N' - N) + (S' - S) + (Q' - Q)C.
\]

The terms on the right hand side of this expression come from

\[
d\left[(X')^{-1}(dX') \cdot \left( \begin{array}{c} E \\ H \end{array} \right) \right] - d\left[X^{-1}(dX) \cdot \left( \begin{array}{c} E \\ H \end{array} \right) \right],
\]

(2.4) \[
* \left[dX' \wedge (X')^{-1} \ast d\left( \begin{array}{c} E \\ H \end{array} \right) \right] - * \left[dX \wedge X^{-1} \ast d\left( \begin{array}{c} E \\ H \end{array} \right) \right],
\]

(2.5) \[
\omega^2 X^2 \left( \begin{array}{c} E \\ H \end{array} \right) - \omega^2(X')^2 \left( \begin{array}{c} E \\ H \end{array} \right).
\]

Specifically, the terms involving differentiation in the tangential variables make up \((N' - N)\), and those involving no differentiation make up \((S' - S)\); the coefficients of differentiation with respect to the normal variable \(x_3\) are what comprise \((Q' - Q)\), which then multiplies the first order pseudo-differential operator \(C\). We compute modulo \(\Psi DO^{1,l}\) and make use of the following lemma.

**Lemma 2.1.** (i) If \( A \) is a matrix (of 0, 1, or 2-forms), then terms from (2.4), (2.5) and (2.6) of the form \(x_3^l A \wedge \frac{\partial}{\partial x_3} \left( \begin{array}{c} E \\ H \end{array} \right)\) contribute terms in \(\Psi DO^{1,l}\) to the right hand side of (2.3).

(ii) If \(D\) is a differential operator of order one in \(x_1\) and \(x_2\), and of order zero in \(x_3\), then \(x_3^l D \left( \begin{array}{c} E \\ H \end{array} \right) \in \Psi DO^{1,l}\).

(iii) If \( A \) is a matrix of functions, then \(x_3^{l-1} A \left( \begin{array}{c} E \\ H \end{array} \right) \in \Psi DO^{l-1,0} \subset \Psi DO^{1,l}\).

**Proof.** Claims (ii) and (iii) are immediate. For (i), we must simply observe that \(C\) is a first order pseudo-differential operator in \(x_1\) and \(x_2\), and depends smoothly on \(x_3\) as a parameter. Therefore, in the right hand side of (2.3) we have \(x_3^AC \in \Psi DO^{1,l}\).

We put

\[
X' - X = x_3^l \mathcal{E} = x_3^l \left( \begin{array}{cc} e_\beta & -e_\mu \\ e_\varepsilon & e_\beta \end{array} \right)
\]

and endeavor to show that \(\mathcal{E} = 0\) at the boundary.
Suppose local boundary normal coordinates, and where \( C \) is the principal symbol of \( F \) at the boundary then in our chosen local boundary normal coordinates,

\[
 f_{-(l-1)} = \frac{-l!}{2^l l! (x \mu + \beta^2)} \begin{pmatrix} W_{11} & W_{12} \\ W_{21} & W_{22} \end{pmatrix} + r',
\]

where

\[
 W_{11} = \begin{pmatrix} \xi_1' & 0 \\ 0 & \xi_2' \end{pmatrix},
\]

\[
 W_{12} = \begin{pmatrix} \xi_1' & \xi_2' \\ 0 & 0 \end{pmatrix},
\]

\[
 W_{21} = \begin{pmatrix} \xi_1' & 0 \\ 0 & \xi_2' \end{pmatrix},
\]

\[
 W_{22} = \begin{pmatrix} \xi_1' & \xi_2' \\ 0 & 0 \end{pmatrix},
\]

and where \( r' \) vanishes to second order at \( x_1, x_2 = 0 \).

Proof. We first analyze (2.4):

\[
d \left[ ((X')^{-1} dX' - X^{-1} dX) \cdot \left( \begin{array}{c} E \\ H \end{array} \right) \right]
\]

\[
= d \left[ (X^{-1} d(X' - X) + (X')^{-1} (X - X') X^{-1} dX') \cdot \left( \begin{array}{c} E \\ H \end{array} \right) \right]
\]

\[
= d \left[ (X^{-1} d(x_3^l \mathcal{E}) - x_3^l (X')^{-1} \mathcal{E} X^{-1} dX') \cdot \left( \begin{array}{c} E \\ H \end{array} \right) \right]
\]

\[
= l(l - 1) x_3^{l-2} X^{-1} \mathcal{E} \left( \begin{array}{c} E_3 \\ H_3 \end{array} \right) dx_3 + l x_3^{l-1} d(X^{-1} \mathcal{E}) \left( \begin{array}{c} E_3 \\ H_3 \end{array} \right)
\]

\[
+ lx_3^{l-1} X^{-1} \mathcal{E} \left( \frac{dE_3}{dH_3} \right) + lx_3^{l-1} X^{-1} d\mathcal{E} \cdot \left( \begin{array}{c} E \\ H \end{array} \right) dx_3
\]

\[
+ x_3^l d(X^{-1}) d\mathcal{E} \cdot \left( \begin{array}{c} E \\ H \end{array} \right) + x_3^l X^{-1} d \left[ d\mathcal{E} \cdot \left( \begin{array}{c} E \\ H \end{array} \right) \right]
\]

\[
- lx_3^{l-1} (X')^{-1} \mathcal{E} X^{-1} dX' \cdot \left( \begin{array}{c} E \\ H \end{array} \right) dx_3 - x_3^l d((X')^{-1} \mathcal{E} X^{-1}) dX' \cdot \left( \begin{array}{c} E \\ H \end{array} \right)
\]

\[
- x_3^l (X')^{-1} \mathcal{E} X^{-1} d \left[ dX' \cdot \left( \begin{array}{c} E \\ H \end{array} \right) \right]
\]
= \sum_{i=1}^{9} T_i, \quad \text{say.}

From Lemma 2.1 terms \(T_2\) and \(T_4, \ldots, T_9\) contribute terms in \(\Psi DO^{1,l}\) to the right hand side of (2.3). Writing

\[ T_3 = lx_3^{l-1}X^{-1}E \left( \frac{\partial_1 E dx_1 + \partial_2 E dx_2}{\partial_1 H dx_1 + \partial_2 H dx_2} \right) + lx_3^{l-1}X^{-1}E \left( \frac{\partial_3 E dx_3}{\partial_3 H dx_3} \right) \]

and recalling that the coefficient of the term involving \(\partial x_3\) multiplies \(C\) in the right hand side of (2.3), we have the contribution from (2.4) equal to

\[ l(l-1)x_3^{l-2}X^{-1}E \left( \begin{array}{c} 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \end{array} \right) + lx_3^{l-1}X^{-1}E \left( \begin{array}{c} Z_1 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \end{array} \right) \]

where

\[
Y_1 = \left( \begin{array}{ccc} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 1 \end{array} \right), \quad \text{and} \quad Z_1 = \left( \begin{array}{ccc} 0 & 0 & \partial_1 \\ 0 & 0 & \partial_2 \\ 0 & 0 & C_{33} \end{array} \right)
\]

with \(C_{33}\) the 33-component of \(C\). Next,

\[
* \left[ dX' \wedge (X')^{-1} * d \left( \frac{E}{H} \right) \right] - * \left[ dX \wedge X^{-1} * d \left( \frac{E}{H} \right) \right] = * \left[ dX' \wedge [(X')^{-1}(X - X')X^{-1} + X^{-1}] * d \left( \frac{E}{H} \right) \right] - * \left[ dX \wedge X^{-1} * d \left( \frac{E}{H} \right) \right] \]

\[
= * \left[ dX' \wedge (X')^{-1} x_3^l E X^{-1} * d \left( \frac{E}{H} \right) \right] + * \left[ lx_3^{l-1} E dx_3 \wedge X^{-1} * d \left( \frac{E}{H} \right) \right] + * \left[ x_3^l dE \wedge X^{-1} * d \left( \frac{E}{H} \right) \right].
\]

The first and third of these terms contribute elements of \(\Psi DO^{1,l}\) by Lemma 2.1. For the second term we write \(* = (\Id + x_3 D + \sum_{i,j \leq 2} x_i x_j D_{ij}) f\) to obtain

\[
* \left[ lx_3^{l-1} E dx_3 \wedge X^{-1} * d \left( \frac{E}{H} \right) \right] = f \left[ lx_3^{l-1} E dx_3 \wedge X^{-1} * d \left( \frac{E}{H} \right) \right] + T + T'
\]

where \(T\) results in terms in \(\Psi DO^{1,l}\) by Lemma 2.1 again, and \(T'\) vanishes to second order at \(x_1, x_2 = 0\). Computing in terms of the flat star operator, the contribution from (2.5) is thus

\[ lx_3^{l-1}E X^{-1} \left( \begin{array}{cc} Z_2 \\ 0 \\ Z_2 \end{array} \right) \left( \begin{array}{c} E \\ H \end{array} \right) + T', \quad \text{where} \quad Z_2 = \left( \begin{array}{ccc} -C_{33} & 0 & \partial_1 \\ 0 & -C_{33} & \partial_2 \\ 0 & 0 & 0 \end{array} \right).\]
The final consideration is the contribution from (2.6). This is
\[
\omega^2 (X^2 - (X')^2) \begin{pmatrix} E \\ H \end{pmatrix} = \omega^2 [X(X - X') - (X' - X)X'] \begin{pmatrix} E \\ H \end{pmatrix} = \omega^2 [x_3^1 E X' - x_3^1 X E] \begin{pmatrix} E \\ H \end{pmatrix}
\]
which is in \( \Psi DO^{1,l} \).

As before \( F \in \Psi DO^{0,l-1} \), and we now compute the symbol of \( F \) at \( p \). Let the vector \((f_j)_{j=0,-(l-1)}\) be the principal symbol of \( F \) at \( x_3 = 0 \). From (2.3), (2.7) and (2.8) we have
\[
-2|\xi'|_x f_0 = lX^{-1}E \begin{pmatrix} \sigma(Z_1) \\ 0 \\ \sigma(Z_1) \end{pmatrix} + lEX^{-1} \begin{pmatrix} \sigma(Z_2) \\ 0 \\ \sigma(Z_2) \end{pmatrix}
\]
and
\[
-2|\xi'|_xf_{-1} + (l - 1)f_0 = l(l - 1)X^{-1}E \begin{pmatrix} \sigma(Y_1) \\ 0 \\ \sigma(Y_2) \end{pmatrix}.
\]
In general,
\[
f_{-j} = \frac{-l!}{(l-j-1)!2|\xi'|_x} \begin{pmatrix} X^{-1}E \begin{pmatrix} \sigma(Y_1) \\ 0 \\ \sigma(Y_1) \end{pmatrix} + lEX^{-1} \begin{pmatrix} \sigma(Z_2) \\ 0 \\ \sigma(Z_2) \end{pmatrix} \\ + \frac{X^{-1}E}{2|\xi'|_x} \begin{pmatrix} \sigma(Z_1) \\ 0 \\ \sigma(Z_1) \end{pmatrix} + \frac{EX^{-1}}{2|\xi'|_x} \begin{pmatrix} \sigma(Z_2) \\ 0 \\ \sigma(Z_2) \end{pmatrix} \end{pmatrix}
\]
and in particular, computing \( f_{-(l-1)} \) we obtain the expression in the statement of the proposition. \( \square \)

2.3. Proof that \( E = 0 \). From [7], we know that for a chiral body, the parameters and their first normal derivatives are determined by the admittance map. Suppose that \((\varepsilon, \mu, \beta)\) and \((\varepsilon', \mu', \beta')\) agree to order \( l \geq 2 \) at the boundary. We show now that if \( \Pi = \Pi' \), then the parameters must agree to order \( l + 1 \). We fix \( p \) in the boundary and work in our chosen boundary normal coordinates near \( p \).

In order to be able to express \( \Pi \) in terms of the constructed operator \( C \), we shall need to write \( E_3 \) and \( H_3 \) in terms of \( E_1, E_2, H_1 \) and \( H_2 \). From (2.2) we know that
\[
dX \wedge * \begin{pmatrix} E \\ H \end{pmatrix} + Xd* \begin{pmatrix} E \\ H \end{pmatrix} = 0.
\]
Writing \(* = (Id + x_3 D + \sum_{i,j \leq 2} x_i x_j D_{ij}) * \) and computing at \( x_3 = 0 \), we have
\[
(2.9) \begin{pmatrix} Id + \sum_{i,j \leq 2} x_i x_j D_{ij} \end{pmatrix}
\]
\[
\begin{align*}
&\cdot \left( \partial_1 \beta E_1 + \partial_2 \beta E_2 + \partial_3 \beta E_3 - \partial_1 \mu H_1 - \partial_2 \mu H_2 - \partial_3 \mu H_3 \right) \\
&+ X \left( \text{Id} + \sum_{i,j \leq 2} x_i x_j D_{ij} \right) \left( \partial_1 E_1 + \partial_2 E_2 + \partial_3 E_3 \right) + DX \left( E_3 \right) \\
&+ Xd \left( \sum_{i,j \leq 2} x_i x_j D_{ij} \right) \wedge \ast \left( \begin{array}{c} E \\ H \end{array} \right) = 0.
\end{align*}
\]

Making use of the fact that \( \partial / \partial_3 \big|_{x_3 = 0} = C \), (2.9) can be written

\[
J \left( \begin{array}{c} E_3 \\ H_3 \end{array} \right) = \left( \begin{array}{c} R_1 \\ R_2 \end{array} \right)
\]

where

\[
J = \left( \text{Id} + \sum_{i,j \leq 2} x_i x_j D_{ij} \right) \left[ \begin{array}{cc} \partial_3 \beta & -\partial_3 \mu \\ \partial_3 \varepsilon & \partial_3 \beta \end{array} \right] + X \left( \begin{array}{cc} C_{33} & C_{36} \\ C_{63} & C_{66} \end{array} \right)
\]

\[
+ \left( \text{D} + \partial_3 \left( \sum_{i,j \leq 2} x_i x_j D_{ij} \right) \right) X
\]

and

\[
R = -\left( \text{Id} + \sum_{i,j \leq 2} x_i x_j D_{ij} \right) \left[ \begin{array}{cc} \partial_1 \beta E_1 + \partial_2 \beta E_2 - \partial_1 \mu H_1 - \partial_2 \mu H_2 \\ \partial_1 \varepsilon E_1 + \partial_2 \varepsilon E_2 + \partial_1 \beta H_1 + \partial_2 \beta H_2 \end{array} \right]
\]

\[
+ X \left( \begin{array}{c} (\partial_1 + C_{31}) E_1 + (\partial_2 + C_{32}) E_2 + C_{34} H_1 + C_{35} H_2 \\ C_{61} E_1 + C_{62} E_2 + (\partial_1 + C_{64}) H_1 + (\partial_2 + C_{65}) H_2 \end{array} \right)
\]

\[
- X \left( \begin{array}{c} (\partial_1 \sum_{i,j \leq 2} x_i x_j D_{ij}) E_1 + (\partial_2 \sum_{i,j \leq 2} x_i x_j D_{ij}) E_2 \\ (\partial_1 \sum_{i,j \leq 2} x_i x_j D_{ij}) H_1 + (\partial_2 \sum_{i,j \leq 2} x_i x_j D_{ij}) H_2 \end{array} \right).
\]

We similarly have expressions for \( J' \) and \( R' \).

We now consider the admittance map \( \Pi \). In fact we are considering the admittance map together with its inverse (when restricted to \( TH_{\text{Div}}^{1/2}(\partial \Omega) \)) resulting in the \( 4 \times 4 \) system below which we shall continue to refer to as \( \Pi \).
By (2.1) and (1.5) this map is
\[
\begin{pmatrix}
E_2 \\
-E_1 \\
H_2 \\
-H_1
\end{pmatrix}
\bigg|_{x_3=0}
\xmapsto{\Pi}
\begin{pmatrix}
\frac{1}{i\omega\mu}(\partial_3 E_1 - \partial_1 E_3) \\
\frac{1}{i\omega\mu}(\partial_3 E_2 - \partial_2 E_3) \\
-\frac{1}{i\omega\epsilon}(\partial_3 H_1 - \partial_1 H_3) \\
-\frac{1}{i\omega\epsilon}(\partial_3 H_2 - \partial_2 H_3)
\end{pmatrix}
\bigg|_{x_3=0}
+ \begin{pmatrix}
\frac{\beta}{\mu} E_2 \\
-\frac{\beta}{\mu} E_1 \\
-\frac{\beta}{\epsilon} H_2 \\
-\frac{\beta}{\epsilon} H_1
\end{pmatrix}
\bigg|_{x_3=0}
\]
plus terms with coefficients vanishing at \(x_1 = x_2 = 0\); since we shall be computing the symbol of \(\Pi' - \Pi\), we do not need to consider such terms by Lemma 1.6.

Let \(K\) be such that \(KJ = \text{Id}\) modulo smoothing (and similarly define \(K'\)). Note that the principal symbols of \(K\) and \(K'\) at \(p\) are both equal to \(-|\xi'|^{-1}X^{-1}\) since \(X = X'\) and \(X^{-1} = (X')^{-1}\) there. Then
\[
\partial_3 E_1 - \partial_1 E_3 + i\omega\beta E_2 = C_{11} E_1 + C_{12} E_2 + C_{14} H_1 + C_{15} H_2
\]
\[
+ (C_{13} - \partial_1)(KR)_1 + C_{16}(KR)_2 + i\omega\beta E_2
\]
and similarly, in terms of the second body,
\[
\partial_3 E_1 - \partial_1 E_3 + i\omega\beta E_2
\]
\[
= (C_{11} + F_{11}) E_1 + (C_{12} + F_{12}) E_2
\]
\[
+ (C_{14} + F_{14}) H_1 + (C_{15} + F_{15}) H_2
\]
\[
+ (C_{13} + F_{13} - \partial_1)(K'R')_1 + (C_{16} + F_{16})(K'R')_2 + i\omega\beta E_2.
\]
Here \((KR)_j\) is the \(j\)th component of the vector \((KR)\), and similarly for \((K'R')_j\). Looking at the difference of these two, the first component of the image of \((E_2, -E_1, H_2, -H_1)'\) under \(\Pi' - \Pi\) (times \(i\omega\mu\)) is
\[
F_{11} E_1 + F_{12} E_2 + F_{14} H_1 + F_{15} H_2 + (C_{13} + F_{13} - \partial_1)(K'R')_1
\]
\[
- (C_{13} - \partial_1)(KR)_1 + (C_{16} + F_{16})(K'R')_2 - C_{16}(KR)_2
\]
\[
= F_{11} E_1 + F_{12} E_2 + F_{14} H_1 + F_{15} H_2 + F_{13}(K'R')_1 + F_{16}(K'R')_2
\]
\[
+ C_{13}(K'R' - KR)_1 + C_{16}(K'R' - KR)_2
\]
\[
+ \partial_1[(K - K')_1] - \partial_1[(K' - R)_1].
\]
Now modulo smoothing,
\[
K - K' = K(J' - J)K' = K \left( \text{Id} + \sum_{i,j} x_i x_j D_{ij} \right) X' \begin{pmatrix} F_{33} & F_{36} \\ F_{63} & F_{66} \end{pmatrix} K'
\]
(recall that we compute at \(x_3 = 0\)). Thus if \(m = -(l - 1)\), acting on the vector \((E_2, -E_1, H_2, -H_1)'\), the principal symbol of \((K - K')R\) at the point
which has symbol of order $m$ and using Proposition 2.2, we have

$$
\Pi = 0
$$

and so $\mathcal{E} = 0$ as desired.

We remark that one could also argue that the values of $e_{\beta}, e_{\mu}$ are obtainable from the first row and it therefore follows by symmetry that the value of $e_{\varepsilon}$ is deducible from the third row and hence that all three values are determined.
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