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We prove that the zeros of general orthogonal polynomials, subject to certain integrability conditions on their weight functions determine the equilibrium position of movable $n$ unit charges in an external field determined by the weight function. We compute the total energy of the system in terms of the recursion coefficients of the orthonormal polynomials and study its limiting behavior as the number of particles tends to infinity in the case of Freud exponential weights.

1. Introduction.

Stieltjes [24], [25] considered the following electrostatic model. Fix two charges $(\alpha + 1)/2$ and $(\beta + 1)/2$ at $x = 1$ and $x = -1$, respectively, then put $n$ movable unit charges at distinct points in $(-1, 1)$. The question is to determine the equilibrium position of the movable charges when the interaction forces arise from a logarithmic potential. Stieltjes proved that the equilibrium position is attained at the zeros of the Jacobi polynomial $P_n^{(\alpha, \beta)}(x)$. For a proof see Szegő’s book [26]. Another electrostatic problem is to have a fixed point charge $(\alpha + 1)/2$ at $x = 0$ and $n$ movable unit point charges at distinct points in $[0, \infty)$. The state of equilibrium in the presence of an additional external potential $v(x) = x$ is now reached at the zeros of the Laguerre polynomial $L_n^{(\alpha)}(x)$ provided that the point charges interact according to a logarithmic potential. Stieltjes [24], [25] stated evaluations of the discriminants of the classical orthogonal polynomials of Hermite, Laguerre and Jacobi and his results explicitly give the minimum energy for the Stieltjes electrostatic model, which is the energy of the system at the equilibrium position. Later Hilbert [11] proved Stieltjes statements and Schur gave a very elegant proof in [22]. Recently Forrester and Rogers [9] considered similar problems on the unit circle. In a very recent work, Grünbaum [10] gave an electrostatic interpretation of the zeros of the Koornwinder-Krall polynomials. The latter polynomials are orthogonal with respect to a measure with an absolutely continuous component supported on $[-1, 1]$ and two discrete masses at the end points $\pm 1$.

In this paper we extend the Stieltjes models to general orthogonal polynomials. In the latter part of this section we remind the reader of some
definitions, some basic facts, and recent related results. In Section 2 we shall describe the new model, state and prove our first main results concerning this model. We also give an explicit formula for the total energy at the equilibrium position of our model in terms of the recursion coefficients of orthonormal polynomials associated with the model. This is formula (2.17) and we hope it will have some applications to statistical mechanics. In another work, in collaboration with Yang Chen, formula (2.17) will be analyzed further and combined with the Coulomb fluid method of F. Dyson to discuss certain models in statistical mechanics, a continuation of [7]. In Section 2 we consider an explicit example worked out to independently verify our results. Section 4 contains a derivation of the limiting behavior of the total energy of the \( n \) particle system as \( n \to \infty \) in cases of potentials associated with Freud type weights. In Section 3 we comment on electrostatic interpretation for the Freud weights and Selberg-type integrals. We also mention how the differential equation (1.9) gives information on the Bethe Ansatz for general systems of polynomials orthogonal with respect to an absolutely continuous measure supported on an interval. This also relates to systems of nonlinear equations for the zeros such general orthogonal polynomials and extends earlier work of Ahmed, Bruschi, Calegro, Olshantsky and Perelomov [1], and Mehta [18]. The related and later work of Ahmed and Muldoon [2] also contains a detailed bibliography on the subject.

Let \( \{p_n(x)\} \) be polynomials orthonormal with respect to a weight function \( w \) supported on \([a, b]\), finite or infinite and \( w(x) > 0 \) for \( x \in (a, b) \). In other words

\[
\int_{a}^{b} p_m(x) p_n(x) w(x) \, dx = \delta_{m,n}.
\]

We associate with \( w(x) \) an external potential \( v(x) \),

\[
w(x) = e^{-v(x)}, \quad x \in (a, b).
\]

We shall normalize \( w \) by \( \int_{a}^{b} w(x) \, dx = 1 \). The initial values and three term recurrence relation of \( \{p_n(x)\} \) take the form

\[
p_0(x) = 1, \quad p_1(x) = (x - b_0)/a_1,
\]

\[
 xp_n(x) = a_{n+1}p_{n+1}(x) + b_n p_n(x) + a_n p_{n-1}(x), \quad n > 0.
\]
Assuming \( v \) is twice differentiable and convex function on \([a, b]\) we define \( A_n(x) \) and \( B_n(x) \) via

\[
A_n(x) = \frac{a_n w(b^-) p_n^2(b)}{b - x} + \frac{a_n w(a^+) p_n^2(a)}{x - a} + a_n \int_a^b \frac{v'(x) - v'(y)}{x - y} p_n^2(y) w(y) \, dy, 
\]

\[ (1.5) \]

\[
B_n(x) = \frac{a_n w(a^+) p_n(a)p_{n-1}(a)}{x - a} + \frac{a_n w(b^-) p_n(b)p_{n-1}(b)}{b - x} + a_n \int_a^b \frac{v'(x) - v'(y)}{x - y} p_n(y)p_{n-1}(y) w(y) \, dy. 
\]

\[ (1.6) \]

In (1.5) and (1.6) it is assumed that

\[ (1.7) \]

\[ y^n \frac{v'(x) - v'(y)}{x - y} w(y), \quad n = 0, 1, \ldots, \]

are integrable over \((a, b)\) and the boundary terms in (1.5) and (1.6) exist. Under the latter assumptions the orthonormal polynomials \( p_n \)'s satisfy the differential recurrence relation [3], [4], [5],

\[ (1.8) \]

\[
p_n'(x) = A_n(x)p_{n-1}(x) - B_n(x)p_n(x), 
\]

and the differential second order equation

\[ (1.9) \]

\[
p_n''(x) + R_n(x)p_n'(x) + S_n(x)p_n(x) = 0, 
\]

where

\[ (1.10) \]

\[
R_n(x) := -\left[ v'(x) + \frac{A_n'(x)}{A_n(x)} \right], 
\]

\[
S_n(x) := B_n'(x) - B_n(x) \frac{A_n'(x)}{A_n(x)} - B_n(x)[v'(x) + B_n(x)] + \frac{a_n}{a_{n-1}} A_n(x) A_{n-1}(x). 
\]

(1.11)

The representations (1.5) and (1.6) of the \( A_n \)'s and \( B_n \)'s are in [5] but earlier versions are in [4] and [3].

It is important to note that (1.9) follows from (1.8) and, (1.3) and (1.4), so (1.9) with \( R_n \) and \( S_n \) given by (1.10) and (1.11) may hold for polynomials orthogonal with respect to a measure with discrete part. Indeed this is the case, for example, for the Koornwinder polynomials in [14] and [10]. All we need is to eliminate \( v' \) in (1.10) and (1.11) by using

\[ (1.12) \]

\[
B_n(x) + B_{n+1}(x) = \frac{x - b_n}{a_n} A_n(x) - v'(x). 
\]
Observe that $v'$ when obtained via (1.12) may depend on $n$ and as such can be thought of as a varying weight. It is clear from (1.3) and (1.4) that

$$p_n(x) = \frac{x^n}{a_1a_2\ldots a_n} + \text{lower order terms.}$$

The discriminant $D_n$ of a polynomial $g_n$,

$$g_n(x) := \gamma x^n + \text{lower order terms},$$

is defined by

$$D_n = D(g_n) := \gamma^{2n-2} \prod_{1 \leq j < k \leq n} (x_j - x_k)^2,$$

where $x_1, x_2, \ldots, x_n$ are the zeros of $g_n$, see [8].

Although we shall not use potential theory in this work, the reader may be interested in consulting Lubinski’s publications [15], [16], [17] and the recent book by Saff and Totik [21]. A noteworthy reference is the very influential paper of Nevai [19] on Freud’s mathematical legacy.

2. The Interacting Particle Model.

We propose that a weight function $w(x)$ creates two external fields. One is a long range field whose potential at a point $x$ is $v(x)$ of (1.2). In addition in the presence of $n$ unit charges $w$ produces a short range field whose potential is $\ln(A_n(x)/a_n)$. Thus the total external potential $V(x)$ is the sum of the short and long range potentials, that is

$$V(x) = v(x) + \ln(A_n(x)/a_n).$$

The potential energy at $x$ of a point charge $e$ located at $c$ is $-2e \ln |x-c|$. We shall refer to this potential as a logarithmic potential. Consider the system of $n$ movable unit charges in $[a,b]$ in the presence of the external potential $V(x)$ of (2.1). Let

$$\mathbf{x} := (x_1, x_2, \ldots, x_n),$$

where $x_1, \ldots, x_n$ are the positions of the particles arranged in decreasing order. The total energy of the system is

$$E(\mathbf{x}) = \sum_{k=1}^{n} V(x_k) - 2 \sum_{1 \leq j < k \leq n} \ln |x_j - x_k|.$$

Let

$$T(\mathbf{x}) := \exp(-E(\mathbf{x})).$$

**Theorem 2.1.** Assume $w(x) > 0$, $x \in (a,b)$ and let $v(x)$ of (1.2) and $v(x) + \ln A_n(x)$ be twice continuously differentiable functions whose second derivative is nonnegative on $(a,b)$. Then the equilibrium position of $n$ movable unit charges in $[a,b]$ in the presence of the external potential $V(x)$ of
is unique and attained at the zeros of $p_n(x)$, provided that the particle interaction obeys a logarithmic potential and that $T(x) \rightarrow 0$ as $x$ tends to any boundary point of $[a, b]^n$, where

$$T(x) = \left[ \prod_{j=1}^{n} \frac{\exp(-v(x_j))}{A_n(x_j)/a_n} \right] \prod_{1 \leq i < k \leq n} (x_i - x_k)^2.$$  

Before proving Theorem 2.1, observe that finding the equilibrium distribution of the charges in Theorem 2.1 is equivalent to finding the maximum of $T(x)$ in (2.4). The reason is that at interior points of $[a, b]^n$, the gradient of $T$ vanishes if and only if the gradient of $E$ vanishes. Furthermore at such points of vanishing gradients the Hessians of $T$ and $E$ have opposite signs. There is no loss of generality in assuming

$$x_1 > x_2 > \cdots > x_n,$$

a convention we shall follow throughout this work.

**Proof of Theorem 2.1.** The assumption $v''(x) > 0$ ensures the positivity of $A_n(x)$. To find an equilibrium position we solve

$$\frac{\partial}{\partial x_j} \ln T(x) = 0, \quad j = 1, 2, \ldots, n.$$  

This system is

$$-v'(x_j) - \frac{A_n'(x_j)}{A_n(x_j)} + 2 \sum_{1 \leq k \leq n, k \neq j} \frac{1}{x_j - x_k} = 0, \quad j = 1, 2, \ldots, n.$$  

Let

$$f(x) := \prod_{j=1}^{n} (x - x_j).$$

It is clear that

$$\sum_{1 \leq k \leq n, k \neq j} \frac{1}{x_j - x_k} = \lim_{x \rightarrow x_j} \left[ \frac{f''(x)}{f(x)} - \frac{1}{x - x_j} \right] = \lim_{x \rightarrow x_j} \left[ \frac{(x - x_j)f'(x) - f(x)}{(x - x_j)f(x)} \right]$$

and L'Hôpital's rule implies

$$2 \sum_{1 \leq k \leq n, k \neq j} \frac{1}{x_j - x_k} = \frac{f''(x_j)}{f'(x_j)}.$$  

Now (2.7), (2.8) and (2.9) imply

$$-v'(x_j) - \frac{A_n'(x_j)}{A_n(x_j)} + \frac{f''(x_j)}{f'(x_j)} = 0,$$  

where

$$f''(x_j) = \frac{f'(x_j)}{f(x_j)}.$$
or equivalently

\[ f''(x) + R_n(x)f'(x) = 0, \quad x = x_1, \ldots, x_n, \]

with \( R_n \) as in (1.10). In other words

\[ f''(x) + R_n(x)f'(x) + S_n(x)f(x) = 0, \quad x = x_1, \ldots, x_n. \]  

(2.11)

To check for local maxima and minima consider the Hessian matrix

\[ H = (h_{ij}), \quad h_{ij} = \frac{\partial^2 \ln T(x)}{\partial x_i \partial x_j}. \]  

(2.12)

It readily follows that

\[ h_{ij} = 2(x_i - x_j)^{-2}, \quad i \neq j, \]

\[ h_{ii} = -v''(x_i) - \frac{\partial}{\partial x_i} \left( \frac{A'_n(x_i)}{A_n(x_i)} \right) - 2 \sum_{1 \leq j \leq n, j \neq i} \frac{1}{(x_i - x_j)^2}. \]

This shows that the matrix \(-H\) is positive definite because it is real, symmetric, strictly diagonally dominant and its diagonal terms are positive, [12, Cor. 7.2.2]. Therefore \( \ln T \) has no relative minima nor saddle points. Thus any solution of (2.10) will provide a local maximum of \( \ln T \) or \( T \). There cannot be more than one local maximum since \( T(x) \to 0 \) as \( x \to \) any boundary point along a path in the region defined in (2.6). Thus the system (2.7) has at most one solution. On the other hand (1.9) and (2.11) show that the zeros of

\[ f(x) = a_1 a_2 \ldots, a_n p_n(x), \]  

(2.13)

satisfy (2.7), hence the zeros of \( p_n(x) \) solve (2.7). This completes the proof of Theorem 2.1.

Let

\[ x_{1n} > x_{2n} > \cdots > x_{nn}, \]  

(2.14)

be the zeros of \( p_n(x) \). In [13] we used an idea from Schur [22] to prove that the discriminant of \( p_n(x) \) is given by

\[ D_n = \left\{ \prod_{j=1}^{n} \frac{A'_n(x_{jn})}{a_n} \right\} \left[ \prod_{k=1}^{n} 2k - 2n + 2 \right]. \]  

(2.15)

Our next result gives a representation for the maximum value of \( T \) in terms of the recursion coefficients \( \{a_n\} \).
Theorem 2.2. Let $T_{\text{max}}$ and $E_n$ be the maximum value of $T(x)$ and the equilibrium energy of the $n$ particle system. Then

$$T_{\text{max}} = \exp\left(-\sum_{j=1}^{n} v(x_{jn})\right) \prod_{k=1}^{n} a_k^{2k}, \quad (2.16)$$

$$E_n = \sum_{j=1}^{n} v(x_{jn}) - 2 \sum_{j=1}^{n} j \ln a_j. \quad (2.17)$$

Proof. Since $T_{\text{max}}$ is

$$\left[ \prod_{j=1}^{n} \frac{\exp\left(-v(x_{jn})\right)}{A_n(x_{jn})/a_n} \right]^{\gamma/2 - 2n D_n(p_n)}, \quad (2.18)$$

then (2.16) follows from (1.15) and (2.15). We also used $\gamma a_1 \cdots a_n = 1$. Now (2.17) holds because $E_n = -\ln(T_{\text{max}})$. This completes the proof.

It is important to observe that if we only know the differential recurrence relation (1.8) and the pure three term recurrence relation (1.3)–(1.4) then using (1.12) Theorem 2.1 can be recast in the following form:

Theorem 2.3. Let \( \{p_n(x)\} \) be orthonormal with respect to a positive measure supported on \([a, b]\) and assume that $A_n(x) > 0$ on \((a, b)\). Define $v'$, which may depend on $n$ (up to an additive constant), through (1.12). If

$$v + \ln\left(\frac{A_n(x)}{a_n}\right)$$

is convex then the equilibrium position described in Theorem 2.1 is unique and is attained at the zeros of $p_n(x)$. Furthermore the minimum energy is given by (2.17).

Theorem 2.4. Theorem 2.1 holds if instead of $v''(x) > 0$ we require $A_n(x)$ to have a fixed sign in \((a, b)\) and $A_n(x)$ in (2.1) and (2.4) is replaced by $|A_n(x)|$.

Proof. The assumption $v''(x) > 0$ was only used to guarantee the positivity of $A_n(x)$ in \((a, b)\). The rest of the proof remains the same. In the case of Laguerre polynomials \[13\]

$$w(x) = \frac{x^\alpha \exp(-x)}{\Gamma(\alpha + 1)}, \quad \frac{A_n(x)}{a_n} = \frac{1}{x}, \quad (2.19)$$

and Stieltjes electrostatic interpretation of the zeros of Laguerre polynomials follows from Theorem 2.1. For the Jacobi polynomials

$$w(x) = \frac{(1 - x)^\alpha (1 + x)^\beta \Gamma(\alpha + \beta + 2)}{2^{\alpha+\beta+1} \Gamma(\alpha + 1) \Gamma(\beta + 1)}, \quad \frac{A_n(x)}{a_n} = \frac{\alpha + \beta + 1 + 2n}{1 - x^2}. \quad (2.20)$$

[13]. This gives Stieltjes result concerning the electrostatics of zeros of Jacobi polynomials. Observe that the assumption $T(x) \to 0$ as $x$ tends to
a boundary point of \([0, \infty)^n\) in the Laguerre case, or a boundary point of \([-1, 1]^n\) in the Jacobi case is automatically satisfied.

The quantity \(E_n\) is related to what was denoted by \(F_n\) in [7]. The first sum in (2.17) is twice the interaction energy while \(E_n\) is the free energy, [7].

It is worth pointing out that Theorems 2.2 and 2.3 give closed forms for the energy at the equilibrium position in terms of the recursion coefficients. This gives an exactly solvable model in contrast with the earlier models where the location of the moving charges is only found approximately and has no analytic expression other than being the equilibrium position (Fekete points). In a future work we will show that for large \(n\) the first two terms in the asymptotics of the energy \(E_n\) agrees with the corresponding terms of the free energy of the system [7] in several models.

Let us consider the example

\[
(2.21) \quad w(x) = \frac{2 \exp(-x^4)}{\Gamma(1/4)}, \quad \text{or} \quad v(x) = x^4 + \ln(\Gamma(1/4)) - \ln 2.
\]

In the case we have the Freud nonlinear recurrences

\[
(2.22) \quad n = 4a_n^2(a_{n-1}^2 + a_n^2 + a_{n+1}^2),
\]

[19] and \(A_n(x)\) is given by, [5],

\[
(2.23) \quad A_n(x) = 4a_n \left[ x^2 + a_n^2 + a_{n+1}^2 \right].
\]

In (2.22) \(a_0 := 0\). We now consider the case \(n = 3\), so

\[
(2.24) \quad a_1a_2a_3p_3(x) = x(x^2 - a_1^2 - a_2^2).
\]

Since \(v\) is even then the unknowns in (2.7) are \(\pm x_1\) and zero. The only information we get from (2.7) is that \(x_1\) must satisfy

\[
(2.25) \quad 4x^3 + \frac{2x}{x^2 + a_3^2 + a_4^2} = \frac{3}{x}.
\]

From (2.22) we get

\[
a_2^2 + a_3^2 + a_4^2 = \frac{3}{4a_5^2} = \frac{3a_2^2}{2[1 - 2a_2^2(a_1^2 + a_2^2)]}.
\]

Now (2.22) gives \(a_1^2 + a_2^2 = 1/(4a_1^2)\) and (2.25) becomes

\[
4x^4 + \frac{2x^2}{x^2 - \frac{1}{4a_1^2} + \frac{2a_2^2}{12a_1^4 - 1}} = \frac{3}{x},
\]

and it can be factored as

\[
(2.26) \quad \left( x^2 - \frac{1}{4a_1^2} \right) \left( 2x^4 + \frac{4a_1^2 x^2}{12a_1^4 - 1} + \frac{1}{12a_1^4 - 1} - \frac{1}{2} \right) = 0.
\]

Clearly (2.24) has solutions \(\pm(2a_1)^{-1}\) which are \(\pm\sqrt{a_1^2 + a_2^2}\), as predicted by Theorem 2.1 and the definition of \(p_3\) in (2.24). To see that (2.24) has no other
real solutions it suffices to show $12a_1^4 - 1 < 2$ which will make the second factor on left-hand side of (2.24) strictly positive. Now $\int_{-\infty}^{\infty} p_1^2(x)w(x)dx = 1$ and $p_1(x) = x/a_1$ give $a_1^2 = \Gamma(3/4)/\Gamma(1/4)$ and all we need to show is equivalent to

$$\frac{4\Gamma^2(7/4)}{9\Gamma^2(5/4)} < 1.$$  

But $\Gamma(7/4) (= 0.91906)$ and $\Gamma(5/4) (= 0.90640)$ are nearly equal, so (2.25) holds and we have no other real solutions of (2.24) other than $\pm \sqrt{a_1^2 + a_2^2}$.

### 3. Remarks.

It is known that the zeros $\{x_{jn}\}$ of the Hermite polynomials satisfy the Bethe Ansatz:

$$x_{jn} = \sum_{1 \leq k \leq n, k \neq j} \frac{1}{x_{jn} - x_{kn}}.$$  

A similar property also holds for the Jacobi and Laguerre polynomials, [1], [2]. We now show that this property has analogues for general polynomials orthogonal with respect to a weight function. Let $\{x_{jn}\}$ be the zeros of $p_n(x)$. One can express the sums $\sum_{1 \leq k \leq n, k \neq j} (x_{jn} - x_{kn})^{-1}$ for fixed $j$ in terms of the values of $v'$, $A_n$, $B_n$ and their derivatives at the zeros $\{x_{jn}\}$. For $i = 1$, use (2.9) and (2.10) to get

$$2 \sum_{1 \leq k \leq n, k \neq j} \frac{1}{x_{jn} - x_{kn}} = v'(x_{jn}) + \frac{A_n'(x_{jn})}{A_n(x_{jn})}.$$  

For Hermite polynomials (3.2) reduces to (3.1) since $v(x) = x^2$ and $A_n'(x) = 0$. As an example consider the Freud weight $w(x) = \exp(-x^4)$ so that $v(x) = x^4$. Here $A_n(x)$ is $4a_n(x^2 + a_n^2 + a_{n+1}^2)$ and (3.2) becomes

$$\sum_{1 \leq k \leq n, k \neq j} \frac{1}{x_{jn} - x_{kn}} = 2x_{jn}^3 + \frac{x_{jn}}{x_{jn}^2 + a_n^2 + a_{n+1}^2}.$$  

To find $\sum_{1 \leq k \leq n, k \neq j} (x_{jn} - x_{kn})^{-2}$ in the general case we use

$$\sum_{1 \leq k \leq n, k \neq j} \frac{1}{(x_{jn} - x_{kn})^2} = \lim_{x \to x_{jn}} \left[ \frac{d}{dx} \frac{p_n'(x)}{p_n(x)} - \frac{1}{(x - x_{jn})^2} \right]$$  

$$= \lim_{x \to x_{jn}} \left[ \left( \frac{p_n'(x)}{p_n(x)} \right)^2 - \frac{p_n''(x)}{p_n(x)} \frac{1}{(x - x_{jn})^2} \right].$$
After some simplification we get
\[
\sum_{1 \leq k \leq n, k \neq j} \frac{1}{(x_{jn} - x_{kn})^2} = \left[ \frac{p''_n(x_{jn})}{2p'_n(x_{jn})} \right]^2 - \frac{p'''_n(x_{jn})}{3p'_n(x_{jn})}.
\]

In terms of the coefficients \( R_n \) and \( S_n \) in the differential equation (1.9) the above sum is
\[
\sum_{1 \leq k \leq n, k \neq j} \frac{1}{(x_{jn} - x_{kn})^2} = \frac{1}{4} R_n^2(x_{jn}) - \frac{1}{3} R_n(x_{jn}) + \frac{1}{3} \left[ R_n'(x_{jn}) + S_n'(x_{jn}) \right].
\]

Similarly we can generate sums of higher powers of differences of zeros.

In the remainder of this section we shall concentrate on the case
\[
v(x) = c_{2m}x^{2m} + \text{lower order terms}, \quad m = 2, 3, \ldots,
\]
and \(-a = b = \infty\).

**Lemma 3.1.** If \( v \) is as in (3.6), and is convex then \( A_n(x) \) is of degree \( 2m - 2 \) and has only complex zeros.

The proof follows from (1.5).

Let \( z_1, z_2, \ldots, z_{2m-2} \) be the zeros of \( A_n(x) \).

**Theorem 3.2.** Under the assumptions of Theorem 2.1 the electrostatic system has \( n \) movable unit charges, external field
\[
v(x) + \ln(2mc_{2m}) + V_1(x),
\]
where \( V_1 \) is the potential due to \( 2m - 2 \) unit charges at \( z_1, z_2, \ldots, z_{2m-2} \).

**Proof.** Clearly (1.5) implies
\[
A_n(x)/a_n = 2mc_{2m} \prod_{j=1}^{2m-2} (z - z_j).
\]

The electrostatic interpretation now follows from (1.5) and (3.8).

Selberg [23] proved
\[
\int_{[0,1]^n} \left\{ \prod_{j=1}^{n} t_j^{x-1}(1-t_j)^{y-1} \right\} \prod_{1 \leq i < k \leq n} |t_i - t_k|^2 dz_1 \ldots dz_n
\]
\[
= \prod_{j=1}^{n} \frac{\Gamma(x + (n - j)z) \Gamma(y + (n - j)z) \Gamma(jz + 1)}{\Gamma(x + y + (n - j)z) \Gamma(jz + 1)},
\]
for \( \text{Re}(x) > 0, \text{Re}(y) > 0, \) and \( \text{Re}(z) > -\min\{1/n, \text{Re}(x)/n - 1, \text{Re}(y)/(n - 1)\} \). Here \([0,1]^n\) is the unit cube in \( R^n \). This integral is the multivariate generalization of the beta integral and is now called the Selberg integral. It is important to note that if we normalize the Jacobi polynomials to be
orthogonal on $[0, 1]$ then the Stieltjes-Hilbert results provide the $L_\infty$ norm of

$$
\left\{ \prod_{j=1}^{n} t_j^\alpha (1 - t_j)^{\beta} \right\} \prod_{1 \leq i < k \leq n} |t_i - t_k|^2.
$$

On the other hand the Selberg integral (3.9) essentially gives the $L_p$ norm of the expression in (3.10). One is then led to view the Stieltjes-Hilbert results as limiting cases of the Selberg integral. Our Theorem 2.2 extends the Stieltjes-Hilbert results from Jacobi polynomials to general orthogonal polynomials, so it would be of interest to explore the analogue of the Selberg integral and evaluate the integrals

$$
\int_{[a,b]^n} \left( \prod_{j=1}^{n} \frac{\exp(-v(t_j))}{A_n(t_j)/a_n} \right)^p \prod_{1 \leq i < k \leq n} (t_i - t_k)^{2p} \, dt_1 \ldots dt_n.
$$

In particular for $v(x)$ as in (2.21) the integral in (3.11) is

$$
\int_{R^n} \frac{\exp(-p \sum_{j=1}^{n} t_j^\alpha)}{\prod_{j=1}^{n} (t_j^2 + a_n^2 + a_{n+1}^2)^p} \prod_{1 \leq i < k \leq n} (t_i - t_k)^{2p} \, dt_1 \ldots dt_n.
$$

The $a_n$’s can be generated from (2.22) with the initial values

$$
a_0 = 0, \quad a_1^2 = \frac{\Gamma(3/4)}{\Gamma(1/4)}, \quad a_2^2 = \frac{\Gamma(5/4)}{\Gamma(3/4)} - \frac{\Gamma(3/4)}{\Gamma(1/4)}.
$$

It must be emphasized that the $a_n$’s in (3.12) are not arbitrary but are the recursion coefficients of the Freud polynomials.

### 4. Energy Asymptotics.

In this section we first discuss the large $n$ asymptotics of $E_n$ in the potential model of the Freud weights. We use the approximation

$$
\sum_{j=1}^{n} v(x_{jn}) \sim \int_{x_{nn}}^{x_{1n}} v(x) \sigma(x) \, dx, \quad n \to \infty,
$$

where $\sigma(x)$ is the density of the zeros. In (4.1) $f_n \sim g_n$ as $n \to \infty$ means $f_n/g_n \to 1$ as $n \to \infty$. In the literature on potential theory the measure $\sigma(x)\, dx$ is called the equilibrium measure. Consider the Freud weight function

$$
w_F(x; \alpha) := \frac{\exp(-|x|^\alpha)}{2\Gamma(1 + 1/\alpha)}, \quad \alpha \geq 1.
$$
This case is well studied in the literature but we will use the special form of \( \sigma \) from [6] because we need the same normalization. We have

\[
\sigma = \sigma(x, \alpha) = \frac{\alpha 2^{1-\alpha} \Gamma(\alpha)}{\pi [\Gamma(\alpha/2)]^2} b^{\alpha - 2} \sqrt{b^2 - x^2} \, _2F_1\left(1 - \alpha/2, 1; 3/2; 1 - (x/b)^2\right),
\]

where

\[
b := x_{1n} = -x_{nn}.
\]

Furthermore from the Freud conjectures

\[
b^\alpha \sim \frac{[\Gamma(\alpha/2)]^2 2^{\alpha-1} n}{\Gamma(\alpha)}.
\]

The \( A_n(x) \) is now defined by (1.5) with vanishing boundary terms. Using the beta function integral [20], the fact

\[
(a)_n = \Gamma(a + n)/\Gamma(a),
\]

and the Gauss sum for a hypergeometric function of unit argument, [20], we get

\[
\int_{-b}^{b} \sigma(x; \alpha) v(x)dx
\]

\[
= \frac{\alpha 2^{1-\alpha} \Gamma(\alpha)}{\pi [\Gamma(\alpha/2)]^2} b^{2\alpha} \sum_{k=0}^{\infty} \frac{(1 - \alpha/2)_k}{(3/2)_k} \int_0^1 t^{(\alpha-1)/2} (1 - t)^{k+1/2} dt
\]

\[
= \frac{\alpha 2^{1-\alpha} \Gamma(\alpha)}{\pi [\Gamma(\alpha/2)]^2} b^{2\alpha} 2 \Gamma(\alpha + 1) \Gamma((\alpha + 1)/2)
\]

\[
\frac{\Gamma(3/2) \Gamma((\alpha + 1)/2)}{\pi \Gamma(\alpha/2) \Gamma(2 + \alpha/2) b^{-2\alpha}} \, _2F_1\left(1 - \alpha/2, 1; 2 + \alpha/2; 1\right)
\]

\[
= \frac{2^{1-\alpha} \alpha \Gamma(\alpha) \Gamma((\alpha + 1)/2)}{\sqrt{\pi} \alpha \Gamma^3(\alpha/2)}.
\]
The above calculation and the duplication formula for the gamma function and (4.5) give

\[ \sum_{j=1}^{n} v(x_{jn}) \sim \int_{-b}^{b} \sigma(x; \alpha) v(x) dx \sim \frac{n^2}{\alpha}, \quad (4.7) \]

as \( n \to \infty \). It is also known that \( a_n \sim b/2 \). Therefore (4.5) gives

\[ \sum_{j=1}^{n} j \ln a_j \sim \frac{1}{2} n^2 \ln n, \quad (4.8) \]

and we have proved

\[ E_n \sim -\frac{n^2}{\alpha} \ln n. \quad (4.9) \]

This is the same as the main term in the large \( n \) form of the free energy in [7]. More precise asymptotics will be developed in a future work. In some cases it is possible to express \( E_n \) entirely in terms of the recursion coefficients. This is certainly the case when \( v(x) = x^{2m} \) and \( m \) is a positive integer. We illustrate this for \( v(x) = x^4 \). Since \( v \) is even the \( p_n \)'s satisfy

\[ p_n(-x) = (-1)^n p_n(x), \quad (1.12) \]

From (1.3) and (1.4) it follows that

\[ c_{n+1,1} = c_{n,1} + a_n^2 \quad \text{and} \quad c_{n+1,2} = c_{n,2} + a_n^2 c_{n-1,1}, \quad (4.11) \]

hence

\[ c_{n,1} = \sum_{j=1}^{n-1} a_j^2, \quad \text{and} \quad c_{n,2} = \sum_{k=3}^{n-1} \sum_{j=1}^{k-2} a_k^2 \left( \sum_{j=1}^{k-2} a_j^2 \right). \quad (4.12) \]

Now

\[ \sum_{j=1}^{n} v(x_{jn}) = \sum_{j=1}^{n} x_{jn}^4 = \left[ \sum_{j=1}^{n} x_{jn}^2 \right]^2 \quad (4.13) \]

Formula (4.10) and \( p_n(-x) = (-1)^n p_n(x) \) imply

\[ c_{n,1} = \sum_{j=1}^{n} x_{jn}^2, \quad c_{n,2} = \sum_{1 \leq j < k \leq n} x_{jn}^2 x_{kn}^2, \quad (4.14) \]

hence

\[ E_n = c_{n,1}^2 - 2c_{n,2} - 2 \sum_{k=1}^{n} k \ln a_k, \quad (4.15) \]

and \( c_{n,1} \) and \( c_{n,2} \) are given by (4.12).
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