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In this paper we investigate the role of real-valued cobound-
aries for classifying of minimal homeomorphisms of the Can-
tor set. This work follows the work of Giordano, Putnam, and
Skau who showed that one can use integer-valued cobound-
aries to characterize minimal homeomorphisms up to strong
orbit equivalence. First, we prove a rigidity result. We show
that there is an orbit equivalence between minimal Cantor
systems which preserves real-valued coboundaries if and only
if the systems are flip conjugate. Second, we investigate a real
analogue of the dynamical unital ordered cohomology group
studied by Giordano, Putnam and Skau. We show that, in
general, isomorphism of our unital ordered vector space de-
termines a weaker relation than strong orbit equivalence and
we characterize this relation in a certain finite dimensional
case. Finally, we consider isomorphisms of this vector space
which preserve the cohomology subgroup. We show that such
an isomorphism gives rise to a strictly stronger relation than
strong orbit equivalence. In particular, it determines topo-
logical discrete spectrum, but does not determine systems up
to flip conjugacy.

1. Introduction.

In [GPS95], Giordano, Putnam and Skau used C∗-algebraic invariants to
characterize minimal homeomorphisms of the Cantor set up to various no-
tions of orbit equivalence. For a minimal homeomorphism T : X → X of
the Cantor set X, their key invariant reduces to the group of continuous
integer-valued functions f : X → Z modulo the coboundaries (functions of
the form f−f ◦T ), along with a positive cone and order unit. In this paper,
we examine real-valued coboundaries and look at analogues of their results
from three perspectives.

Let S and T be minimal homeomorphisms of the Cantor set. In the
main result of Section 2 (Theorem 2.10) we prove that if S and T are orbit
equivalent by a homeomorphism which maps the set of real S-coboundaries
bijectively onto the set of real T -coboundaries then S is conjugate to T or
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T−1 (S and T are flip conjugate). In fact, we show that any homeomor-
phism from the Cantor set to itself which identifies real coboundaries of S
and T must be an orbit equivalence with a bounded jump function (The-
orem 2.11). In contrast, Giordano, Putnam and Skau’s work shows that
an orbit equivalence induces a bijection between the sets of integer-valued
coboundaries if and only if S and T are strongly orbit equivalent. Results
in [BH94, Orm97, Sug, Sug98] underscore the vast difference between
strong orbit equivalence and flip conjugacy for this class of systems. More-
over, an example of Boyle shows that a homeomorphism identifying integer
coboundaries need not be a strong orbit equivalence. In appendix A, we
present this unpublished example of Boyle in which S and T have the same
integer coboundaries, and have the property that T (x) and T (Snx) are not
in the same S-orbit for all x and all n 6= 0.

In Section 3, we define and investigate the natural analogue of Giordano,
Putnam and Skau’s unital ordered group: The vector space of continuous
real-valued functions modulo the real coboundaries along with a positive
cone and order unit. We show (Theorem 3.10) if the cardinality of the
set of ergodic invariant Borel probabilities is finite then this cardinal com-
pletely determines our unital ordered vector space GR(T ). Using a result of
Dougherty, Jackson, and Kechris, we see that when the set of ergodic T -
invariant Borel probabilities is finite, our unital ordered vector space char-
acterizes Borel orbit equivalence.

In Section 4, we study the dynamical properties which are determined if
we consider only isomorphisms of the real unital ordered vector space GR(T )
which preserve the subgroups of integer-valued functions GZ(T ). We present
results which show that there is some more dynamical information in the
pair (GR(T ),GZ(T )) than in GZ(T ) alone but not enough to determine T up
to flip conjugacy. For example, we show that the isomorphism of the pair
(GR(T ),GZ(T )) determines the topological discrete spectrum of T (Theo-
rem 4.4). The unital ordered group GZ(T ) already determines the rational
discrete spectrum, but does not, in general, determine the irrational spec-
trum (see [Orm97]). We show (Theorem 4.6) that for a minimal Cantor
system (X,T ) with GZ(T ) ⊆ Q the pair (GR(T ),GZ(T )) carries no more dy-
namical information than the unital ordered group GZ(T ) alone. This shows
that one cannot determine flip conjugacy using (GR(T ),GZ(T )). Taking the
previous two results together, we obtain a new result (Corollary 4.7) about
minimal Cantor systems and the unital ordered group GZ(T ). Namely, if
GZ(T ) ⊆ Q then T cannot have irrational spectrum.

I thank Mike Boyle for his helpful comments and for allowing me to include
his example Appendix A. I thank Bernard Host for allowing me to include
his proof of Theorem 2.6.
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2. The Same Set of Real Coboundaries.

Throughout this paper we will consider topological dynamical systems
(X,T ) where T : X → X is a homeomorphism of X a compact metric
space. In particular, we will consider minimal Cantor systems. A homeo-
morphism T : X → X is called minimal if for all x ∈ X the T -orbit of x,
{Tnx : n ∈ Z}, is dense. We will call the pair (X,T ) a minimal Cantor
system if X is a Cantor set and T : X → X is minimal. The main prop-
erties of minimality that we will make use of are the following: There are
no periodic points in a minimal system and for any open set U ⊆ X, there
is an integer r such that for all x ∈ X, one of {x, T (x), . . . , T r(x)} is in U .
Minimal Cantor systems include the odometer systems below.

Example (Odometer systems). Let {di} be an infinite sequence of positive
integers. Let X be the space of infinite sequences x = x1x2x3 . . . such that
0 ≤ xi < di for all i. We put the discrete topology on the sets {0, 1, . . . , di−
1} and the infinite product of this discrete topology on X. In this way, X
becomes a Cantor set. The topology on X is equivalent to the one generated
by the metric d where d(x, y) = 2−n if xi = yi for all 0 ≤ i ≤ n and
xn+1 6= yn+1.

Define T : X → X by adding one with right carry. In other words, for
x ∈ X, let n be the smallest positive integer such that xn < (dn − 1). If
such an n exists, define T (x) to be the sequence [T (x)]i = 0 for i < n,
[T (x)]n = xn+1 and [T (x)]i = xi for i > n. If xn = (dn−1) for all n, define
T (x) to be the sequence [T (x)]n = 0 for all n. The dynamical system (X,T )
is minimal since the T -orbit of every point sees all the words of length n in
the first n coordinates. The odometer system where di = 2 for all i is called
the dyadic adding machine.

Let (X,S) and (Y, T ) be minimal Cantor systems. The following are some
of the different equivalences we will consider. Of course, the notions make
sense for more general topological dynamical systems.

Definition 2.1 (conjugacy). We say (X,S) and (Y,T ) are conjugate if there
is a homeomorphism h : X → Y such that ∀x ∈ X,hS(x) = Th(x).

Definition 2.2 (flip conjugacy). We say (X,S) and (Y, T ) are flip conju-
gate if S is conjugate to T or S is conjugate to T−1.

Definition 2.3 (orbit equivalence). We say (X,S) and (Y, T ) are orbit
equivalent if there is a homeomorphism h : X → Y and functionsm : X → Z
and n : X → Z such that

∀x ∈ X, hS(x) = Tm(x)h(x) and hSn(x)(x) = Th(x).

In other words, (X,S) and (Y, T ) are conjugate to systems (Z, S′) and (Z, T ′)
where

∀x ∈ Z, {(S′)n(x) : n ∈ Z} = {(T ′)n(x) : n ∈ Z}.
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The theory of orbit equivalence has a long history in the study of measure-
theoretic dynamical systems [KR95, KW91, Kri69, Kri76, Rud85]. It
was this work which motivated the study of orbit equivalence in topological
systems.

As it turns out, for a given topological orbit equivalence, the continuity
properties of the “jump functions” m : X → Z and n : X → Z can give
information about the extent to which one system is determined by the other.
In particular, for minimal Cantor systems Boyle [Boy83] proved that the
jump functions are bounded if and only if they are continuous, and gave the
following characterization (generalized in [BT98]) of orbit equivalence with
a bounded jump functions.

Theorem 2.4 (Boyle). Suppose (X,S) and (X,T ) are minimal Cantor sys-
tems with the same orbits. If there is a bounded function m : X → Z such
that S(x) = Tm(x)(x) for all x then S and T are flip conjugate.

In [GPS95], Giordano, Putnam and Skau used C∗-algebraic invariants
to characterize orbit equivalence for minimal Cantor systems, and to give
information about the continuity/boundedness properties of the associated
jump functions one can achieve. One important notion from their work is
the notion of strong orbit equivalence.

Definition 2.5 (strong orbit equivalence). Two minimal Cantor systems
(X,S) and (Y, T ) are strongly orbit equivalent if they are orbit equivalent
by a map h : X → Y with jump functions m : X → Z and n : X → Z such
that m and n have at most one point of discontinuity each.

We will say more about strong orbit equivalence in Section 3. For now,
we simply point out that strong orbit equivalence is a much weaker relation
than flip conjugacy. For example, strongly orbit equivalent systems can
have arbitrarily large topological entropy differences and when attached with
an ergodic invariant measure, can give rise to vastly different measurable
structures (see [BH94, Orm97, Sug, Sug98]).

For a minimal Cantor systems (X,T ), Giordano, Putnam and Skau’s
characterization up to orbit equivalence relies upon looking at integer-valued
continuous functions of the form f − fT (from here on we use fT to denote
f ◦ T ). We will call a continuous function f : X → R a real T -coboundary if
there exists a continuous function g : X → R such that f(x) = g(x)− g(Tx)
for all x ∈ X. Similarly, we will call a function f : X → Z an integer T -
coboundary if there is a continuous g : X → Z such that f(x) = g(x)−g(Tx)
for all x ∈ X. The following characterization of coboundaries is well known.
With kind permission, we present Bernard Host’s proof of this result [Hos].

Theorem 2.6. Let (X,T ) be a Cantor minimal system. A continuous func-
tion f : X → R is a real T -coboundary if and only if sums of the form∑n

i=0 f(T ix) are uniformly bounded over n ≥ 1 and x ∈ X.
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Proof. If f = g − gT for some g then
∑n

i=0 f(T ix) = g(x) − g(Tnx) thus
sums of this form are uniformly bounded.

For the other direction, let (X,T ) be a minimal system, and f a contin-
uous real-valued function on X. Define

f (n)(x) =


∑n−1

i=0 f(T ix) if n > 0
0 if n = 0
−

∑−1
i=−n f(T ix) if n < 0.

Assume that C is a constant such that

∀x ∈ X, ∀n ∈ N, |f (n)(x)| ≤ C.

As for all x ∈ X we have f (0)(x) = 0 and f (−n)(x) = −f (n)T−n(x) for n > 0
we get:

∀x ∈ X, ∀n ∈ Z, f (n)(x) ≤ C.

We write:

F (x) = sup
n∈Z

f (n)(x); Osc(x) = lim sup
y→x

F (y)− lim inf
y→x

F (y).

For every x ∈ X we have f(x) = F (x) − F (Tx) and for all n, we have
f (n)(x) = F (x) − F (Tx). We have only to prove that the function F (x) is
continuous, i.e., that the function Osc(x) is identically 0.

We choose some ε > 0 and define:

K = {x ∈ X : F (x) ≤ ε}.

By construction, for x ∈ X there is an n ∈ Z with

Tnx ∈ K ⇐⇒ f (n)(x) ≥ F (x)− ε.

Thus, by definition of F (x), for every x ∈ X there exists n ∈ Z with Tnx ∈
K, and ⋃

n∈Z
T−nK = X.

But K is closed. Thus, by Baire’s Theorem, the interior U of K is not empty
and, by minimality, ⋃

n∈Z
T−nU = X.

For x ∈ T−nU we have f (n)(x) ≤ F (x) ≤ f (n)(x) + ε thus, by continuity
of f (n), Osc(x) ≤ ε.

Therefore, Osc(x) ≤ ε for all x ∈ X. �

We will look more closely at Giordano, Putnam and Skau’s results in
Sections 3 and 4. For the remainder of this section, however, we concentrate
on one aspect of their results.
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Theorem 2.7 (Giordano, Putnam, Skau). Suppose (X,S) and (Y, T ) are
minimal Cantor systems. There is an orbit equivalence h : X → Y which
induces a bijection from the set of integer S-coboundaries to the set of integer
T -coboundaries if and only if S and T are strongly orbit equivalent.

In Theorem 2.10, we prove an analogous result, there is an orbit equiva-
lence which respects real coboundaries if and only if S and T are flip con-
jugate. To prove the difficult direction of Theorem 2.10, we first note the
following.

Lemma 2.8. Let (X,S) and (X,T ) be minimal Cantor systems with the
same orbits. For all n, let En = {x : S(x) = Tn(x)}. Then one of the
following holds.

1. X =
⋃
|n|≤N En for some N ,

2. there is an infinite sequence of sets Enk
with |nk| < |nk+1| such that

Enk
contains a clopen set for all k.

Proof. By the continuity of S and T , the set En is closed for all n. Let FN
denote the closed set FN =

⋃
|n|≤N En.

Fix N and assume that X − FN is nonempty. Then the sets En where
|n| > N form a countable closed cover of this open set. By the the Baire
Category Theorem, one element of this cover must contain an open set,
and therefore a clopen set. If condition 1 does not hold then we obtain a
sequence of sets as in condition 2. �

From Boyle’s result (Theorem 2.4) case 1 implies that S and T are flip
conjugate. So to prove Theorem 2.10, it will suffice to show that in case 2,
S and T do not have the same real coboundaries. For the remainder of the
section, let (X,S) and (X,T ) be minimal Cantor systems with the same
orbits, and let En = {x : S(x) = Tn(x)} for all n 6= 0.

Suppose there is an infinite sequence of sets Enk
with |nk| < |nk+1| such

that Enk
contains a clopen set for all k. Then by passing to a monotone

increasing or decreasing subsequence of nk’s and possibly exchanging T for
T−1 we have the hypothesis of the following.

Lemma 2.9. Suppose there exists an infinite increasing sequence of posi-
tive integers n1 < n2 < n3 < · · · and nonempty clopen sets Ck such that
S(x) = Tnk(x) for all x ∈ Ck. Then there exists a continuous real-valued
S-coboundary which is not a continuous real-valued T -coboundary.

Proof. After passing to a subsequence of the Ck, we will define f as

f(x) =
∞∑
k=1

(1/k)1Uk
(x)

where for all k, Uk is a clopen subset of Ck, and 1Uk
is the indicator function

of Uk. The function f(x) will be continuous as long as there is a point
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x0 /∈
⋃
k∈N Uk such that if xk is a sequence of points with xk ∈ Uk then

limk→∞ xk = x0.
To get that f − fS−1 is not a T -coboundary, we will choose the Uk such

that for x ∈ Un the T -orbit of x enters each of the sets Un, Un−1, . . . , U1 at
least once before it enters any set of the form SUk for k ∈ N. In this case,
for all x ∈ Un we will be able to find an integer m such that

m∑
i=0

(
f(T ix)− fS−1(T ix)

)
=

m∑
i=0

∑
k∈N

(1/k)
(
1Uk

(T ix)− 1SUk
(T ix)

)
=

m∑
i=0

∑
k∈N

(1/k)1Uk
(T ix)

≥
n∑
k=1

(1/k)

> log(n).

If the function f − fS−1 were a T -coboundary then by Theorem 2.6 there
would be a uniform bound on the functions

∑m
i=0(f − fS−1)T i.

To construct the function f(x) it suffices to construct a sequence of leap-
frogging sets {Uk}. Let Bn(x) denote the T -orbit block Bn(x) = {x, T (x),
. . . , Tn(x)}. We will call a sequence of pairwise disjoint sets {Uk}k∈N leap-
frogging for the pair (S, T ) if

1) there exists an increasing sequence of integers {nk} such that S(x) =
Tnk(x) for all x ∈ Uk,

2) for all x ∈ Uj and y ∈ Uk with 1 ≤ j ≤ k, the set Bnj (x) ∩ Bnk
(y) is

either empty or equal to Bnj (x),
3) for all x ∈ Uk the set Bnk

(x) ∩ Uk−1 is nonempty.
We call the sets leap-frogging because we imagine the T -orbit of a point

laid out along a number line. If a point is in Uk, the S-image of that point
leaps forward in the T -orbit.

' $
?

' $
?

' $
?

n1 n1

n2

U1 U1SU1 SU1U2 SU2

' n3

U3

-
T
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Condition 3 ensures that for j < k, the S-image of a point x ∈ Uk
leap-frogs at least one orbit block Bnj (y) where y ∈ Uj . For x ∈ Un let
m be the smallest integer such that x ∈ U1. This condition will give us∑m

i=0

∑
k∈N(1/k)1Uk

(T ix) is at least
∑n

k=1(1/k).
We can think of condition 2 as ensuring that the S-jumps are nested. In

other words, for j ≤ k if x ∈ Uk and y ∈ Uj then S(x) /∈ Bnj (y) unless
x = y. Conditions 2 and 3 imply: If x ∈ Un and m is the smallest integer
such that Tmx ∈ U1 then

∑m
i=0

∑
k∈N(1/k)1SUk

(T ix) = 0.
We will construct the leap-frogging sets Uk ⊆ Ck recursively. Before we do

so, we will pick a special point x0 with the property that for large k the set
Uk lies within a small clopen subset of x0. Since X is compact, after passing
to a subsequence of the Ck we may assume that there is a sequence of points
{xk} with xk ∈ Ck such that the limit limk→∞ xk exists. Let x0 be the limit
of this subsequence. We can replace the Ck with clopen neighborhoods of
the xk’s of decreasing diameter. In this way, we may assume that our sets
Ck have the property that if yk ∈ Ck, then limk→∞ yk = x0. Moreover, we
may assume that x0 /∈

⋃
k∈NCk.

To construct U1, pick y1 ∈ C1 such that neither x0 nor Sx0 are in the
T -orbit block Bn1(y1). Let U1 be a clopen neighborhood of y1 such that
x0, Sx0 /∈

⋃n1
i=0 T

iU1 and U1, TU1, . . . , T
n1U1 are pairwise disjoint. Since

the T jU1 are pairwise disjoint, if x and y are distinct points in U1 then the
intersection of the T -orbit blocks Bn1(x) ∩Bn1(y) is empty.

Now assume that we have sets U1, U2, . . . , Uk satisfying the leap-frogging
conditions such that neither x0 nor Sx0 are in

⋃nk
i=0 T

iUk. We can find a
clopen neighborhood V of x0 such that V ∩

⋃nk
i=0 T

iUk, SV ∩
⋃nk
i=0 T

iUk and
V ∩ SV are all empty.

By the minimality of T there is an integer rk such that for any x ∈ X
the set Brk(x)∩Uk is nonempty. By passing to a subsequence of the Ck, we
may assume nk+1 > rk and Ck+1 ⊆ V . Choose yk+1 ∈ Ck+1. Pick a clopen
neighborhood Uk+1 of yk+1 of diameter less than 1/k such that Uk+1 ⊆ Ck+1

and Uk+1, TUk+1, . . . , T
nk+1Uk+1 are pairwise disjoint.

Since Uk+1 ⊆ Ck+1, we have that for all x ∈ Uk, S(x) = Tnk(x) (condi-
tion 1). Since nk+1 > rk, for all x ∈ Uk+1 the set Bnk+1

(x)∩Uk is nonempty
for all x ∈ Uk+1 (condition 3). Since Uk+1 ⊆ V and SUk+1 ⊆ SV we have
Uk+1∩

⋃nk
i=0 T

iUk, SUk+1∩
⋃nk
i=0 T

iUk are both empty. This gives the nested
property of the blocks (condition 2). Since neither x0 nor Sx0 are in Uk+1

we can continue with the recursion. �

The previous two lemmas give us the following theorem.

Theorem 2.10. Let (X,S) and (Y, T ) be minimal Cantor systems. There
is an orbit equivalence h : X → Y which induces a bijection from the set of
real S-coboundaries to the set of real T -coboundaries if and only if S and T
are flip conjugate.
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Proof. If S and T are not flip conjugate then by Theorem 2.4 and Lem-
mas 2.8 and 2.9 we can construct an S coboundary which is not a T -
coboundary. For the other direction we simply need to see that a home-
omorphism R : X → X and its inverse R−1 : X → X always have the same
set of coboundaries. This follows as

f − fR−1 = (fR−1)R− (fR−1). �

Remark. The above is reminiscent of rigidity results of Boyle and Tomiy-
ama [BT98, Theorem 3.6] and Giordano, Putnam and Skau [GPS]. In
the case where S and T are minimal Cantor systems Boyle and Tomiyama
show that if the C∗-algebras associated to S and T are related by an iso-
morphism which identifies the subalgebra of continuous functions, then the
systems are flip conjugate. Giordano, Putnam and Skau showed that an
algebraic isomorphism of the topological full group must be induced by a
flip conjugacy.

Theorem 2.10 can be strengthened. We show below (Theorem 2.11) that
we need not require that the homeomorphism which identifies real cobound-
aries be an orbit equivalence, it is automatic. The analogous statement for
integer coboundaries is not true. An example of Boyle (see Appendix A)
shows that it is possible for two minimal homeomorphisms S and T of the
Cantor set to have the same set of integer coboundaries and have the prop-
erty that if x and y are in the same S-orbit then Tx and Ty are not in the
same S-orbit.

Let C(X,R) denote the set of real-valued continuous functions on a Can-
tor set X.

Theorem 2.11. Let (X,S) and (X,T ) be minimal Cantor systems. Then
(X,S) and (X,T ) have the property that for all f ∈ C(X,R) there exist
g1, g2 ∈ C(X,R) such that

f − fT = g1 − g1S

f − fS = g2 − g2T

if and only if S and T have the same orbits and there is a bounded (contin-
uous) function m : X → Z such that S(x) = Tm(x)(x) for all x ∈ X.

Proof. Let En = {x : S(x) = Tn(x)} and F = X − ∪n∈ZEn.
Suppose such a function m : X → Z exits. Then F is empty and

there exists an integer M such that En is empty for |n| > M . For f ∈
C(X,R) we may write f − fT =

∑M
n=−M 1TEnf − (1TEnf)T . If x ∈ En

then (1TEnf)Tx = (1TEnf)Snx and the above function is therefore an S-
coboundary.

Suppose that no such function m exists. In other words, assume X −
∪|n|≤MEn is nonempty for all M . If infinitely many of the sets En have
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nonempty interior then by Lemma 2.9 there is a real-valued S-coboundary
which is not a real-valued T -coboundary.

If X−∪|n|≤MEn is nonempty for all M and only finitely many of the sets
En have nonempty interior then by the Baire Category Theorem, F contains
an open set. It remains to show that S and T cannot have the same set of
real coboundaries when F contains an open set.

We will construct an S-coboundary which is not a T -coboundary by se-
lecting a nested sequence of clopen sets U ⊇ U1 ⊇ U2 ⊇ · · · , a sequence of
points xk ∈ Uk, and an increasing sequence of integers nk with the following
properties.

1)
∑nk

i=0 1Uk
(T i(xk)) ≥ 2k,

2)
∑nk

i=0 1SUk
(T i(xk)) = 0,

3)
∑nk

i=0

(
1Uj (T

i(xk))− 1SUj (T
i(xk))

)
= 0 for all 1 ≤ j < k.

Assume such a collection of sets exists, and let f =
∑∞

k=1(3/4)k1Uk
. If in

addition to the above, the diameters of the Uk’s are going to zero then the
function f(x) will be continuous. Since the sets SUk are nested, condition 2
implies that

∞∑
j=k

nk∑
i=0

1SUj (T
i(xk)) = 0.

Putting this fact together with conditions 1 and 3, we get
nk∑
i=0

f(T ixk)− f(S−1(T ixk))

=
nk∑
i=0

∞∑
j=1

(3/4)j
[
1Uj (T

ixk)− 1SUj (T
ixk)

]
=

nk∑
i=0

k−1∑
j=1

(3/4)j
[
1Uj (T

ixk)− 1SUj (T
ixk)

]
+

nk∑
i=0

∞∑
j=k

(3/4)j1Uj (T
ixk)−

nk∑
i=0

∞∑
j=k

(3/4)j1SUj (T
ixk)

≥ 2k(3/4)k

= (3/2)k.

Therefore, by Theorem 2.6, f−fS−1 cannot be a T -coboundary. It remains
then to construct the sets.

We first note that for any point x ∈ F since S(x) is not in the T -orbit of
x, for any positive integers m,n there is a clopen neighborhood U of x such
that T kU ∩ SU = ∅ for all −m ≤ k ≤ n. This implies that for any clopen
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set V ⊆ F and positive integers m,n, there exists a clopen U ⊆ V such that
T kU ∩ SU = ∅ for −m ≤ k ≤ n.

To construct U1, we take any clopen set V ⊆ F . Let x be in V and let
n1 be the smallest positive integer n such that Tn(x) ∈ V . We can choose
a clopen neighborhood V0 of x such that T kV0 ∩ SV0 = ∅ for 0 ≤ k ≤ n1.
Let V1 be a clopen subset of Tn1V0 ⊆ V such that T kV1 ∩ SV1 = ∅ for
−n1 ≤ k ≤ 0. Now let U1 = T−n1V1∪V1 and let x1 be any point in T−n1V1.
We get

∑n1
i=0 1U1(T

ix1) = 2, and
∑n1

i=0 1SU1(T
ix1) = 0.

Now suppose that we have constructed sets U ⊇ U1 ⊇ U2 ⊇ · · · ⊇ Uk,
points x1, x2, . . . , xk, and integers n1, n2, . . . , nk with the desired proper-
ties. Consider the function fk =

∑k
i=1(3/4)k1Ui . If fk − fkS

−1 is not a
T -coboundary, then we are done. Assume that fk − fkS

−1 = g − gT for
some g. Since fk − fkS

−1 is a locally constant rational valued function, we
may assume that g is as well.

Let y0 ∈ Uk ∩ F . By the minimality of T , we can choose an integer N
such that

∑N
i=0 1Uk

(T iy0) > 2k+1 and g(y0) = g(TN+1y0). Choose a clopen
neighborhood V around y0 such that fk(T iy) − fk(S−1T iy) = fk(T iy0) −
fk(S−1T iy0) for all y ∈ V and all 0 ≤ i ≤ N . Then for all y ∈ V ,

N∑
i=0

(
fk(T iy)− fk(S−1T iy)

)
= g(y)− g(TN+1y) = 0,

which will give condition 3.
Let M denote

∑N
i=0 1Uk

(T iy0) and let 0 = r0 < r1 < · · · < rM ≤ N
be the integers such that T rjV ⊆ Uk. We know that since y0 ∈ F we can
choose V0 ⊆ V such that T iV0 ∩ SV0 is empty for all 0 ≤ i ≤ N . Since
T r1V0 ⊆ Uk, there is a clopen set V1 ⊆ T r1V0 such that T iV1 ∩SV1 is empty
for all −r1 ≤ i ≤ (N−r1). Continuing, for all 0 ≤ j ≤M , we can obtain sets
Vj ⊆ T rj−rj−1Vj−1 such that T iVj ∩SVj is empty for all −rj ≤ i ≤ (N − rj).
Let Uk+1 be the union over 0 ≤ j ≤ M of the sets T−rM+rjVM , and let
xk+1 be any point in T−rMVM . Then

∑N
i=0 1Uk+1

(T ixk+1) = M ≥ 2k+1 and∑N
i=0 1SUk+1

(T ixk+1) = 0, giving conditions 1 and 2. �

3. Real Ordered Group.

The notion of strong orbit equivalence emerged from the study of C∗-
algebraic invariants for topological dynamical systems. For minimal home-
omorphisms of the Cantor set, Herman, Putnam and Skau showed that
these C∗-crossed products are classified by their K-theory [HPS92]. The
K-theory for these C∗-algebras amounts to the group of continuous integer-
valued functions on the Cantor set modulo the coboundaries along with a
positive cone and order unit. Giordano, Putnam and Skau showed that
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this unital ordered group characterizes strong orbit equivalence for minimal
Cantor systems (Theorem 3.3) [GPS95, Theorem 2.1].

In this section, we define and investigate the group of continuous real-
valued functions modulo the real coboundaries. As in [GPS95], our group
will be considered along with a natural positive cone and order unit. Unlike
the integer case, our space has the structure of a vector space over the reals.
With this, the classification problem essentially comes down to counting
the dimension of subspaces. When the number of ergodic invariant Borel
probabilities is finite, the span of these measures acts as the dual to this space
modulo the infinitesimal subgroup (Lemma 3.9). In this finite dimensional
case, we are able to show (Theorem 3.10) that the cardinality of the set
of ergodic Borel probabilities completely classifies our unital ordered vector
space. Interestingly, this leads us back to orbit equivalence. A result of
Dougherty, Jackson, and Kechris (Theorem 3.13) [DJK94, Theorem 9.1]
states that the cardinality of the set of ergodic invariant Borel probabilities
characterizes a weaker form of orbit equivalence, Borel orbit equivalence.
3.1. The Unital Ordered Group GZ(T ). We present the relevant defini-
tions for unital ordered groups. For a more detailed introduction,
see [GPS95].

Definition 3.1 (unital ordered group). A unital ordered group G is a triple
(G,G+, u) where:

• G is an abelian group,
• G+ is subset of G such that

G+ ∩ (−G+) = {0}, G+ +G+ ⊆ G+, and G+ −G+ = G,
• u is an element of G+ such that

for all g ∈ G there exists an n ∈ Z+ such that (nu− g) ∈ G+.

Definition 3.2 (isomorphism). Two unital ordered groups (G,G+, u) and
(H,H+, v) are isomorphic if and only if there is group isomorphism f : G→
H such that f(G+) = H+ and f(u) = v.

Suppose (X,T ) is a minimal Cantor system. We will use GZ(T ) to denote
the unital ordered group (GZ(T ), GZ(T )+, 1T ) defined as follows. Let GZ(T )
be the group of continuous functions from the Cantor set X into the integers
modulo the integer coboundaries

GZ(T ) = C(X,Z)/{f − fT : f ∈ C(X,Z)}.
Let GZ(T )+ be the semigroup of equivalence classes of nonnegative functions

GZ(T )+ = {[f ] : f(x) ≥ 0 for all x ∈ X}
and let 1T be the equivalence class of the constant function one

1T = [1].

The ordered group above is, in fact, a simple dimension group as defined by
Elliot [Ell76].
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Theorem 3.3 (Giordano, Putnam, Skau). Let (X,S) and (X,T ) be mini-
mal Cantor systems. Then GZ(S) is isomorphic to GZ(T ) if and only if S
and T are strongly orbit equivalent.

The above gives strong orbit equivalence a more natural meaning, the
equivalence relation which is induced by isomorphism of unital ordered
groups. To get a similar statement for orbit equivalence, we must first
introduce infinitesimal subgroups and traces of simple dimension groups.

Definition 3.4 (infinitesimals). Let G = (G,G+, u) be a unital ordered
group. The set

Inf (G) = {g ∈ G : u− ng ∈ G+ for all n ∈ Z}

is the infinitesimal subgroup of G.

Definition 3.5 (trace). A trace σ on a unital ordered group G = (G,G+, u)
is a homomorphism σ : G→ R such that σ(G+) ⊆ R+ and σ(u) = 1.

The order structure of any simple dimension group is determined by the
action of the trace space [Eff81]. In other words,

G+ = {g ∈ G : σ(g) > 0 for all traces σ} ∪ {0}

and
Inf (G) = {g ∈ G : σ(g) = 0 for all traces σ}.

If (X,T ) a minimal Cantor system then the trace space of GZ(T ) with the
natural topology is a compact, convex metric space which is affinely home-
omorphic to the space of T -invariant Borel probabilities MT . Moreover,

GZ(T )+ =
{

[f ] :
∫
fdµ > 0 for all µ ∈ MT

}
∪ {0}

and

Inf (T ) = Inf (GZ(T )) =
{

[f ] :
∫
fdµ = 0 for all µ ∈ MT

}
.

Theorem 3.6 (Giordano, Putnam, Skau). Let (X,S) and (X,T ) be min-
imal Cantor systems. Then the unital ordered groups GZ(S)/Inf (S) and
GZ(T )/Inf (T ) are isomorphic if and only if S and T are orbit equivalent.

3.2. A Real Analogue to GZ(T ). The results of Section 2 and of Gior-
dano, Putnam and Skau motivate our investigation of the triple GR(T ) =
(GR(T ), GR(T )+, 1T ) where

GR(T ) = C(X,R)/{f − fT : f ∈ C(X,R)}

GR(T )+ = {[f ] : f(x) ≥ 0 for all x ∈ X}
1T = [1].
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Remark. Typically, there is an additional assumption that unital ordered
groups be countable. However, none of the notions of unital ordered group,
isomorphism, infinitesimals and traces depend upon the group being count-
able.

Suppose that (X,S) and (X,T ) are minimal Cantor systems. We first
notice that the groups GR(S), GR(T ) can adopt the structure of a real vector
space (with the definition r[f ] := [rf ]). It is this identification which makes
the inclusion map of GZ(T ) → GR(T ) worth studying. For example, there
can exist locally constant coboundaries f − fT where f cannot be chosen
to be locally constant. Thus we are not simply considering the old group
GZ(T ) with real coefficients, there are also new identifications.

Henceforth, we will refer to the triple (GR(T ), GR(T )+, 1T ) as a real or-
dered vector space. The isomorphisms we will consider are R-vector space
isomorphisms which preserve classes of nonnegative and constant functions.

For the remainder of this section, we will concentrate on the case where
the space of invariant measures MT is finite dimensional. In this case we
will characterize Inf (GR(T )) (Theorem 3.10).

Proposition 3.7. Let (X,T ) be a minimal Cantor system. If MT is finite
dimensional then

GR(T )+ =
{

[f ] :
∫
fdµ > 0 for all µ ∈ MT

}
∪ {0}

and

Inf R(T ) = Inf (GR(T )) =
{

[f ] :
∫
fdµ = 0 for all µ ∈ MT

}
.

Proof. Suppose f : X → R is a continuous function.
If there exists h ∈ C(X,R) such that f(x) + h(x) − hT (x) ≥ 0 for all x,

then either f + h− hT ≡ 0 or
∫
fdµ > 0 for all µ ∈ MT .

Now suppose
∫
fdµ > 0 for all µ ∈ MT . Then since MT is finite dimen-

sional, there is a δ > 0 such that
∫
fdµ ≥ δ for all µ. Select a continuous

function g : X → Q that takes on finitely many values and f(x) − δ/2 <
g(x) < f(x) for all x. Then there is an integer m such that mg ∈ C(X,Z)
and

∫
mgdµ > 0 for all µ ∈ MT . By the properties of GZ(T ), there is an

integer coboundary h−hT such that mg(x)+h(x)−hT (x) ≥ 0. Therefore,
f + 1

m(h− hT ) is a nonnegative function and [f ] ∈ GR(T )+.
The second claim now follows easily as [1]−n[f ] ∈ GR(T )+ iff n

∫
fdµ ≤ 1

for all µ ∈ MT iff
∫
fdµ = 0 for all µ ∈ MT .

�

Proposition 3.8. Let (X,T ) be a minimal Cantor system. If MT is finite
dimensional then the dimension of Inf R(T ) is |R|.
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Proof. A continuous function from X to R is determined by its values on a
countable dense subset. Therefore

dim(Inf R(T )) ≤ dim(C(X,R)) ≤ |R||Q| = |R|.
To finish the proof, it suffices to construct a family of linearly independent

infinitesimals {fα : α ∈ (0, 1)}. In other words, we want a collection of
functions {fα} which integrate to zero with any T -invariant Borel probability
such that no linear combination with nonzero coefficients is a coboundary.

We can use the same techniques as those used in Lemma 2.9 to create
infinitesimals which are not T -coboundaries. Recall that in the proof of
Lemma 2.9 we had sets Uk and integers nk such that the function f(x) =∑

k≥1(1/k) (1Uk
(x)− 1TnkUk

(x)) was not a T -coboundary (in that proof
there was a transformation S such that SUk = TnkUk). The reason f failed
to be a T -coboundary was that for all n there was a point x and an integer
m such that

∑m
i=0 f(T ix) ≥

∑n
k=1(1/k) and therefore has no uniform upper

bound when summed over partial T -orbits. Notice that this function must
be an infinitesimal since the integration of f with any T -invariant Borel
probability yields zero.

Suppose that we have such an f . (If you like, pick minimal S with the
same orbits as T but with an unbounded jump function to create the Uk
and nk.) Now for α ∈ (0, 1), let

fα(x) =
∑
k≥1

(1/k)α (1Uk
(x)− 1TnkUk

(x)) .

For any finite collection 0 < α1 < α2 < · · · < αn < 1 and nonzero
real coefficients {r1, r2, . . . , rn} the function r1fα1 + r2fα2 + · · · + rnfαn

is an infinitesimal. It cannot be a T -coboundary since the partial sums∑N
k=1

∑n
j=1 rj(1/k)

αj behave like
∑N

k=1 r1(1/k)
α1 which is unbounded. �

Since the infinitesimal subgroups have the same dimension and contain
no order structure, it remains to characterize GR(T )/Inf R(T ).

Let E(T ) denote the set of ergodic T -invariant Borel probability measures.

Lemma 3.9. Suppose that (X,T ) is a minimal Cantor system and that
|E(T )| is finite. Then dim(GR(T )/Inf R(T )) = |E(T )|.

Proof. Let V denote the vector space GR(T )/Inf R(T ) and V ∗ the dual of
V . The dimension of V is finite if and only if the dimension of V ∗ is finite.
Moreover, if the dimensions are finite, then they are the same.

Let F be an element of V ∗, then it is a linear functional on C(X,R). By
the Riesz Representation Theorem, there is a finite signed Borel measure µ
such that F (f) =

∫
fdµ. Since F is a linear functional on C(X,R)/{f−fT},

the measure µ must be T -invariant. Since |E(T )| is finite, the measure µ is a
linear combination of ergodic T -invariant Borel probability measures. Two
linear combinations of these ergodic measures are the same as elements of
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V ∗ if and only if they are the same as signed Borel measures. Therefore,
dim(V ) = dim(V ∗) = |E(T )|. �

Theorem 3.10. Let (X,T ) be a minimal Cantor systems such that |E(T )| =
d is finite. The unital ordered vector space GZ(T )/Inf (T ) is isomorphic to
Rd where (Rd)+ are the elements with strictly positive entries along with the
zero vector and (1, 1, · · · , 1) is the order unit.

Proof. Since the dimension of GR(T )/Inf R(T ) and Rd are the same, we
know that they are isomorphic as vector spaces. It remains to show that we
can choose an isomorphism which preserves the order structure and unit.

Let {[f1], [f2], . . . , [fd]} be a basis for GR(T )/Inf R(T ), and let E(T ) de-
note the ergodic measures E(T ) = {µ1, µ2, . . . , µd}. We define a map from
Rd to GR(T )/Inf R(T ) where a vector ~v ∈ Rd gets sent to the equivalence
class of a linear combination of the basis functions g =

∑
cifi which has∫

gdµj = vj for j = 1, 2, . . . , d.
Such a map preserves positive cones and order units. �

Corollary 3.11. Let (X,S) and (X,T ) be minimal Cantor systems, such
that |E(S)| and |E(T )| are finite. The unital ordered vector spaces GR(S)
and GR(T ) are isomorphic if and only if |E(S)| = |E(T )|.

Proof. We may write the vector space GR(T ) as GR(T )/Inf R(T )⊕ Inf R(T ).
By Theorem 3.10, GR(S)/Inf R(S) and GR(T )/Inf R(T ) are isomorphic as
unital ordered vector spaces. By Proposition 3.8 the dimension of the infini-
tesimal subspaces are the same and therefore there is a vector space isomor-
phism between them. Since there is no order structure on the infinitesimal
subspace, the result follows. �

The work of Dougherty, Jackson, and Kechris gives us a dynamical inter-
pretation for equal cardinality of ergodic invariant Borel probabilities.

Definition 3.12 (Borel orbit equivalence). Let S : X → X and T : Y → Y
be Borel transformations of compact metric spaces X and Y . A Borel orbit
equivalence is a Borel bijection h : X → Y and functions m : X → Z and
n : X → Z such that

∀x ∈ X, hS(x) = Tm(x)h(x) and hSn(x)(x) = Th(x).

Theorem 3.13 (Dougherty, Jackson, Kechris). Let S : X → X and T :
Y → Y be Borel transformations of compact metric spaces X and Y . Then
S and T are Borel orbit equivalent if and only if |E(S)| = |E(T )|.

Therefore, we get the following dynamical interpretation of isomorphism
of the unital ordered vector space in the case where the spaces of invariant
measures are finite dimensional.
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Theorem 3.14. Let (X,S) and (X,T ) be minimal Cantor systems such
that |E(S)|, |E(T )| are finite. Then the following are equivalent:

1) GR(S) ∼= GR(T ) as unital ordered vector spaces,
2) S and T are Borel orbit equivalent.

The result of Dougherty, Jackson and Kechris is true in the case where the
cardinality of the ergodic invariant Borel measures is infinite. However, at
present the author does not see how to extend the above theorem to include
that case.

4. GR(T ) as an extension of GZ(T ).

Let (X,S) and (X,T ) be a minimal Cantor systems. As we saw in the
last section, isomorphism of GR(S) and GR(T ) induces a weaker relation
than strong orbit equivalence. We now consider isomorphisms of the unital
ordered vector space GR(S) to GR(T ) which when restricted to GZ(S) gives
an isomorphism of the integer unital ordered groups. We first notice that
GZ(T ) embeds in GR(T ).

Proposition 4.1. The natural inclusion map i : GZ(T ) → GR(T ) is one-
to-one and order-preserving.

Proof. To show that the map is injective, it suffices to show that if an integer-
valued function is a real coboundary, then it is an integer coboundary. As-
sume we have functions f ∈ C(X,Z) and g ∈ C(X,R) with f = g − gT .

Let x0 be any point in X and let α = g(x0). Then for all n ∈ Z, g(Tnx0)
is an integer plus α. For example if n > 0 then

g(x0)− g(Tnx0) =
n−1∑
i=0

g(T ix0)− g(T i+1x0) =
n−1∑
i=0

f(T ix0) ∈ Z.

Since all T -orbits are dense in X, all values of the function g are an integer
plus α. Letting k = g−α, we obtain an integer-valued function k ∈ C(X,Z)
where f = k − kT .

Clearly, if [f ] ∈ GZ(T )+ then i([f ]) ∈ GR(T )+. Now suppose that f ∈
C(X,Z) and i([f ]) ∈ GR(T )+. That is, suppose there exists a function
h ∈ C(X,R) such that f(x) + h(x) − hT (x) ≥ 0 for all x. Then either
f ≡ 0 or for all invariant probability measures µ,

∫
fdµ > 0. In either case,

[f ] ∈ GZ(T )+. �

Definition 4.2 (pair isomorphism). Suppose that S and T are minimal
homeomorphisms of the Cantor set. We will call H a pair isomorphism of
(GR(S),GZ(S)) and (GR(T ),GZ(T )) if H : GR(S) → GR(T ) is a real ordered
vector space isomorphism such that H(GZ(S)) = GZ(T ).

In particular, we are interested in the following questions. Does a pair iso-
morphism H : (GR(S),GZ(S)) → (GR(T ),GZ(T )) induce a stronger relation
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than strong orbit equivalence? Does a pair isomorphism imply that S and T
are flip conjugate? We will show that the answer to the first question is yes,
and the answer to the second is no. To answer these questions, we begin by
showing that the isomorphism class of the pair (GR(T ),GZ(T )) classifies the
(topological) discrete spectrum of the system (X,T ).

Definition 4.3 (discrete spectrum). Let (X,T ) be a minimal Cantor sys-
tem. The discrete spectrum of T is the set of λ such that FT = λF for some
continuous function F from X to {z ∈ C, |z| = 1}.

We will call a function F as above an eigenfunction for T and λ an eigen-
value for T .

The strong orbit equivalence class already determines the rational part of
the discrete spectrum (eigenvalues exp(2πiα) where α ∈ Q), but strongly or-
bit equivalent systems may have different irrational spectrum (see [Orm97]).
The following shows that the pair (GR(T ),GZ(T )) does indeed carry some
additional information beyond strong orbit equivalence.

Theorem 4.4. Let (X,S) and (X,T ) be minimal Cantor systems. Suppose
that there is a pair isomorphism between (GR(S),GZ(S)) and (GR(T ),GZ(T )).
Then S and T have the same discrete spectrum.

Proof. We first show that a complex number exp(2πiα) is an eigenvalue
for T if and only if there exist f ∈ C(X,Z) and k ∈ C(X,R) such that
f = α+ k − kT .

Suppose functions k, f exist as above. Multiplying both sides of f =
α+ k − kT by 2πi and exponentiating one obtains

exp(2πikT (x)) exp(2πif(x)) = exp(2πiα) exp(2πik(x)).

Since f(x) ∈ Z for all x, we see that exp(2πif(x)) = 1 and therefore F (x) =
exp(2πik(x)) is an eigenfunction for T with eigenvalue exp(2πiα).

Now suppose that F : X → S1 is an eigenfunction for the eigenvalue
exp(2πiα). Let U1, U2, . . . , Un be clopen sets such that a logarithm function
Lj can be continuously defined on each F (Uj). For x ∈ Uj we define k(x) =
Lj(F (x)). With this definition, k : X → R is a continuous function and
k(x)−k(Tx)+α is an integer for all x ∈ X. Therefore, there is a f : X → Z,
k : X → R such that f = α+ k − kT .

This completes the proof since if f = α + k − kS as above and there is
a pair isomorphism H : (GR(S),GZ(S)) → (GR(T ),GZ(T )) then H([f ]) =
αH([1S ]) = α[1T ]. Taking a representative function g from H([f ]), we see
that there must be a function k′ ∈ C(X,R) such that g = α + k′ − k′T .
Therefore if exp(2πiα) is an eigenvalue for S then exp(2πiα) is an eigenvalue
for T as well. �

The above theorem extends to determine the possible discrete spectrum
of an induced system (A, TA) of (X,T ). An induced system (A, TA) of (X,T )
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is a minimal Cantor system obtained by taking a clopen subset A ⊆ X and
the map TA : A→ A. The map TA is defined to be TA(x) = Tn(x) where n
is the smallest positive integer such that Tn(x) ∈ A.

Theorem 4.5. Let (X,S) and (X,T ) be minimal Cantor systems. Suppose
that there is a pair isomorphism between (GR(S),GZ(S)) and (GR(T ),GZ(T )).
Then there is an induced system (A,SA) of (X,S) which has λ in the discrete
spectrum if and only if there is an induced system of (B, TB) of (X,T ) which
has λ in the discrete spectrum.

Proof. Suppose that λ = exp(2πiα) is in the topological discrete spectrum of
an induced system (A,SA). This occurs if and only if for some f ∈ C(A,Z)
and h ∈ C(A,R) we have f − α = h − hSA on the set A. Extend f to
f̂ : X → Z by defining f̂ ≡ 0 on the complement of A. Then the function
(f̂ − α1A) is an S-coboundary by Theorem 2.6. (Notice that for x ∈ A,∑n

i=0(f̂ − α1A)(Six) =
∑m

i=0(f̂ − α1A)((SA)ix) for some m ≤ n.)
Now since f̂ − α1A is an S-coboundary and we have a pair isomorphism

H : (GR(S),GZ(S)) → (GR(T ),GZ(T )), we know that H([f̂ ])−αH([1A]) = 0
in GR(T ).

Claim. There is an indicator function 1B ∈ H([1A]) for some clopen set
B ⊆ X.

Proof of Claim. Since [1A] ∈ GZ(S)+ there is a g1 ∈ H([1A]) such that
g1(x) ≥ 0 for all x. Since [1]S − [1A] ∈ GZ(S)+ there is a g2 ∈ H([1A]) such
that g2(x) ≤ 1 for all x. We know that the function g1 − g2 is an integer
T -coboundary, g1 − g2 = k − kT for some k ∈ C(X,Z). Let C be a clopen
set on which k is constant. Let C1, C2, . . . , Cr be the clopen subsets of C
such that x ∈ Cn if and only if n is the smallest positive integer such that
Tn(x) ∈ C. By minimality, C =

⋃r
n=1Cn for some r.

For x ∈ Cn, we know
n−1∑
i=0

g1T
i(x)− g2T

i(x) =
n−1∑
i=0

kT i(x)− kT i+1(x)

= k(x)− kTn(x)
= 0.

Therefore, for all n and x ∈ Cn, we have

0 ≤
n−1∑
i=0

g1T
i(x) =

n−1∑
i=0

g2T
i(x) ≤ n.

Fix n and x ∈ Cn. Let Bn be the union of exactly
∑n−1

i=0 g1T
i(x) of the sets

Cn, TCn, . . . , T
n−1Cn. Let B =

⋃r
n=1Bn.

The difference between g1 and 1B must be a T -coboundary by Theo-
rem 2.6. This follows since for x ∈ Cn,

∑n−1
i=0 g1T

i(x) =
∑n−1

i=0 1BT i(x).
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Thus the difference g1 − 1B is bounded along T -orbits. This proves the
claim.

Let g be a representative of H([f̂ ]) and let B be a clopen set such that
1B ∈ H([1A]). Then there exists a function k ∈ C(X,R) such that g−α1B =
k − kT .

Let K(x) = exp(2πik(x)). The function g is integer-valued so

K(T (x)) = exp(−2πig(x)) exp(2πiα1B(x))K(x)
= exp(2πiα1B(x))K(x).

If x ∈ B, we have K(T (x)) = λK(x). If x /∈ B, we have K(T (x)) = K(x).
Therefore, for x ∈ B, we have K(TB(x)) = λK(x). Thus, T has an induced
system with λ in the spectrum. �

Remark. If λ = exp(2πiα) where α ∈ Q then the conclusion of the previous
theorem is trivially true. For any minimal Cantor system T and any p ∈ Z
there is an induced system TA such that a periodic orbit of cardinality p is
a factor of TA. To see this, let B ⊆ X be a clopen set with small enough
diameter so that if x ∈ B and Tn(x) ∈ B then n ≥ p. Let A =

⋃p−1
i=0 T

iB.
Then the induced system (A, TA) has as a factor of a finite orbit of length
p.

In the case where λ = exp(2πiα), α /∈ Q, the statement is nontrivial as
we will see in Corollary 4.8.

The following theorem shows some of the limitations on dynamical in-
formation that one can get from the pair (GR(T ),GZ(T )). In particular,
it shows that one cannot deduce flip conjugacy from a pair isomorphism
between (GR(S),GZ(S)) and (GR(T ),GZ(T )). For a unital ordered group G,
when we say G ⊆ Q we mean that G is isomorphic to a subgroup of (Q,Q+, 1)
with the induced order.

Theorem 4.6. Let S and T be minimal homeomorphisms of the Cantor set.
Suppose GZ(T ) is a subgroup of Q. Then there is a pair isomorphism between
(GR(S),GZ(S)) and (GR(T ),GZ(T )) if and only if S and T are strongly orbit
equivalent.

Proof. Since GZ(T ) ⊆ Q every integer-valued function can be written as a
constant plus a integer coboundary. The embeddings for (GR(S),GZ(S)) and
(GR(T ),GZ(T )) are given by [f ] 7→ q[1] where q is the rational number cor-
responding to [f ]. Since the integer unital ordered groups are subsets of Q,
the maps S and T are uniquely ergodic. Therefore, the real ordered groups
GR(S) and GR(T ) are isomorphic by Theorem 3.10. Since the isomorphism
maps the constant function one to the constant function one, it must map
the subgroup of integer-valued functions onto one another. �
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In particular, this shows that systems (X,T ) with GZ(T ) ⊆ Q cannot be
strongly orbit equivalent to systems with any irrational discrete spectrum.
Systems with GZ(T ) ⊆ Q include all odometer systems (see example from
Section 2). For an odometer system with di digits in the ith place the
group GZ(T ) is isomorphic to the subgroup of the rationals formed by all
rationals whose denominators are products of the di’s [HPS92]. For the
dyadic adding machine GZ(T ) is the dyadic rationals Z[12 ].

Corollary 4.7. Suppose (X,T ) is a minimal Cantor system where GZ(T )
is a subgroup of Q. Then T cannot have irrational discrete spectrum.

Proof. To prove this, one simply needs an S with GZ(S) = GZ(T ) such that
S has no irrational spectrum. Then by Theorem 4.6, and Theorem 3.3, there
is a pair isomorphism between (GR(S),GZ(S)) and (GR(T ),GZ(T )). But by
Theorem 4.4, S and T must have the same discrete spectrum.

To create such an S, make a list of the denominators {d1 < d2 < · · · }
which appear in elements of GZ(T ), then construct an odometer system with
d1 digits in the first place, d2 digits in the second place, and so on.

The odometer systems have no irrational spectrum. This follows from the
fact that for every clopen set A in an odometer system (X,T ) there is an
integer n such that TnA = A. If there were a map F : X → S1 and a λ
such that FT = λF , then there would be a clopen set A ⊆ X whose image
under F lies within {exp(2πiθ) : 0 ≤ θ ≤ π} such that FTn(A) = F (A) for
some n. If λ = exp(2πiα) with α irrational, then λnF (A) can never equal
F (A). �

Corollary 4.8. Suppose (X,T ) is a minimal Cantor system where GZ(T )
is a subgroup of Q. Then T cannot have an induced system with irrational
discrete spectrum.

Proof. Suppose that GZ(T ) is a subgroup of Q. Then any induced system
TA must also have GZ(TA) ⊆ Q. This follows from results of [GPS95],
or by the following argument. Since GZ(T ) ⊆ Q, T is uniquely ergodic.
Moreover, the integral of any integer-valued continuous function with this
measure must be rational. The same holds for an induced system (A, TA),
so GZ(TA) ⊆ Q. �

Appendix A. A homeomorphism good on measures and bad on
orbits.

Author: Mike Boyle
Suppose S and T are minimal homeomorphisms of the Cantor set X.

Giordano, Putnam and Skau proved that if h : X → X is a homeomor-
phism which identifies integer coboundaries for S and T then S and T are
orbit equivalent (Theorem 2.7 of this paper). This result is a spinoff of
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their beautiful algebraic characterization (“K0 modulo the infinitesimals”)
of orbit equivalence of homeomorphisms of the Cantor set. This work de-
veloped constructions involving Bratteli diagrams, C∗-algebras and some
homological algebra. It is natural to ask whether the theorem above could
be proved directly, i.e., without reference to this associated machinery. This
seems problematic even at first glance–given h as in the theorem, how could
one recover orbit information? Here is an example (circulated informally
in 1992) which reinforces this impression. I thank Chris Skau for helpful
comments.

Example. Let X be the domain of the dyadic adding machine S. There is
a homeomorphism T from X to X such that

• if x and y are any two points in the same S-orbit, then the points T (x)
and T (y) are in different S-orbits, and

• for all clopen sets U , there are continuous functions f, g : X → Z such
that 1U − 1TU = f − fS and 1U − 1SU = g − gT .

The dyadic adding machine is defined as an example of an odometer
system in Section 2. We recapitulate the definition here. The space X is
{0, 1}N. A point x in X is a one-sided sequence x1x2x3... with each xi in
{0, 1}. The map S sends the sequence x = 1∞ (xi = 1, for all i) to the
sequence 0∞. Otherwise, x has for some nonnegative k an initial word 1k0
and Sx is obtained by replacing this word with 0k1.

Two sequences in X are cofinal if they disagree in only finitely many
coordinates. Two sequences x, y are in the same S-orbit if and only if either
(1) they are cofinal or (2) one is cofinal to 0∞ and the other is cofinal to 1∞.

Choose a collection of infinite pairwise disjoint sets An, 1 ≤ n <∞, such
that N is the union of the An. Enumerate the finite words on {0, 1} as
W (1),W (2), ... such that n > m implies the length |W (n)| of W (n) is at
least |W (m)|. Define Bn = {m ∈ An : m > |W (n)|}, an infinite subset of N.
For each n > 0, we define a homeomorphism φn : X → X by

(φnx)i =

{
xi + 1 (mod 2) if i ∈ Bn and x1...x|W (n)| = W (n)
xi otherwise.

Now define ψn = φn ◦ φn−1 ◦ ... ◦ φ1. In other words, ψ1 = φ1 and
ψn(x) = φn(ψn−1(x)). Finally, let ψ = limψn. Apart from a technical
detail, ψ will be the homeomorphism T of the example.

For each n and x,

(ψnx)i = (ψx)i, 1 ≤ i ≤ |W (n)|.
Therefore the maps ψn are converging uniformly and ψ is a homeomorphism.
Also, for every k and x, the word (ψx)1...(ψx)k is determined by the word
x1...xk. So, for every k, ψ induces a permutation of the initial cylinders of
length k. This means that for any cylinder set U , there is a unique integer l
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such that ψU = SlU and 1U−1ψU = 1U−1SlU . In particular, we may deduce
that any integer ψ-coboundary is an integer S-coboundary and vice-versa.

If x and y are distinct points in X, then let N = N(x, y) denote the
largest integer such that xi = yi if i < N . Notice, if φi corresponds to
a word W (i) such that |W (i)| < N(x, y) (equivalently, i ≤ 2N−1) then
N(x, y) = N(φix, φiy). On the other hand, if φi corresponds to a word
W (i) of length N, then φi fixes the initial word of length N in every point,
and φi changes a point x (by flipping symbols in the coordinates indexed by
Bi) if and only if x1...xN = W (i).

Now given distinct points x and y, set γ = ψ2N−1 , where N = N(x, y).
Let φn be the map corresponding to the initial word W (n) of γx of length
N . Our discussion above gives the following implications:

(ψx)i 6= xi if i ∈ Bn,
(ψy)i = yi if i ∈ Bn.

It follows immediately that if x and y are distinct cofinal points, the ψx and
ψy are not cofinal.

Next note that if x and y are distinct points, then for some Bn,

xi = (ψx)i and yi = (ψy)i, for i ∈ Bn.

(In fact we can use n such that Bn corresponds to a word W (n) of length 2
which begins neither ψ2x nor ψ2y.) Consequently, if x is cofinal to 0∞ and
y is cofinal to 1∞, then ψx, ψy are not cofinal.

This finishes the proof for the example, except for a technical detail: It
might be the case that there are points x, y in the same S-orbit such that ψx
is cofinal to 0∞ and ψy is cofinal to 1∞. To take care of this, choose points u
and v such that the preimage under ψ of the S-orbit of u does not intersect
any S-orbit containing a point in the preimage under ψ of the S-orbit of
v. Let β be a cofinal homeomorphism of X (x, y are cofinal iff βx, βy are
cofinal) which exchanges 0∞ with u and which exchanges 1∞ with v. Let T
be the composition, ψ followed by β. Now we have for all distinct points x
and y: If x, y are cofinal then Tx, Ty are not cofinal; if x is cofinal to 0∞

and y is cofinal to 1∞, then Tx,Ty are not cofinal; if Tx is cofinal to 0∞

and Ty is cofinal to 1∞, then x, y are not in the same S-orbit.
This finishes the proof.

References

[Boy83] M. Boyle, Topological orbit equivalence and factor maps in symbolic dynamics,
Ph.D. Thesis, Univ. of Washington, 1983.

[BH94] M. Boyle and D. Handelman, Entropy versus orbit equivalence for minimal home-
omorphisms, Pacific J. Math., 164 (1994), 1-13.



476 NICHOLAS S. ORMES

[BT98] M. Boyle and J. Tomiyama, Bounded topological orbit equivalence and C∗-
algebras, J. Math. Soc. Japan, 50(2) (1998), 317-329.

[DJK94] R. Dougherty, S. Jackson and A.S. Kechris, The structure of hyperfinite Borel
equivalence relations, Trans. Amer. Math. Soc., 341(1) (1994), 193-225.

[Eff81] E.G. Effros, Dimensions and C∗-algebras, Conference Board of the Mathematical
Sciences, Washington, D.C., 1981.

[Ell76] G.A. Elliot, On the classification of inductive limits of sequences of semisimple
finite dimensional algebras, J. Algebra, 38 (1976), 29-44.

[GPS] T. Giordano, I.F. Putnam and C.F. Skau, Full groups of Cantor systems, Israel
J. Math., 111 (1999), 285-320.

[GPS95] , Topological orbit equivalence and C∗-crossed products, J. Reine Angew.
Math., 469 (1995), 51-111.

[HPS92] R.H. Herman, I.F. Putnam and C.F. Skau, Ordered Bratteli diagrams, dimension
groups and topological dynamics, Internat. J. Math., 3(6) (1992), 827-864.

[Hos] B. Host, Personal communication, 1998.

[KR95] J. Kammeyer and D. Rudolph, Restricted orbit equivalence for actions of discrete
amenable groups, prelimary manuscript, 1995.

[KW91] Y. Katznelson and B. Weiss, The classification of non-singular actions, revisited,
Ergod. Th. and Dynam. Sys., 11 (1991), 333-348.

[Kri69] W. Krieger, On non-singular transformations of a measure space (I,II), Z.
Wahrsch. Verw. Gebiete, 11 (1969), 83-97, 98-119.

[Kri76] , On ergodic flows and isomorphism of factors, Math. Annalen, 223(1)
(1976), 19-70.

[Orm97] N. Ormes, Strong orbit realization for minimal homeomorphisms, J. Anal. Math.,
71 (1997), 103-133.

[Rud85] D. Rudolph, Restricted orbit equivalence, Mem. Amer. Math. Soc., 54 (1985),
v+150.

[Sug] F. Sugisaki, The relationship between entropy and strong orbit equivalence for
the minimal homeomorphisms I, Preprint, 1996.

[Sug98] , The relationship between entropy and strong orbit equivalence for the
minimal homeomorphisms II, Tokyo Journal of Mathematics, 21(2) (1998), 311-
351.

Received October 27, 1998 and revised July 1, 1999.

Department of Mathematics
University of Texas
Austin, TX 78712
E-mail address: ormes@math.utexas.edu


