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In this paper we make a contribution to the Margulis-
Platonov conjecture, which describes the normal subgroup
structure of algebraic groups over number fields. We estab-
lish the conjecture for inner forms of anisotropic groups of
type A,. We obtain information on the commuting graph
of nonabelian finite simple groups, and consequently, using
the paper by Segev, 1999, we obtain results on the normal
structure and quotient groups of the multiplicative group of
a division algebra.

0. Introduction.

Let & be a simple, simply connected algebraic group defined over an al-
gebraic number field K. Let T be the (finite) set of all nonarchimedean
places v of K such that & is K,-anisotropic, and define &(K,T') to be
[l er ®(K,) with the topology of the direct product if T # 0, and let
&(K,T) = {e} if T = 0 (which is always the case if & is not of type 4,).
Let § : 6(K) — &(K,T) be the diagonal embedding in the first case, and
the trivial homomorphism in the second case.

Conjecture (Margulis and Platonov). For any noncentral normal subgroup
N < &(K) there exists an open normal subgroup W < &(K,T) such that
N = 6~Y(W); in particular, if T = (), the group &(K) has no proper non-
central normal subgroups (i.e., it is projectively simple).

The conjecture has been established for almost all isotropic groups and
for most anisotropic groups except for those of type A,. The anisotropic
groups of type A, are thus the main unresolved case of the conjecture.

Inner forms of anisotropic groups of type A, have the form SL; p, the
reduced norm 1 group of a finite dimensional division algebra D over K
(see 2.17 and 2.12 of [10]). In this case Potapchik and Rapinchuk showed
(Theorem 2.1 of [11]) that if SL p fails to satisfy the Conjecture, then there
exists a proper normal subgroup N of D* = D — {0} such that D*/N is a
nonabelian finite simple group.
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In recent work the first named author ([14]) established a result, relating
finite simple images of the multiplicative group of a finite dimensional di-
vision algebra over an arbitrary field to information about the commuting
graph of finite simple groups. To state this result we need the following
definitions.

Let H be a finite group. The commuting graph of H denoted A(H) is
the graph whose vertex set is H — Z(H ) and whose edges are pairs {h,g} C
H — Z(H), such that h # g and [h,g| € Z(H). We denote the diameter of
A(H) by diam (A(H)).

Let d: A(H) x A(H) — Z=° be the distance function on A(H). We say
that A(H) is balanced if there exists z,y € A(H) such that the distances
d(z,y), d(z,zy), d(y,zy), d(x,x~1y), d(y,v~1y) are all larger than 3.

Theorem (Segev [14]). Let D be a finite dimensional division algebra over
an arbitrary field and L a nonabelian finite simple group. If diam (A(L)) >
4, or A(L) is balanced, then L cannot be isomorphic to a quotient of D*.

Consequently, the Margulis-Platonov Conjecture for inner forms of aniso-
tropic groups of type A, is resolved by the following theorem, which is the
main result of this paper.

Theorem 1. Let L be a nonabelian finite simple group. Then either
diam (A(L)) > 4 or A(L) is balanced.

The following results are then immediate corollaries:
Theorem 2. The Margulis-Platonov Conjecture holds for & = SLy p.

Theorem 3. If D is a finite dimensional division algebra over an arbitrary
field, then no quotient of D* is a nonabelian finite simple group.

In Section 12 we show that the following theorem is a consequence of
Theorem 2.

Theorem 4. Let D be a finite dimensional division algebra over a number
field. Let N be a noncentral normal subgroup of D*. Then D*/N is a
solvable group.

To prove Theorem 1 we need to establish results on the commuting graph
of a finite simple group. These results may have independent interest, so we
state them as separate theorems corresponding to the various types of finite
simple groups.

The main obstacle in establishing Theorem 1 occurs for classical groups.
Here we prove the following theorem.

Theorem 5. Let L be a finite simple group of classical type. Then A(L) is
balanced. The required elements can be taken as opposite regular unipotent
elements.
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Corollary. If L is a finite simple classical group, then diam (A(L)) > 4.

We mention that except for some small cases the elements x,y used to
establish balance in Theorem 5 satisfy d(z,y) = 4 (see Section 12).

The following result covers exceptional groups of Lie type and Sporadic
groups.

Theorem 6. Let L # E7(q) be either an exceptional group of Lie type or
a Sporadic group. Then A(L) is disconnected. If L = E7(q), then A(L) is
balanced, where the elements x,y can be chosen to be semisimple elements.

For the alternating groups we have:
Theorem 7. If L is a simple alternating group, then diam (A(L)) > 4.
Finally, in Section 12 we prove the following theorem:

Theorem 8. Let G(q) be a simple classical group with ¢ > 5. Then A(G(q))
is disconnected if and only if one of the following holds
(i) G(q) ~ L (q) and n is a prime.
(ii) G(q) ~ L5(q), n— 1 is a prime and g — € | n.
(iii) G(q) ~ S2n(q), 03,,(q), or Oz,41(q) and n = 2¢, for some c.
Moreover, if A(G(q)) is connected then diam (A(G(q))) < 10.

We draw the attention of the reader to the remark at the end of Section 12,
for additional information about the connectivity of the commuting graph
of finite simple groups.

In Chapter 1, which consists of Sections 1-7 we prove Theorem 5. In
Chapter 2, which consists of Sections 8-9 we prove Theorem 6, when L is
an exceptional group of Lie-type. Section 10 is devoted to the Alternating
groups and the short Section 11 is devoted to the Sporadic groups. Finally
in Section 12 we derive Theorem 4 from Theorem 2 and we include some
results and remarks about the commuting graph of the classical groups.

We would like to thank Michael Aschbacher for various discussions, in
particular, for contributions in Sections 8 and 9.

Chapter 1. The Classical Groups.

1. Notation and preliminaries.

The notation and definitions that will be introduced in this section will
prevail throughout Chapter 1. F denotes a finite field and V' denotes a vector
space of dimension n over F. We fix an ordered basis

B:{Ul,... ,Q}n}
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of V. For a subset S C V, (S) denotes the subspace generated by S. We
set:

For 1§i§n, VZ':<’U1,'U2,...,U7;>.

We write M (V) for both Homp(V, V), the set of all linear operators on
V', and for the set of n X n matrices over F. When we wish to emphasize
that we are dealing with matrices we’ll write M, (F) for the set of n x n
matrices over F. Also GL(V) C M(V), denotes both the set of invertible
linear operators on V and the set of invertible n x n matrices over F. To
emphasize matrices we write GL,(F), for the set of n x n invertible matrices
over F. Finally, SL(V) C M (V) are the elements of determinant 1; again,
we write SL,(F) for the set of n x n matrices of determinant 1. We use
the same notation for the linear operator and its matrix, with respect to the
basis B. All our matrices are also linear operators whose matrix is the given
matrix always with respect to our fixed basis 3, unless explicitly mentioned
otherwise. Thus if @ € M(V), then a is an n X n matrix over F whose
(4, 7)-th entry we always denote by a;;. Also a: V' — V is a linear operator
such that v;a = E?:l a;jvj.

Given a bilinear form f (resp. a quadratic form @) on V, we denote
by O(V, f) (resp. O(V,Q)) the elements in GL(V') preserving f (resp. Q).
SO(V, f) (resp. SO(V,Q)) denotes the elements in O(V, f) (resp. O(V,Q))
of determinant 1.

We fix the letter R to denote either F, or the ring of polynomials over
F,F[A]. We'll denote by M, (R), the set of n x n matrices over R.

Let H be a finite group. The commuting graph of H denoted A(H) is
the graph whose vertex set is H — Z(H) and whose edges are pairs {h,g} C
H — Z(H), such that h # ¢ and [h,g] € Z(H). (Note that our definition
of the commuting graph differs a bit from what the reader may be used to,
i.e., the vertex set of A(H) is H — Z(H) and not H — {1} and two elements
form an edge when they commute modulo the center of H and not only when
they commute.) We denote by da(g) the distance function of A(H). We
fix the letter A to denote A(GL(V')) and the letter d to denote the distance
function of A (see 1.3 for further notation and definitions for the commuting
graph).

Our goal in Chapter 1 is to prove Theorem 5 of the Introduction, which
shows that A(L) is balanced, for all simple classical groups L. In principle
we present a uniform approach to this, by showing that in all cases we can
take the elements x,y to be opposite regular unipotent elements. However,
the details are fairly complicated. In this section and the next we lay the
ground work for the proof.

1.1. Notation and definitions for matrices over R. Let m > 1 be an
integer.



ANISOTROPIC GROUPS 129

(1) First we mention that given a € FF, whenever we write @ inside a
matrix, this means & = —a.

(2) I, denotes the identity m x m matrix.

(3) For integers 4,j > 1, 0; ; denotes the zero ¢ x j matrix. We denote by
0; the zero i x ¢ matrix.

(4) Given g € M,,(F), we denote the transpose of g by ¢'.

(5) Given A € M,(R), M; j(A) € M,—1(R), denotes the (4, j)-minor of
A, i.e., the matrix A without the i-th row and j-th column. Also
M, i0),(G1.j2) (A) € Mip—2(R) is the matrix without the 4y, rows and
without the j1, jo columns.

(6) Suppose m = ki + kg + --- + k¢ and that g; € My, (R), 1 <i <t. We
write g = diag (g1, g2, ... ,g¢) for the m x m matrix with g1,92,... ,g¢
on the main diagonal (in that order) and zero elsewhere. Of course if
gi € R, for all i (k; = 1, for all i), then g is a diagonal matrix in the
usual sense.

(7) Suppose m > 2 and let 1 < i < m — 1 and o € F. We denote by
u"(a) € My (F), the matrix which has 1 on the main diagonal, « in
the (i 4+ 1,4) entry and zero elsewhere.

(8) Suppose m > 2 and let 1, B2, ... , Bm—1 € F*. We denote

am(ﬁlv B2, ... 7/8m—1) = ul"(Bm-1)uy (Bm—2) - - - Um—2(52)uz—1(51)
b (81, B2, -+ s Bm—1) = ul" (=Fr)uy (—=F2) - - - upr_o(—Bm—2)Um_1(—Bm—1)-

Of course
[ 1 0 0]
Bm—1 1 0 0
0 ﬂm—Q 1 0 0
0 0 0 1 O . . .
am(ﬁla"' ;ﬁmfl): . . /6 . ’ .. . . 0
0 0 B2 1 0
0 0 B 1
10 - 0]
0 B 1 0 - 0
0 O 1 0
bin(Bryevv Bm—1) = | 5_3 .
0 0 Bm—2 _ 1 0
L O 0 5m—1 1_

(9) We denote a; = by = [1] and for m > 2,
am = am(1,1,...,1) and by, =by(1,1,...,1).
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Hence
1 0 - 0] 1 0 - 0]
110 - 0 110 0
0110 - 0 o110 - 0
00110 0 00110 0

am:.-...- . bm:- . .
0O - - - 0110 0o - - - 0110
o - - - 0 1 1] o - - 0 1 1

(10) Suppose m > 2 and 1 < r < m — 1. We denote by 7,,(r) the set of
m X m matrices t € M,,(F) such that:
(i) ti; =0,forall1 <i<rand1<j<m.
(ii) tr4is #O0and t,4; 0 =0, forall 1 <i <m—randalli <l <m.
Thus ¢ has the form

0 0 0 .. . .o 0]

0 . 0

PR L B 0 0
*  trp22 0 0

* *  tryz3 0 0

| * * * * % byyomr 0 0_

where * represents any element of F.

(11) Throughout Chapter 1, J,, denotes the following m x m matrix. If we
set, J = Jom, then J; pmi1—; = (=1)", for all 1 <i <m, and J; ; = 0,
otherwise. Thus

0 0 - 01
0 0 - 010
0 0 - 01 00
0 0 01 00O
Jm = . . . .

0 0

_Im“ 0 - - -« - - 0

Note that J -1 = = (—1)™*1],, and if m = 2/ is even, then

O
ng Og
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1.2. Notation for polynomials, characteristic polynomials and
characteristic vectors. Let m > 1 be an integer.

(1) Let g € M,,,(IF). We denote by Fy[)], the characteristic polynomial of
g. We often write F, for F,[\].

(2) If F is the characteristic polynomial of g € GL,,(F), we denote by F
the characteristic polynomial of g~*.

(3) Given a polynomial F[\], we denote by a(F, ), the coefficient of A’ in
F.

(4) Throughout Chapter 1 we denote by F,[\] the characteristic polyno-
mial of a’,ap, (am as in 1.1.9). We mention that several properties of
F,[\] are given in 2.6.

(5) Throughout Chapter 1, G,,[)\] denotes the characteristic polynomial
of the following m x m matrix

(2 1 0 0]
1210 - - -0
01210 - -0
0 - - 01210
0o - - - 01 21
0 01 2

(6) We denote Q[N = A — A™~L 4 =2 oo (=)™ I\ 4 (=)™,
(7) Let g € GL(V) and suppose that v € V' is a characteristic vector for
g. We denote by \;(v) € F the scalar such that vg = Ag(v)v.

1.3. Notation for the commuting graph. Let H be a group and let
A= A(H).

(1) Given elements X,Y € A, we write Ba(X,Y) if the distances dp (X, Y),
da(X,XY) and dp(X,X71Y) are all > 3. We write B(X,Y) =
BA(X,Y) (recall that A = A(GL(V))).

(2) We say that A is balanced if there are elements X,Y € A such that
Ba(X,Y) and Ba(Y, X).

(3) We use the usual notation for graphs, thus, for example, AS*(X) means
the set of all elements at distance at most 7 from X, in A.

1.4. Further notation and definitions. Let g € GL(V), 0 # v € V and
H < GL(V), a subgroup.
(1) We denote by O(v, g) the orbit of v under (g).
(2) Given an ordered basis A = {wy,... ,w,} of V we denote by [g] 4 the
matrix of g with respect to the basis A. Thus, the i-th row of [g] 4 are
the coordinates of w;g with respect to A.
(3) We say that H is closed under transpose if h € H implies h! € H.
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(4) We fix the letter 7 to denote the graph automorphism of SL, (F) such
that 7 : ul'(a) — u?_;(a) and 7 : (u?(a))! — (u_,(a))t, for all « € F
and all 1 <4 < n—1. Note that 7 commutes with the transpose map.

(5) If [F| = ¢2, we let 0, : GL,(F) — GL,(F), be the Frobenius automor-

phism taking each entry of g € GL,(F) to its ¢ power.

By a Classical Group we mean L < GL(V'), where L is one of the groups
SL,(q), Spn(q), Q5(q), or SUy,(q), where for orthogonal groups we use € €
{+,—} only in even dimension and for unitary groups we work over the
field of order ¢%. In all cases we take L to be quasisimple, avoiding the
few cases when this does not hold. By a Simple Classical Group we mean
L/Z(L), with L a classical group. In the respective cases we denote the
simple classical groups by L, (q), Sn(q), On(q), O5(q) and Uy,(q).

1.5. (1) For even q and odd n, Op(q) ~ Sn—1(q).
(2) For all q, O3(q) ~ La(q), Of (q) = La2(q) x La(q), Oy (q) =~ La(¢?),
Os(q) = 81(q), Og (q) ~ La(q) and Og (q) ~ Us(q).

The purpose of Chapter 1 is to prove:

Theorem 1.6. Let L be a finite simple classical group. Then A(L) is bal-
anced.

We mention that in Remark 1.18 ahead we indicate our strategy for prov-
ing Theorem 1.6.

1.7. Let H be a group. Suppose that Z(H/Z(H)) = 1 and that A(H) is
balanced. Then A(H/Z(H)) is balanced.

Proof. This is obvious since if X,Y € A(H) satisfy B(X,Y) and B(Y, X),
then XZ(H), YZ(H) satisfy the same condition in A(H/Z(H)).

1.8. Let L < SL(V) be a classical group. Set A = A(L) and suppose that L
18 closed under transpose. Then:
(1) The maps g — g~1, g — g' and conjugation are isomorphisms of A.
(2) Let g,h € A and let € € {1,—1}, then any one of the following imply
da(g,9°h) > 3:
(1) dA(g7 hge) > 37'
(i) da(g,h~'g™) > 3;
(iii) da(g,g 1) > 3.
Proof. (1) is easy. (2) follows from (1) noting that (¢g¢h)9" = hg¢, (g~ ¢h~1)9 "
= h~1g7¢ and that the distance between g and ¢ is the same as that from g
to ¢t L.

1.9. Let L < SL(V) be a classical group. Set A = A(L) and suppose that L
1s closed under transpose. Let XY € L. Then:
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(1) If B(X,Y), then B(X',Y").
In particular:

(2) If B(X, X, then B(X', X).
Proof. Suppose that B(X,Y) holds. By 1.8.1, dx(X% Y?) > 3. Also since
da(X, XY) > 3, da(X%, (XY)!) > 3. Hence dp (X!, YIX?) > 3. By 1.8.2,
da(Xt XYt > 3. Finally since dp (X, X 1Y) > 3, dp (X%, (X71Y)Y) > 3.
Thus da (X%, V(X)) > 3 and then, dy (XY, (X!)~1Y?) > 3.
Corollary 1.10. Let L < SL(V) be a classical group. Set A = A(L) and
suppose that L is closed under transpose. Suppose one of the following holds:

(i) There exists X € L such that By(X, X?).

(ii) There exists X,Y € L such that By(X,Y") and By(Y, X?).

Then A(L) is balanced.

Proof. If (i) holds, then it is immediate from 1.9.2, and definition, that A(L)
is balanced. If (ii) holds, then by 1.9.1, also B (Y, X), so by definition A(L)
is balanced.

1.11. Suppose n = 2k + € > 2, with ¢ € {0,1}. Let (31, Po,...,Bk—1 € F*.

Seta = ag(B1, B2, ,Bk-1) and b = bp(B1, B2, .. , Be—1). Let 7 : SLp(F) —
SL,(F) be the automorphism defined in 1.4.4. If € = 0, then diag (a,b™') €
Fix (1) and if € = 1, then diag (a,1,b™1) € Fix (7).
Proof. Just observe that if ¢ = 0, then
diag (a, b~ 1)
= u) (Bre—1)un—1 (Br—1)us (Br—2)tn o (Br—2) - - - w1 (Br)ugy1(B1)
and if e = 1, then
diag (a,1,b71)
= Ul (Br—1) 1 (Br—1)uy (Be—2)tyn o(Be—2) - - ug_1 (Br)ug 2 (B1)-
1.12. Let 7,04 : SL(V) — SL(V) be the automorphisms defined in 1.4.4
and 1.4.5. Set J = J, (see 1.1.11). Then:
(1) gr = J(g") Tt = J(g")"1 T, for all g € SL(V).
(2) 7 and o4 commute with the transpose map.
(3) For an automorphism ¢ : SL(V') — SL(V), let Fix (¢) = {h € SL(V) :
h¢ = h}. Then if [F| = ¢%, Fix(r04) ~ SU,(q); if n is even, then
Fix (1) ~ Spn(q) and if n is odd and q is odd, Fix (1) ~ SO,(q).
(4) In the notation of (3), Fix (1) and Fix (10,) are closed under transpose.

(5) Suppose n = 2k is even, x,y € SLy(F) are such that diag (z,y~ ') €
Fix (7). Theny = Jya'J, ' = JyalJ}.
Proof. First recall that J=1 = Jt. Let 7' : SL(V) — SL(V), be the auto-
morphism g — J(g*)71J L. Tt is easy to check that u?(a)7" = u?(a)7, and
(u())ir" = (u(a))ir, for all 1 <i<n—1, and all « € F. Thus 7/ = .

7 i
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Evidently 7 and o, commute with the transpose map. Next note that
g € Fix (1) iff gJgt = J; thus g € SO(V, f), where f is the bilinear form
given by f(v;,v;) = J; ;. Hence Fix (1) is as claimed in (3). Now if [F| = ¢,
then g € Fix (70,) iff gJ(go,)" = J, so as above, g € SO(V, f), for a suitable
unitary form f.

To prove (5), set g = diag (z,5~1). Then by (1), g7 = J(g")"1Jt =
Jdiag ((zt)~1, y*)Jt. Now using Definition 1.1.11, we get

Ok Jk}_[(xt)—l ok]_[ok (—1)’“%]

IT=(=0)F 0 Oy o ¥t |7t o
T 0% iyt O —Jx
o _(_1)ka(xt)—1 0 :| ' |:(—1)k+1,]k 0z :|
. -(—1)k+ljkytjk Ok :|
0 O (=R T () g

Since we are assuming that g7 = g, we see that (—1)**1.JytJ; = z, so since
J,;l = (1)L, = J},, we see that x = JLy'Jy, so y = katJl;l = Jypa'J},
as asserted.

1.13. Let X € GL,(V) be a lower triangular matriz such that X — I, €

7,(1) (see 1.1.10 for T,(1)). Let h € My, (F) be a matriz commuting with X .
Then:

(1) h is a lower triangular matriz.

(2) There ezists 1 <r <n, and f € F such that h — 81, € T,(r).

(3) [f Xz',i—l = Xj,j_l, fO?“ all 2 < i, j < n, then hr—i—i,i = hr+j7j, fOT all

1<4,5<n—r.

Proof. For 2 <i < n, set a; := X; ;1. Note that by definition (see 1.1.10),
a; # 0, for all 2 <4 < n. Note further that h commutes with the matrix
X — I, and clearly for 1 <i <n—1, ker(X — I,,)* = V;. Since h commutes
with (X — I,,)?, h fixes ker(X — I,)%, so (1) holds.

Next set Xh = g and hX = gq. It is easy to check that for 2 < i < n,
Gii—1 = Ozihifl’ifl + hi,ifl and that Qii—1 = hi,ifl —l—OéihZ"i. Since g = ¢, and

a; # 0, for all 4, we see that h11 = hos = -+ = hyy. Set f = hy1 and
t = h — (1,. Then t has the form
[ 0 0 0 .o . .. 0]
0 0
. try11 0 0
* lr42,2 0 0
* * t,«+3’3 0 0
| x * * ¥ ok Tpp_p 0 0_
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where 1 <7 <n —1 and for some 1 < j < n—r, t,y;; # 0. Note that
X — I, commutes with ¢.

Set (X —I,,)t = g and t(X —1,,) = q. Then it is easy to check that g,421 =
Qr42tr41,15 Gr+432 = Q434225+ s Gnn—r—1 = Qnlpn—1n—r—1- Similarly,
Tr+21 = Q2lr422, Gr4+32 = Q3tr 433, -+« 5 Gnn—r—1 = Qn—rlpp—r. Since g = q,
a; # 0, for all 7, and ¢, ;; # 0, for some 1 < j < n —7r, t,4;; # 0, for all
1<i<n-—randte€ 7,(r) as asserted. Further, it is easy to check that (3)
holds.

1.14. LetR,S € GL(V). Set3 =Z(GL(V)) and W = (O(w1, S)). Suppose
that:

(a) R7YSR = uS, for some p € F*.

(b) v1 is a characteristic vector of R.
Then:

(1) If u =1, then W is a set of characteristic vectors of R and for w € W,

Ar(w) = Agr(v1). In particular, if W =V, then R € 3.
Suppose W =V, and let Fg[A\] = \" — 31" 70 a; N, Then:

) R is conjugate in GL(V) to some member of diag (1, u, 2, ..., u"1)3.
) /ﬁ—l for each 1 < i <n such that oy, _; # 0.
)
)

Mn
5 Ifgcd{{z Olp—i #O}U{|F*|}} =1, then R € 3.

Proof. Notice that by hypotheses (a) and (b), O(v1,S) is a set of charac-
teristic vectors of R. Further if 4 = 1, clearly (1) holds. For the remaining
parts assume W = V. Then A = {vy,v19,v15%,... ,v1.5" 1} is a basis of
V. The matrix of S with respect to the basis A is

(2
(3
(4
(

[0 1 o0 0
0 0 1 0 0
0 0 0 10 - 0
S = [S]u = 0 . 010 0
. . . . . . ()
0 . . . . . 0 1
Q) Q1 Qg - - Qpog

and the matrix of R with respect to the basis A is R'= diag (R1, R, ... , Ry).
Replacing R with a scalar multiple of R we may assume that R; = 1. Note
that for 1 < i < n — 1, the (i,i + 1)-entry of the matrix (R')"1S'R’ is
Ri_lRH_l. Since (R')"1S'R' = uS’, we conclude that R; = =1, 1 <i<n
and (2) holds.

Next note that for 1 < i < n, the (n n — i+ 1)-entry of (R')"'S'R' is
RIR, 10— = pt"u" oy, = pt~tay, ;. Thus, since (R)™1S'R' =
S, i = pog_j, so if ay,_; # 0, u* = 1. This shows (3). Of course
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(4) follows from (3), since ap = (—1)""1det(R) # 0. Finally (5) is an
immediate consequence of (2), (3) and (4).
1.15. Suppose S,T € M(V), R € GL(V) and j,m,{ > 0 are integers such
that:

(a) 1<j<mn—1landforalll<i<jandi+1<k<n,Sii1 #0 and

Then vy is a characteristic vector of R.

Proof. For i > 0, set z; = S'T. Note that R~'zR € 3z, for all i > 0 and
hence

(i) ker(z;) is R-invariant, for all ¢ > 0.
Notice that by (a):
(ii) For all i > 0, if V11 C ker(z;), then V; C ker(z;j41).

Now without loss we may assume that ¢ is the least nonnegative integer i
such that vy ¢ ker(z;). Since by (b), V; C ker(2p), minimality of ¢ and (ii)
imply that V; C ker(zy). Thus

(iii) vj+1 ¢ ker(zg) and V; C ker(z).
Now, by (a) and (iii), we get that
(iv) ker(zp44) N Vi_iv1 = Vj_i, foral 0 <:<j5—1.

By (i), (iv), (d) and since 1 <m < j + 1, we see that V,,, Vin—1,..., V1 are
all R-invariant, so since V; is R-invariant, v; is a characteristic vector of R.
1.16. Suppose n > 2 and let Z € GL(n,F). Let v € V such that (O(v, Z))
=V and let « € F. Then (O(av +vZ,2Z)) # V iff —« is a characteristic
value of Z.

Proof. Since (O(v,Z)) =V, C := {v,vZ,... ,0Z" '} is a basis of V. Now
(Olav +vZ,2)) =V, it D:={av+vZ,(aw+v2)Z,...,(av+vZ)Z" 1}
is a basis of V. Now D is obtained from C by applying the transformation

al, + Z to the basis C. Thus D is a basis of V iff al,, + Z is invertible and
the lemma follows.

Corollary 1.17. Suppose n = 2k + 1 (with k > 1), let S € GL(n,F) and

write
[’ Rip
s=|m %

with R171, RLQ,RQJ and Z a kxk, kx (k—i—l), (/€+ 1) x k and (k‘—i— 1) X (k‘—l— 1)
matrices, respectively. Set W = (O(v1,S)) and assume:
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(a) Vi CW.
(b) Z € GLg41(F) and (O(viy1,diag (Ix, Z))) = (Vk+1y--- »Un)-
(¢) avkyr + vpdiag (Ix, Z) € W, for some a € F.

If —« is not a characteristic value of the matriz Z, then V- = (O(v1,.5)).

Proof. Set U = (Vg41,...,v,) and let Z denote also the linear operator
Z :U — U, given by the matrix Z, with respect to the basis {vg41,... ,vn}.
Then, by (b), U = (O(vk+1,Z)). Also it is easy to check that hypothesis
(a) implies that if u € Y N W, then uZ € U N W. Hence by hypothesis (c),
O(avgy1+vg+1Z,Z) CW. Now 1.16 and hypotheses (b) and (c¢) imply that
if —« is not a characteristic value of Z, then U/ C W, so by (a), W =V as
asserted.

1.18. Important remark. Throughout Chapter 1, the following strategy
will be used to prove Theorem 1.6. Let L < SL(V) be a classical group.
Let A = A(L). We carefully choose X,Y € A. To show Bx(X,Y), let
S € {Y, XY, X" 'Y}. In order to show that dy(X,S) > 3, suppose R €
A=2(X) N ASY(S). We do the following steps.

Step 1. We obtain information about Cr,(X). Part of the work was already
done in 1.13.

Step 2. Using Step 1, we show that if h € ASY(X) N ASY(R), then there
exists 3 € F* and an integer k > 1 such that if we set T := (h — BI,,)",
then there are integers j,¢,m > 0 such that TS, R, j, ¢, m satisfy all the
hypotheses of 1.15. Thus we conclude from 1.15 that v; is a characteristic
vector of R.

Step 3. We compute (O(v1,S5)). In all cases X,Y are chosen so that either
(O(v1,5)) =V, or [S,R] =1, (so that we can use 1.14.1) and (O(v1, S))
has codimension 1 or 2 in V.

Step 4. We obtain information on the characteristic polynomial of S. This
information is aimed to fit the hypotheses of 1.14.5.

Step 5. We use Step 2, Step 3 and Step 4, together with 1.14, to get that
R € Z(L) and obtain a contradiction.

2. Some information about characteristic polynomials.

Throughout this section n = 2k+e¢ > 2 is a positive integer, where € € {0, 1}.
am and by, are as in 1.1.9. We draw the attention of the reader to 1.1 and 1.2,
where we fixed our notation for matrices and polynomials. In particular,
recall that the polynomials F,,[\], Gyu[A] and Q.,[\] are defined in 1.2.4,
1.2.5 and 1.2.6 respectively.
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2.1. Notation. For an integer ¢ > 1 and a prime r, |¢|, is the largest power
of r dividing ¢. Hence, if ged (¢,7) = 1, then |¢|, = 0.

2.2. Let { > 1 be a positive integer. Suppose { = 7 2", with ¢; € {0,1},
for alli. Then |l =0—37 €.

Proof. 1t is easy to see that

mb:[ﬂ-%ﬁ}+{ﬂ4ﬂ”+1

S S S
— ZEiQi—l + Z€i2i_2 + - + Z €i2i_8+1 + 65
i=1 1=2

1=s—1

1 2 s—1
=+t 24eay 24ty 2
=0 =0 =0

=2’ — 1) +er(2 1)+ (22— 1)+ +e5(2° - 1)
=/ — Zei.
=0

2.3. Suppose k = m25t1 — 1, with s > 1 and m odd. Then:

(1) If1 < €< 29, mm(ﬂﬂ_o@mdm.
(2) If1 << 2% then (2’?;61) =0 (mod 2).
3) (552) =1 (mod 2)

(4) (% 2S) =0 (mod 2)

(5) (%372) =1 (mod 2)

(6) (2k23251+1 =1 (mod 2).

Proof. For (1) note that by comparing 2—parts of factors we have
by AT+ +0) b (1) {TTLy (R +1) =)
( 20 ) - 20 ¢!

Since k + 1 = m25t! for £ < 2%, we get

k+ 0\ (£—1)-25t1 .
<2£>E( ;Z-e! (mod 2)

k40
2 )|,

(mod 2).

hence
={|(—Dl2 + s+ 1+ [l2} — (£ +[0']2)

= (=Dl +s+1—¢
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If £ < 2% then £ — 1 < 2% — 1, so if we write { — 1 = Ef;ol 2!, we see
that 35 € < s. Thus, by 2.2, [(£ — 1)!]a > £ —1 — s, s0 |(k27)|2 >
¢—1—s+s+1—+¢ = 0. This shows (1). In (3), £ = 2% so, by 2.2,
(0 —1)l]a=¢—1—s, thus = [(515)]> = 0.

For (2), note that

AN k41
<2€+1> =(k—-1) < 90 ) (mod 2).
Hence (2) following from (1).
We proceed with the proof of (4) and (5).

(% —~ 25) I N (mast2 =20 —2) —0)  [[," (25 +i+2)
25 pr— pr—

23! 25!

“=0 (mod 2),

and as above,

(% - 28) [125°% (22 27— 2) i)

25 9 (25 — 2)!
[°2 +i+2)
= ==t =1 2).
o —9)l (mod 2)

Finally, for (6), note that

<2k: — 25 4 1) _ TT252((m25+2 — 25 —1) —4)

2 — 1 (25 —1)!
252 ,
: s 1
= [l 2 +i41) =1 (mod 2).
(25 —1)!

2.4. Suppose n = 2k and let T : SL,(F) — SL,(F) be the automorphism
defined in 1.4.4. Let a;,b; € SLi(F) and suppose diag (ai,bi_l) € Fix (1),
7= 1,2 Then fOT € c {1, —1}, Faiag[A] = Fbtlbg[)\}

Proof. By 1.12.5, b; = Ji(a;)'J}. Hence, biby = JyarJ}Jg(az)!JE. Recall
now that Jj, = J,;l. Hence biby is conjugate to ajal, so Fiiay = Fytp,-
Also biby ! = Jrar JEJk(ay ')t It Again we see that bib,' is conjugate to
a1(ay')t. Hence Fozr = Fyya.

2.5. Let m > 1 and let x = a, or b,,. Then the characteristic polynomial

of etz x71at, and x(xt) ! is

Qmp\] — )\m . )\m—l _|_)\m—2 — ¥ (_1)m
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Proof. First note that, by 1.11, diag (am,b;,!) € Fix (), where 7 : S Loy, (F)

m
— SLoy,(F) is as defined in 1.4.4. Hence by 2.4,
(i) Fagnar_nl - Fbﬁnb:nl.

Next, note that zfz~! and =2’ are conjugate in GL(m,F) and z(z%)~!,

and (2!)~!z are conjugate in GL(m,F), so it suffices to show the lemma
for z'z~! and x(2')~!. Now, by 2.7.1 (ahead), since x(z')~! = (zfz=1)~1
Foany-1[A] = (=1)mAMFa,a[A7Y, so if Fuy,-1[A] = Qm[)\], then also
Fyoy-1[A] = Qm[M]. By (i), it remains to show that Qm[A\] = F. Al
Note now that,

a:nl [

010 - 0
0010 - - -0
00010 - -0

gl | o .
0 010
0 .01

1111

and hence F, —1[A] = Qm[A].

2.6. Let m > 1. Then:
(1) For x = ap, or by, Fypiz[\] = Fppt[\ = Fu[A].
(2) Form Z 3, Fm == ()\ - Q)Fm,1 - Fm,Q, Fm == ()\ - 1)Gm,1 - Gm,Q
and G, = (A —2)Gp—1 — Gi—a.

(3) Gi[A] is the characteristic polynomial of the m X m matrices

210 - - - -0
1210 - - -0
01210 - -0

ym= | . and
0 01 210
0 01 2 1
0 01 2
2 1 0 - 0]
1210 - 0
01 210 0

=D
0 01 210
0 1 21
0 01 2
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(4) Pl = S5 (-1 ("5 X

(5) GmlAl = Zio (=)™ (" TN

(6) Let~y € F and suppose that for some € > 2, Fy[y] = 0. Then Gy_1[y] #
0.

Proof. For (1), we already observed (using 1.11) that diag (am, b,,l) € Fix (1)
and (1) follows from 2.4, and since, by definition, Fy, = Fy ,,.. Next, by
definition G, = F,,, (ym as in (3)). Observe now that

10 - 0
1210 - - -0
1210 - -0

am= |
0 - - 01210
0 - - - 0121
0 - 0011

Now F,,, = det(\,, — al,ap,). Developing det(\I,, — a!,a,,) using the first
row, we easﬂy get that for m > 3, F,,, = (A — 2)F,,—1 — Fy;,—2. Developing
det()\Im al,an,) using the last row, we easily get Fy, = (A—1)Gp1 —Gp—2.
Also developing det(Al, —yp,) using the first row gives Gy, = (A—2)Gppm1 —
Gp—2 and (2) is proved.

For (3), note that z,, is obtained from y,, by conjugating by diag (1, —1, 1,
L (), s0 ey N = By N = G

To prove (4) and (5), note that Fy = A—1, Fy = A2=3\+1and G = A\—2,
G2 = A2 —4X +3. So (4) and (5) are the characteristic polynomials when
m = 1,2. Then, using (2), for m > 3, a(Fy,,0) = —2a(Fy,—1,0)—a(Fp—2,0)
and for 1 < ¢ <m, a(Fp,l) = a(Fn-1,0 — 1) — 2a(Fp-1,¢) — a(Fn-2,f).
The same equalities hold if we replace F' by G. We must show that for
m > 3.

(i) (=)™ = —2(=1)™" ! — (=1)™2
b () ) ()
iy e (Mo ) = o (M)

m— m+£{—1
_ 2(_1) 1+¢ < y >

(=1L (m J;i_ 2)
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+041 141 (mAL-1
i _qymte. (™ _(_qymelHe-1
(iv) (=1) ( 20+ 1 (=1) 20— 1
+4
_o(_qym—l+e (T
(=1) 20+ 1

o qym24e (mAL=1
(=1) < 20+1 )7

For (i), note that —2(—1)""! — (=1)m=2 = 2(-1
note that —2(—1)"=1(7) — (=1)™72("™ 1) = 2(=1)™m — (=1)™(m — 1) =
(=D)™(m+1).

For (iii) we have

Cymetgeer (mAL=2Y e (ML
(=1) < 20— 2 2(=1) 2

o ymee f(mAl—=2 m+l—1\ (m+{—2
=D {( 20— 2 >+2< 20 20 ‘
Note now that
m-+{—2 B m-+{—2
20 — 2 20
_(m+L=2 N m-4+4£—2 B m+4£—2 B m+4L£—2
o\ 20—-2 20— 1 20— 1 20
_(m+L-1 B m+0—1
o\ 20—1 2 '
Thus
Cvmae J(mAL—2 m+l—1\ (m+{-2
(M) (M y
o qympe J (mHl—1 m+{—1
= (1) {( 20-1 )" 20
_ (_1\m+L m+/{
—ome (")

and (iii) is proved.
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For (iv) we have

Cymet4e—1 (mAL=1N e (mtL
(=1 < 201 ) 21 20 +1

_ +0—-1
—(=1)™ 2+0 m
o (T
+4-1 m+ m+{—1
= (=1 m—+~ m 2 _

o (M) ) - (M)
and as in the previous paragraph of the proof we get (iv). This shows (4)
and (5).

Suppose that Fy[y] = 0 = Gy_1[y], for some ¢ > 2, then, by (2), also

Gy—2]7] = 0. Then, using (2), we see that Gy,[y] = 0, for all 1 < m < /.

In particular, Gi1[y] =0 = Ga[y],s0y =2and 0 =22 —-4-2+3 = -1, a
contradiction.

2.7. Let h,g € SL,(F) and let Q[\| = F,. Then:

(1) Q@ = (=1)"A\"Q[\"Y]. In particular, for all 0 < £ < n, a(Q,{) =
(—=1)"a(Q,n — 0).

(2) FhglA] = Fyp[N] = det(Ah™! — g).

(3) Suppose £,m > 1 are integers and ¢ € {1,—1}. Suppose h™1 =
diag (Iy_1,8" 4, In_1), where s is a (2 + €) x (2 + €) matriz. Then
Fhy = det(r + (M — g)), where r = diag (07—1, As ™" — Moy, Opp1).

Proof. Set I = I,,. Then F,-1 = det(A\I — g !) = det{-M (AT —g)g~'} =
(=A)"det(A\~'] — g) = (=1)"A"Q[A71].

For (2), we have det(\ — gh) = det{(Ah~! — g)h} = det(Ah~! — g).
Finally, for (3), det(Ah~! — g) = det(AR =t — A + A — g) = det(r + X\ — g),
because r = Ah =t — AL

2.8. Let £,m > 1 be two integers such that ¢ +m = 2k. Let A € M,;(R)
and B € My, (R). If e =0, let g = diag (A,B), while if e = 1, let g =
diag (A, 1, B), with 0 # pu € R. Let [ be the following (2 + €) X (2 + ¢)
matriz over R
_|a B _

f—_v s when € =0,
a1 as
f= a1 ax a when € = 1.

31 @32 (33

Let r = diag (0p—1, f,0mm—1). Then:
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(1) If e =0, then

det(r + g) = det(A) det(B) + 6 det(A) det(M;,1(B))
+ adet(My(A)) det(B)

+ det |:(;é §:| det(Mz,é(Ql))det(MLl(%)).

(2) If e =1, then

det(r + g) = (g2 + p) det(A) det(B)

Q22 + |4 Qa3
+ det det(A) det(M7 1 (B
€ [ Qs 0@,3] e( ) e( 1,1( ))

+ det [Z; a;‘lj u] det( My (1)) det(B)

a1l a2 Q13
+det |1 oo+ a3 | det(My(A)) det(M71(B)).
31 32 a33

Proof. (1) is proved by expanding det(r 4+ ¢) along row ¢ + 1. For (2),
expanding det(r + g) along the (¢ + 1)-row, we get

(i) det(r +g) = —aoi det(r; + g1)
+ (oo + p) det(r2 + g2) — oz det(rs + g3)

where r; = diag (Og_l, [am a13] ,0m1> ,g1 = diag (24,9), and 2, is ob-

Q32 (433
tained from %A by replacing the last column by a column of zeros.
ro = diag (Oe—h [Oql s 70m—1>7 and go = diag(2A,B). r3 =
031 (33

diag (Og_l, [3; Z;i] ,0m1> , g3 = diag (2,B1), and B is obtained from

B by replacing the first column by a column of zeros. Notice now that
det(A;) = 0 = det(By) and det(Mpe(A1)) = det(Mye(2A)), while
det(M1,1(B1)) = det(M;,1(B)). Now, by (1), we get

(i) det(r1 + g1) = ca det(My(A)) det(*B)

Q12 Q13

+ det [
Q32 Q33

] det(Myo()) det (My 1 (B)).
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(iii) det(ra + g2) = det(2) det(B) + a3 det(A) det(M; 1 (B))
+ a1 det(My(A)) det(B)

11 Q13
|31 (33|
(iV) det(?“g + 93) = (32 det(Ql) det(Ml,l(%))

+ det det(Myo()) det (My 1 (B)).

Q11 Q12
| 431 32

Note now that (2) follows from (i)-(iv).

+ det

det(My (1)) det(Mi,1(%B)).

2.9. Let £,m > 1 be two integers such that £ +m = 2k. Let A € My(F)
and B € M,,(F). Let g = diag (A, B). Let s € GLy(F) such that s~' =

9 95] et g ). T

Fhg = FaAFp + (B2 — DAFAF N, 4 () + (B11 — 1)AF ), (4 FB

(Bi1 — A Bia\
+ det [ Bo1 A (522 _ 1)/\ FMz,e(A)FMl,l(A).

Proof. First we mention, that, by definition, if R is a 1 x 1 matrix over F,
we always take Fjy, (g) = 1. Next note that h=' = diag (I;_1,5 ', In_1).
By 2.7.3, Fy, = det(r + (A, — g)), where r = diag (0g—1, As ™! — A2, 0ppp1).
Note now that

also,
A, — g = diag (A, — A, A\, — B).
So if we set A = Ay — A and B = A\l,,, — B, then by 2.8.1,

det(r + (M —g))
= det(A) det(B) + (P22 — 1) A det(A) det(M1,1(B))

+ (811 — 1)Adet(My(A)) det(B)
+ det [(5%2;;” ( Bzfljﬁ) A] det(My,o(2)) det(M; 1 (B)).

The lemma follows.

2.10. Let g = diag(A,1, B), with A, B € My(F). Let s € SL3(F) such that

P11 P2 B3
sTh= 1B P2 Bos|.
B31 B3z B33
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Let h = diag (I—1, s, Ik—1). Then o(Fpy,1) = a(R[A],1), where
RN = (Ba2A — 1)FaFp — (B33 — DAFaFu ) — (B11 — DAFag, (4 Fa-

Proof. We use 2.8.2, with £ = m = k. First note that h~! = diag (Ix_1,s*
I—1). By 2.7.3, Fg, = det(r + (M — g)), where

r = diag (0x_1, As™t — A5, Ok—1)-

)

Note now that

(B — 1A BiaA B13A
As— L — N3 = Ba1 A (B2 — 1)A B2z
P31 B32A (B33 — 1)A

also, if we set I = I,,, then
Al — g = diag ()\Ik - A,)\ - 1,)\Ik - B)

We use 2.8.2 with A=A, — A, B = A, — B and u = A — 1. The «;; are
given by the matrix As~! — \I3 above. By 2.8.2

det(r + (M — g))

= (P22 — 1) det(A) det(*B)
[BaoX — 1 B3\
Bz2A (B33 —1)A

(B — DA Pr2A
+det_ 1;}21 \ 522;2_ 1] det (M, x(2A)) det(B)

+ det ] det(A) det(M1,1(B))

[(B11 — 1A BizA B13A
+ det ﬁgl)\ Boo — 1 ﬂzg)\ det(th(SZl)) det(MLl(%))
B31A Bz2A (B33 — 1)A

so we see that the only expressions in det(r + (Al — g)) which contribute to
the coefficient of A in det(r 4+ (A — g)) are

(BaaA — 1) det(2A) det(B) — (B33 — 1) A det(2A) det(My 1(B))
— (B11 — D)\ det(My, (1)) det(B)
because the other expressions are in A2F[\]. This shows the lemma.

2.11. Let m > 2 be an integer and let ¢,d € SL,,(F) be two unipotent
elements such that c is lower triangular and d is upper triangular. Let
x € SLy(F). Then:

( ) M, g(d:L‘) Mg,g(d)M&g(l‘), fO?” le {17 (172)}

(2) Mu(l‘c) Mo o(z)Mye(c), for £ € {1,(1,2)}.

(3) Mmm(cx) = Mip,m(c)Mmm(z) and My, m(xd) m (2) M, m ().
()MM( Y= {Mo(y)} 1, fory € {c,d} andﬁe{lm (1,2)}.

Proof. (1), (2) and (3) are obvious and (4) follows from them.
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2.12. Letm > 3, B1,82,- -+, Bm, V1,725 ,Ym € F*. For 1 <i <3, let
Bi = berQ,i(ﬁi, e ,ﬁm) and CZ = bm+27i('}/ia e ,’}/m).

2

(1)

(2)

(3) FC{Bl_l = ()\ — I)FCthl + 51’)/1)\FC§B?)—1.

(4) If Bg = Cg = bm, FC'{B1 = ()\ — 1)Fm — ﬁl’}/l/\Gmfl.
(5)

Proof. First note that (4) and (5) follow from (1) and (3) respectively, since,
if By = Cy = by, then, by 2.6, Feyp, = Fr and, by 25, Feep1 = Qum,
FcéBg_l = @m—1 and we leave it for the reader to verify that Fa y(Bacy) =
m—1-
To prove (1), (2) and (3), let u =« (=) and w = w1 (—v;). Note
first that B; = udiag (1, By) and C; = wdiag (1,C>). Hence

(1) Ct By = diag (1, CH)w'u diag (1, Ba)
(i) (C1B1)~" = diag (1, By u™! (w") " diag (1, (C3) ™)
(iif) CiBy! = diag (1, CS)diag (1, By Hw'u™!

where (iii) follows from the fact that diag (1, By') and w! commute.

For (1), (2) and (3), given S € {C{By,CtB; !, (C1B;)~'}, we find g,h €
SLy+1(F) and B € SL,,(F) (g, h and B depend on S) such that S is conju-
gate to hg, with g = diag (1, B) and h~! = diag (s, I,,_1). Then we use 2.9
(with £ = 1 and m = m) to compute Fp,. Note that by 2.9 if A € M;(IF),

B € M,,(F), then for g = diag (A4, B) and h~! = diag <[: g] ,Im_1>,
(iV) th = F\Fp+ (5 — 1))\FAFM1’1(B) + (Oé - 1))\FB

(a—=1A By
+det|: 7)\ (5_1))\ FMl,l(B)'

In all cases we take A = 1.
(v) In (1), take B = BoC%; in (2) take B = (B2C%)™L; in (3) take B =

(vi) in (1), take b~ = (w'u)~! = diag ([511 517Z1+ 1] ,Im1> ;

in (2) take h~! = wlu = diag ([1 tgi% —ih} ,Im_1>;

in (3) take h~! = (w'u~1)"! = diag ([ 1ﬁ 3 11 n J ,Im_1> .
b1 —hm
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We now use (iv), (v) and (vi) to prove (1) (2) and (3).
In (1), taking B = ByC%, we get
Forg, = (A =1)Fp+ SimA(A — 1) Fyy (B

0 ’Yl>‘ F
BN BimA| T Ma(B)
= (A — 1)FBQC§ — ﬁlVlAFMLl(BzCé)

+ det [

also, in (3), taking B = C§B2_1, we get
FCfol = (A - l)FB - ﬁl’ylA()\ - 1)FM171(B)

0 ”yl)\ F
—BiA —BimA] T MaB)

=\ =D Fgp1 + B oy, s

Since M 1(CiByY) = CLiBy', we get (3). Finally in (2), taking B =
(B2CE)L, we get

F(C’fBl)‘l = (A — I)FB + /81')/1)\FB

4 det [5171)\ —71)\} Fa )

+ det [

—Gix 0
= {A =1+ BimA Fpycp)-1 — Bin N Fag  (Bach)—1)-
Note however that F,ct)-1 = Fip,)-1 and that, by 2111,

M171{(BQC§)_1} = (BgCé)_l and again F(BgCé)_l = F(CéBg)_l

2.13. Suppose n=2k. Let a €F* and set u=uj(a). Let X =diag (ay, b;l)u
and let H, be the characteristic polynomial of X*X. Then:

(1) H, = Fk(Fk—FaQ)\Gk_l) —az)\ZGk_lﬁk_l.
(2) a(Hp, 1) = — <k ; 1) —(a® +2)k + 1.
Suppose a = 1. Then:
(3) If char (F) =3 and k =0 or 2 (mod 3), then a(Hy,1) # 0.
(4) If char (F) =2 and k =0 or 1 (mod 4), then a(Hy,,1) # 0.
(5) If char (F) =2 and k = —2 or 3 (mod 8), then a(Hy,2) # 0.
(6) If char (F) = 2 and k = 2 (mod 8), then either a(Hn,4) # 0 or
a(Hn, 7) # 0.
(7) If char( ) =2 and k = —1 (mod 8), then a(Hy,2°) = 1, where s is

defined by k = m2°Tt — 1, with m odd.
Proof. For (1), we'll use 2.9. But first we observe that
(1) X'X = u'diag (alay, (b)) "o, " u.



ANISOTROPIC GROUPS 149

Further, by definition and by 2.6.1,
(ii) Fya, =Fe  Fupyyr = Fr.
Also, by 2.11.1 and 2.11.4,

—1,-1 —1;-1
Finally observe that by definition and by the shape of afay

(iv) FMk,k(a};ak) = Gr-1.

2 P
Set h = uul. Of course h = diag (Ix_1, s, Ix_1), with s7! = @ j 1 a] )

a 1
Note that, by (i), H, is the characteristic polynomial of hg, with g =
diag (A, B), A = atay, and B = (b%)~'b, . Thus by 2.9

Hy, = Fhg = FAFp + o®AFyg, () Fp
a?)\ @\
+ det |:Oé)\ 0 FM]CJC(A)FMI,I(B)
= FAFB + OZQ)\FM;CJC(A)FB - a2)\2FMk,k(A)FM1,1(B).
Using (ii), (iii) and (iv) we see that (1) holds. Next, using 2.6 and 2.7,

a(Hn,1) = a(Fr, 0{a(Fy, 1) + a’a(Gr-1,0)} + a(Fr, 0)a(Fy, 1)
a(Fy,0) = (—1)’C = a(F,0), o(Gp_1,0) = (_1)k—1 (T)
k+1

R e

), a(Fp,1) = (=1)%(1 — 2k).
Thus

et {3 ()

1
+(=D)F(=1)*(1 - 2k)
1

(1) (e

:_(k_gl)—(oz2+2)k:+l.

This shows (2). For the remainder of the proof we assume that o = 1.
Suppose first that char (F) = 3. By (2), a(Hp,1) = —(k'gl) + 1. Thus if
k=0or2 (mod 3), a(Hy,,1) # 0 and (3) is proved.

So suppose that char (F) = 2. By (2), a(H,, 1) = (kH) + k+ 1. Hence if

2
k=0or1 (mod4), a(H,,1) =1 and (4) is proved. Recall from 2.6 and 2.7
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! —1+("C 1>A+<k 2>/\2 (k:g?’)x”’ (k‘g‘l)y
:H(?’f \ +<2k2 ) <2k 3> <2k4 4)
e (2 e o 1

B

Suppose first that £ = —2 (mod 8). Using (*), note that F, = 1+ X\ +
A2 (mod (\3)), F, = 1+ A (mod (A3)) and Gx_1; = A (mod (\?)). Hence
modulo the ideal (A3), Fi(F), + AGr_1) — N2G_1Fr_1 = (1 + X+ X2)(1 +
A+ %) =1+ A2 Thus a(H,,2) # 0.

Suppose k = 3 (mod 8). Then by (), F, = 1+X (mod (\3)), Fi, = 1+\?
(mod (A\?)), Gx_1 =1 (mod (\?)) and Fy_1 =1 (mod (\)). Hence, modulo
the ideal (A3), Fr(Fp +AGr_1) — N2Gp 1 Fr_1 = (1+N)(1+ A2+ )\) +A2 =
1 + A2 This completes the proof of (5 )

Suppose k = 8m + 2. Note that ( JQF ) = 1 (mod 2), (kf) = % =1
(mod 2), (k+3) = 2'(522) = 0 (mod 2), ( 'g = M = m (mod 2),
_ 16)2-42-00 550 _ (k46)-(k=2) _

28242 12) = 128242 = 18 =

(k+5) = 2:4-2-(k—2)-2 _ =m (mod 2) (k+6)
0 (mod 2), and similarly, (k+7) =0 (mod 2). Hence, by (%),

Fo=14+ 2+ 22+mA 4+ m)\5  (mod (\%)).
Next, (2k 1) =1 (mod 2), (2'€ 2) =1 (mod 2), (% 3) =0 gmod 2), (2]“4_4)

= 0 (mod 2) and (2k5 5) = 24 =1 (mod 2), (2]’“6_6) = 222 =1 (mod 2),

(**-7) =0 (mod 2). Hence, by (x),
Fr=1+XA+XM+X+X5  (mod (A\%)).

Next, (2k 3) =1 (mod 2), (2k 4) =0 (mod 2), (2k 5) 1 (mod 2), (2144—6)
=1 (mod 2), (Qk 7) =1 (mod 2). Hence, by (x),

Fri=1+XA+X 4+ 20+ X° (mod (A%)).

Finally, (]1“) =0 (Irzod 19) (mod 2), (kH) =1 (mod 24) (:;2) = 42;55” =0
2-(k—2 24-2-(k—2
o2 ()5 27 =0 a2 (3) S s, =0 (o)
_ 242(k—2)2 _ 6y — (k+ _
(") = SHaoas— = m (mod 2), (V1) = )4.2.8.2.4.2 = 0 (mod 2).

2.8
Hence, by (x),
Gr_1 =A+mX\°  (mod (\)).
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Hence, modulo the ideal (\%),
Frp(F, + AGy_1) — N2Gpo1 Fra
= (1+A+FN XA F X227+ mAt +mA + A2+ mA%)
+ XA+ mA?) (1 + A+ X3+ A1+ 05
= (1 + A+ N2 E N X)L+ X+ mA +mA5 +mA%)
+ (A3 EmAT) 1+ A+ 23405,

Thus a(H,,4) =m+1 and o(H,,7) = (m+m+1)+ (1 +m) = m. Hence
either a(Hy,,4) # 0, or a(H,,7) # 0 and (6) is proved.

Finally, suppose k = —1 (mod 8). Write & = m2™1 — 1, with s > 2
and m odd. Recall that we are assuming char (F') = 2. We claim that
a(Hy,2°) =1. Set

t = 2%
Note that by 2.6 and 2.7, for 1 < ¢ <t, a(Fy,l) = (kM),

20
k+7
(G, ) = ( )

20+ 1
o(Fit) = aFi e — 1) = (2’“; t) - (2"‘; 25),
a(Fpt—1) = a(Fy kb — (t—1)) = <2k ;Etl_ 1)) - (2’“2_ 2_1+ 1) and

Oé(kal,t — 2) = a(Fk—l, (k; — 1) _ (t _ 2)) _ (2(k — 1) - (t — 2))

t—2
_ <2k — 25>‘
25 — 2

Using 2.3, we see that

F,=1+X (mod (A1) Gr_1 =1 (mod (X))

a(F,t) =0, aFt—1)=1, afFr_q,t—2)=1
Hence a(H,,t) is the coefficient of ' in the polynomial

(T+ATHA 4+ X4+ M) + A2\

which is 1.

2.14. Suppose char (F) = 3 and n = 2k. Let § € {1,—1}. Set v = ug(1),
h = uu! and

Ul()

(1)u5(1) - UQ 2(1
) —1(=1)

)
=1
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Then:

(1) h = diag (Ix—1,s, Ix—1), with s~! = [2 ﬂ

1
(2) Ifz = (a(8))'a(—B) and y = b(—B)(b(B))!, then
F, = F, = Fp — AGj_».

(3) Suppose k = 1 (mod 3). Set X = X(0), Y = X(=0) and L,[\ =
Fxty. Then a(Ly,1) = —1.

Proof. (1) is obvious. For (2), note that

10 - 0 1 0 - 0
110 - 0 B 1 0 0
0110 - 0 0110 - 0
00110 - - - 00110

a@) =1\ . . . |addB)=]|" .

0 1 10 0 I 10
0 0 8 1] 0 0 1 1]

Hence

110 o] [t o - 0
0110 0] (1 10 0
00110 0] [0 1 10 0

"= S . .
0 01 1 0f |0 01100
0 01 8| |0 : 110
0 0 1] |0 03 1

— DN
[N
—= O
(@)

o O

(an}

(e}

—_
RO =
_ O
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1 0 ol [1 3 0 - 0
g1ro - - - -0 1 10 - 0
oI 10 - - -0 00110 0
-
0 o1 10 0] o 0110
0 -0 1 1 0| |o 01 1
0 o1 1] [o -0 1]
(1 5 0 - 0]
g 01 0 - 0
01 210 0
0 01 210
0 .01 21
0 .o 0 1 2]

To compute F, expand det(A; — x) along the last row. Thus
Fp= (A= 1D)Fu () + Gr2
(since 3% = 1). Also it is easy to see that
(i) gy i (2) = AGr—2 — Gi—3.
Thus
(i) Fy = (A= D{AGp—2 — Gi—3} + Gi—2.

Expanding F, along the first row we see that I}, = F,. Recall now from
2.6, that F, = (A —1)Gg_1 — Gx—2 and that Gx_1 = (A — 2)Gj_o — Gi_3 =
(A + 1)Gk—2 — Gi_3. Hence

(iif) Fp=A=1D{(A+1)Gp-2 — Gk—3} — Gj—2.

Thus, from (ii) and (iii) we see that Fj, — F;, = (A — 1)Gg—2 — 2Gj—o =
(A —=1)Gg—2 + Gi—2 = AGj_3. This shows (2).

We proceed with the proof of (3). Note that X'Y = w'diag ((a(8))?,
({6(8)} )" )ding (a(—B), {b(—B)}V)u = w'diag (z,y~")u, with = and y as
in (1). Now X'Y is conjugate to hdiag (x,y 1), so we can use 2.9 to compute
L,. By 2.9 and (1),

(iV) Ln = {Fx =+ )‘FMk,k(:v)}Fy—l — )‘2FMk,k(x)FM1,1(y_1)‘
Thus, by (iv),

(V) Od(Ln,l) - a({Ffﬂ +)‘FMk,k(z)}Fy*171>'
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Now, by (1) and (ii), F.+ )‘FMk,k(ﬂc) =Fp — AGp_o + )\{)\Gk,Q - kag}. So

(Vi) F,+ /\FMkk(I) =F, — AGj_o — AGp_3 + )\2Gk,2.
Hence, by (v) and (vi),
(vil) o(Ln,1) = a({F, — AGj — AGp_3}E,1,1).

Now modulo the ideal (A\2), F = (—1)*(1—)), A\Gp_o = (—1)F2 (kII)A =
0, A\Gj_3 = (~1)F3(*7)X = (~1)¥2A = (—1)*\. Thus
(viii) F, = AGi_o — AGp_3 = (=1)*(1+ 1))  (mod (A\?)).
Now, by (2), F, = Fy — AGp_2 = (A\F = X714 o) — (AL 4oy =
N N1 oo Tt follows from 2.7.1, that
(ix) Fy1 = (=DF@+ X)) (mod (A?)).
Hence by (vii), (viii) and (ix), a(L,,1) = a((1 + A)?,1) = —1, and (3) is
proved.
2.15. Suppose n=2k. Let a €F* and set u=u}(a). Let X =diag (ax, b, )u
and set T = a’,;a,;l and y = b;lb};. Then

Oé(FXtXfl, 1) = Oé2 — 2.

Proof. Note that X*X~! = ufdiag (at, (b,)"1)u~'diag (a; ', bg). A moment

of thought will convince the reader that u commutes with diag (af, (b})™1),
hence

(i) XX =ty diag (z,y ).

Set h = u'u~! and g = diag (z,y~'). Then

.. — . 1 a

(11) h b= dla‘g (Ikb |:a 1— a2:| 7Ikl> .

We use 2.9, with A =z, B=y~!, h =ulu~!. By (i), X!X~! = hg. By 2.9,
(il)) Fxix-1 = FoFy1 4 (Ba2 = DAFFag 1) + (Bi1 = DAy @) Fyt

(11— 1A Bi2A
+ det [ Bor\ (Boz — 1)A FMk,k(:c)FMl,l(y—l).

Of course, by (ii), here 811 = 1, f12 = —a, B21 = @ and B2 = 1 — 2. Note
that by 2.5,

(iv) Fp,=F, 1 = Q.

Further, by 2.11.1 and 2.11.4, Fyy, | (,—1) = F,

(b1 )by SO by 2.5,

(v) Fapy oy -1y = Qr—1-
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Now by (iii), (iv) and (v), we get
Fxix—1 = Qu{Qr — &®AQp-1} + N Fyp ) - Faryyy-1)-
Whence,
a(Fyex-1,1) = a(Q{Qr — a®AQx-1},1)
= (DMDM = 2D 4 (DR ()M
=—1+a%*-1
=a?-2.
2.16. Suppose char (F) = 3, n = 2k > 8 and that k =1 (mod 3). Let § €
{1, -1} and let a(B),b(B), X,Y andu be as in 2.14. Set x=(a(B))!(a(—3))~*
and y = (b(—P3)) " (b(B))". Then
(1) Fy=F,= )N+ (-1)F = F,
(2) a(Fyty-1,1) = 1.
Proof. Note that XY ! = wldiag ((a(B3))!, (b(3)))) " 1)u~tdiag ((a(—3))7!,
b(—p)). Now a moment of thought will convince the reader that u commutes
with diag ((a(5))", ((b(5))")~"), hence
(i) Xty = wlu~diag (x,y ).
Set h = u'u~! and g = diag (z,y~'). Then

.. _ . 1 1
(i) h! = diag <Ik—1, [1 (] Jk—l) :

Next note that, by 1.11, diag (a(3), {b(8)}~1), diag (a(—p), {b(=B3)}71) €
Fix (), so, by 2.4, F, = F,. Also if F, = A\ + (=1)%, then, by 2.7.1,
Fy-1 = A 4 (=1)*. We now use 2.12.3 to compute F,. Take in 2.12.3,
By = bp(—p,1,...,1) and Cy = bx(B,1,...,1) (notice that f; = —( and
1 = B). By 2123, F, = (A — 1)Qr_1 — f*A\Qp_2 and since 3? = 1,
Fy = (A=1)Qp_1 — AQp_2. Notice now that A\Qp_1 = \¥ —Qp_1 + (—1)F1,
and AQu—2 = Q1 — (~1)¥~L. Hence F, = (W~ Qu_y + (~1)F1) — Qy —
(Qr—1— (=1)F1) = A\ —3Qp—_1 +2(—1)*"1. Since char (F) = 3, (1) follows.

Next, vyt = ({b(8)}H(b(—p)). By 2.11.4 and 2.11.1, My;(y~!) =
(b/;_ll)tbk—l and so Fyy, (y-1) = F(b];il)tbk—la hence by 2.5

(iii) Fary 1 (1) = Qi
For (2), we use 2.9, with A =z, B =y~!, g = diag (4, B) and h = ufu~1.
By 2.9,
Fhg = FaFp + (Be2 — DAFaFy, (B) + (B11 — DAF, 4 FB

(Bi1 — 1A Bi2A

det Bo1 A (ﬁ22 _ 1))\ FMk,k(A)FMLl(B).
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By (l)7 Xty-t = h_g and by (11), here ,811 = 1, 512 = —1, ,821 = 1 and
P22 = 0. Using 2.9, (1) and (iii), we get

Fxiy—1 = (/\k + (—1)k){)\k + (‘Uk —AQk-1} + )\ZFMk,k(A) ' FM1,1(B)'

Hence, a(Fyty-1,1) = a((A\F + (=1)"){NF + (=1)* = XQi_1},1) = 1, as is
easily checked.

3. The Special Linear Groups.

In this section we prove Theorem 1.6 for the groups L,(q). We let L =
SLy(F). Of course all notation and definitions introduced in Section 1 are
maintained here. By 1.7 and 1.9.2, all we have to do is to find an element
X € L, such that B(X, X!). We take

X = ay.

3.1. Let S € {X'X, X' X1, X'} and let R € AS?(X) N ASY(S). Then v;
is a characteristic vector of R.

Proof. Let h € ASY(X) N ASY(R). Note that since X is unipotent and
[X,h] € Z(L), [X,h] = 1. By 1.13, there exists § € F and 1 < r < n, such
that h — 81, € T,(r) (see notation in 1.1.10). Put T =h— (3L, j=m=r
and ¢ = 0. We’ll show that S, T, R, j,m and ¢ satisfy the hypotheses of 1.15.
Hence, by 1.15, vy is a characteristic vector of R.

Since (X*);;41 = 1, while, (X*);, =0, for all 1 < i < n —1 and all
i+ 1<k <mn, and since X is unipotent lower triangular, for € € {1, -1},
it is easy to see that hypothesis (a) of 1.15 is satisfied. Of course V; =V, C
ker(T). By definition, vj1 ¢ ker(T'). Since V,, =V, = ker(T') and since R
centralizes T, V,, is R-invariant. By now we verified all hypotheses of 1.15
and the proof of 3.1 is complete.

3.2. Let S = XX'. Then:
(1) If char (F) # 3, orn—2# 0 (mod 3), then either a(Fg,n—1) #0 or

a(Fg,1) # 0.

(2) If char (F) = 3 and n —2 = 3,6 (mod 9), then a(Fg,n —2) # 0 #
a(Fg,n—3).

(3) If char(F) = 3 and n —2 = 0 (mod 9), then a(Fg,n —2) # 0 #
a(Fg,n—5).

Proof. By definition 1.2.4, Fg = F,. So by 2.6.4,

. n+/
Fg=) (-1 AL
=S
=0
In particular, a(Fg,n — 1) = 1 — 2n and a(Fs,1) = (=1)**! (n;rl) Let
p = char (F) and suppose a(Fg,n — 1) = a(Fg,1) = 0. It is easy to check
that we must have p = 3 and n = —1 (mod 3). So suppose char (F) = 3 and
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n = —1 (mod 3). Note that a(Fg,n—2) = (n—1)(2n—3), so a(Fg,n—2) # 0.
Ifn—2=3,6 (mod 9), then a(Fg,n —3) = —(2”3_3) Z 0 (mod 3). Finally,
ifn—2=0 (mod 9), then a(Fs,n—5) = —(2n55) # 0 (mod 3). We remark
that when n = 2, A is disconnected and there exists no path from X to S
in A, so evidently B(X, X?) holds.
3.3. (1) Let S € {X'X, X'XL, X"}, then d(X,S) > 3.

(2) A(L) is balanced.
Proof. Let R € AS?(X)NASY(S). By 3.1,

(i) vy is a characteristic vector of R.
Note that for all 1 <i<n—1, ;58 = u + v;4+1, with u € V;. Thus
(ii) (O(v1,8))y =V.

Now if S = X!, then, by (i), (ii) and 1.14.1, R € Z(GL(V)), a contradiction.

Suppose S = X'X. Note that by 3.2, gcd{{i D ap—; # 0} U {n}} =
1, thus, by (i), (ii) and 1.14.5, R € Z(GL(V)), a contradiction. Finally
suppose S = X!X 1. Then, by 2.5, a(Fg,n — 1) # 0, and again, by 1.14.5,
R € Z(GL(V)), a contradiction. This shows (1). (2) follows immediately
from (1), since, by definition, B(X, X!) and then, by 1.9.2, B(X', X), so by
definition, A(L) is balanced.

4. The Symplectic Groups and Unitary Groups in even
dimension.

In this section n = 2k > 4. Further, F is a field of order ¢> and K < F
is a field of order ¢q. L is one of the following groups. Either L = Fix (1),
where 7 : SL,(K) — SL,(K) is the automorphism defined in 1.4.4, or
L = Fix(roy), where 7oy : SLy(F) — SL,(F) is the automorphism defined
in 1.4.4 and 1.4.5. Thus, by 1.12.3, in the first case L ~ Sp,(q), and in
the second case L ~ SU,(q). The purpose of this section is to prove that
Theorem 1.6 holds for (the simple version of) L. We’ll pick two elements
X,Y € L and show that B(X,Y") and B(Y, X"!). By 1.9.1, also B(Y?, X)
and thus the elements X, Y show that A(L) is balanced. In most cases, we’ll
take X =Y, but when char (F) = 3, it turns out that we must pick Y # X.
For the moment we fix elements 51,...,0k_1,71,--- ,Y&—1, @ € K*. Using
the notation in 1.1.8 we let

a:ak’(ﬂla"' 7ﬂk—1) ai :ak(71>"' 77k—1)
b:bk’(ﬂla 7ﬂk—1) bl :bk(71> 77]@—1)
g = diag (a,b™") g1 = diag (a1,b; ")

X =gu Y = giu.
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Towards the end of Section 4 we’ll specialize and give concrete values to
Gi,7vi and «. Note that by 1.11, X, Y € L.

4.1. Let u = uj(a). Then:

. 1 «
(1) uu’ = diag (Ik’—la |:O[ o2 + 1:| 7Ik;—1>
2 .
_ . +1

(uu')~' = diag <Ik—17 [a & ﬂ ,Ik—1> .

(2) w it = diag (I, |1 YLl
k—1, a 1 —062 sy Lk—1
1 . 1-ao? @&
(u™'u")~" = diag <Ik1, [ aa ﬂ ,Ik1> :
(3) [u,g'l=1.

Proof. This is obvious.

4.2. Let e € {1,—1}. Then:
(1) XY' = guu'g, (X,Y")7! = (gi)~ (u HN7tg!
(2) X1t = ululg gl and (X~1y?) 1 = (gi) Tg(u~ut) .

(3) X = [g %ik} with E some k x k matriz, such that Ey j, = «.

eyt _ |a%ar i eyty—1 _ I1,1 R/1,2 ; . /
(4) XY = [Rll Rﬂ] (XYH= = { VB with R;; and R;

some k x k matrices. Further, the first k —1 rows of R12 are zero.

(5) Let S € {Y!, XYt} Then for 1 <i<k—1,v;S = v+ 6110541, with
v E€V; and 6i+1 e K*.

(6) Let S € {Y!, XY'}. Then fork <i<n—1, 0,5 =v+ §11vit1,
with v € V; and d;41 € K*.

(7) Let S € {Yt, XY}, then V = (O(v1, S)).

(8) Let S € {Y', XY}, then Sk, # 0.

Proof. (1) is obvious. For (2), we have X 1Y? = u~lg~lulgl. By 4.1.3,
[g7%,uf] = 1, and (2) follows. (3) is clear, the (1, k)-entry of Eis a-(b~1)1 1 =
a.

To show(4) and (5), let 1 <7 < k — 1, then v;u~tul = vz, so v; XYt =
vig~tgt. Also vig € V;, so vig(uu?) = v;g and v; XY? = v;9g9%. We conclude
that:

@) For 1<i<h—1, X" = v;g%!.
Now the shape of XY follows from (3) and (i), since, by (i), the first k — 1

rows of Ry are zero. Also the shape of (X¢Y?)~1, follovvs from (3). For
(5), we use (i). Note that a® is unipotent, lower triangular and a} is upper
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triangular unipotent with (a!);; = 0, for j > i+ 1, and (a); ;41 # 0. This
easily implies (5), for S = XY*. For S = Y, v;Y! = v; + Br_;vis1, for all
1 <i<k—1, thus (5) holds for Y as well.

For (6), note that for h € {b},b{b¢}, h; j =0, for j > i+ 1, and h; ;41 # 0,
for all 1 < i < k — 1. This clearly holds for bﬁ and since this holds for
bl and ¢ is unipotent lower triangular, it also hold for b{b¢. Thus, by (4),
(6) holds for S € {Y!, XY'} and k+1 < i < n — 1. We compute that
v (YH ™ = vp(gh) 7 uh) ™t = vp(uh) ™t = v — avpgg. Also vp (XYL =
V(YO 7IX ¢ = (v — avpy1) X ¢ = 0 X ¢ — a1 X6 Now v, X € € Vg,
and vg1 X "¢ = vgy1 (mod Vg), so (6) follows. (7) follows from (5) and (6),
since by (5), Vi C (O(v1,5)), and then by (6), (O(v1,S)) = V.

Finally, to show (8), note that vy X = v + vg, with v € V,_1, and by (5),
vY" € V. Thus for S € {Y', XY}, Spp = (Y. Now 0pY! = vpulgl =
(v + Qugy1)gh = vk + aug1gl. Now it is easy to check that (bl_l)k,l =
[Ty v # 0, thus (g)ks1, = (b7 k1 # 0, hence (Y = (g8) k410 # 0
and (8) is proved.

4.3. Let e € {1,—1} and let S € {Y!, XY'}. Let R € AS?(X) N ASLY(S).
Then v is a characteristic vector of R.

Proof. Let h € ASY(X) N ASY(R). Then, [h, X] =1, so by 4.2.3 and 1.13,
there exists 0 # § € K, and 1 <r <n — 1, such that h — 81,, € 7,,(r). We
use 1.15. We take in 1.15, T'= h — 81I,,. Note that R commutes with A and
hence with T'.

Suppose first that r < k—1, we take in 1.15 j = r = m and ¢ = 0. Notice
that by 4.2.5, hypothesis (a) of 1.15 is satisfied, hypothesis (b) and (c) of
1.15 are satisfied by definition, and we observed that hypothesis (e) of 1.15
is satisfied. Finally, since R centralizes T, V, is R-invariant. Hence 1.15
completes the proof in this case.

Suppose next that r > k, we take in 1.15, j = k—1, £ =1 and m =
dim(im(7)). Notice that im (7') = V,,, and im (T") is R-invariant. Also, by
4.2.8, Spn # 0, so clearly v, ¢ ker(ST) and hypothesis (c) of 1.15 holds.
Thus 1.15 completes the proof in this case too.

From this point to the end of Section 4 we specialize and set:
If K|=2,or [K| >3,ork#1 (mod 3),
Gi=~v =1, forall 1 <i<k—1,in particular, X =Y.
If Kl=3and k=1 (mod 3),
ﬁi:’yizl, forall?ﬁigk:—landﬁlz—vlzﬂ.
44. (1) If K| > 3, or k # 1 (mod 3), we can find o € K* such that
a(Fs,1) #0 for all S € {XY!, X1y}
(2) If IK| =3, or k =1 (mod 3), then for a = 1 we have a(Fg,1) # 0,
for all S € {XY!, X1y},
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(3) If K| = 2, then for a = 1, gcd{{i : a(Fs,n — 1) # 0} U {n}} is
relatively prime to 3, for all S € {XY?!, X1y},

Proof. For (1), note that by our choice of X and Y, X =Y. Further, Fy x:
is the polynomial H,, of 2.13. Thus, a(Fxxt,1) = —(k;rl) —(@®+2)k+1
by 2.13.2. Also, by 2.15, a(Fx-1xt,1) = o — 2. The reader may now easily
verify (using also 2.13.3) that we can choose o € K* as asserted in (1).

So suppose |[K| = 3 and k£ = 1 (mod 3). Then by 2.14.3, and 2.16, (2)
holds. Finally assume |K| = 2. Then (3) holds by 2.13.4-2.13.7 and by 2.15.

We now specialize further and choose « as in 4.4, in the respective cases.

4.5. Set A= A(L) and let e € {1,—1} and let S € {Y', XY'}. Then:
(1) da(X,S) > 3.
(2) BA(X,Y?) and BA(Y, X?Y).
(3) A(L) is balanced.

Proof. Suppose dx(X,S) < 3 and let R € AS?(X) N ASY(S). Of course
R € AS2(X) N ASY(S), so by 4.3,

(i) v is a characteristic vector of R.

If S =YY" then [R,S] =1, so by (i), 4.2.7 and 1.14.1, R € Z(L), a contra-
diction. So (1) holds in case S = Y*. So assume S = XY

Suppose first that |K| > 3, or |[K| = 3 and £ # 1 (mod 3), then using
4.4.1, (i), 4.2.7 and 1.14.5, we see that R € Z(L), a contradiction. This
shows (1) in this case. By (1), Bo(X,Y?) holds here, and since here X =Y,
1.9.2 implies (2) in this case.

Suppose |[K| = 3 and k¥ = 1 (mod 3). Then using 4.4.2, (i), 4.2.7 and
1.14.5, we see that R € Z(L), a contradiction. Hence (1) holds here and by
(1) and definition, B (X, Y!) holds in this case. By Symmetry d(Y, X?) > 3
and d(Y,Y*¢X") > 3. Thus Ba(Y, X?) also holds and (2) holds in this case
as well.

Finally, suppose |[K| = 2. If L ~ Sp,(q), then Z(L) = 1, so [R,S] = 1,
and hence, by (i), 4.2.7 and 1.14.1, R = 1, a contradiction. So assume
L ~ SU,(q). Then |F*| = 3. Now 4.4.3, (i), 4.2.7 and 1.14.5 show that
R € Z(L), a contradiction. Again we see that (1) holds, and since X =Y
here, (2) holds here (as above). Note that (2) implies (3) by 1.9 and by
definition.

5. The Unitary and Orthogonal Groups in odd dimension.

In this section F is a field of order ¢? and K < F is the subfield of order g.
We let n = 2k+1 > 3 be an odd integer and U ~ SU(n,F) < SL(n,F) is the
special unitary group. We view U as the fixed points of the automorphism
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1704 : SL(n,F) — SL(n,F), described in 1.12.3. We denote by U > O ~
SO(n,K), the subgroup O = U N SL(n,K). L denotes one of the groups
U or O. When L = O, we assume that n > 7 and that ¢ is odd (this is
because if ¢ is even or n < 7, O’ is either not simple, or isomorphic to simple
groups that we handled earlier). We continue the notation of Section 1. In
particular, V' is a vector space of dimension n over F.

Throughout this section A = A(L). The purpose of this section is to
prove that when L'/Z(L') is simple, A(L’) is balanced (and hence, by 1.7,
A(L'/Z(L")) is balanced). For that we’ll indicate elements X,Y € L’ such
that By (X,Y") and Bx(Y, X?) (see 1.10).

Notation 5.1. (1) given an element r = diag (Ix_1,s,[x—1) € GL(n,F),
we denote s(r) := s (note that s € GL3(IF)).
(2) Let 6 € F*. We denote by uo(f) = diag (Ix—_1, s, [x—1), with

®
I

> O =

O = O

0
0
1
(3) Whenever we write u;(«), we mean u]'(«) (see 1.1.7).

5.2. Let o« € F* and p1,...,0k—1 € K*. Set a = ax(b1,...,0k-1), b =
be(B1,- .. Br-1), B = bpgar(a, Br,... ,Br—1) and g = diag(a,1,07"). Let
u = ug(a)ugs1(a?)ug(d). Then:

(1) g€ O.
(2) gui (a) = diag (a, B™1).
(3) [g,u'] = 1.

Proof. (1) is 1.11. For (2), note that g = diag (a, z), with

2= up P (B ) upt (Br—a) - - ub T (B1).

Also upy1(a) = diag (Iy,uy ™ (a)). Thus gugyi(e) = diag (a,h), with h =

2t () = W (B i (Bes) - b (B Uk (@) = B,
(3) follows from the fact that (uy(a))?, (upo1(a?))t, and (ug(6))! commute
with g.

5.3. Let o, 3,0 € F and set u = ug(a)ugy1(B)uo(0). Then:

1 0 0
(1) s(ur(a)ur+1(8)) = (1)] .
0
0
1

1 0
(2) s(up+1(Bup(a)) = |« 1
B
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uo(0) = ug(1)ug41(=0)ur(—1)ug41(0)
= g1 (1) ur(O)up11 (= 1)ug(—0).

(4) up(8)T = up(—0).
(5) u € Fix (r0,) iff 8 = a4 and 0 + 67 = o9t

Proof. (1) and (2) are easy to check. For (3) we have

s{un (Vw1 (=0)wn(~1)ur11(6)}
[1 0 O] 1 00
=111 0|-{1 1 0
06 1] [0 6 1
[1 0 0]
=10 1 0| =s(u(0))
0 0 1]

and

For (4), note that by (3), u
g1 (1) ur(—0)up41(—1)ug(6) = uo(—0).
For (5), we have

~—

1 0 O
s(urog) = Jox 1 0].
(af—0)1 af 1

So the lemma follows.

Notation 5.4. Let «, 0 € F such that § + §9 = o471
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(1) We denote
u"(a, 0) = u(a, 0) = ug(a)ug+1(a?)up(0)
= wp1(a?)up()uo(—67).
(2) We denote X (a,6) = diag (ax, 1,b; u(a, ).
Note that we denote u(a, #) and X (o, #) only when 469 = a9t so that
u(a, 8), X(a,0) € U.

5.5. Let o, 3 € F* and let u = ulf+1(—oa), w = u’f“(—ﬂ) and € € {1,—1}.
Then:

(1) (wtue)~! = diag ([:a Eaﬁﬁ+ J ,Ik_1>.
(2) w'u® = diag <[1 1—6635 ﬂ ,Ik_1> :

Proof. This is obvious.

5.6. Suppose char (F) = 3. Then:

(1) For B = bgy1, Fpip = Fry1 and Fip-1 = Qiy1, in particular
Fpepl—1] £ 0 and Fyip1[—1] = Qgia[—1] = (—1)F (5 +2)

(2) Suppose k >4 and let B = by 1(1,1,1,84,1,...,1) and C = br11(1, 1,
1,v4,1,...,1), with B4ya = —1. Then for {T,Z} = {B,C}, and € €
(1,1}, Fpoge[-1] £0.

Proof. By definition 1.2.4 and by 2.6, if B = bgy1, then Fgig = Fy11 and by
2.5, Fgig-1 = Qpy1. Next note that Fi[A\] = A — 1, Fy[\] = A2 =3\ +1 and
for m > 3, Fu[A] = (A — 2)F—1[A] — Fin—2[] (see 2.6). Since char (F) = 3,
F,,[-1] = —F,,—2[—1]. Hence
(1) Fp[-1]#0 for allm > 1.
Further, for m > 1, Qu[—1] = (=1)™{1 — (=1) + (=1)2 = (=1)3 4+ ---} =
(=1)™(m+1). Hence
(ii) Qm|[—1] = (-1)"(m+1), forall m>1.
Now (i) and (ii) imply (1).

For (2), let B1,02,. .. Bry V1,72, -+, € F*. Let B = bk_,_l(,@l,ﬂg,. R

ﬁk)a b= bk(ﬁ?aﬁ?w‘“ aﬁk’)a C= bk—‘y—l(’}/l”}/?a" . /7/{?)7 c = bk(’72a’73a- . avk)
and for 1 <i <4, b; = bi_1(Bit+2,.--,0k) and ¢; = bg_;(Vit2,.-- , k). We

claim that
(i)  Fopy-1[=1] =1 = Biy) Fleny-1 [=1] = BinFeep,) -1 [-1].

(iV) FCthl [—1] = Fctb—l [—1] — ﬁl’ylFC,ibfl [—1]
(V) If ﬁl’yl = 1, then F(CtB)—l[*l] = 7F(c’ib1)*1[71]'
(Vi) If ﬁl’}’l = 1, then FCthl[—l] = —IBQ"YQFcébgl[—l].
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Indeed, (iii) follows from 2.12.2, and (iv) follows from 2.12.3. (v) fol-
lows from (iii). For (vi), note that by (iv), F.p-1]—1] = Fczlbl—l[—l] —
ﬁgfychgb;l[—l]. Thus, by (iv) again,
Foig-1[—1] = Fap—1[—1] — Fctlbfl[—l]
= Fcibfl[_l] —/BQ’VQFCéb;l[— ] F;ib 1[ 1]
= —B272F65b2—1 [—1].
Let now B and C be as in (2). Then (171 = (373 = 1, so applying
(v) twice, we see that Fioip)-1[—1] = —Fep)-1[-1] = Fap,y-1[-1] =

F,_3[—1], where the last equality follows from the fact that c3 = b3 = b_3.
Note now that (by 2.7.1), Fy_3[—1] = Fy_3[—1], so by (i), Fr_3[-1] # 0,

and hence Ficipy-1[—1] # 0. Next, by (vi), Foip-1[—1] = —Fcé%l[ 1] =
—{F tb— =1 = By [-10 = AQks[=1] + Qra[-1]} =
—~{(=1)*3(k —2) + (=1)*4(k — 3)} € {1,—1}. (Note that this also works

when k =4 and 5, where —F ;-1 [—1] can be easily computed.) This com-
pletes the proof of (2).

5.7. (1) There are at least ¢ — 2 — [152] elements § € K such that the
polynomial 2% — dx + § is irreducible over K.
(2) If 5 € K is as in (1) and o € F is a root of the polynomial x> — §x + 0,
then § = a9t = a + ad.

Proof. Consider the set of polynomials P := {2 — §z + 6 : § € K}. There
are ¢ polynomials in P. For 6§ € K, denote ps = 2> — éx + 6. For p € P, let
r(p) be the set of roots of p. Note that for 0,4 # 0 € K, |r(ps)| = 2 and if
7,0 € K are distinct, then r(p,) Nr(ps) = 0. Hence if ¢ is the number of
polynomials ps € P such ¢ # 0,4 and ps has a root in K, then 2t +2 < ¢, so
t < [%2]. Thus [{§ € K : ps has a root in K}| < [45%] + 2, and (1) follows.

Let 6 € K as in (1). Let a be a root of ps in F. Then the other root of p;
is a? so ps = (r — a)(x — a?) and hence § = a9t = a? + a.

Notation 5.8. (1) We denote Z={a € F-K:a+af =i}
(2) We denote by D = {§ € K : ps[\] = A2 — 6\ + 4 is irreducible over K}.

5.9. Set u = u(a,0) andw—u(ﬁ,p. Then:

1 1 o« 6
(1) s(u) = 0 1 a7,
9 qu 0 0 1

1 0 1
@ )= |-a 1 0| (=0 1 .
07 —a? 1 0
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1 6 p
(3) s(ww') = | af+1  ap+pl |,
0 B0+l Op+aifl+1
[14+af+0%9 3—aip?l pt
() () = | —a— e argre1 e
| a1
1 B p
(5) s(ulw’) = |—a 1-ap —ap + (1 ,
07 307 —al ph?— B+ 1
1—aB+0p?! —B+aip? pl
(6) s((u™tw?) a— Gﬂq 1—aip?t —p4
ad

Proof. (1) is obvious. For (2), observe that u ! = ug(—0)uss1(—a?)ug(—a),
SO

-0 adtl a4
1 0 O]

= |-« 1 0
1 —a? 1

For (3) and (4), we compute:

[1 0 0 1 B8 p
stuw’) = |l 1 0]-]0 1 p¢
6 o 1] [0 0 1
1 8 p
=la af+1 ap + B4 .
10 BO+a? Op+alpl+1
1 -8 1 0 0
s(uwhy =10 1 —pi|-|-a 1 0
0 0 1 01 —at 1
[1+aB+09p7 B—alp? pt
g — — ﬁqeq QQ/BQ + 1 _ﬁq
i 64 —af 1
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For (5) and (6) we compute:

1 0 0 1 6 »p
suluw)y=|-a 1 0 0 1 p4
(607 —at 1] |0 0 1
1 8 p
=|-a 1-ap —ap + [

[1 -3 pf 1 0 0
s((w )™y =10 1 —pI-|la 1 0
0 O 1 0 o 1

[1—aB+0p? —B+alp? pf
= a—6p1 1—aip? —p4

0 ol

5.10. Let X = X(«,0) and Y = X(5,p). Then:

(1) a(Fxyt,1) = ("3") + (B + 09p7 + 2)k + 2957,
(2) a(Fx-1yt,1) =3 —af —alp9+40p9.
(3) I (Fyy. 1) =0, then (0731 — )k 1) = (051 — Op)k.
(4) IfOé(Fth 1) = 0, then (a®® — a?)(k — 1) = (0%1 — 0*)k. Further, if
a € E, then (a? —a)(k—1) = (07 —0)k.
Suppose further that o € Z, and set 6 = a+ o = 9T, Then:
(5) If a(Fx-1xt,1) =0, then 6% — 2§ = 3 + §4FL,
(6) If 0 = «, then a(Fxxt,1) # 0, while if 6 = a4, then either a(Fy xt,1)
#0, or 2k —1 =0 (mod char(K)) and 852 — 166 + 11 = 0.
(7) If 0 = « or o2, then either a(Fx-1x:,1) #0, or §> =35 —3 = 0.
(8) Suppose char (K) # 2. Suppose further that f = a?, p =60 and 0 #K,
then for {T,Z} ={X,Y}, a(Fryt, 1) #0.
9) If B =04, p =0 and 20 # 3+ 09 then for {T,Z} = {X,Y},
Oé(FT—lzt, 1) 7£ 0.
(10) We can choose o € Z and § € F — K, with 6 + 09 = a9t! = §, such
that if we set X = X(«,0) and Y = X(a,0), then either
(10i) ¢ =2,0 = o, and fore € {1,—1}, and Z € {X, Y}, a(Fzezt,1) # 0.
Or
(10ii) ¢ = 4,0 = o + 1 and there evists 3 € F — {a, a?), with g1 = §,
such that if we set W = X(f3,0), then for e € {1,—1}, and Z €
{X,K W},O&(erzt, 1) 7é 0. Or
(10iii) q # 2,4 and o(Frezt,1) #0, for T, Z € {X,Y} and € € {1,—1}.

Proof. Set u = u(,0) and w = u(B,p). For (1), let z = alak, yp =
bpbt, and g = diag (zy,1,y; ). Note that Fyy: = Fy:x. Further Y'X =
wldiag (afc,l,(blzl)t)diag (ak,l,b,gl)u. Thus, clearly, Fyyt = F}q, where
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h =uw'. By 5.9.4, h~! = diag (I}_1, s, [x_1), with

s=s((uw) ™) =| —a—p191 Ip14+1 —p32
09 —a4 1
Thus, by 2.10 (with A = 2, and B = y;.1), a(Fig, 1) = a(R[N], 1), where
(1) R\ = (B2 — 1) FaFp — (B33 — DAFaFy, (B

—(Bu1 = DAFy, (4 FBs
and the 3;; are given by matrix s above. Using 2.6, we see that
FA:Fk, FMkyk(A):kal and FB:Fk
Hence (i) implies

R\ = {(a989 + )X = 1} F Fi, — (B + 09p)AGy—1 - F..

Now 2.6 gives
Fy = (~1)F {1 - (’“ N 1>A} (mod (X2))

Gr-1= (=D {k - (k; 1>)\} (mod (\?))

F= (=11 - (2k—1)A} (mod ()\?))
Hence modulo the ideal (\2),

RN = {(a987 + DA —1}. {1 - <k s 1))\} 1= 2k — 1A}

+ (B +09pT)\E

- _1+{<k;rl> ~|—(aﬁ+0qpq—|—2)k—|—oﬂﬁq})\.

This shows (1).

For (2), let x) = a,;la};, Yp = bk(blzl)t and g = diag (xg, 1,yx). Us-
ing 5.2.3, we see that X~'Y* = u~'diag (a; ', 1, by)w'diag (at, 1, (b)) =
u~twtdiag (a; ', 1, by )diag (af, 1, (b, 1)) = hg, where h = uw~'w!. Thus,
Fx-1yt = th. By 5.9.6, I diag (Ix—1, s, Ix—1), with

1—af+0p? —B+aip? p1
s =s((utwh) ™) = a— 031 1—aip? —p1
0 al 1
Using 2.10 again (with A =z}, and B = y,), a(Fpg,1) = a(R[N], 1), with
R[A] asin (i) and the §;; are given by the matrix s above. Using 2.5 and 2.11,
we see that

Fa=Qk, Fuypa) =CQr-1, Fp=CQk
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Hence
RN = {(1 = a"B)A = 13Q} — (—af + 0p)AQk-1 - Qs
Now
Qr=(—1F(1 =) (mod (X))
Qr-1= (=" (mod (V).
Hence modulo the ideal (\2),
RIA = {(1 - a®8)A — 1}(1 = A)2 + (~af + 9p)A
=—-14+{3—af—aiB%+0pT}\.

This shows (2).
Suppose a(Fxyt,1) = 0. Applying o4, we get

a(Fxyt, 1) = 0= a(Fxyt, 1)og,
hence
(B + 0Tk + 0767 = (a767 + Op)k + af
SO

(787 — aB)(k — 1) = (69" — Op)k

and (3) is proved. For (4), take Y = X in (3), to get (a??—a?)(k—1) = (§*1—
62)k. Further, (a??—a?) = (a9+a)(a?—a), and (627 —62) = (09+6)(09—0).
Soif a € 2, (a4 a) = a9 = 09 4 §. This shows (4).

From now on assume a € = and set § = 4!, For (5), take X =Y in (2)
and note that a? + a?? = (a + a9)? — 20471 = §2 — 26.

Suppose 0 = « and a(Fyxt,1) = 0. Then, by (4), (a? —a)(k — 1) =
(a? — a)k. Hence a? = «a, which is false, since a@ ¢ K. Suppose 0 = a4
and a(Fxxt,1) = 0. Then, by (4), (a? — a)(k — 1) = (o — a?)k hence
(2k — 1)(a? — a) = 0. As above, we get 2k — 1 = 0 in K, so (k;rl) =
in K. Also, by (1), 0 = a(Fxxt,1) = ("1) + (a® + 62 + 2)k + o
S+ (a?+a’+2)5+a% =4 +a?+a%. Since o® + o = §2 — 26, we get
that 4 4 62 — 26 = 0. This shows (6).

For (7) suppose that & = « or a?. Then, #9*1 = § so, by (5), if
a(Fx-1xt,1) =0, then 62 — 20 = 3+ 6, and 4% — 3§ — 3 = 0, this shows (7).

Assume the hypothesis of (8). Note that a?3? — a8 = 0. Thus, by (3), if
a(Fyyt,1) = 0, then 0 = (627 — 6?)k = §(6% — 0)k. Thus since § # 0 and
since we are assuming that 6 ¢ K, k£ = 0, in K. Then, (1) implies that 6 = 0,
a contradiction. By symmetry, (8) holds.

Assume the hypothesis of (9). Note again that a8 = 4, so (9) follows
immediately from (2).

[l ooleo
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For (10), assume Y = X (a4,0). Suppose first that char (K) = 2. Note
that by (4):

(i) If o, § € F — K such that 6 4 7 = 411
then for X = X («,0), a(Fxxt,1) # 0.

This is because (4) implies that if k£ is odd and a(Fx xt,1) = 0, then 0#9+60 =
0, while if k is even and a(Fx xt,1) = 0, then a? 4+ a = 0.

For ¢ = 2, take § = 1, for ¢ > 2, pick 1 # § € D (note that this is
possible by 5.7). Further, if ¢ > 4, take & such that 62 + 6 + 1 # 0 (note
that this is possible). Let a € Z, with a9t = §. If ¢ = 2, take 0 = q,
if g =4, take 0 = a+ 1 and if ¢ > 4, take § = a + 4. Note that 6 ¢ K.
When g = 4, we take W = X(3,0), with § € F — (KU {«, a?}), such that
BTt = @9t = §. Note that such a choice of 3 is possible. Now, by (ii), for
all g > 2, a(Fyzt,1) #0, for Z € {X,Y,W}.

Next, for ¢ = 4, 071 = (a+1)7 = (a9+1)(a+1) = a?™ 1 +(a?4a)+1 =
1. Of course, when ¢ = 2, #91 = 1. Also, by (2), for Z € {X,Y,W}, if
Z = X(7,0), then a(Fz-12:,1) =3 +7% + 7% + 1 =% + 7% = (v +v9)%.
Since v ¢ K, for all possibilities of v and for ¢ = 2,4, a(Fz-14:,1) # 0.
Thus (10i) and (10ii) are proved.

We now assume that char (F) = 2 and ¢ > 4. Now 6§97 = (o + §)7+! =
(a948)(a+6) = a?™ +-5(al4-a)+6% = §4+5%40% = §. Hence, 3+091! = §+1.
So if 62 — 28 = 3+ 6971, then 62 = § + 1, this contradicts the choice of &
(recall 62 + 6 + 1 # 0). Hence, by (5), a(Fy-14:,1) #0, for Z € {X,Y}.

Suppose a(Fxyt,1) = 0. Then, by (3), (with 8 = af), we get 0 =
(607 + 0)%k = 6%k, so k = 0 (mod 2). Then by (1), (*{') +46 = 0. Thus
k=2 (mod 4) (since ¢ # 0) and § = 1, contradicting the choice of §. Thus
a(Fxyt,1) # 0; by symmetry, a(Fy xt,1) # 0.

Next note that we showed that §91 = §. Thus #4971 +3 = § + 1. Since
§#1,6+1#0,s0by (9), a(Fr-14:,1) =0, for {T,Z} = {X,Y}. Thus
(10iii) holds in case char (K) = 2.

So suppose char (K) # 2. Suppose further that ¢ # 5. We take 3 # 6 € D,
a € E, with a?™ = § and § = a. Since § ¢ K, (8) implies that for
{T,Z} = {X,Y}, a(Frge,1) # 0. Since § # 3, (and §9F! = a4t! = §), (9)
implies that for {1, Z} = {X,Y}, a(Fr-14t,1) # 0. Next we show that we
can pick § € D, such that

(iii) 6#3 and 802 — 160 +11#0# 6% — 30 — 3.

By (6) and (7), this shows (10), for ¢ # 5. If ¢ > 13, then, by 5.7.1, |D| > 6,
so clearly, we can pick 0 # 3 such that (iii) holds. So suppose ¢ < 11.
Suppose char (K) = 3. Then 62 — 35 — 3 # 0, so if ¢ = 9, then, by 5.7.1, we
can pick § (# 3) so that 862 — 166 + 11 # 0, while if ¢ = 3, take § = —1, so
(iii) holds in this case. For ¢ = 11, take § = 1. For ¢ = 7, take 0 = 2.
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Finally, suppose ¢ = 5. We take § = 1, a € Z, with a?t! = § and we
let 6 be as follows. If k £ 2 (mod 5), 8 = 01 = a+ 3(a — a?) = 204 — «,
while if £ = 2 (mod 5), § = 67 (note that 0 + 69 = a + a? = a?"1). Note
that if # € K, then o € K, which is false. Thus # ¢ K. Hence, by (8),
for {T,Z} = {X,Y?}, a(Frz:,1) # 0. Next, 097 = (2a — a9)(209 — a) =
46 — 2(a? + a®1) + 6 = —2(6% — 25). Thus

(iv) eIt =2,

By (iv) 0971 +3 = 0 # 2§. Hence, by (9), for {T,Z} = {X, Y}, a(Fp-14,1)
#0. Also, 02 =20 = -1 # 0 =3+ 09" so, by (5), a(Fy-14:,1) # 0, for
Z e {X,Y}.

Next, 07 — 01 =2(a — a4) — (0 — @) = 3(a — o) = 2(a? — «). So:

(v) Ifk#2 (modb5), 07 —60=2(a?— )
and if k =2 (mod 5), 87— 0 = 3(a? — a).

Suppose first that k£ # 2 (mod 5). Suppose a(Fxxt,1) = 0, then by (4)
and (v), (k — 1) = 2k so k = —1 (mod 5). Then, by (1), a(Fxxt,1) =
(k42»1) —|—(042+02q+2)k+042q — _(a2+92q+2)+a2q — a2q_a2_92q_2 —
¥ —a? - 2a—-a?? -2=0%-0a®> -4’ +4 - -2=2#0, a
contradiction.

Suppose a(Fyy+,1) = 0. Then, by (4), and (v) (replacing a by a? in (4)),
—(k—1) =2k (mod 5), so k =2 (mod 5), a contradiction.

Finally, suppose k& = 2 (mod 5). Then, by (1), a(Fxx:,1) = (k'QH) +
(@ 4+ 0%+ 2)k +a? =3+ 2(a?? + 629 + 2) + a? = 2+ 2027 + a? + 20% =
2+20%+a?+2(20 —a)? = 24202 +a® +2(4a*1—4+a?) = —1+3a* # 0.

Suppose a(Fyyt,1) = 0. Then, by (4), and (v) (replacing o by a? in
(4)), =(k — 1) = 3k (mod 5), so k = —1 (mod 5), a contradiction. This
completes the proof of (10) and of 5.10.

5.11. Let B1,...,Bk—1, V1,--- ,Yk—1 € K*. Let also o, 0,3, p € F* such that
aq+1 = 0+0qa ﬂq+1 = p+pq Set a= ak(ﬂla s ’ﬁk—1)7 ap = ak(71a s 7’7k—1)}
b = bk(/ﬁlv 7/816—1)7 bl - bk(’yla 77k—1)} g = diag(aalab_l); g1 =
diag (a1,1,b"), B = quH(—aq)diag(l,b), B = u’f+1(—ﬂ‘1)diag (1,by), u=
u(a, ), w=u(B,p), X =gu and Y = gyw. Finally let e € {—1,1}. Then:
) XY! = guw'g], (XY')™! = ()" (uw') g

) XY =uTtwlg ™) and (XY= () Tlg(u w!) T

3) X = [g, ngﬁl} with E some (k + 1) x k matriz, such that Ey ) =

a#0.
(4)
eyt [amg R]

R I

S' BiB*



ANISOTROPIC GROUPS 171

with T, T, R, R/, S,S" some kxk, (k+1)x (k+1), kx(k+1), kx(k+1),
(k+1) xk, (k+1) x k, matrices respectively. Further, the first k — 1
rows of R are zero.

(5) Let S € {Y!, XY}, Then for 1 <i<k—1,v,S = v+ 611041, with
v EYV; and 5¢+1 € K*.

(6) Sk #0, for all S € {Y', XY}

(7) For S € {Y', XY}, there exists v € Vg, n € F and p € F* such that:

(71) VE1S ™ = Nupsr + pvpse  (mod V).
(7ii) vS™t = (N4 pl gy + pvpre  (mod V).
(7iii) In all cases = —B%. If S =Y, n =1, while

if S = XYt n=14ea?p.

(8) For S € {Y!, XY}, V = (O(v1,S)) iff —p*~9 is not a root of Fy,
where Z = BY, if S =Y" and Z = BB, if S = XY
(9) If B#0, then V = (O(v1,Y?)).

Proof. (1) is obvious. For (2), we have X 'Y? = u~lg~lwlgl. By 5.2.3,
[g7,w'] =1, and (2) follows. For (3) recall from 5.4.1 that

u = g1 (a?)ug(a)ug(—07).
Further by 5.2.2, gug11(a?) = diag (a, B~1). Thus
X = diag (a, B~ ug(a)ug(—09).

Note now that
1 00
s(ug(@)up(—=09) =1 a« 1 0
—67 0 1

Hence (3) follows, the (1, k)-entry of E is a(B™1)11 — 0B )12=a-1—
07-0=a.

To show (4) and (5), let 1 <4 <k — 1, then vyu~tw! = v;, so v; X 1Y =
vig~tgt. Also v;g € V;, so vig(uw?) = v;g and v; XY = v;ggt. We conclude
that:

(i) For 1 <i<k—1,u;XV"=vg}.

Now the shape of XY follows from (3) and (i), since, by (i), the first k — 1
rows of R are zero. Also the shape of (X€¢Y*)~! follows from (3). For
(5), we use (i). Note that a® is unipotent, lower triangular and a} is upper
triangular unipotent with (a); ; = 0, for j > i+ 1, and (a!);;41 # 0. This
easily implies (5), for S = XYt For S = Y, v;Y! = v; + y4_;vi11, for all
1 <i<k-—1,thus (5) holds for Y as well.
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Recall now that

1 B p
s(uw') = |la af+1 ap + B4
10 B0+a? Op+alpl+1

[14+af+0%9 3—aip? p? ]
s((ww')™) = | —a—p1097  alpt+1 —p
i 01 —a4 1]
1 B p
s(uluh) = |—a 1-ap —ap+ 9
| 07 0T —a? phT — BT+ 1

[1—aB+0p7 —B+alp? pf
s((u_lwt)_l): a—Qﬂq 1—04‘1[3‘1 _5(1
0 o 1

Note now that vyg~! = vy = vpg (mod Vi_1), Vpy19~ 1 = vpy1 and vgog~!

= Vpyo. Since u‘w! fixes Vy_1, we see that,

(XYY = v (ufw')gt  (mod Vi_1).
Thus modulo Vg, vg(XY?) = (Bugs1 + pukr2)gt = Bugr1 + p(v' + nuy),
with v/ € (Vg42,... ,0n-1), n € F*. This is because the (k,1) entry of b1_1 is
n =% Y1, and gt = diag(at, 1, (b;")*). This shows (6), for S = XY
and it is easy to see that (6) holds for S = Y as well.

Next, modulo Vy, we have —p~ 3%, (XY™t = —p~ 91390 (uw?) "tg~! =
((@9B94BI p~ N1 — Bl0g42)g~ " = (@9674 57 p~0)vg 41— f0k12. Since
BT = p+ p?, we see that —p~ 3%, (XY™ = (o989 + 1 + p' Dvgyy —
B9v342. Note that v 1 (XY™ = (09894 1)vgy1 — Bpyo (mod V). This
shows (7), for S = XY,

Let v € Vg, such that v(g!)"1g = vy. Then, modulo Vy,

—p 1BI(X V)T = —p 7% (u )
= (879~ — a?BY) v 1 — vk y2)
= (1—a?8%+ p' Nops1 — B0k 0.
Note that v 1 (X 1Y) ™! = (1-a8% v, 1 — f42 (mod Vy). This shows
(7), for § = X~1Y?,
Next
—p BT (Y') ™ = —p 9% (91) T (w') T = —pT B0 (w")
= —p 1%y + p BT v — Bloga
= —p 1Bk + (L + p' o1 — Floga.
Also v (YH ™! = wpy1 — B9kpo, thus (7) holds for S = Y and (7) is
proved.
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For (8), set W = (O(v1, S)). Set also Z = BY, if S =Y"! and Z = BB,
if S = XYt By (5), Vi CW. Let n,u € F be as in (7iii). Since Vx CW,

(ii) P 0+ URs + pope €W,

Also, by (3), (4) and (7i), vgy1diag (I, Z) = nugs1 + pvgre. Thus, by (ii),
p g + vpprdiag (Iy, Z) € W, now (8) follows from (4), (5) and 1.17
(taking S~! in place of S in 1.17); note that (O(vky1,diag (Iy, Z))) =
<'Uk+1, e ,'l)n>.

Finally, for (9), note that if 8 # 0, then p'~9 # —1, since 0 # 34! =
p =+ p?. Since 1 is the only root of Fpt, —p'~% is not a root of Fpi, so 9)
follows from (8).

5.12. Let B1,...,B6—1,71,--- ,7k—1 € K*. Let also a,0,08,p € F* such
that o9t = 0 + 09, It = p 4+ p?. Set a = ap(Pr,...,Bk-1), a1 =
ak(’ylv cee 7’7]{2—1)7 b= bk(ﬁl ce 76]6—1)7 by = bk(’717 s 77]{:—1)) g = diag (a7 L,
b1), g1 = diag (a1, 1,b;)), u = u(a,0), w = u(B, p), X = gu and ¥ = gyw.
Finally let e € {—1,1}.

Let S € {Y!, XY} and R € AS%(X) N ASY(S). Then vy is a character-
istic vector of R.

Proof. The proof is almost identical to the proof of 4.3. Note first that, by
5.11.3, X satisfies the hypotheses of 1.13. Let h € ASYX)NASY(R). Then,
[h, X] =1, so by 1.13, there exists 0 # § € K, and 1 <r <n — 1, such that
h — pI, € T,(r). We use 1.15. We take in 1.15, T'= h — 31,,. Note that R
commutes with h and hence with T

Suppose first that » < k — 1, we take in 1.15, j = r = m and £ = 0.
Notice that by 5.11.5, hypothesis (a) of 1.15 is satisfied, hypothesis (b) and
(c) of 1.15 are satisfied, by definition and we observed that hypothesis (e)
of 1.15 is satisfied. Finally, since R centralizes T, V. is R-invariant. Hence
1.15 completes the proof in this case.

Suppose next that r > k, we take in 1.15, j =k —1, /=1 and m = k, if
r =k and m = dim(im (7)), if » > k. Notice that V,, is R-invariant. Also,
by 5.11.6, Sk, # 0, so clearly vy, & ker(ST) and hypothesis (c) of 1.15 holds.
Thus 1.15 completes the proof in this case too.

5.13. Fori € {1,2,3,4}, let oy € F* and set B; = ul™!(—ay)diag (1, by).
Let also e € {1,—1} and 1 # v € F*. Then:
(1) If Fptpe[v] = 0 = Fptpe[v], then cnas = asay.
(2) Suppose a? ¢ K and ap = al. Then v is a root of at most one of the
polynomials Fpt e, Fpt pe and Fptpe.
(3) Suppose o} ¢ K and as = af. Then either we can find j € {1,2}, such
that Fpip,[v] # 0 # FB;sBJ,—lh]; or for {B,C} = {Bi, B2}, Fpic[V] #

0 # Fpig—1[7].
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(4) If char (K) # 2 and q > 3, then we can find a1, 00 € K*, such that
FBng[_lLFB{B;l[_1]7FB§B1 [—1],FB§B;1[—1] are all distinct from 0.
(5) Suppose that ¢ = 2, and that oy ¢ K. Then, FB{BII[V] # 0. In
particular, we can pick oy € F—K such that Fgip, [y] # 0 # Fpip [v]-

Proof. First observe that, for 1 <1i <4, B; = bg41(ay,1,...,1). We mention
that for small values of k (k = 1,2 or 3), direct calculations show (1). For
the general case in (1), suppose Ftp,[y] = 0 = Fptp,[y]. Then, by 2.12.4,
(v = D Fx[y] — a1a27Gr-1[7] = 0 = (v = 1) Fi[y] — a3asyGr-1[y]. Suppose
ajag # agay. Then Gi_1[y] = 0, and as v # 1, Fi[y] = 0. This contradicts
2.6.6. Using 2.12.5, it is easy to see that if Fpipo [v]=0= FBéBZI [7], then
ajag = azay. (2) follows immediately from (1), noticing that a%,a%q and

‘f“ are distinct. (3) follows from (2) noticing that, by 2.12.4 and 2.12.5,
FB§B§ [V = FB;B; []-

For (4), just choose ay, s € K* such that —1 is not a root of the poly-
nomial Fpip, = Fpip, = (A — 1)Fy — a102AGg—1 nor of the polynomial
FB%Bgl = FBéBfl = (A= 1)Q + a1aa \Qk—1, using (1).

For (5), note that as ¢ = 2, 2.12.5 shows that, FBiBfl[A] =(A+1)Qk +
AAQr_1 = N 41+ a2)\Qr_1. Suppose v = 1. Then (since of = 1),
Fpipoilon] = o/t 414 Qpoafen] = o™ +af 7 +ai ™ + -+ ar. Recall
that a1+a1+1 = 0. Thus, if k—1 =0 (mod 3), F' BtB 1ag] = af+0 = o3, if
k—1=1 (mod 3), then Fpip 1] = 1+a; = o, and if k—1=2 (mod 3),
Fpip i[a1] = a1 +a} + a1 = of. Suppose v = 2. Then, FB{BI—I[O&%] =

a2 11+ a;Qp_1[03]. Note that if k: =0 (mod 3), Qr-1[af] =0,if k=1

(mod 3), Q_1[a?] = 1 and if £ = 2 (mod 3), Qx_1[03] = 1. Thus, if
k=0 (mod 3), then FBtB e =a2+1+a1-0=aq,if k=1 (mod 3)
FBgBl—l[Oé%] —a1+1+a-1 1 and if £ = 2 (mod 3), Fpip- 1[ad] =

1+ 1+ aj-a; = a?. This shows first part of (5). The second part of (5)
follows from (1), just choose oy € F — K so that Fe g, [y] # 0.

Corollary 5.14. (1) Let oy € = and let § € F such that 6 + 01 = o/f“.
Then we can pick a, 3 € {a1,al} such that if we set X = X (a,0) and
Y = X(8,0), then for {T,Z} = {X,Y} and S € {TZ", T~ 7", T*, 7'},
(O(v1,8)) =V. Further, if =2, a = (3.

(2) Suppose ¢ = 4 and let 0 € F*. Suppose ay,as, a3 € F* are distinct
elements such that 6 + 09 = a?“, 1 < i < 3. Then there exist 3 €
{a1, a0, a3} such that for X = X(8,0), and S € {X X! X1 X! X!},
(O(v1,9))=V.

(3) If g # 3 is odd, or ¢ =3 and k Z 1 (mod 3), then there are o, § € K*,
such that if we set X = X(a,0) and Y = X(3,p), with 6 = 1a? and
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) 2ﬁ2 then for {T,Z} = {X,Y} and S € {TZ', T-'Z* T 7'},

(O =V.
(4) Ifq—3 and k > 4, leta—ak(l,l, 1,1,1,...,1) and b = bi(1,1, —1,
1,1,...,1). Let X = diag(ay,1,b;,")u(l,3) and Y = diag(a,1,
b ) (1 ). Then for {T,Z} = {X,Y} and S € {TZ', T2, T", 7'},
(0

(v1,8)) =V.

Proof. For (1), pick o, 8 € {a1,a?}. Let B = uf*!(—a%)diag(1,b;) and
By = ul T (—p9)diag (1,by). By 5.11.8, for € € {1, -1}, (O(vy, XY')) =V,
iff —0'~% is not a root of Fpte. Note that since 6 4 67 = o/fJrl #0,0179 4
—1. Hence, using 5.13.3 (when ¢ > 2, notice that a3 ¢ K follows from the
equation af+a; = 0/{+ ), or 5.13.5 (when ¢ = 2), we can pick «, 5 € {a1,af}
such that —0'~9 is not a root of Fptpe and not a root of Fpt pe (with a =g
when ¢ = 2, by 5.13.5). Of course, by 5.11.9, (O(v1,Y?")) =V = (O(vy, X)),
this shows (1).
The proof of (2) is similar. Setting X; = X (e, ) and

(01

B; = uy™ (—af)diag (1,b;),  1<i<3,

we see, using 5.11.8, that for € € {1, -1}, (O(vy, X£X})) =V, iff —0179 is
not a root of Fiprpe. Again we observe that 6179 £ —1. Further, since oy, az
and ag are distinct, also, a%q,agq and agq are distinct, so by 5.13.1, there
exists 1 <14 < 3, such that v = —0179 is not a root of the polynomial Fpip,
and FBfBi—l. '

For (3), notice first that, by 5.3.5, given a € K*, if we set § = (a) = %aZ,
then X (a,0) € L and §9=! = 1. Hence if ¢ > 3, (3) follows from 5.11.8 and
5.13.4 (in the same way as we proved (1) and (2), noticing that since 6 € K*,
6179 = 1), and if ¢ = 3, take a = 3 = 1 and use 5.6.1. Finally (4) follows
similarly using 5.11.8 and 5.6.2.

Theorem 5.15. (1) We can pick 0,a,3 € F, with 6 + 69 = o9t! = pit1,
such that if we set X = X(a,0) and Y = X(8,0), then:
(i) For {T,Z} ={X,Y} and S € {TZ', T~ 721, T", Z'}, (O(v1,9)) =
V and:
(ii) For S € {TZ!, T~1Z'}, a(Fs,1) # 0.
(2) The commuting graph A(L') is balanced.

Proof. For (1), suppose first that g # 2,4. Then, by 5.10.10iii, we can find
a1 €2, and € F—K, with 6+ 07 = o/{“ such that for all a, 3 € {aq,ad},
if we set X = X(o,0) and Y = X (3,0), a(Freze,1) #0, for T, Z € {X,Y}
and € € {1,—1}. Now, use 5.14.1, to pick a, 3 € {a1,al}, such that for
(T,Z} = {X,Y} and S € {TZ', 72" T, 2}, (O(v1,S)) = V. This
shows (1), in case q # 2,4.
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Suppose next that ¢ = 2. Let o € F — K. Then, by 5.10.10i, for
X1 € {X(,a),X(a?,a)}, and € € {1,-1}, a(Fxexr, 1) # 0. By 5.14.1,
there exists X € {X (o, ), X(a?,a)}, such that V' = (O(vy,5)), for S €
{X Xt X71Xt X'} so (1) holds in case ¢ = 2, choosing Y = X. The proof
of (1) in case ¢ = 4, is similar,using 5.10.10ii and 5.14.2.

We proceed with the proof of (2). Set A = A(L). Suppose L ~ SU(n,q)
and let X,Y € L be as in (1). We show that BA(X,Y") holds. The proof
that By(Y, X?) holds is symmetric and by 1.9, A is balanced. Let S €
{XY!, XYt Yt} Suppose R € AS2(X) N ASL(S). By 5.12,

() vy is a characteristic vector of R.

Now if S = Y, then S commutes with R, so since V = (O(v1,Y?)), (%)
implies that R € Z(L), a contradiction. Suppose S € {XY* X~1Y*}. Then,
by (ii) of (1), ged{{i : a(Fs,i) # 0} U{n}} = 1, so, by (*) and 1.14.5,
R € Z(L), a contradiction.

Suppose L ~ SO, (q). Pick X,Y as in 5.14.3 and 5.14.4. Since Z(L) =1,
to show B (X, Y?) holds, it suffices, by 1.14.1, to show that V = (O(vy, S)),
for S € {XY!, X~'Y! Y}, but this holds by the choice of X,Y. By sym-
metry also Ba(Y, X?) holds and the proof of the theorem is complete.

6. The Orthogonal Groups in odd characteristic and even
dimension.

In this section F is a field of odd order and n = 2k > 8 is even. Let J be
the following n X n matrix:

[0 0 .0 1 0]
00 0100
00 01000
J:.. .
0010
010 o
10 00
0 0 0 v

Let L ~ SO¢(F) be the subgroup of SL,(F) defined by L = {z € SL,(F) :
xJat = J}. Of course, for a suitable choice of v (v = (—1)¥) € = + and for
a suitable choice of v ((—1)*v a nonsquare in F) € = —.

We continue with the notation of Section 1. In addition welet f : VXV —
[F be a bilinear form whose matrix with respect to the basis B = {v1,... ,v,}
is J.
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6.1. Let u € GL,(q) be a matriz of the form

1 0 0 - 00
ag 1 0 0 - : : 0 0
x a3 1 0 0 : : 00
w= |- - - - . . . - a; € F*) for all .
¥ Q2 1 0 0
00 0 - - . . 0 1]

Let h € GL(n,F) — Z(GL(n,F)) be a matriz commuting with w. Then:
(1) h has the form

M FE

=[r ]
where M is an (n—1) x (n—1) matriz commuting with My, ,,(u), ¢ € F*,
E is a column (n — 1) x 1 matriz of the form (0,0,...,p)t, F is a row

1 x (n — 1) matriz of the form (60,0,...,0).

(2) Suppose u,h € L, and let p,0 € F as in (1). Then there exists € €
{1, —1} such that hi; =€, for all 1 < i <mn. Further, § = —pf(vp,vy).
(3) Ifu,h € L, then there exists € € {1,—1}, and 1 <r' <n—1, such that

' E]

h—el, = [F 0

with t" € T,—1(r") (see notation in 1.1.10).

(4) Suppose u,h € L and lett' and r' be as in (3) and p as in (2). Suppose
that either p = 0, or 1’ # k — 1. There exists € € {1,—1}, i € {1,2}
and 1 <r <n—1, such that

B i t On—1,1
(h—el,)" = |:01,n—1 0

where t € Tp_1(r).
(5) Suppose u,h € L and let t' and 1" be as in (3) and p,0 as in (2).
Suppose v’ =k —1 and p # 0. Then:
(51) k is even.
(5ii) If, in addition, (h—el,)? = 0, then we may assume that f(vy,v,) =
1 (so v =1) and if we set d =t} ,, then d? =02

Proof. Note that h commutes with the matrix u — I;,, and clearly for 1 <
i<n-—1,1im (u—TI,)" = Vp—i—1. Since h commutes with (u — I,,)", h fixes
im (u — I,)". Thus h fixes V;, for 1 <i <n —2. Also ker(u — I,) = (v1, vp),
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so h fixes (v1,vy,), thus h has the form

M FE
=[r ]
with M some (n — 1) x (n — 1) matrix and E,F and ¢ as in (1). Let

uy = My, (u). Then

hu = []\?fl f] and uh = [ulFM ]S]
this shows (1).

For (2), note that v,h = vy + cvy, thus 0 # f(vn,vn) = f(vph,vh) =
2 f(vn,vyn). Thus ¢ = e, for some € € {1,—1}. Also, since u; commutes
with M, 1.13.2 implies that there exists 8 € IF, such that h;; = 3, for all
1 <i<n-—1. Since v is a nonsingular vector, it is easy to check that we
must have 5 =1 or —1. Since det(h) = 1, § = € and the first part of (2) is
proved. For the second part we have 0 = f(v,—1,vy,) = f(vn—1h, Ovi+ev,) =
F (V' + evp_1 + poy, Ovy + €vy), with o' € V,,_o. But f(v1,v") = f(v,,0") = 0.
Thus 0 = f(vp—1,vn) = f(€vp—1 + pvn, v + €v,) = €0+ epf(vn, v,) and the
second part of (2) is proved.

Next note that by (1), u; := My, »(u), commutes with M so, by 1.13 and
(2), (M —el,—1) € Tp—1(r"), for some 1 < ' < n—1. Thus (3) follows from
(1) and (2).

For (4), we use (3). If p =0, then, by (2) also § = 0, and so by (3), (4)
holds with 4 = 1, » = v/ and t = ¢’. Suppose p # 0. Note that EF is an
(n—1) x (n—1) matrix whose (n—1, 1)-entry is pf and for (i,7) # (n—1, 1),
(EF)ij = 0. Further t'E = 0,1 1 (the last column of ¢’ is zero), Ft' = 01 ,,—1
(the first row of ¢’ is zero) and FE = 0. Thus

» [t E] [t E] [()*+EF 0n-11
(h = eln)” = [F o} ' [F 0} - [ Otn-1 0
Since we are assuming that p # 0 and v’ # k — 1, either 7/ > k — 1, in which
case ()2 =0, and t = EF € T,_1(n — 2). Or v’ < k — 1, in which case,
(t)? € Tp—1(r), for some 1 < r < n—2, and then t := (¢')2+ EF € T,_1(r).
This shows (4).

Finally assume the hypotheses of (5). Suppose first that k is odd. Let
j = %, then ' + j = (k—1)+% = %271 and t{f'/+j,j # 0. But
Opygh =0+t v+ evpg g, with o' € Vig. But 0 = (v, v45) =
fopgjh, vy ih) = 2et, f(vj,vm45) # 0, a contradiction. Hence k is
even. To prove (5ii), set d = t%,r We claim that ¢, ;, = d. Indeed,
0 = f(vk,vn—1) = f(vrh,vn-1h) = f(dv1 + Evkat%—l,ﬂ)l +oee t%fl,kvk +
€Up—1 + pop) = ed + (fl)k“et;fl’k, thus ¢, ,, = (-1)kd = d. Also the
(n — 1,1)-entry of (#)? is d® and the remaining entries of (#')? are zero.
Since (h — el,)? = 0, we must have (see the proof of (4)), (t)2+ EF = 0, so
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d>+0p =0. But p = —p?f(vn,vn) (see (2)), so d® = p*f(vn,v,). Hence,
f(vn,vy) is a square in F, so we may take f(vy,v,) = 1. Then d? = p?, and
since, by (2), 0 = —p, d*> = 62

Notation. For the remainder of this section, we fix the following nota-
tion. Let B1,...,8k—2,71, -+ ,Vk—2 € F*. Let also «a, 0 € F*. We set a =
ak—l(/gla S 7/876—2)7 ap = ak—l(’)/l, s a’Vk:—?)v b= bk—l(ﬁla s aﬁk—?)a by =
bk—l(fylv s a’Yk—Q)v g = diag (a7 1>b71)7 g1 = diag (ala 17b1_1)7 B = bk(aaﬂla

. 761{?—2)7 B, = bk(ﬂa’}/lw" 7716—2)7 U = un—l(a’ %012), w = un_l(ﬂu %52)
(notation as in 5.4.1), X = gu and ) = gyw. Finally, we let X = diag (X, 1)
and Y = diag (), 1).

6.2. Let € € {1,—1}, and S € {Y', X Y'}. Set S = diag(S,1) and let
R € AS2(X) N ASY(S). Then vy is characteristic vector of R.

Proof. Let h € ASY(X) N ASY(R). Note that by 5.11.3, X satisfies the

hypothesis for u in 6.1, there exists e € {—1,1} and 1 < v’ < n — 1, such
that

t E

h —el, = [F 0]

with ¢ € 7;1_1(7’,). )

We'll show that there exists ¢ € {1,2} such that if we set T := (h —€l},)",

then T, S and R satisfy all the hypotheses of 1.15, for a suitable choice of

j,m and £. Then the lemma follows from 1.15. First, R~!TR = T and

[R,S] € Z(L), so hypothesis (e) of 1.15 is satisfied. Note next that by

5.11.5:

(1) S satisfies hypothesis (a) of 1.15 for any j < k — 2.
We now distinguish two cases as follows.
Case 1. There exists i € {1,2} and 1 <r < n — 1, such that

(h—el,)' = [01 Z_l 0”61’1} where t € T,,_1(r).

Let T := (h —el,)", with i as above. Observe that M, ,,(ST) = St, hence
we get from 5.11.6 (replacing k by k — 1) that:

(ii) If r > k—1, then vi_; & ker(ST) and Vi_o C ker(ST).

Next observe that if r > k—1 (and (ii) necessarily holds), n—r—1 < k—1
and im (T") = V,,—,_1 is R-invariant. Thus:

(iii) Ifr>k—1,thenn—r—1<k—1andV,_,_1 is R-invariant.

Hence if r > k—1,take j =k —2, m=n—r —1and £ =1 and, by (i),
(ii) and (iii), all hypotheses of 1.15 are met, so we are done.
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Next observe that if » < k — 1, then ker(T) = (v1,...,v,,v,) and the
radical of the form f, reduced to ker(7T') is V,. Thus:

(iv) If r <k —1, then V, is an R-invariant subspace and v,11 ¢ ker(T).

Thus if r =k — 1, take m =r, j = k — 2 and ¢ = 1, and, by (i), (ii) and
(iv) we are done, while if » < k — 1, take j = m = r and ¢ = 0 and observe
that by (i) and (iv) we are done.

Case2. v"=k—1,p#0#0,v= f(vn,v,) =1 and for d =1} , d?> = 62,

Note that by 6.1.4 and 6.1.5, either Case 1 holds or Case 2 holds. Let
T =X —el,,. Write d = —€¢"6, with €’ € {1,—1}. Observe that ker(T) =
{v1,... ,Vk—1,0n + €"v}. First we claim that:

(v) There exists v € Vi_1 such that modulo Vi_1, we have
ST = oy, + pvgy1, with n € F and p € F*
{(vn + "vp) — VIS = v, — €'vy.

Indeed, we use 5.11.7. We take in 5.11,n =2k —1=2(k—1)+1, o, 3, and
p (of 5.11) in the fixed field of o (so p'~% = 1). Thus, for all possibilities of
S the following holds:

(vi) There exists v € Vi_1, n € F and p € F* such that
ST = nup + gy (mod Vi)
vST = (n+ Dok + poger  (mod Vi—q).
Where in all cases p = —(. If S = Y, n = 1, while
if S=XV, n=1+¢ap.
Thus, by (vi), modulo V;_; we get that
{(vn + €"vp) — €"v}S™1
= v + € {nug + e b — €{(n + Dve + pogs }
= o+ {1€" — (0 + 1) }on + (e — Y1
= v, — .
This shows (v).

Let v and € be as in (v). Since v, v, + €"vy € ker(T), U := (vS™L, (v, +
¢"v,)S™1) C ker(ST). Notice that (v) implies that v, — vy, € U + Vi1
and also that vS™! = pvy1 (mod V) (p as in (v)). Hence we conclude
that U Nker(T) = (0). Since dim(U) = 2, and since dim(ker(7)) = k, we
get that dim(ker(7") Nker(ST)) < k — 2. But Vx_o C ker(ST) and hence

ker(T') Nker(ST) = Vy_o. Clearly ker(T') Nker(ST) is R-invariant, so we
conclude that:

(vii) Vi—2 is R-invariant.
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Observe that (ii) holds here as well, since M, ,,(ST) = St, holds here as
well. Hence if we take m = k — 2 = j and £ = 1, we see that all hypotheses
of 1.15 hold here as well and the proof of 6.2 is complete.

6.3. Lete € {1,—1} and let S € {Y', XY"'}. Set S = M,, ,(S) and suppose
(O(v1,8)) = Vn—1. Then dy(X,S) > 3, where A = A(L).

Proof. Let R € AS?(X) N ASY(S). By 6.2, vy is a characteristic vector
of R and since (O(v1,S)) = Vp—1, Vn—1 is an R-invariant subspace. Thus
V- | = (v,) is R-invariant as well. Set Ry = M, ,(R). Since [R, S] € Z(L),
[R1,S] = £1I,_1 and since det([R1,S]) = 1, [R1,S]| = I,—1. Thus [R,S] =1,
and since v is a characteristic vector of R and (O(v1,S)) = V-1, R1 =
+1,-1. Of course R,, € {1,—1} and since det(R) = 1, R € Z(L), a
contradiction.

Theorem 6.4. A(L) is balanced.

Proof. In 5.14.3 and 5.14.4, we showed that we can pick X, ) such that for
{T,Z2} = {X, )V}, e € {1,-1} and § € {T!, T<Z'}, (O(v1,S)) = V1.
Hence the theorem follows from 6.3 and by definition.

7. The Orthogonal Groups in even dimension and even
characteristic.

In this section n = 2k > 8 is even and F is a field of even order. We keep
the notation of Section 1. In particular V is a vector space of dimension n
over F and B = {vy,...,v,} is our fixed basis of V. Let f be the symplectic
form on V whose matrix with respect to B is

00 .01
00 - - - 010
00 - -0100

S
0010
010 - :
10 - 0

For € € {4, —} let Q¢ be the quadratic form on V defined as follows. First
Q(v+w) =Q(v) + Q(w) + f(v,w), for all v,w € V. Second, Q°(v;) = 0,
foralll <i<k—1andall k+2 <i <n. We define Q°(vg) = Q(Vg+1) = Ve,
where v, = 0, when € = 4+ and when € = —, v, # 0, is such that v A%+ A+ v,
is an irreducible polynomial in F[A]. Of course V is an orthogonal space
of type € in the respective cases. We let ) = Q°. We denote by Q<(V, Q)
the full orthogonal group of type ¢ € {+,—} in the respective cases. We
let L be the commutator subgroup of O¢(V,Q). Thus L is a simple group
and L has index 2 in O¢(V,Q). The purpose of this section is to prove
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Theorem 1.6 for L. For that we’ll show that L is closed under transpose
(see 1.4.3) and indicate an element X € L such that Ba(X,X?) holds,
where A = A(L). Then, by 1.9.2, A is balanced. We’ll define X shortly.
The following Theorem is useful.

7.1. Let g € O°(V,Q). Then g € L if and only if dim Cy (g) is even.
Proof. See [3], Theorem 3.
7.2. L is closed under transpose.

Proof. Regard J above as an element of GL(V'). Then J is an involution
and J' = J (J is symmetric). We claim that J € Q¢(V, Q). Indeed JJJ! =
J € O(V, f) and since v;J = vp41-4, for all 1 < ¢ < n, J preserves the
quadratic form @, since in both types Q(v;) = Q(vp+1—;). But for g € L,
¢t =Jg7'J, s0g" € L.

Notation 7.3. (1) Let ¢ € GL(V) such that ¢ = diag (Ix_2,s, Ix_2),
where s is some 4 x 4 matrix. We denote s by s(g).
(2) Throughtout this section u := diag (Iy_2, s, [x_2), where

1000
0100
s=sW=1y o 1 ¢
0101

(3) Throughout this section we let

g = diag (ar, by ')
X =gu

where for m > 1, a,, and by, are as in 1.1.9. Note that since char (F) =
2, Ay = by

(4) We denote by C, the ordered basis (wy ... ,w,), where w; = v;, for
1<i<k—2, wg1 =0k 1+ Vk + Vg1, Wy = Vg, for k <i<n—2,
Wp—1 = Vg + Vg+1 and wy, = vk + Vg4+o. Thus

C = (v1,v2,...,V5—2, V=1 + Vk + kg1, Vkt2, - - - »Un, Uk + Vkt1, Vk + Ukt2)-
7.4. (1)
1 0 00 1 01 0
o100 . o101
sW=11 01 0 (@) =19 0 1 0
01 0 1 0O 0 0 1
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(3)
1 01 0
W01 01
sw) =11 4 g g
01 0 O
(4)
0 0 1 0
et ey loo o0
s((uu’)™) = s(u'u) = 1010
0101

(5) s(u=tul) = s(uut) and s((u=tul)~t) = s(ulu).
(6) g ul =1.

Proof. (1) is by definition. Clearly u~! = u. For (3) and (4), we compute

1000 1010 1010
(t)_0100 0101 f0o101
SWU)=1411 010l oo 10| " [100 o0

0101 (0001 0100

[1 0 1 0] [t 0o 0 O] [0 0 1 0]

ety {0010 1] o100 000 1
s(u)™) =10 0 1 0ol |1 01 0 1010
0001 [0101] [010 1]

(5) follows from (2). For (6) we have, v;g'u = v;g' = viugt, for i ¢ {k + 1,
k+2}. vprag'u = (Vg1 + - 4 vp)u = vp1 + v + -+ v, and v ugt =
(Vh—1 + Vkt1)g" = k1 + U + - + Une Vpg2g'u = (Vpgo + - 4 vp)u =
Vg + Vpgo + - + v and vpoug’ = (v + Vpy2)gt = vk + Vppo + - + U
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7.5. (1)
10 - 0 T
1 1 0 0
o110 - 0
0 01 10 0
0 - - 01 10
0 - - - 011
X = 1 01 0 - 0
1 1 1 10 0
111 11¢0 - 0
1 11 1110 0
r 11 - - - - 1 10
| T 11 - - - - 1 1 1]

where the blank spots are zeros. Also the upper submatrixz of X is a
k x k matriz and the lower submatriz of X is a k x (k + 2) matriz.
(2) The matriz of X with respect to the basis C is

1 0 - 0 ]
1 1 0 0
o110 - 0
0O 0110 -0
0 01 10
0 -0 1 1
[X]e = 110 - 0
1 110 - -0
11110 -0
11 1 0
11 1
10
| 1 1]

where the blank spots are zeros. Also the upper submatriz of [X]c is a
(k—1) x (k—1) matriz, the middle submatriz of [X]c is a (k—1) X k
matriz and of course the lower submatriz of [X]c is a 2 X 2 matriz.

(3) X € L.
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Proof. (1) and (2) are easy calculations and we omit the details. Next,
since V—1 and (vg4o,... ,v,) are totally singular subspaces (in both types),
QX)) =0, for 1 <i < k-1 Also, for k+2 < i <mn, QuX) =
QUg—1 + Vg + Vki1 + Vky2 + -+ v) = QUp—1 + Vg + Vi1 + Vky2) =
Q(vg—1 + vpao) + Q(vk + Uk+1) = 1+ 1 = 0. Further, for s € {k,k + 1},
Q(vsX) = Q(vg—1 +v5) = Q(vs).
We leave it for the reader to verify that XJX! = J, so X € O(V, f).
Since Cy (X) = (v1,vg + vg11), X € L, by 7.1.

7.6. Let B be the following (k+ 1) x (k+ 1) matriz

1 0 - 0
o1 0 - 0
111 0 - 0
B200119 0
0 01 1 0
_O 011_
Then:
(1 0 - 0]
01 0 - 0
1 11 0 - 0
0 pi_ 11110 0
1 1 1 0
_11 -1_
(2) i i i i
01 10 0 01 10 0
1 01 0 - 0 1 01 0 - 0
11010 - 0 O 0 o010 - 0
e R e AN
0 . 0101 0 0 01
o - - 0 1 1] 11 11
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Proof. (1) is easy to check. For (2), we compute

1 0 1 o] [1 0o - 0]
011 ol 1o 10 - 0
00110 ol |1 110 - 0
pip_ |0 00110 ol 1o o110 0
00 01 1| |o 0110
0 0 -0 1] |0 0 1 1]
[0 1 1 0 0]
1010 - 0
11010 - 0
_ 001010 0
0 0101
0 0 1 1]
1 0 1 - o] [1 0 - 0]
0110 ol 1o 10 - 0
00110 ol |1 110 - 0
Bip-l_ |0 00110 ol |1 1110 0
00 01 1 11 10
0 0 -0 1] [11 1]
0 1 1 0 0]
1010 - 0
00010 - 0
_ 000010 0
00....01
_11....11_

7.7. Seta=ap_1 and v = vy +vgy1. Let B be as in 7.6 and let e € {—1,1}.
Then:

(1) XX' = guu'g’, (XX~ = (¢") N(u'u)g".

(2) XXt =wuulglgt and (X1XH) 7! = (¢') " gulu.

(3) X = [Zj Okél_’kfrl} with E some (k+ 1) x (k — 1) matriz.
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ata’ R _ R) R} :
@mvx::hm éﬂ (X%ﬂlz[éﬁfﬁﬂthmmRu,

RLQ, R,L?’ Rz,l, R,2,1 some (k — 1) X (k — 1), (k} + 1) X (k: + 1), (k — 1) X
(k+1), (k—1)x(k+1), (k4+1)x (k—=1), (k+1) x (k—1) matrices
respectively. Further, the first k — 2 rows of Ry o are zero.

(5) Let S € {X*, XX"'}. Then for 1 <i <k —2, v;S = w+ v;41, with
w € V. In particular, Vi—1 C (O(vy,.5)).

(6) Let S € {X", X°X"'}. Then vg_1.S = w + vy, with w € V1.

(7(7i) Let S = X, then vg_1S™" = vp_1 + Uk + Vpp1 + Vppo, eSS~ =

Ok + Vg2, and vp41STH = Vg1 + Vkto.

(7ii) Let S = X X!, then vj_1S™' = vpyo, vS™! = vpy1 + Viyo, and
Vp41S ™ = v + Vpyo.

(7iii) Let S = X 1X?' thenvg_ 1S = vp_o+vpyo, RS~ = Vpp1+Vk o,
and v S~ = vg, + Vppa.

(8) (O(v1, XY)) = (Ve_1,v + Vky2, Vks3,--- ,0n). Further if we set W =
<O(U1,Xt)>, then Wt = (v, Vk—1 + k), vX!=v and (Vk—1 + Uk)Xt =
v+ (Vg—1 + vg).

(9) Let S = XX"'. Then:

(91) If k=1 or2 (mod 3), then

<O(U17 S)) = <Vk—17 Uy Vk42, Vk43, - - - 7Un>'
(9ii) If k =0 (mod 3), then

(O(v1,9)) = <Vk—17 Vk42,V + Vg435,V + Vky 3541,
. 1
vk+3j+2,v+vn 1< Vi < gk‘ — 1>

Further, in (9ii), if we set W = (O(v1, S)), then Wt = (v,v'), where
v' = (v1 4 v3) + (va + vg) + (v7 +v9) + - + (vk—2 + V),

vS=vand V'S =v+v.

(10) Let S = X~1X*t. Then
<O(U1, S)) = <Vk—17 U, Vk+2, Vk+3, - - - ,Un>.

Proof. (1) is obvious, recalling (see 7.4.2) that u~! = u. For (2), we have
X1Xt =y tg7tulgt. By 7.4.6, [g71,ul] = 1, and (2) follows. For (3), just
observe that X is given in 7.5.

(4) follows from (3), except that we must show that the first £k — 2 rows
of Ry 2 are zero. This will of course follow from (5). To show (5), let 1 <
i < k — 2. Suppose first that S = X*. Then v;S = v;ulg’ = vig" = v; +viy1.
Next vyuul = v;, so v; X 1 X! = v;g g, Also vig € Vi, so vig(uut) = vig
and v; X X! = v;gg'. We conclude that:

(%) For1<i<k—2 v;XYV"=uvg%"
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Note that af, is unipotent, lower triangular and a}‘/C is upper triangular unipo-
tent with (al);; = 0, for j > i+ 1, and (a});;+1 = 1. This easily implies
(5), for S = XYt

To show (6), note that X is given in 7.5.1, so we have vy_1 X' = vp_1+vp+
-4y Next, vp_1 X X' = vp_1guu’y’ = (vp—2+vp—1)un'g" = (vg—_otvp—_1+
V+1)9" = Vk—2 + U + Vg1 + -+ + vy Also vp1 X TIXT = vpquulg gt =
(k=1 4+ vk41)9 7 g" = (V1 4+ +Vp_1 +Vp41)g" = V1 + Vg + Vg1 + -+ V.

For (7) we compute vg_1 (X)) ™! = vp_1(¢") "1 (uh) ™' = (vp_1 + vp)u! =
Uk—1 + Ok 4 Vk1 + vk vp(XD)TH = wp(g) THU) T = vt = vp o+ e
and vy 1 (X)) = vpp1(g) " Huh) 7! = (kg1 + vepe)ut = Vel + Vgyo. This
shows (7i). For (7ii) and (7iii), we use (7i). We compute (using (7i)) that,
for e € {1,—1}, Uk_l(XeXt)_l = (Vg—1 + Vg + Vg1 +Upp2) X Ife =1, we
get (Vg1 + Uk + Vg1 + Vpr2)t g = (Vpg1 + Vkg2)g Tt = Upgo. e = —1,
we get, (Vk—1 + Vg + Vg1 + Vgt2)gu = (Vg—2 + Uk + Vgt2)U = Vg_9 + Ugyo.

Next, v (XX ™! = (vpt+vpg2) X ¢ Ife = 1, we get, (vp+uvpyo)utg™! =
Vps2g " = Vg1 + Vkpo. If € = =1, we get (vp + vppo)gu = (vp—1 + vp +
Vg1 + Vk42)U = V1 + Upgo.

Finally, ka(XEXt)_l = (Vky1 + Vky2) X7 If e = 1, we get (vgy1 +
Vps2)u g™ = (Vg1 + Uk + kg1 + Vkg2)g Tt = U + Upga. If € = —1, we get
(Vk+1 + Vkt2)gu = Vkyou = v + Ug+o. This completes the proof of (7).

For (8), let W = (O(v1,X"%)). By (5), Vi1 € W. Next, by (7i),
V1 (XY™t = vp_1 + g + Vry1 + Vpi2. Hence

(1) U+ Vg4 € W.

Using (3) and 7.6 and computing modulo Vy_1, (v + vp42)(XH) ™t = v +
Vg+2 + vgr3. Hence

(11) Vk+3 € W.
Now, for k+3 <i <n—1, v;(X") ™! = v; + v;41. Hence, by (ii)
(iii) (Vk+3y -+ yUn) T W,

Let W = (Vk_1,v + U192, Vkt3,- .. ,Up). The reader may easily verify that
(v, v—1 + vk>l = W' and that v X! = v. We compute that (v;_1 +vp) Xt =
(Vp—1 + vp)ulg" = (Vk—1 + Vg + Vkg1 + Vkg2)g" = (Vk—1 + VR)g" + (Vrs1 +
Vpi2)gt = Vp_1 + Vg1 = v+ v_1 + vg. Hence (v,vgp_1 + vg) is S-invariant,
and it follows that W’ is S-invariant. It follows that YW = W’ and (8) is
proved.

For (9), let S = XX and set W = (O(v1, S)). By (5), Vg—1 C W. Next,
by (7ii), vg_15~ = vgyo. Hence

(1/) Vk42 € W.
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Next, we mention that all our calculations are done modulo V;_; and we
use (4) and 7.6.2. We have vj495~! = v + vjy3. Thus

(it') v+ g3 €W.

Now vS8~! = 1,8~ + v, 1S~! = v, by (7ii). Thus

(iii’) vS™ =w.

Next (v + vp43)S™1 = v + Vg2 + Viya, hence, by (i) and (i)
(iv") U+ Ugyqg €W.

By (ii’) and (iv’)

(v') Vg3 + Ugpa € W.

Now if k = 4, then (v+vg 1o +Vpsa)S ™ = V+V+Vp 3+ Vg3 +Vkia = Vkid,
so vg € W. It is easy to check now that by (v'), (iv’) and (ii’), (9i) holds.
So from now until the end of the proof of (9) we assume that k& > 5.

Next (v 4 Vg2 + Viga)S™ = v+ v + vpy3 + Viy3 + Viys = Vgis. Thus
(Vi/) Vi+5 € W.
Suppose k = 5. By the above we get that V, U {v7, v+ vg, vg +vg, v19} C W.
Also, v190S™! = vg + v1p € W and (9i) holds. So from now until the end of

the proof of (9) we assume that k£ > 6.

Now ’Uk+55_1 = Vpya+Upr6 € W, thus v+vgs g +vgra+ 016 = V+vksg €
W, so by (it’)

(Vii/) V43 + Vk+6 S W

Now for i > k + 3, (v; + v;13)S™! = (vi_1 + vis2) + (vis1 + virq), since
Vgt2 + Vkys € W, we conclude from (vii’) that:

(viii') For k+2<i<n-—3,v;+vit3 €W.

Now (vp_3 +v,)S™! = (Vn_a +Vn_1) + (Un_2 + v,), so from (viii’) we get
(ix) Un—2 + vy € W,

Note also that by (') and (viil’),

(x) Vg4 € W, for all 2 < j <k, such that j =2 (mod 3).

Thus, by (%), if £ =2 (mod 3), v, € W and if K =1 (mod 3), v,—2 € W.
Thus, by (ix’), if k =1 or 2 (mod 3), v,—2,v, € W. It follows from (viii’)
that:

(xi) If k=1or2 (mod 3) then there exists v € {0,1} such that
Vgt €W, for all 2 < j <k, such that j =v (mod 3).

Since vgy3 + vgra € W, we get from (iv'), (x), (xi’) and (viii’) that:

(xii) Ifk=1or2 (mod3), WD (Vk_1,Vk + Vkt1, Ukt2, Ukt3,--- Un)-
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Notice that v+ = (Vk_1, Uk +Vk 11, Vkt2, Vkt3, - - - ,Un) is S-invariant, as vS =
v, so (91) holds.
Suppose k=0 (mod 3). We get from (ii’), (iv') and (viil’), that

(xili") v+ vpy; €W, for all 3 < j < ksuchthat j=0or1 (mod 3).
This, together with (x’), shows that

W= <Vk—17 Vg2,V + Vi35,
1
U+ V4341, k43542, 0+ 0p 1 1 < J < gk‘ - 1> cWw.
It easy to check that (v,v')™ = W'. We show that ©/S = v 4 v/; this implies

that (v,v') is S-invariant, and hence W’ is S-invariant, so (9ii) holds. We
compute that

V'S = {(v1 +v3) + (v4 +vg) + (v7 +vg) + -+ + (vVp_o + vg) bguu'g’
= {(v1 +v2) + (va +vs) + (vr +vs) + -+ + (Vk—a + vi_1) + Vg uu'g’
={(v1 +v2)+ (vg +vs) + -+ (Vp_2 + Vk_1) + Vg + Vg1 + Vksa g’
= {(v1 +v2) + (va+vs) + -+ (Vg2 +vp_1) + vk }g"

+ (Up1 + vps2)g’

= {(Ul -+ U3) + (1}4 + 1)6) + (1)7 + vg) + -+ (Uk_5 + vk_g) + Uk_g}
+ V1

=v+.

We now turn to the proof of (10). Set S = X1 X! and W = (O(vy, S)).
By (5), Vi—1 € W. Next, by (7iii), vk_18*1 = VUg—2 + Uk4o. Thus

(i") Vg2 € W.

Next, for k +2 <i <n —1, v;87! = v;;1. Hence, by (i")

(ii”) v, €W, forall k+2<i<n.

Also v, 87! = v+ vpio + - + vy, so by (i)

(iii”") veW.

Again, since v+ = (Vi_1,v, Up42, Vgs3, ... ,vn) and vS = v, (10) holds.

7.8. Let 1 # h € Cp(X). Write H = [hlc and set Z = [X]c. Write
. . 10

= dlag (ZhZQ)f with Z1 = M(n—l,n,)(n—l,n)([X]c)7 and Z2 = |:1 1:| '

Then:

(1) h fizes (wi), (w1, wa), ..., (wi,... , Wp_4).
(2) h fizes (w1, wp—1) and (Wi, we, Wn_1,Wy).
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(3) H has the form

R E
m=F 7
such that:
(3i) In_2 # R is an (n — 2) X (n — 2) matriz commuting with Z, P =
(15 ? , with 6 € {0,1}, E is an (n—2) x 2 matriz whose first n—4
rows are zero, and E,_39 =0. F is a 2 x (n—2) matriz whose last
n — 4 columns are zero and Fy 2 = 0.
(3ii) Hi; =1, forall1 <i<n.
(3iii) We fiz the notation o := Ey_31, = En_21, v := Fa1. We have
a=FE, 90=1"F,=1F;.
(4) There ezists 1 <r <n —3, such that R — I,_o € T,,_o(r). We fiz the
letter r to denote this integer.
()
R—1I,9)*+FEF F
F/ 02’2
such that E'is a (n — 2) x 2 matriz with B}, 5, = a(Rp—2n-3 +9) (6
as in (31) and a as in (3iii)) and E}; = 0 otherwise, ' is a 2 x (n—2)
matriz such that Fy, = a(Rz1 + 0) and Fj; = 0 otherwise. EF is
an (n —2) x (n — 2) matriz such that (EF)p,_31 = o = (EF),_22,
(EF)p—21=a(B+7) and (EF);; =0, otherwise.

(H—In)2: (

Proof. First we mention that we think of A and H as the same linear oper-
ator, but they are distinct as matrices. The same remark holds for X and
[X]c. It is easy to check that ker([X]e —I,,) = (w1, w,_1), ker([X]e —I,)? =
(w1, wa, wy_1,wy). Further, for j > 2, im ([X]¢ — I,)? = (wy, ... , Wn—j—2).
Thus (1) and (2) clearly hold.

Next, by (1), the first n — 4 rows of E are zero and by (2), the last n — 4
columns of F' are zero. Also, since (wi, wy,—1) is h-invariant, F; o = 0. Next

ZH = {Zl 0][3 E] :[le ZlE}

0 Z,| |F P ZoF  ZoP
HZ_RE'Zl()_Rzl EZ,
T |F P 0 Zs| |FZy PZ

so since ZH = HZ, R commutes with Z; and P commutes with Z5. Thus
0

P = [Z p] . Now (vg + vpg1)h = Frivr + p(vg + vgg1). But 1= Q(vy +

vkt1) = Q((vk + viy1)h) = p?, so p = 1. Further, (v + vgy1)h = Foqv1 +

Fy 209 + p1(vg, + vp41) + (g + vk42). Hence Q((vg + vgi2)h) = p® + ve + pu.

It follows that v = Q(vg + vit2) = Q((vg + vei2)h) = pu? + ve + p. Thus

w=0or1land P= [(15 ﬂ,withée{o,l}.
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Next since R commutes with 7y, 1.13 implies that, H;; = R;; = R;; =

Hj;, forall 1 <i,j <n—2. Now
1= f('Ula'Un) = f(le,UnH)
= f(Hi1v1, Hy—op—2vn) = Hi1Hy—o .

Since Hy1 = Hyp_2p,—2, we see that Hy; = 1. Since Hy—1 -1 = P11 =1
and H,, = Pss = 1, we see that H;; = 1, for all 1 < ¢ < n. Now
since R commutes with Z;, 1.13 implies that R — I,,_2 € 7,,_2(r), for some
1<r<n-3.

Let {g Z ] be the last two rows of E. Then the last two rows of Z1F

a+p p .
. Since
at+f ptu B+ p J

Z1E =FEZy, p=0 and o = p. Thus:

are [ @ P ] and the last two rows of EZy are [

The last two rows of E are | 0 .
08 «

Next let [5 2} be the first two columns of F'. Then the first two columns

p+ YR W
Thus p = u. Hence:

of ZoF are { P 2] and the first two columns of F'Z; are [ P O]

The first two columns of F' are [f; 2] .

Next (vg+vg41)H = pv1+vg+ vk and observe that v, H = w+v, + (v +
Vgt2), with w € (vy, ..., Vp_1, Uk + Vg1, Vk12y - - s Un—1) C (v1, vk +vk+1>J‘.
Thus 0 = f(vg +vks1,vn) = f((vk + k1), vnh) = f(pv1+ (vg +0py41), 0+
Un + (v + vky2)) = f(pv1+ (v + Vkt1), vn + (Vg + Vk42)) = p+ . Hence
p = a. This completes the proof of (3) and (4), except that we must show
that R # I,—o. Now if R = I,,_o, then, it follows that 0 = Q(v,—1) =
Q(vp—1H) = Q(vp—1+ a(vk +vk4+1)) = a. Also, since 0 = Q(vy,) = Q(v, H),
B = 0. Now ¢ (of (3i)) must be 0; so since h € L, 7.1 implies that h = I,,,
contradicting h # I,,.
To prove (5) note that

e _[R-I.o E R-I,, E
(H h)_[ F P-L| | F P—1I

B (R—1I,-9)?+EF (R—1I,—9)E+ E(P — I))
T |F(R—Iy—2)+ (P - LL)F FE + (P —Iy)? '
Now, since the last column of (R—I,,_2) is zero, (R—I,_o)E isan (n—2) x 2

matrix, whose (n—2, 1)-entry is aRy,_2 ,,—3, and whose other entries are zero.
Hence it is easy to check that E' = (R — I,,_2)E + E(P — I5), is as claimed.
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Next, since the first row of (R — I,_2) is zero, F(R — I,_2) is a 2 x (n — 2)
matrix whose (2, 1)-entry is aRy; and whose other entries are zero. Hence,
it is easy to check that F/ = F(R—1,—2)+ (P — I2)F is as claimed. Finally,
FE =035 and clearly (P — I2)? = 032 It is easy to check that EF has the
claimed shape and (5) is proved.

Before formulating the next lemma it is important that the reader will
recall that for a linear operator a on our vector space V', a; ; is the (4, j)-entry
of the matrix of a, with respect to the basis B, unless otherwise specified (see
the beginning of Chapter 1).

7.9. Let 1 # h € Cr(X). Set T = h—1,. Write H = [hlc. Let
R,P,E, F.0,a,8,7 be as in 7.8.3 and r as in 7.8.4. Then:

(1) Suppose k —1 <r <n—3. Then, there exists i € {1,2} such that for
T :=T¢, we have:
(la) Vy—1 C ker(T).
(1b) There exists 1 < f < n, such that Tsp=0, foralll <s<n-—1,
and T), y # 0.
Further, one of the following holds.
(Ie) a#0#0,i=2, f=k+1 and imT = (v1, avg + vk + Vk41)-
(1d) a#0=9,i=2, f =2 and imT = (v, v2).
(le) a=0=90,i=1, f=n—r—2 and

imT = (vi,v2,... ,Vn—r—2,Vk + Vgt1).
(Iff) a=0=46,i=1, f=n—r—2 and
im (T) = <U1,U2’ vy Un—r—3,Un—r—2 + N(vk + Uk+l)>a we F*.

(Ig) a=0=46,i=1, f=n—r—2and imT =V, _,_o.
(lh) a=0=4,r=n—-3,i=1, f=k+1 and imT = (v1, v + Vg41)-
(2) Suppose r =k —2 a # 0= 0. Then either T? € T,,(n — s), for some
s € {1,2}, or the following holds:
(2a) TQ = O, Hk—l,l =x = Hn—2,k—17 Vk—l - ker']T, and
(2b) For all S € {X!, X X!, X~1X'}, ker(ST)Nker T = Vj_o.
(3) Suppose 1 < r < k—1, but exclude the case of (2). Then one of the
following holds:
(3a) r=1, and T" 3 € T, (n — 1).
(3b) r>1, a#0#0d, and ker T = {v1,... ,vr, pvrs1 + p(vk + Vit1)},
with p, u € F*.
Bc) r=k—-2, a#0#906, He_11 = «a, and kerT = Vj,_y. Further,
Ter—1=0, foralll1 <s<n-—1, and Ty, ,—1 # 0.
(Bd) r=k—2,a#0+#6, He_11 =, and imT? = (vy, v + Vg41)-
(3e) There exists i > 1 and 1 < m < k — 2, such that imT* = (v, ..
Vm), Vi1 C ker T® and T* € T,,(n — m).

R
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(3f) There existsi > 1, such that im '11” = (U1, , V-2, Vp—1+ U+ V1)
and Vi1 C ker T*. Further, (T*)sx—1 =0, for all1 < s <n-—1,
and (T*)p p—1 # 0.

Proof. Assume the hypothesis of (1). Note that since r > k — 1, Ry =
Ry—2,-3 = 0. Notice also that (R — I,,_2)? = 0,,_2.,—2. Suppose a # 0 # 6,
then it is easy to verify, using 7.8.5, that (1c) holds. Similarly if « # 0 =4,
then by 7.8.5, E' = 0,22 (E’ as in 7.8.5) and it is easy to verify using 7.8.5
that (1d) holds (both in the case when v = 0 and in the case v # 0). Hence
we may assume that a = 0.

We claim that:

(i) If r=n—3then §d =0.

For suppose r = n — 3. Then v, H = R;,_21v1 + vy, + B(vg + vg41). Hence
0= Q(vn) = QupH) = Rp_o1 + B2 Since by 7.8.3i, R # I,,_2, we get
that 0 # Rp_21 = 2. Also, 0 = f(vn, vk + vks2) = f(vnH, (Vg + vg2)H) =
J(Rn—21v1 400 +B(vk+vk11), Y01 +6(0k+vp 1)+ (v +vk12)) = v+06. Hence
v = f. Now if § = 1, then we get that im (H — I,,) = pvy + (v +vg+1). But
then dim Cy (h) = n—1 is odd, this contradicts 7.1, since h € L. So (i) holds.
Further, if r = n — 3, then, v, T = B%v1 + B(vk, + vry1), VT = v 1T = Boy
and ker T = (V1,0 + Vg41,Vk42,- - ,Un—1). Hence (1h) holds. So from
now on we also assume that £k — 1 <r <n — 3.
Note that since a = 0, v + vg41 € ker(H — I,). Hence

(i) v T = v T

also, vy = vgy2 + (v + Vga2), so vp(H — 1) = vpo(H — 1) + (v +
Vgt2)(H — Ip)) = Hygv1 +yv1 + 0(vk + vg41). It follows from (ii) that since
k—1<r<n-—3,

(111) Tk,n—r—? = Tk+1,n—r—2 =0.

Since vg_1 + vk + Vgt1, Vg + vgy1 € Ker (H — 1), vp—1 € KerT, so
since Vi_o C KerT, we get that Vy_; C kerT, so (la) holds. Also, since
R—1,9 € T, o(r), and a« = 0, v;(H — I,) = vi(h —I,) € Vy_p_3, for
k+2<i<n-—1 Thus (h—1I,)in—r—2 =0, for k+2 <i<n—1. Finally,
since R — I, 2 € %—2(7")7 Hn—2,n—r—2 # 0, so (h - In)n,n—r—2 # 0. We
showed that:

(iv) fa=0,then Ty, ,_92=0,foralll <s<n-—1,and Ty ,,—r_2 #0.

So (1b) holds for f=n—r —2.

Suppose ¢ # 0. We leave it for the reader to verify that im T = (vq,va, ... ,
Un—r—2,Vk + V+1). Hence (1e) holds.

Suppose next that 6 = 0 = §, then either r > k — 1, in which case
imT = V,,_,_2 and (1g) holds, or » = k — 1, in which case (1f) holds, with
w=1.
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Finally suppose 6 = 0 # 3. If r > k — 1, then (1f) holds, with u =
B/Hyp—2pn—r—2, and if r = k—1, then either (1g) holds (in case Hy,—2 -1 = [3),
or (1f) holds (otherwise). This completes the proof of (1).

Assume the hypothesis of (2). Suppose first that (H — I,,)? # 0. Notice
that since § = 0, 7.8.5 implies that
R—1,)2+ EF 0n_22

02,n—2 022 |-
Also, since r = k — 2, (R — I,)? € T,_2(n — 4). Notice further, that by
1.13.3, Ryyii = Ryyss, for all 1 < 4,8 < n—1r —2. Thus the (n — 3,1)-
entry and the (n — 2,2)-entry of (R — I,)* are both equal to R7, . Since
(EF)p—31 = (EF)p_22 = a2, it is clear that (h—I,,)? € 7,(n — s), for some
s € {1,2}.

Suppose next that (H — I,,)?> = 0. Then, the above considerations imply
that R,1;; = «, for all 1 <4 < n —r —2. Note that Vy_o C kerT. Also
Uk—l(H*In) = (Uk—l +vk+vk+1)(H—In)+(vk+vk+1)(H—In) = avit+avy =
0. So v—1 € ker T. Thus (2a) is proved.

Next note that dim(im (H —1I,,)) = dim(ker(H —1,,)), so since (H —I,,)? =
0,im (H — I,,) = ker(H — I,). Also v,(H —I,,) = v+ Ry,_g k—1(vk—1 + vk +
V1) + QU+ B(vp +vkr1) + vk +vgto) = 0" +avg + (Rn_Q’k_l +3) (v +
Vg+1), with v' € Vi_o and v” € Vy,_;. Hence

(v) vn(H — In) = avg + (Rp—2—1 + B) (Vg + vgy1)(mod Vi_1).
Since Vy_1 C ker(H — I,,), we get from (v) that

(H—1,)* = (

(vi) pug + pvgyq € ker(H — I,), for some p,p € F, with u # p.
Thus
(vii) ker T = (Vi_1, pvk + pvg41) p,p as in (vi).

For (2b), we’ll show that if p, i are as in (vi) and S € {X?, X X X1 X},
(vg_1S7L, (pvg + pvgs1)S~ ) Nker T = (0). This easily implies ker TNker ST
has dimension < k—2. Since, by (vii) and 7.7.5, Viy_o C ker TNker ST, (2b)
follows. Let v € (vg_1S~, (pvg + porg1)S™1).

Suppose S = X!. By 7.7.7i, v = O1v5_1S71 + Os(pvp + pvpy1)S! =
01 (V-1 + vk + Vg1 + Vig2) + O2(p(vr + Vit2) + (V1 + Vky2)) = Grog—1 +
(014 O2p)vi + (01 + O2p1) Vg1 + (01 4+ O2(p+ 1) )ug42. So if v € ker T, then, by
(vii), 01 +02(p+p) = 0. Thus, 01 +02p = Oap and 01 + O = Gp. Tt follows
that Ospvg+602pvr 41 € ker T. Hence, we may assume that Oapvg +6apvg1 =
pUE + pvks1. Hence Oap + p = 03p + p = 0. This is possible only if p = p, a
contradiction.

Suppose S = X X*. Then, by 7.7.7ii, v = 61vp_1S~  + 02 (pv + pvg,1)S ™!
= O1v2 + O2{p(Viy1 + Vit2) + (Vg + Vkg2)} = Gopvr + O2pvir + (61 +
O2(p + 1))vgro. So if v € ker(h — I,,), then, by (vii), 61 + 02(p + p) = 0 and
Oapvi, + O2pvp41 € ker T, which we have seen to be impossible.



196 YOAV SEGEV AND GARY M. SEITZ

Suppose S = X~!X!. Then, by 7.7.7iii, v = O1vp_1S~! + Os(pvp +
/wkH)S*l = 01(vg—2 + Vgi2) + 92(,0(7%4-1 + Vpao) + p(vg + ’Uk+2)) and as in
the case S = X X!, we get a contradiction. This completes the proof of (2).

Assume the hypothesis of (3).

Casel. r=1.

, Wlth t/ S Tf (3) and from ‘hat (33)
0 0 , ) n—2

!
012?2} with t € 7,_2(2). Then, it is easy to

verify that (H — I,,)% = [

follows easily.
So from now on we assume that r > 1.

Case 2. a#0#96.

Ifr #k—2,orr =k—2and Hy_11 # «, then it is easily checked that (3b)
holds. So suppose that r =k — 2, and Hi_;; = a. Then v 1T = (vp—1 +
Vg +0k+1) T+ (vp+vg+1)T = avi+av; = 0. So clearly ker T = Vj,_1. Also, for
kE+2 < s<n—2,v,T € Vy_g. Further, (vp+vk42)T = yv1 +ave+ (v +vg+1)
and vg42T = Ry 1v1+ R 2v2. Since v T = vp42T+ (v +vg42) T, we conclude
that Ty ,—1 = 0. Also since (vy + vp41)T = avy, we see that Ty -1 = 0.
Hence, we see that Tsp—1 = 0, for all 1 < s < n —1. Now v, T = v+
Ry_9 k1 (Vp—1+ vk +Vpp1) + Ry—2 p Vg2 + B0k +Vpg1) + (g + vg1), With
v € Vy_9. Hence, if R,,_o9%—1 # 0, then T, ;1 # 0, and case (3c) holds.
Finally, suppose R,,_2 ;-1 = 0. Then v,h = v, H = 0" + vy + fwy—1 + qwn,
with v € (Vi_2,vk49) and wyh = yv1 + avy + wy—1 + wy,. Hence 0 =
fon,wyn) = f(vph,w,h) = v+ B+ a. Hence f+ v = a. Also, vgi2h =
Ry 1v1 + Rpav2 + vgy2. Hence, 0 = f(vkio,vn) = f(vky2h,vnh) = Ry 1.
So Ri1 = 0. Since f+v = a, 7.8.5 yields (EF),_21 = a?. Then, since
Riy = Ryp—ok-1 =0and Ry_11 = Ry_2 = a (see 1.13.3), we get, using
7.8.5, that (R — I,_2)? + EF € T,_s(n — 3). Now using 7.8.5, it is easy to
check that (3d) holds.

Case3. a#0=dandr #k—2;or a=0.

Using 7.8.5 we get that
R—1I1,)*+EF 0,29

02,n—2 022 |~

Now if & = 0, EF = 0, while if a # 0 =6, and 7 # k — 2, then (R — I,)?> +
EF € T, 5(r"), for some 1 <1’ < n — 2. Thus in either case
[t 0p—2.2]
[02n—2  O22 |

(H—In)2: (

(H - In)2 =

with t € T,_o(r"), for some 1 <1’ < n — 2. It follows that for some i,

t 0p—22]
[02n—2  O22 |

(H - In)i =
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with ¢’ € T,,_o(r"), for some k—1 < 7" < n—2. If v > k—1, we get case (3e).
So suppose 1" = k — 1. Clearly, imT? = (vy, ... ,Vk_2,V%_1 + Vg + V1) and
Vi—1 C ker T%. So, to establish (3f), it remains to show that (T%); x—1 = 0, for
alll <s<n-1, and (’]I‘i)mk_l #0. Nowfor k+2 < s<n—1,vs(H—1I,) €
Vi—9, 80 (T%); -1 = 0. Further since (vy + vg11)T" = (vg + vet2) T = 0,
VT = v 1 T = vg42T? € (v1). Hence (’]I‘i)hk,l = (Ti)k+17k,1 = 0. Finally,
since t' € Tp—o(k — 1), (T%), k-1 # 0. Thus, (3f) holds.

7.10. Lete € {—1,1} and let S € {X', X°X"'}. Let R € CL(S) and suppose
v1 s a characteristic vector of R. Then R = 1.

Proof. Set W = (O(v1,5)). Using, 7.7.8, 7.7.9 and 7.7.10, it is clear that W
is nonsingular (in all cases) and hence R centralizes W. Set v = vy + vj11.

Suppose first that S = X*. Then, by 7.7.8, Wt = (v,v'), with v/ =
Vp—1 + vk, vS = v and v'S = v + v'. Clearly W is R-invariant and since
R e CL(S), vR = av and V'R = v + av’. Since Q(v) =1, a = 1. Hence R
centralizes (W, v) of dimension n — 1. Thus, by 7.1 (and since det(R) = 1),
R=1.

Suppose next that S = X X* and that k = 0 (mod 3). Then using 7.7.9
and arguing exactly as in previous paragraph we get R = 1.

Finally suppose S = X X! and k # 0 (mod 3), or S = X1 X*. By 7.7.9
and 7.7.10, dim(W) =n —1,so by 7.1, R = 1.

7.11. Let € € {1,—1} and let S € {X!, X°X'}. Suppose R € AS*(X) N
ASLY(S). Then vy is a characteristic vector of R.

Proof. Let h € ASY(X) N AS!(R). We'll show that there exists i > 1, such
that if we set T = (h — I,,)*, then there are integers j,m, £ > 0 such that all
the hypotheses of 1.15 are satisfied for S, T and R. The lemma will follow
from 1.15. We’ll use 7.9, so we adopt the notation of 7.9. For a subspace
WCV, let G(W) = (w €W : Q(w) = 0) (the singular vectors of W).

Casel. k—1<r<n-3.

In each case (1c)-(1h) of 7.9.1 we pick 7 as defined in these cases. We
take j = k — 2, in all cases. Notice that by 7.7.5, hypothesis (a) of 1.15 is
satisflied. We let m = dim{S(im7)} and ¢ = 1. Using 7.7.6 and (1b) of
7.9.1, we get hypothesis (c) of 1.15. The remaining hypotheses of 1.15 are
readily verified using 7.9.1.

Case2. r=k—2and a#0=29.

In this case, if (h — I,)? € T, (n — s), for some s € {1,2}, we take i = 2,
m=3s,j=k—2and {=1. Otherwise we take i =1, j = k — 2 =m and
¢ =1. Using 7.9.2, we see that the hypotheses of 1.15 are satisfied.

Case 3. 1 <r < k—1, but Case 2 does not occur.

If case 7.9.3a holds, take i = n — 3 and m = 1, to get the lemma trivially.
If case 7.9.3b holds, take i = 1, j = m = dim(S(kerT)) and ¢ = 0. If
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case 7.9.3c holds, take it = 1, j = k—2, m = k—1 and ¢ = 1. Notice
again that by 7.7.6, hypothesis (¢) of 1.15 holds. If case 7.9.3d holds, then
S(im (h—1,,)?) = (v1) and trivially, (v1) is R-invariant. If case 7.9.3e holds,
take i asin 7.9.3e, j = k — 2, m as in 7.9.3e and ¢ = 1. If case 7.9.3f holds,
take i as in 7.9.3f, j =k —2, m = dim{S(im (7)} = k — 2, and £ = 1. Using
7.7.6, the hypotheses of 1.15 are readily verified in cases 7.9.3e and 7.9.3f
and the proof of 7.11 is complete.

7.12. Let A = A(L), e € {1,—1} and let S € {X*, X°X'}. Then dx(X,5)
> 4.

Proof. Suppose d(X,S) <3 and let R € AS?(X)NASL(S). By 7.11, vy is
a characteristic vector of R and by 7.10, R = 1, a contradiction.

Theorem 7.13. A(L) is balanced.

Proof. Let A = A(L). Note that 7.12 implies that Ba(X, X*) and by 1.9,
Ba(Xt, X), so A is balanced.

Chapter 2. The Exceptional Groups of Lie type.

In Section 8 we prove that for all exceptional groups of Lie type L ex-
cluding E;(q), the commuting graph A(L) is disconnected (Theorem 8.8).
In Section 9 we prove that if L = E7(q), then A(L) is balanced (see 1.3.2).

8. The Exceptional Groups excluding F;(q).

In this section L is a finite exceptional group of Lie type, excluding F7(q).
We take L = G, where G is a simply connected simple algebraic group
and o is a Frobenius morphism. Hence L is one of the following groups:
232(22m+1)’ G2(q), 2G2(32m+1)7 3D4(q)7 Fu(q), 2F4(22m+1)a Es(q), QEG(Q)v
Es(q). We exclude certain small cases where L is either solvable or L' is of
classical type. So we exclude 2B3(2), G2(2),2G2(3). The remaining groups
are all quasisimple, with the exception of 2F}(2), which has derived group of
index 2. Welet L* = L/Z(L). Of course Z(L) = 1, except when L = FEg(q),
in which case |Z(L)| = (3,q — 1), and when L = 2FEg(g), in which case
Z(L)] = (3,q + 1).

8.1. Assume G is a simply connected simple algebraic group and o is a
Frobenius morphism with quasisimple fived point group G,. Let T be a o
invariant maximal torus. Suppose s € T, is an element such that s ¢ Sy, for
any o-invariant mazimal torus S, such that |Ss| # |T,|. Then Cq,(s) = Tp.
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Proof. Tt will suffice to show that C(s) = T. As G is simply connected,
Ca(s) = Cg(s)? ([1, II, 3.9]) and this is a reductive group. Write Cg(s) =
DZ, where Z = Z(Cg(s))? and D = Cg(s)’. Thus D is a semisimple group.
Note that T < C¢(s) and that s is contained in all maximal tori of Cg(s)
(as maximal tori are self centralizing).

If D =1, then Cg(s) =T, as required. Suppose this is not the case and
let {D1,...,D,} be an orbit of (o) on simple components of D. Then o"
induces a Frobenius morphism on each D;. By [1, I, 2.9], this Frobenius
morphism normalizes a maximal torus contained in an invariant Borel of
D,. Taking images under powers of ¢ we get a maximal torus of each D;
with the same properties.

For the moment exclude the case where p = 2 and D; = By, C5. Then o”
acts on the various root systems, stabilizing the positive roots, and fixing
the root of highest height and its negative. Hence for each ¢, ¢” normalizes
J;, the fundamental SLs generated by the corresponding root subgroups.
Also o normalizes Jj - - - J,. The centralizer in Cg(s) of this group is also
o-stable and so contains a o-stable maximal torus, say F.

There are two classes of o-invariant maximal tori in J;---J,.. These
correspond to maximal tori in the fixed point group (of type Ai(¢") of order
q¢" + 1 and ¢" — 1). Hence there are two classes of o-invariant maximal tori
of (Jy ---J,)E whose fixed points in Jj - - - J, have order ¢"+1 and ¢" — 1. A
representative of one of these tori, say T has fixed points of order different
than that of T, however, by earlier remarks, s € T,, contradicting the
hypothesis.

Finally consider the case p = 2, and D; = By, Cy. This is only possible
when G = Fy. There cannot be more than one such simple component in D,
since the product of two has trivial centralizer, so cannot lie in Cg(s). Thus
D is o-invariant and we can use the same argument unless (D7), = Sz(q).
Here too there are at least two classes of maximal tori, so we can proceed
as above.

Corollary 8.2. Let G be a simple connected simple algebraic group and let
o be a Frobenius morphism of G such that G, = L. Let T be a o-invariant
torus and assume:

(a) If S < G is a o-invariant maximal torus such that |Sy| # |T,|, then
(1751, |Sq]) = |1Z(L)].
(b) (175 = Z2(L)], |Z(L)]) = 1.

Let T} be the image of Ty in L*. Then T} —{1} is a component of A(L*).
Proof. We’ll show that Cr-(s) = T, for every 1 # s* € T). Let s €

T, — Z(L). We claim that s ¢ S,, for every o-invariant maximal torus S
of G, such that |S,| # |T,|. Indeed, since s € T, — Z(L), (b) implies that
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Is| 1+ |Z(L)|, where |s| is the order of s. However, if s € S,, for some o-
invariant maximal torus S of G, then |s| divides (|T5|, |S,|). Hence, by (a),
|So| = |T5|-

By 8.1, Cr(s) = T,. Hence, from (b) we get that Cp-(s*) = T.

[

Notation and definitions. We denote by ®,(x), the n-th cyclotomic
polynomial (of degree ¢(n)). Given a prime p and an integer b, the p-share
of b is the largest power of p dividing b.

8.3. Let n,a > 2 and let p be a prime. When (a,p) = 1, denote by dpy(a)
the order of a mod p. Then:

(1) p| ®n(a) iff (a,p) =1, and n = p°dy(a), for some e > 0.
(2) Ifn>3, andp | ®,(a), then either n = d,(a), or the p-share of ®,,(a)
15 P.

Proof. This is well-known, see, e.g., [9, p. 27].

Corollary 8.4. Let r be a prime, q a positive power of r and 2 < m < n.
Then:

(1) If mtn orif I is not a prime power, then (®,(q), Pm(q)) = 1.
(2) I 2 = pf, with r # p o prime and > 1, then (®u(0), (@) = 1,
with t > 0.

Proof. Let p be a prime such that p | (®,(q), Pm(q)). By 8.3.1, p # r,
m = p“dy(q) and n = p®d,(q). Thus m | n and > = p®>~“. This shows
(1). It also shows (2), since, we just saw that there can be at most one prime
dividing (®5(q), ®m(q))-

In the following lemma we list the cyclotomic polynomials of degree < 8.
These are the relevant cyclotomic polynomials in calculating the order of
maximal tori in exceptional groups of Lie type.

8.5. The cyclotomic polynomials of degree < 8 are given in the following
table.
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The degree The cyclotomic polynomials

1 Oy(z)=ax—1, Po(x)=x+1.

2 O3(x), P4(z)=22+1, ®¢(x)=2%—-x+1.

4 Os5(z), Pg(z)=2*+1, Pp(z)=2*—23+22 -2 +1,
Op(r) =2t — 22 +1

6 Or(x), Pg(z) =25 +23+1,
Ouy(z)=a8 -2+t — 23+ 2% —x + 1,
Pig(r) =28 — 23 +1

8 Qis(r)=a8 2T +2° — 2t + 22—+ 1, Pg(x) =2%+1,
Pog(x) =2 —ab + 2t — 22 +1, Pyy(z) =2 — 2t + 1,
Gag=a8+a" —d -zt -3+ +1.

Proof. The degree of ®,,(z) is ¢(n) =15, p/" *(pi—1), where n =[F_, p™
and it is easy to calculate the table.

Corollary 8.6. Let q be a positive power of a prime r. Then:
(1) (®12(q), f(q)) = 1, for any cyclotomic polynomial f(x) of degree < 4
distinct from ®qo(x).
(2) Let f(z) be a cyclotomic polynomial of degree < 6, distinct from ®g(z).
Then:
() If £(2) ¢ {®1(2), @a(2)}, then (Bo(q), f(a)) = 1.
(ii) The 3-share of ®9(q) is (3, — 1).
(iii) If f(x) € {@1(x), P3(x)}, then (Po(q), f(q)) = (3,4 — 1).
(3) Let f(x) be a cyclotomic polynomial of degree <6, distinct from ®1g(x).
Then:
(i) If f(z) & {®a(z), P6(x)}, then (P1s(q), f(q)) = 1.
(ii) The 3-share of ®15(q) is (3,q+ 1).
(i) If f(z) € {®2(), Ps(x)}, then (P1s(q), f(q)) = (3, +1).
(4) (®30(q), f(q)) =1, for any cyclotomic polynomial f(x), of degree < 8,
distinct from ®so(x).
(5) Let f(x) be a cyclotomic polynomial of degree <6, distinct from ®14(x).
Then:
(i) If f(z) # ®2(x), then (P14(q), f(q)) = 1.
(i) (®14(q), P2(q)) = (¢ +1,7).
(6) Let f(x) be a cyclotomic polynomial of degree < 6, distinct from ®7(x).
Then:
() If f(x) £ 2 — 1, then (®1(q), f()) = 1.
(i) (®7(q),q—1) =(¢—1,7).
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Proof. (1): We have ®15(z) = * — 2241, hence clearly (®12(q), ®1(q)) = 1.
Let ®12(z) # f(z) be a cyclotomic polynomial of degree < 4. Note that
®15(q) is odd and ®12(¢) = 1 (mod 3). Now, by 8.5, f(x) = ®,,(z), with
m < 12, so (1) follows from 8.4.

(2): Next ®g(z) = ¢% +¢> + 1. Let ®g(x) # f(x) be a cyclotomic polyno-
mial of degree < 6. Since ®g(q) is odd, 8.4 implies that (Pg(q), P1s(q)) = 1.
Now, by 8.5 and 8.4, (®g(q), f(q)) = 1, except when ¢ = 1 (mod 3) and
f(xz) = ®1(z) or ®3(x), in which case (Pg(q), f(q)) = 3, for some t > 1.
Suppose ¢ =1 (mod 3), then d3(q) = 1, so by 8.3.2, the 3-share of ®g(q) is
3 and (2) follows.

(3): Next, ®15(x) = 2% —23+1. We already observed that (®15(q), ®9(q))
= 1. Let ®15(z) # f(z) be a cyclotomic polynomial of degree < 6. No-
tice that (®15(q), P1(g)) = 1. Since P;3(q) is odd, 8.5 and 8.4 imply that,
(P18(q), f(q)) = 1, except when f(z) = ®2(x) or Pg(z) and ¢ = —1 (mod 3),
in which case (®15(q), f(q)) = 3%, for some ¢ > 1. But by 8.3.2, if ¢ = —1
(mod 3), the 3-share of ®15(¢) is 3 and (3) holds.

(4): Let ®30(z) # f(x) be a cyclotomic polynomial of degree < 8 and
suppose (®30(q), f(q)) # 1. Now ®39(z) = 28 + 27 — 2% — 2t — 23 + 2 + 1,
so ®30(q) is odd. Notice that (®30(q), P1(¢)) = 1. By 8.5 and 8.4, f(x) =
®,,(x) for some 1 < m < 30. By 8.4, if p is a prime dividing (®30(q), f(q)),
then p = 3 or 5. Now by 8.3.1, ®30(¢) Z 0 (mod 3) and P3p(q) # 0 (mod 5)
so (4) follows.

(5): Let ®14(z) # f(x) be a cyclotomic polynomial of degree < 6 and
suppose (®14(q), f(q)) # 1. Now ®yy(x) = 2% — 2% + 2% — 23 + 22 — oz +
1, so ®14(q) is odd. Using 8.5 and 8.4, we see that f(z) = Py(z) and
(®14(q), P2(q)) = 7, for some t > 1. Hence ¢ = —1 (mod 7) and by 8.3.2,
t=1.

(6): Let ®7(z) # f(z) be a cyclotomic polynomial of degree < 6 and
suppose (®7(q), f(q)) # 1. Now ®7(z) =2 +2® + 2t + 23 + 22 + 2 + 1, so
®7(q) is odd. Using 8.5 and 8.4, we see that f(x) = x — 1. Now ®r(z) =
(x° + 22 + 323 + 422 + 52+ 6)(z — 1) + 7. Hence (®7(q),q—1) = (¢ —1,7).

8.7. There exists a mazximal torus T, < L satisfying the hypotheses of 8.2.

Proof. We begin with the Suzuki and Ree groups ?Ba(q), 2Ga(q), 2Fi(q),
where p = 2,3, 2 respectively. Here ¢ = p?*™*! and we set qg = V/q- Suppose
first that L ~ 2By(q). As is well-known, (see, e.g., [1, p. 191]) there are 3
classes of maximal tori in L of orders (¢—1), (¢—+/2q+1) and (¢++/2q+1).
So taking, e.g., |T,| = ¢ — 1, we are done.

Suppose next that L = 2G5(q). Then, there are 4 classes of maximal
tori in L (see, e.g., [1, p. 213]) of orders (¢ — 1), (¢+ 1), ¢ — /3¢ + 1 and
g+ /3q + 1 and taking, e.g., |T,,| = ¢ + /3¢ + 1, we are done.

Suppose that L = 2Fy(q). By [17], the order of a maximal torus of L either
divides [®1(q)]2[®2(q)]>®4(q)Ps(q), or is of order g3 +ev/2¢3 + g2 +ev2q0 +1,
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¢ € {1,—1} and hence divides ®12(q). Let |T,| = g4 +v2q¢3 + @2 +v2q0 + 1
and let S, < L be a maximal torus with |S,| # |T,|. Since |T| divides
®15(q), we deduce from 8.6.1, that (|7,|,|Ss|) = 1, except perhaps when
|So| = q& — V268 + ¢ — V/2q0 + 1. But it is easy to check that (gf + /243 +
@ +V2q0+ 1,95 — V24 + 43 — V2 +1) = 1.

Suppose L is one of the remaining types. Let S, < L be a maximal torus.
As is well-known, if n is the rank of L, then

(*) S| = 9(q)

where g(z) is a polynomial of degree n, a product of cyclotomic polynomials.
If L = Ga(q), with ¢ # —1 (mod 3) we let |T,| = ®¢(q), while if ¢ = —1
(mod 3), we let |T,| = ®3(q). If L = 3Dy(q), we let |T,| = ®12(q). If
L = Fy(q), we let |T,| = ®12(q). If L = Eg(q) we let |T,| = Pg(q). If
L = 2Fg(q), we let |T,| = ®13(q). Finally, if L = Eg(q), we let |T,| = ®30(q).
In all cases T, exists (see, e.g., [1, pp. 304-305] and [5]). By 8.6 and (x),
T, satisfies the hypotheses of 8.2.

Theorem 8.8. Let L* be an exceptional finite simple group of Lie type.
Suppose L* is not of type E7. Then A(L*) is disconnected.

Proof. This is immediate from 8.2 and 8.7.

9. The group E7(q).

In this section ¢ is a prime power and L is a simple group with L 2 F7(q).
We let § = ged (¢ — 1,2). Recall that

L] = %q63(q18 — (g™ = 1)(¢"” = 1)(¢" =1 (¢®* - 1)(¢° = 1)(¢* - 1).

Thus if L is the universal group of type E; defined over the field of ¢ el-
ements, then |Z(L)| = ¢ and L/Z(L) = L. We let A = A(L) be the
commuting graph of L. Our notation for graphs and the commuting graph
are as introduced in Section 1 (see 1.3), in particular, for a € A, Af(a) =
{x € A:d(a,z) =i} (d is the distance function) and A(a) = Al(a).

The purpose of this section is to prove that A is balanced (Theorem 9.14),
we do this by showing that, in the notation of 9.2 (below), there exists a € A
such that Z(a) # 0. Then, by definition, for each b € Z(a), Ba(a,b) and
Ba(b,a), so A is balanced.

Notation. We denote SLS,(q) = SLy(q), SUn(q), according to whether € =
1, —1. Similarly for GL;, and PSLs,.

In what follows we take € = 1, unless 4 | ¢ — 1, in which case we take
e =—1. Of course 41 g —e.

9.1. (1) L contains a subgroup K = PSL§(q).
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(2) K contains a subgroup H = GL%(q)/Z2,q—c), which contains a cyclic
mazimal torus of order (¢ —€)/(2,q — €).

(3) Z(H) = Z(g—e)/(2,g—¢), @ group of odd order.

(4) Let 1 #a € Z(H). Then Cr(a) = H.

Proof. View L = (L)', where L is an adjoint group of type F7 and o is
a Frobenius morphism. Then L has index § in L,. There is a o-invariant
maximal rank subgroup A7 < L with center of order §. Then Ng. (A7) =
A7.2, the extra involution being the long word in a suitable Weyl group and
inducing a graph automorphism on Az. It follows from [1, I, 2.8], that there
are two classes of o-invariant conjugates of A7. For elements in one class o
induces a field morphism and on the other a graph-field morphism. Let E
be an element of one of these classes, determined by €. Then E, < L.

Let E=S Lg, the simply connected group of type A;. There is a surjective
homomorphism 6 : E — E, with kernel of order 4 or 1, according to whether
¢ is odd or even. Moreover, there is a Frobenius morphism of E, which we
also call o, which commutes with 6.

Now K = (E), = SL§(q) and this group contains H =2 GLS(g), which
arises by taking fixed points of a o-invariant subgroup of E of type AgT}.

Set K = O(K), so that K = SL§(q)/Z4,q—e)- Our choice of e forces
K = PSL§(q) giving (1). B

Let D = 0(Ag¢T1) < E. Then D, and (AgT}), have the same order (see
the proof of (2.12) in [15]), so D, > 6(GLS(q)) as a subgroup of index
(4,q —€). Also D, covers L, /L.

Our choice of € implies that GLS(q) = J x S, where J = 0% (GL5(q)) and
S = Z(2,4—c)- Then 0 restricts to an isomorphism on J and setting H = 6(.J)
we obtain (2). We note that H has index (2,q — ¢€) in D, and if the index
is 2, then there is an involution in D, which is in L, — L ((2.12) in [15]).
Also H contains a cyclic maximal torus of order (¢" —¢€)/(2,¢q —¢). Thus (2)
holds. (3) follows from (2) and our choice of e.

Fix 1 # a € Z(H). Then Ci(a)o > D, a maximal rank group of type
AgTy. If the containment is strict, then C E(a)o would have to be a semisim-
ple group of rank 7. But a consideration of root systems shows that the only
such subgroups of Fr containing Ag are of type A7 and such a group has
centralizer of order at most 2. Thus equality holds and taking fixed points

we have CE (a) = D,. Intersecting with L yields (4).
9.2. Notation and definitions.

(1) 7 denotes the set of maximal tori in L of order (¢" —€)/(2,q — €) as
in 9.1.2. Of course 7 is a conjugacy class of tori in L.

(2) Given T € 7, we denote by Ry < T, the unique subtorus of order
(g—€¢)/(2,g—¢€). Welet Ap =T — Ry. We set A = UperAr and we
let A = |A].
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(3) Given T € T, we let Hr = CL(Ryr).
Let a € A.
(4) We let ©(a) = A=3(a). We denote 6 = |O(a)|. We'll see in 9.3 below
that @ is independent of a.
(5) We let T'(a) = {b € A : d(a,ab) > 3 < d(a,a"1b)}.
(6) We denote I'"(a) = {be A:a cT'(b)}.
(7) We denote E(a) = I'(a) NT*(a) N A>3(a).

9.3. Leta € A. Then:

(1) There exists a unique T € T such that a € T. Further, Cr(a) =T.
Let T € T be the unique torus containing {a}. Then:

(2) A(a) =T —{1,a}.

(3) A%(a) = Hr —T.

(4) |AF(a)| = |A*(b)], for all b€ A and all k.

Proof. Let a € A. To show (1), suppose first that the order of a, |a| is not a
power of 7. We claim that a satisfies the hypotheses for s in 8.1. Recall that
if S, < L is a maximal torus, then |S,| = g(¢), where g(z) is a polynomial
of degree 7, a product of cyclotomic polynomials, hence the hypotheses of
8.1 follow from 8.6.5 if e = —1 and from 8.6.6, if ¢ = 1. So suppose |a| is a
power of 7. Let T € T such that a € T. Since T is cyclic, 1 # a* € Ry,
for some k > 2. Then Cf(a) < Cr(a*) = Cr(R7), by 9.1.4. Hence, (1)
follows from inspecting Cp(a), where H = Hp. This shows (1). Now, (2)
is immediate from (1), and (3) is immediate from (2) and 9.1.4. Also (3)
says that A%(z) = A2(y), for x,y € A, so since T is a conjugacy class of
subgroups, (4) follows.

9.4. Let a € A and set © = O(a). Then:

(1) T(a) = A — (a7 (aA N O)) U (ala AN O))).

(2) [T(a)| > X — 26.
Proof. Note that {b € A : d(a,ab) < 3} = a (aA N O(a)) and {b € A :
d(a,a=1b) < 3} = a(a AN O(a)). Hence (1) holds. (2) is immediate from
(1)
9.5. There exists a € A such that |[I'*(a)| > X — 26.

Proof. Let M = Maxpea|I*(b)|. Count the number of pairs X = {(a,b) :
a,be Aand b € I'(a)}. Using 9.4, we have A(A—=20) < "\ [I'(a)| = [X| =
Y open |TF (D) < AM. Thus M > (A — 20) as asserted.

9.6. Notation. From now on we fix a € A such that |[T"(a)| > A — 26, and
we set © = O(a), = = Z(a) and £ = |E|. Let T denote the unique member
of T containing {a} and set H = Hr.

9.7. (1) [T(a) NT*(a)| > A — 46.
(2) €> X — 50.
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Proof. |T'(a)NI™*(a)| > |T'(a)|—|A=T"(a)| > (A=20)—(A—(A—20)) = A—46.
The proof of (2) is similar.
The remainder of this section is devoted to showing that = # (), or that

& > 0. It will be done by producing an upper bound to #. To estimate sizes
of subgroups we’ll use the following lemma.

9.8. Let 2 <aj <ag <...<ay be integers and let €1,¢€a,... e € {1,—1}.
Then

1_ (g™ +ea)(g™ +e)- - (g™ + &)

- < 2.

2 qartaz+ta =

Proof. This is taken from [18, p. 2100]. We include the proof in [18]. For
i > 2, we have
11 1

1

_|_

1-— >

1
2

D=

Therefore the fraction

(g™ +€1)(@™ +€2) -+ (¢ + €x)
qa1+a2+~~~+ak

is at least

=1 1=2 =2
K 1
1- 4 1
2t
< H 1— 1 2 2K-1 <2
i=2 21—1
9.9. (1) |H| <3¢¥ <™
(2) [L] > 554"
(3) by Z %ql?ﬁ

Proof By 9.1.2, |H| 2q 9 |GL€( )| By 9.8, |SLs(q)| < 2¢*8. Hence,
s GLE (@) = g (-0l SL5(0)] < g (a—)a™ < 3¢%. (2) follows
immediately from 9.8. Now |Ar| = |T — Rr| = @ ql_E){q7 —e—(¢g—¢)} =
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@ ql_e) (¢" — q). Since every element of A lies in a unique member of 7, we

get that

L 1.4 —q
G ) i = ) T
20— 0 T 78 e
1
= ﬁqﬁg(q7—Q)(q7+6)(q18—1)(6112—1)((110—1)((18—1)((16—1)((12—1)
1 133
>
= 1451
by 9.8; notice that the argument in the proof of 9.8 applies even though we
have ¢% — 1 appearing twice in the last product.

Al = [A7|[T] >

Corollary 9.10. (1) Suppose 0 < ﬁqmg. Then & > 0.
(2) Suppose 0 < q'%6. Then & > 0.

Proof. By 9.7.2, € > A —50. Now A—560 > 0, iff A > 50 iff § < 1\, By 9.9.3,

A > 350", 50 1A > =¢'33. (2) follows immediately from (1).

9.11. Let M= {h € H— {1} : |CL(h)| > ¢™*}. Set M = UpeonCr(h) and
w= M. If u < ¢'%, then £ > 0.

Proof. By 9.10.2, it suffices to show that 0 < ¢'26. Of course, by 9.3.3, any
element in O centralizes a nontrivial element of H. Hence

(i) o< |J cum).
heH—{1}
Let My = J{CL(h) : 1 # h € H=9}. Of course, M| <>y pep—on [CL(R)]
< |H|¢™ < ¢'*. Also, | J{Cr(h) : 1 # h € H}Y = M; UM, so by (i),
0 < M|+ M| < ¢125 + ¢125 < ¢1%6.
Hence, it remains to show that p < ¢'2°.

9.12. Let x € H satisfy |Cr(z)| > q™*. Then one of the following holds:

(1) @ is unipotent of class Ay, |Cr(x)| < 2¢%, ¥ N H is a conjugacy class
of H and |H : Cy(z)| < 4¢'%.

(2) x is unipotent of class 2A1, |Cr(z)| < 2¢®', ¥ N H is a conjugacy
class of H, and |H : Cy(z)| < 4¢%°.

(3) x is semisimple, Cr(x) = Fg¢(q) or 2Eg(q) according to whether ¢ = 1
or —1. Cp(x) = Cp(x)'S, where S is cyclic of order (q—¢€)/(2,q —¢).
Hence |CL(z)| < 3¢™. BEither |H : Cg(x)| = |GLS(q) : GLE(q)GLS(q)|
< 4q” or |H : Cp(x)| = |GL5(q) : GL§(q)GLi(q)| < 2¢™.

Proof. Write x = su as a commuting product of a semisimple and a unipo-
tent element. Then Cf(z) < Cr(s). The latter group is obtained by taking
the set of fixed points under o from the centralizer in the algebraic group,
then intersecting with L. In the algebraic group the centralizer is a reductive
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subgroup of maximal rank and a trivial check of subsystems shows that the
only subsystems giving a large enough centralizer are of type E; or EgT.
In the first case, s = 1 and in the latter case u = 1 in order to have large
enough centralizer (see [7]).

Suppose s = 1, so that z is unipotent. Then a check of [8] shows that x
has types A1, (24;1), or (3A1)”. Now x is contained in a subsystem subgroup
of L of type Ag. The Jordan form of a unipotent element of Ag determines
a subsystem group containing the unipotent element as a regular element.
Each of the relevant subsystems is a Levi factor, so by the classification of
unipotent elements,  must also be of type Ay,2A1, or 34; within Ag.

Now F~» has just one class of subsystem groups of type A; and 241, but
it has two classes of subsystem groups of type 3A4; and we claim that the
class (3A41)” is not represented in Ag. To see this start from a subsystem
group of type A, with centralizer Dg. Working in Ay Dg we see that there
are two classes of groups of type 3A;, with centralizers Dy, 4 A1, respectively.
Only unipotent elements of type (341)” have centralizer involving Dy, so the
former class is of type (341)”. On the other hand, the group 34; in Ag is
contained in A Ay, so from the centralizer of the first factor we get A4 < Dg
and from here we see that the full centralizer of 3A; cannot contain Dy, so
this must be the class (34;)’, establishing the claim.

One checks that the centralizers of unipotent elements of type A; and
2A1 in ATy = G L7 are connected, so each type is represented by a single
class in GL%(q) ([1, I, 2.8]) and hence in H. Centralizers are given in [8], so
the numerical information in (1) and (2) follows by taking fixed points and
using 9.8.

Now suppose s # 1. We again consider the group A7 = E < L. It is
shown in (2.3) of [6] the the 56-dimensional restricted module for a simple
connected group of type FEr restricts to a subgroup of type A7 as the wedge
square of the natural module and its dual. In each of these three irreducible
modules the Weyl group of E; or A7 with respect to a maximal torus is
transitive on weight spaces within the module. The stabilizer in W (E7) of
a weight space is W (Es) and this is also the centralizer in W (E?7) of the
central torus in C(s).

Choose a o-invariant maximal torus R < E. Taking Weyl groups with
respect to R, it follows from the above paragraph that W (A7) has two
orbits on 1-dimensional tori in R, with centralizer of type W (Es). Each
has stabilizer in W (A7) of type W (As)W (A1). So for such a 1-dimensional
torus, the centralizer in A7 is a reductive group with Weyl group of type
W(A5)W(A1). The only possibility is that the centralizer has the form
A5A1T1.

Elements of the above 1-dimensional torus are represented in F as images
of elements of SLg having one eigenvalue of multiplicity 6 and another of
multiplicity 2. Taking fixed points and working in GL%(q) we see that there
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are two types of semisimple elements in H of the correct type. In the
action on the natural 7-dimensional module one type has one eigenvalue of
multiplicity 6 and one eigenvalue of multiplicity 1, while for the other class
there is one eigenvalue of multiplicity 5 and another of multiplicity 2. The
conclusion follows.

Corollary 9.13. u < ¢'%.

Proof. For ¢+ = 1,2 let u; denote a unipotent element as in 9.12.1, and
set M; = ul' N H. Let S1,S2 be subgroups of order (¢ — €)/(2,q — €) in
H corresponding to subgroups of GLS(q) with centralizer GLg(q)GL5(q) or
GL§(q)GL{(q), respectively. We claim that Cr(S) = Cr(y), for S € {S1, 52}
and 1 # y € S. This follows from the fact that the preimage of S in L has
centralizer of type EgT1, which is maximal among reductive subgroups of
E7. Recall that we defined M = {h € H — {1} : |Cr(h)| > ¢™} and
M = Upeon Cr(h). By 9.12 we have

p=MI< Y [CL@) + Y [Co(@)l+ Y 1CL@) + Y [Cr(@)l:

reM e Mo $651H J:ES2H
Hence 1 < (2¢")(4¢") + (2¢°")(44%°) + (3¢™) (4¢°) + (3¢™)(4¢"?) < ¢,
Theorem 9.14. A is balanced.

Proof. By 9.13, u < ¢'?5, so by 9.11 ¢ > 0. Hence Z(a) # 0 and as we
remarked at the beginning of Section 9, this shows (by definition) that A is
balanced.

10. The Alternating Groups.

In this section A,, denote the Alternating Group on {1,2,...,m}. The
purpose of this section is to prove the following theorem:

Theorem 10.1. Let m > 3 and let L = A,,,. Then diam (A(L)) > 4.

Throughout this section n > 2 is a fixed even integer, such that n — 1 is
not a prime. We let G be the Symmetric Group on {1,2,... ,n}. We use
cyclic notation for permutations in G. We apply permutations on the right,
sofor o € G,and i € {1,2,... ,n}, io is the image of ¢ under o. In addition,
when we write a permutation as a product of cycles, the even numbers that
occur are bolded and enlarged. For example, if 1 < k < n is an odd number
congruent to 1 (mod 4), then

p=(1,59,---k)k+1,k+3, ., 2k)

is the permutation with ip = i+4, if 1 <14 < k—4 is congruent to 1 (mod 4),
kp=1,ip=1i+2,if k+1<i<2k—2iseven, and (2k)p =k + 1.
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Another convention that we’ll use is that --- means continue with the
same pattern. Thus for example, in p, the --- after 9 means that 9p = 13,
13p = 17, and so on until we get to kK — 4. Another example is

77:(172’37 7k*17k+3, ,4k)

isacyclesuch that in=i+1,1<i< k-2, in=1i+4,if k-1 <i<4k—4,
is congruent to 0 (mod 4) and (4k)n = 1.

Notation. (1) For a permutation o € G, we denote by supp (o) the set
of elements moved by o.
(2) We fix once and for all the letter g to denote the permutation

g=gn=(1,2,3,--- ,n—2,n-1).
(3) We fix once and for all the letter s to denote the permutation
s=5,=(3,4)(56) --(n—1,1).

4) Let p be a prime divisor of n—1. We write n, = 2=L. Thus n—1 = pn,,.
P P P
(5) Let p be a prime divisor of n — 1. We denote

0, =g"".

The main result of this section, from which Theorem 10.1 follows, is the
following theorem.

Theorem 10.2. Letn > 2 be an even number. Suppose n—1 is not a prime
and let p, q be prime divisors of n—1, withp < q. LetT' = (6, 59;15). Then:

(1) T is a transitive subgroup of G.
(2) Co(l') = {1}

We’ll now prove Theorem 10.1, under the assumption that Theorem 10.2
holds.

Proof of Theorem 10.1. Let L = A,,. We assume that Theorem 10.2
holds and we prove Theorem 10.1. Let d be the distance function on A(L).
Suppose first that m is even. If m—1 is a prime, then it is easy to check that
(gm)—{1} is a connected component of A(L). So assume m—1 is a composite
odd number. Let g = g, and s = s,,. We’ll show that d(g,sg~'s) > 4. So

suppose d(g,sg's) < 4. Since C(g9) = (g), and C(sg~'s) = (sg~'s), there
(m—1) (i-m)
are prime divisors p,q of m — 1 such that 7 :=g,g ¢ ,x,5¢ 7 s,5¢ 's
(m-1)  (1-m)

is a path in A(L). ButthenxeCL< g P ,sg ¢ s)]),soifp <gq,

this contradicts Theorem 10.2, while if p > ¢, then inverting the path m and
(m—1) (1—m)
conjugating by s, we get that g,g 7 ,sz"'s,sg » s,s¢7"

in A(L), and this contradicts Theorem 10.2.
Suppose next that m is odd. If m — 2 is a prime, then (g,—1) — {1}
is a connected component of A(L). So assume m — 2 is a composite odd

s is also a path
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number. Let g = ¢g;,—1 and s = s,,_1. Let p,q be prime divisors of m — 2.
(m—2) (2—m)

LetI'=(g » ,sg ¢ s). By Theorem 10.2, {1,2,---,m—1} is an orbit

of I', so the centralizer of I' in L fixes m, and hence by Theorem 10.2, it
is trivial. Then, the same proof as in the case when m is even shows that
d(g,sgts) > 4.

10.3. Let p be a prime divisor of n — 1. Then:
(1) 01?: (17np+17"' 7(p_1)np+1)(27np+27”' 7(p_1)np+2)
(np,2M,,--- ,n—1) and 0, fizes n.
(2) Two indicesi,j € {1,2,--- ,n—1} are in the same orbit of 0, iff they
are congruent modulo ny.
(3) For all 1 <i < n—1, and all integers k,igh = k + 1, in particular,
10, = ny+1, and i&ljl = i—nyp, where indices are taken modulo (n—1).
(4) ForoeG, andi, ke {l,... ,n—1}, ific=j#n, then (k+i)g Fog" =
k+j and (i—k)gFog™" = j—k, in particular, (np-l-i)G;lUGp =np,+7J,
(i—np)0poty ' = j—n, and (np—ng+i)gna)gg(w=ma) = n,—ng+j,
where indices are taken modulo (n —1).
Proof. The proof is straightforward.

Important Remark. In order to verify the calculations in this section,
n I; 1 and not %. In addition ig* = i + k,

we emphasize that n, denotes
modulo (n — 1) and not modulo n.

Notation. From now on we fix two primes p and ¢ dividing n — 1, such
that p < gq.
10.4.
(1) 0,150, = (Mg +3,n+4)(Ng+ 9, ng+6) - (M —2,n—-1)(1,2)(3,4)
- (ng — 2,1y = 1)(ng, m).
(2) 0450, = (n—ng+2,n-MNy+3)-- (n—3,Nn-2)(n—1,1)(2,3)(4,5)
m-n,-3,n-—n,—-2)(n-n,—- 1 n).
(3) 9(1_189(15 = (ng,n—1,n=3, - ,ng+4,n,+2, N, +3,N;+5, - . N2,
n,n,+ 1)(1,2).
(4) 9(18«9;18 =24, - n-n,-1n-1,1,0nn-n,—-2n—n,—4,
,3)(n—ng,n—n,+1).
(5) [0p, 50, s] = g(”q*”P)Hglsﬁqsg(”P*”q)Hqsﬁgls.
(6) If p # q, then

g(”q—np)gq—lsgqsg(”p—”q) —
(np, N, —Ng, Ny —Ny—2,--- 2 n—-1,n-3,-- ,n, +2,,+ 3,1, + 9,

e —2,1,3,- yny —ng— 10,0, + 1)(n, —ng + 1,10, — N, + 2).
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Proof. For (1), we have,
0,504 = (304,40,)(504,60,) - - - (n — 1)0y,10,) =

(M, + 3,0, +4)(Ny +9,n,+6)--- (0 —2,n-1)(1,2)(3,4)
-+ (ng — 2,1y — 1)(ng, M)

where we use 10.3 to verify this equality, noting that 6, fixes n. (2) is proved
similarly.
We now prove (3). We first write 6, 156, and s one below the other.

M, +3,n,+4)(N;+9,n,+6)--(M—2,n-1)(1,2)(3,4)
co(ng — 2,0, — 1)(ng, M) -
(3,4)(5,6)---(n—-3,n—-2)(n—1,n) =.
Note that (3,4)(5,6) - (n, — 2,11, — 1) is canceled. Hence
=M, +3,n,+4)(Ny+9,n,+6)---(N—2n—1)(1,2)(ng,N) -
(ng;Ny+ 1)(ng+2,0,+3)---(n—3)M—2)(n—1,n) =.
Now start with n, and carefully work though the product.
=(ngn—1,n-3, ,ng+4,n,+2,0,+3, N, +9,-,
n-2nn,+1)(1,2).
Next we prove (4). We first write 6,50, " and s one below the other.
(n—ng+2n-n,+3)---(n—3,n-2)(n-1,1)(2,3)(4,5) - --
m-n,-3,n-n,-2)(n-n,-1,n)-
(3,4)(5,6)---(n -3, n—-2)(n—1,n) =.
Note that (n —ng+2,01 =N, +3)---(n — 3,11 — 2) is canceled. Hence
=mn-1,1)2,3)4,5)-- n-n,-3,n—n,—2)(n—-n,—1,n)
(3,4)(5,6)---(n—ng—2n-n,— 1)(n—n,n-n,+ 1)(n—1,n)
=24, n-n,-1n-1,1,0,n-n,—2,n—n,—4,
,3)(n—ngn -1, + 1),

We now compute [6), 59;13] = 0;150(1391730;13. Recall that by definition,
0p = g" and 6, = g". Hence [0, 50, 's] = g(”q_”P)0;189(159(”1’_”51)0(159;15.
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Finally,

g(nq—”p)gq—lsgqsg(”p_”q)
:g(”qfnp)(nq,n—l,n—?),‘u ng+4,n,+2,0,+3,0,+5,
n—-2nmn,+ 1)1,2)gm )

Now using 10.3.4 we get

=(np,N,—Ng,N,—Ny;—2---2n—1,n-3,
np+2,N,+3,0n,+95,--- N—2
1737"' 7np_nq_1an7np+1)(np_nq+17np_nq+2)'

10.5. Suppose n, —ng > 2, then:

(1) The fized points of [0, 50, s] are
3,4,... ,np—ny,—3,n,-n,— 20, —-1n,}

where if n, —ng = 4, then {4} is the unique fized point.
(2) If n—ny —ng =2 (mod 4), then [0, s0;'s] =

(np—nq—l,n—nq—Q,n—nq—6,---,np,np—nq+2)'
(np—2,np—4,~',np—nq—i—l,np—l’lq-i-él,
n,-n,+6,--- n,-1n,+1)-
(n—ngn—ng—4, ,np+4,n,+2,n,+95n,+9,--- . n-n,—1)-
n—1,n-3,---,n—-n,+2n-n,+1n-n,+3,--- . n-2n,

q q q
n,+3n,+7,---.n-n,-3).
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(3) If n—ny —nyg =0 (mod 4), then [0, s0;'s] =
(1,2)-
(np—ng—1,n—ng—2,n—ng—6,---,n,+ 2,
n,+95n,+9,--- . n-n,-3,
n—1,n-3-- n-n+2n-n,+1n-n,+3,-.- . n-2n,
n,+3n,+7-- n-n,-5n-n,-1,
n—ngn—ng—4,--- ,np+4,np,np—nq+2)-
(np —2,mp —4,--+ ,np, —ng+ 1,1, — N, + 4,
n,-n,+6,---.n,-1n,+1).
Proof. Note, n, — ngy > 2 implies n, > 5. By 10.4.5,
[Hp,se(;ls] :g("q*””)ﬁgls@qsg("?*"‘ﬁ '9q39;13
so by 10.4, [0, s0;'s] =
(np, Ny — Ny, Ny —Ny— 2 2n—1,n—3 ,n—ng-,n+2,
n,+3n,+95,---.n-213--,n,-n,—1,nn,+1):
(np —1ng + 1,1 — Mg + 2) -
2,4, - n-n,-1n-1,10,n—n;—2,n—n,—4,---,3)
(n—ngn—1n,+ 1).
Now we leave it for the reader to verify that the fixed points are as claimed.
Casel. N—N,—1N,—2=0 (mod 4).

We write the cycles of [0, s0, 5] and let the reader verify the product.
[0, 50, lg] =

(np—nq—l,n—nq—Q,n—nq—6,---,np,np—nq+2)'
(np—2,np—4,~',np—nq—i—l,np—l’lq-i-él7
n,-n,+6,--- ,n,-1n,+1)-
(n—ngn—ng—4, ,np+6,n,+2n,+95n,+9,--- . n-n,—1)-
n—1,n-3,---,n—-n,+2n-n,+1n-n,+3,--- . n-2n,

q q q
n,+3n,+7,--. n-n,-3).
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Case2. N —N,—N, =0 (mod 4).
[Hp,SQq_ls}:
(1,2)-
(np—ng—1,n—ng—2,n—ng—6,---,n,+ 2,
n,+5n,+9,... n-n,-3,
n—1n-3--,n-n,+2n-n,+1n-n,+3,--- ., n-2.n,
n,+3,n,+7,-- n-n,-5n-n,-1n-n,,
n—ng—4,,ny+4,n, 0, —N,+2)-
(np —2,mp —4,--+ ,n, —ng+ 1,1, — N, + 4,

n,-n,+6,---.n,-1n,+1).

10.6. Suppose n, —ng = 2. Then:
(1) If n—2n, =2 (mod 4), then [0),s0;"'s] =

(L,n—np,n—mnp—4,--- ,np,+2,N,+951,+9,--- . n-n, -1,
n—1n-3--,n-n,+4Nn-n,+3n-n,+5,--- ,n-2n,
np+3,np—|—7,---,n—np—i—1,n—np+2,n—np—2,~--,np,4,2)~
(6,8, ,n,+1n,-2,n,—4,---,53).

(2) If n—2n, =0 (mod 4), then [6),s0;'s] =

(ILn—np,n—ny,—4,--- ,np,4,2)'

(6,8,--' ,l’lp+1,np—2,np—4,--- ,5,3) -
(n—1,n-3,---,n—n,+4Nn-n,+3,n-n,+5,
-n-2nn,+3n,+7,--- n-n,-1)-
(n—mp+2mn—mp—2,---,np+2N,+5MN,+9,--- . n-n,+1).

Proof. By 10.4.5, [Gp,sﬁq_ls] =

g("q—np)gq—lsgqsg(np—”q) .

Hqsﬂq_ls
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so by 10.4, (replacing ng by n, —2), [0, s0;'s] =
(np,2,n—1,n—3,-~- =Ny 2,0 Ny + 2,
n,+3,n,+5,--.n-21,nn,+1)34)-
2,4, - 7Il—Ilp—l—l,n—1,1,1’1,71—np,n—np—2,‘-- ,3) -
(n—mn,+2,n0n-1n,+3).

Case 1. N —2n, -2 =0 (mod 4).
We write the cycles of [6), 56, 5] and let the reader verify the product.

-1

[Hp,sﬁq s] =
(l,n—np,n—np—4,~--,np—|—2,np+5,np+9,---,n—np—l,
n—1n-3--,n-n,+4Nn-n,+3n-n,+5,--- n-2n,

n,+3n,+7,-- n-n,+1n-n,+2n-n,—2--,n,4,2)-
6,8, .n,+1n,-2n,—4,---,53).

Case2. N — 21N, =0 (mod 4)
[6p, 39;13] =
(ILn—np,n—ny,—4,--- ,np,4,2) .

6,8, - n,+1n,—2n,—4,---,53):
(n—1,n—3,--- ,n—np+4,n—np+3,n—np+5,
-n-2nn,+3n,+7,--- n-n,-1)-
(n—mnp+2n—my,—2,---,n,+2N,+95n,+9,--- . n-n,+1).

We can now complete the proof of Theorem 10.2.
Proof of Theorem 10.2. First we show that (1) implies (2). Since I' is
transitive, Cg(I") is a semi-regular subgroup of G. But [0,, Cq(I')] = 1, and
6, has a single fixed point, hence Cq(I") = 1.

We proceed with the proof of (1). Assume first that p = ¢. Then
9q59q_15 € I'. Recall from 10.4 that

Hqseq_ls =
2,4,--- n-n,—1n-1,1,0nn-n,—2,n—n,—4,
,3)(n—ngn—n,+ 1),

Hence {1,2,3,4,--- ,1n —n, — 1} are in the same orbit of . However,
since ¢ > 3, n —ng — 1 > ny, and the above set contains a representative
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from each orbit of 6;. Hence {1,2,---,n — 1} are in the same orbit of T',
and looking at 0,s0, s, we see that n is also there.
Suppose next that n, —n, > 2. Note that [0, st ls] € T. Assume first

that n — ng —np = 2 (mod 4). We use 10.5.2. We write the cycles in
[0p, 39(1_13]

o1 =(1,2)
02:(np—nq—1,n—nq—2,n—nq—6,---,np,np—l’lq—i-z)
og3=(np—2,np—4,--- ,np —ng+1,

n,-n,+4n,-n,+6,--- n,-1n,+1)
op=Mn—-—ngn—ng—4,--- ,np+4,n,+2,
n,+95n,+9,---.n-n,+1)
os=Mm—-1,n—3,,n—n;+2,n-N,+1n-n,+3,
~-,n-2nn,+3,n,+7,---.n-n,-3).
Recall that the orbits of 8, are
Xi={i,np+i,2np+i,---,(p—)np+i}, 1<i<ny,

Let O be the orbit of 1 (under I'), then supp (o1) € O. Note that 1,n,+1 €
X1 hence supp (03) € O. Note that n,—1,n—2 € X, _1, hence supp (05) C
O. Note that 2,1, + 2 € X3, hence supp (04) € O. Also ny,n —1¢€ X, ,
hence supp (02) € O. Since no two elements in Fix ([0, s0; 's]), are in the
same orbit of 0,, O = {1,2,--- ,n} and T is transitive.

Assume next that n —ng —n, =0 (mod 4). We use 10.5.3. We write the

cycles in [0, 6,1 s]
7 =(1,2).
Yo=(Mnp—ng—1ln—ng—2,n—ng—6, - ,ny,+2,
n,+95n,+9,---.n-n,-3,
n—1n-3--,n-n,+2n-n,+1n-n,+3,--- . n-2n,

n,+3n,+7.-- n-n,-5n-n,-1,
n—ngn—ng—4,- ny+4,n, N, — N, + 2).

v3=(np—2,np—4,--- ,np —ng+1,

n,-n,+4n,-n,+6,--- . n,-1,n,+1).
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Let O be the orbit of 1. Then supp (y1) € O. Then, as 1, n, +1 € Xy,
supp (v3) € O, and as 2, n, +2 € X, supp(y2) € O, so as above, O =
{1,2,--+ ,n}.

Finally, suppose that n, —n, = 2. Assume first that n—2n, =2 (mod 4).
We use 10.6.1. We write the cycles in [6,, s0, *s]
ar=(1,n—npn—ny,—4,- ,n,+2,0,+5n,+9,..- n-n, -1,

n—1,n-=3,- ,n-n,+4N-N,+3N-1n,+95,--- Nn-21n,

n,+3n,+7, - n-n,+1n-n,+2,n-n,—2--,n,4,2).
as= (6,8, n,+1n,—2n,—4,---,53).

Let O be the orbit of 1. Then supp (o) € O. Then as 1, n, + 1 € X;,
supp (a2) COso O ={1,2,--- ,n}.

Finally, assume that n — 2n, =0 (mod 4). We use 10.6.2. We write the
cycles in [9p,59q_1s]

Br=(1,n—npn—n,—4,-- ,n,4, 2)

ﬁ? = (6787 7np+17np_27np_47”' 7573>
fg=(n—-1,n—3,--- ,n—n,+4,
n-n+3n-n,+5--- n-2nn,+3,n,+7,---. n-n,-1)
Bi=(mn—np+2,n—n,—2,---,n,+2,0,+90,+9,.- n-n,+1).
Let O be the orbit of 1. Then supp (1) € O. Then as 1, np, +1 € X,
supp (42) € O, and as 3, n, +3 € X3, supp(f3) € O. Now, since 2,

np+2 € Xo, supp (1) € O, 50 O ={1,2,--- ,n}. This completes the proof
of Theorem 10.2.

11. The Sporadic Groups.

In this short section we point out the following theorem.

Theorem 11.1. Let L be a Sporadic finite simple group. Then A(L) is
disconnected.

Proof. Let L be a sporadic group. We show that there exists a prime p =
p(L), such that if x € L is an element of order p, then Cp(z) = (x). Of
course (x) — {1} is a connected component of A(L). We use the Atlas [2].
The following table gives the value of p(L).
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L |pL)| L |p(L)| L |p(L)
My | 11 Mo | 11 Moy | 11
Mos | 23 Moy | 23 Cop | 23
Coy | 23 Cos | 23 J1 19

Jo 7 J3 19 Jy 43
Figy | 13 | Figs | 23 || Fily, | 29

F 71 Fy 47 Fy 31

Fy 19 He 17 || McL | 11
HS 11 Suz | 13 || O'N | 31

Ly | 67 | Ru | 29

12. Concluding results.

In this section we prove Theorem 4 of the introduction and present related
results on division algebras. In addition, we include a number of results and
remarks related to the commuting graph of the classical groups. Throughout
® will denote a connected reductive algebraic group over an algebraically
closed field defined over an infinite field K. Let &(K) denote the K rational
points.

12.1. ([10, Thm. 2.2].) Let & be a connected nonabelian reductive group
defined over an infinite field K. Then &(K) is Zariski dense in &.

12.2. Let K be an abelian field and & a nonabelian reductive algebraic group
defined over K. Then:

(1) 8(K)/Z(B(K)) does not have finite exponent.

(2) Let Z < Z(B(K)). If A/Z is an abelian normal subgroup of &(K)/Z,
then A < Z(&(K)).

(3) B(K) is not solvable.

Proof. By 12.1, &(K) is Zariski dense in &. As centralizers of elements in &
are Zariski closed, it follows that Z(&(K)) < Z(®). Then &(K)/Z(&(K))
is Zariski dense in & /Z(&(K)).

(1): If /Z(B(K)) has exponent n, then, as the set of elements of order
n in 8/Z(&(K)) is Zariski closed, this forces &/Z(®(K)) to be of finite
exponent. But this is clearly false as seen by considering a torus.

Let Z < Z(&(K)) and suppose 1 < A/Z < &(K)/Z with A/Z abelian.
The Zariski closure, say B/Z, of A/Z in & /Z is abelian (indeed the center of
Nuca Co/z(Za) is a closed abelian subgroup of &/Z containing A/Z). Also
B/Z is normalized by &(K)/Z. Now normalizers are closed, so B/Z is an
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abelian normal closed subgroup in &/Z. But as & is a connected reductive
group, B < Z(®), a contradiction. This proves (2) and (3) follows.

Corollary 12.3. Let D be a division algebra over K. Then D* is not solv-
able.

Proof. This follows from 12.2.3 by noting that D* can be realized as the K
rational points of GLg4, where d = deg(D).

We can now derive Theorem 4 of the introduction.

Theorem 12.4. Let D be a finite dimensional division algebra over a num-
ber field K. Let N be a noncentral normal subgroup of D*. Then D*/N
solvable.

Proof. Let S := SLi(D) be the elements of D* whose reduced norm is 1.
Then N/(N NS) = NS/S is abelian, so by 12.2.2, N NS is noncentral in
D* (alternatively, use [13]).

Hence it suffices to show that if M is a noncentral normal subgroup of
SLi(D), then SLi(D)/M is solvable. Here we take & a simple, simply
connected algebraic group of type A,, such that &(K) = SLi(D).

Suppose M <1 &(K) and M is not central. We apply Theorem 2 (of the in-
troduction). If T'= (), then M = &(K) and there is nothing to prove. Thus
we suppose 1" # (). Hence we can consider &(K) < [],cp (K,), via the di-
agonal embedding. By Theorem 2, M = &(K)NL, where L <[], cr 8 (Ky),
with L open. Then &(K)/M = &(K)/(6(K)NL) = &(K)L/L and so it
suffices to show that [],., &(K,)/L is solvable.

Notice that for each v € T, [6(K,), L] < &(K,)N L is a normal subgroup
of &(K,) and of course [, ., &(K,)/L is an image of [ [ 1 (S (K,)/[B(Ky),
L]). So it suffices to show that &(K,)/[&(K,), L] is solvable. Let M,
(resp. L,) be the projection of M (resp. L) on &(K,). Since M is non-
central in &(K), M, and hence L, is noncentral in &(K,). Then, by 12.2.2,
[B(Ky), L] = [&(Ky), Ly is noncentral in &(K,). Then, by [12] (see also
[10, Prop. 1.8, p. 32]), [B(K,), L] contains Cs, for some s, where Cjs are the
congruence subgroups of &(K,) = SLi(D,) (where D, = D ®k K,). These
congruence subgroups are defined in [10, p. 31 (1.4.4)]. Since &(K,)/Cs is
solvable ([10, Corollary, p. 32]), we are done.

Next we focus our attention on the commuting graph of the classical
groups. We mention that as noted in Theorem 5 of the Introduction, the
elements x,y required for showing that A(L) is balanced can be taken as
opposite unipotent elements. We remark that except for some small cases
this usually implies d(x,y) = 4. To see this note that C7(x),CL(y) contain
root elements r, s lying in root groups corresponding to opposite long roots of
the root system. The normalizer of these root groups are opposite parabolic
subgroups, hence contain a common Levi factor. Choosing 1 # ¢ in this Levi
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factor (which is possible in all but a few cases) we have a path z,7,¢, s,y of
length 4.

In the following theorem we use the same € notation as given in the
beginning of Section 9.

Theorem 12.5. Let G(q) be a simple classical group with ¢ > 5. Then
A(G(q)) is disconnected if and only if one of the following holds:
(i) G(q) ~ LS (q) and n is a prime.
(ii)) G(q) ~ L5(q), n — 1 is a prime and q — € | n.
(i) G(q) ~ San(q), 05,,(q), or O2nt1(q) and n = 2°, for some c.
Moreover, if A(G(q)) is connected then diam (A(G(q))) < 10.

Proof. Let G (q) denote the corresponding quasisimple classical group and let
V be the natural module for G (¢). For a nondegenerate subspace W < V', we
write I(W) for GL(W), GU(W), Sp(W) or SO(W), in the respective cases.
We let G(W) < G(q) be the subgroup acting trivially on W+ (and acting
trivially on a specified complement U, in the case when G (q) ~ SLy(q), the
complement U in this case will be clear from the context).

For the orthogonal groups we assume that dim(V) > 7. First suppose
that G(q) does not satisfy any of the conditions (i)-(iii). Here we will show
that diam (A(G(g))) < 10. The following is the key step.

(x) Each g € G(q) is at distance at most 3 from some unipotent element
in A(G(q)).

We proceed by contradiction assuming that (x) does not hold. If g is the

commuting product of a nontrivial unipotent element and a semisimple el-

ement, then (x) is obvious. Therefore g is a semisimple element.

Let h be a preimage of ¢ in @(q) Then h is contained in a maximal
torus T of I(V). When I(V) ~ SO2,+1(q), all maximal tori are contained
in SO5,,(q), for ¢ = 1 or —1, so here all considerations can be reduced to
even dimensional orthogonal groups and we therefore ignore odd dimensional
orthogonal groups in the following.

The action of T' on V' is completely reducible and given by Lemma 2 of [16]
(the ¢ > 5 hypothesis is sufficient to establish that lemma). Alternatively,
one can obtain a suitable torus working directly from a decomposition of V'
under the action of h. In any case, T' preserves a decomposition V = V; L
e Ve L Vi@ Vi) L. L (Ve @ V), where if we set dim(V;) = 7,
1 <i</{ thenry >...>rg and for k < i < ¢, dim(V;) = dim(V}), with
both subspaces being totally singular.

Corresponding to this decomposition we have T' = T} X - - - X Ty, such that
for 1 <4 < /¢, T; induces a Singer cycle on V; and for k < i < £, T; also
induces a Singer cycle on V/. We note that k = ¢ in the general linear case.
Also for 1 < i < k, one of the following holds: |T;| = ¢"* — 1, ¢"" + 1 (with r;
odd), ¢"/2+1, q"i/* + 1, with I(V;) = GLy,(q), GUy,(q), Spr;(q), or SO;.(q),
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respectively. We make a series of reductions under the assumption that (x)
fails to hold for g.

Step 1. dim(V;) = 1, for each i > k.

For suppose k < i < £ and dim(V;) > 1, T; < GL,,(q) (GL,(¢*) in the
unitary case) with dual action on V; and V. Then T; contains a subgroup
Z; of order ¢ — 1 (¢®> — 1 in the unitary case) which induces (inverse) scalars
on V;, and VZ-’ . Elements of Z; have determinant 1 and since we are assuming
¢ > 5, we can find a noncentral element of Z; in G(q). Since all elements
of this group centralize unipotent elements of GL,,(q), we obtain (x) in this
case, a contradiction.

Step 2. (< k+1,if G(q) # 05,(¢q). Otherwise ¢ < k + 2.

For suppose ¢ > k. Then Zj,, centralizes G(Vk+2 @ --- @ V/), so this
group contains no unipotent elements. Hence either ¢ = k41, or G(q) is an
orthogonal group and £ = k + 2.

Step 3. k= {.

First assume k = 0. Then Step 1 and Step 2 show that either dim(V') = 2,
or dim(V) = 4, with G(¢) ~ O, (¢) (as G(q) is simple). In either case (i)
or (iii) holds, a contradiction. Now suppose 0 < k < ¢. Then Z;, commutes
with G (V1®---®Vj) and the latter group contains unipotent elements unless
either V1 & --- @ Vj is a 2-dimensional orthogonal space or a 1-dimensional
unitary space (we already mentioned that & = ¢ if G(q) ~ Ly,(¢)). In
the former case Step 2 implies dim(V') < 6, against our supposition. And
in the unitary case, dim(V) = 3 and hence satisfies (i). This is again a
contradiction.

Step 4. r1 > 1.

Suppose r; = 1. This can only occur for G(q) = L, (¢). We are assuming
that (i) does not hold, so here k = n > 4. Then (T} x T3) N G(q) contains a
noncentral subgroup of order ¢ — € centralizing unipotent elements in G (V3@
.-+ @ V%), a contradiction.

Step 5. Either V.=V or G(q) = L5,(q), V = Vi1 & Va, and dim(Va) = 1.

It follows from Step 4 that T} contains noncentral elements of G(g). Since
we are assuming that () does not hold, G(Va @ - -- & V}) contains no non-
identity unipotent elements.

If G = Lf,(q), this forces dim(Vo @ --- @ Vi) < 1. In the symplectic case,
necessarily V' = Vj. We argue that this holds for the orthogonal case as
well. For otherwise, £k = 2 and dim(V3) = 2. Hence dim(V}) > 5. But then
there are noncentral elements of Ty which centralize unipotent elements of
G(V1), a contradiction.

We now treat the remaining configurations. First assume V = Vi, so that
r1 =n. If G(q) = LS,(q), then |T| = ¢" —e. Also n is odd in the unitary case.
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We are assuming that n is not a prime, so we may write n = rs, with r,s > 1
and such that s is odd in the unitary case. Then there is a (cyclic) subgroup
E < T of order ¢" — € intersecting G (¢) in a noncentral subgroup. As T acts
irreducibly on V', E acts homogeneously, so that V= W; & --- & Wy, with
each W; of dimension r and irreducible under the action of E. In the unitary
case where s is odd, it is easily checked that we may take W nondegenerate
and perpendicular to the remaining summands. Now h centralizes E which
in turn centralizes a Singer cycle in G’(Wl) This Singer cycle centralizes a
unipotent element in G(Wa @ - - - @ W) so we have (%), a contradiction.

In the symplectic and orthogonal cases, we have |T'| = ¢ + 1. Here we
are assuming that n is not a power of 2, so the same argument works.

The final case is where V = V] @ Vs, with dim(V2) = 1 and G = L& (q).
Then r1 = n — 1. If n — 1 is not a prime, we argue as above, working in
SLf,_1(q). Suppose n — 1 is a prime. Then T contains a subgroup of order
(¢ — €)? which induces scalars on V;. Intersecting with Gf(q) we get a group
of order ¢ — € so this gives a noncentral element centralizing a unipotent
element of G(V7), unless ¢ — € | n. This concludes the proof of ().

It is now an easy matter to show that A(G(q)) is connected of diameter
at most 10. By (x) g is at distance at most 3 from a nontrivial unipotent
element of G(q). The center of a maximal unipotent subgroup of G(q)
contains long root elements. Hence g is at distance at most 4 from a long
root element.

Now let g,9' € A(G(q)). Let u,u’ be long root elements at distance at
most 4 from g, ¢’ respectively. It is well-known that either u,u’ commute,
lie in an extraspecial p-subgroup (hence commute with the center), or lie in
a group J = SLa(q) generated by the long root subgroups corresponding to
u,u’. In the latter case, we can choose a root element w lying in a conjugate
of J and commuting with J. This completes the argument.

To complete the proof of the theorem we now assume that G(q) satisfies
either (i), (ii) or (iii). Here we argue that A(G(q)) is disconnected. If (i)
holds with n = p a prime, then GL;(q) contains a cyclic maximal torus T’
of order ¢ — e. If p = 2, then we immediately see that opposite unipotent
elements cannot be joined. So assume pisodd. Let h € F = TOSL;(q) with
h & Z(SL;(q)). So h acts irreducibly on V. Suppose y € SL;(q) centralizes
h projectively. Hence h¥ = hz, where z € Z(SL;(q)). The centralizer of h
and of hY in § L;(q) is E, so y normalizes E, hence induces an automorphism
on E of order dividing p. Hence z has order dividing (p,q — €). So either
z =1, or is of order p. In the latter case, by 8.3, |E/(E N Z(SL;(q)))| has
order prime to p, so we may assume h has order prime to p, and this also
forces z = 1. But the centralizer of h in SL;(q) is E, so the image of F'— {1}
in G(q) is a connected component of A(G(q)).
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The same argument applies if (iii) holds, taking 7" to be a Singer cycle of
order ¢" 4+ 1 and noting that the resulting torus of the simple group has odd
order.

The last case is where (ii) holds with n —1 = p a prime and g — € dividing
n = p+1. In this case take a decomposition V- = V; L V5, with dim(V}) = p.
Then GL¢ (q) contains a maximal torus 77 x T» of order (¢” —€)(q¢ —¢€). The
resulting torus E < SL(q) has order (¢” — ¢) and in the simple group the
torus has order (¢” — €)/(q — €). The argument is thus the same as in the
case where (i) holds. This completes the proof of Theorem 12.5.

Remarks. (1) In the papers [19] and [4] the connected components of
the prime graph of all nonabelian finite simple groups are determined. It is
easy to see that the prime graph is connected if and only if the commuting
graph is connected. Thus the nonabelian finite simple groups L for which
A(L) is disconnected are known. We note that in the connected case of
Theorem 12.2 we prove that the diameter of A(G(q)) is bounded.

(2) We assume g > 5, in the above result, in order to simplify the state-
ment and the proof. With extra work one should be able to obtain infor-
mation for smaller values of q. However, there will be additional examples
where the graph is disconnected.
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