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The theory of functional identities is used to obtain algebraic generalizations of some operator-theoretic results concerning commutativity and normal preserving linear maps between algebras with involution.

1. Introduction.

Over the last decades there has been a considerable interest in linear algebra and operator theory in the so-called linear preserver problems (see survey articles [1, 13, 19, 20]). By a linear preserver we mean a linear map of algebras which, roughly speaking, preserve certain properties of some elements in an algebra. In the literature these algebras are usually algebras of matrices or algebras of bounded linear operators. The goal in the study of linear preservers is to find their form. It turns out that often the only solutions are just the most obvious ones, frequently (anti)isomorphisms or at least maps related to them.

It is our impression that some linear preserver problems could be solved in a more general setting using only ring-theoretic techniques. An example illustrating this general conjecture is a characterization of bijective linear maps of prime algebras that preserve commutativity, i.e., they map commuting pairs of elements into commuting pairs [10, Theorem 2] (see also [2, 4] for some generalizations). This characterization was known before only for some special prime algebras which are studied in linear algebra and operator theory (see [10] for references). Moreover, it has turned out that one does not really need to assume that the map, say θ, preserves the commutativity of all elements, but only that θ(x) and θ(x^2) commute for every x. The fact that only this milder condition has to be assumed has proved to be useful when this result was applied to another linear preserver problem, namely, the one concerning maps on the algebra of bounded linear operators on a Hilbert space that preserve normal operators [12].

The proof of [10, Theorem 2] was based on a characterization of commuting traces of biadditive maps [10, Theorem 1], which was one of the first results in the area which is now called the theory of functional identities in rings. Over the last few years this theory has been systematically developed. It is our goal in this paper to show that some of its most recent results
can be used to obtain some further improvements in the study of linear maps preserving commutativity or normal elements.

First we introduce some terminology and fix the notation. A prime algebra $A$ over a field $F$ is said to be centrally closed over $F$ if both the center and the extended centroid of $A$ are equal to $F$. We will consider centrally closed prime algebras $A, A'$ over $F$ with involution $\ast$ (by an involution we mean an additive involution, that is, $\ast$ satisfies $(x+y)\ast = x\ast + y\ast$, $(xy)\ast = y\ast x\ast$ and $(x\ast)\ast = x$). We say that a linear map $\theta : A \to A'$ is $\ast$-linear if $\theta(x\ast) = \theta(x)\ast$ for all $x \in A$. Let $S = \{x \in A \mid x\ast = x\}$ be the set of all symmetric elements in $A$, and $K = \{x \in A \mid x\ast = -x\}$ be the set of all skew elements in $A$. Similarly, by $S'$ and $K'$ we denote the sets of all symmetric and skew elements in $A'$, respectively. Next we set $F_s = F \cap S$. We say that the involution $\ast$ is of the first kind if $F_s = F$ (equivalently, $\ast$ is $F$-linear); otherwise we say that $\ast$ is of the second kind. Given a subset $R$ of $A$, we write $\langle R \rangle$ for the subalgebra of $A$ generated by $R$.

The concepts of the extended centroid and centrally closed prime algebras are explained in detail in the book [8]. Nevertheless, as some readers may be primarily interested in what is the meaning of our results in linear algebra and operator theory, let us just mention that the algebras of square matrices over a division ring, bounded linear operators on a Banach space (and moreover, all its subalgebras containing the identity and all finite rank operators) and prime unital $C^*$-algebras (in particular, von Neumann factors) are all examples of prime algebras centrally closed over their centers. Also, if one wants to restrict the attention to the case when $A$ and $A'$ are algebras consisting of linear operators on a Hilbert space $H$ and $x\ast$ is the adjoint of the operator $x$, then $\ast$ is of the first kind when $H$ is a real space, and $\ast$ is of the second kind when $H$ is a complex space.

In Section 2 we gather together some results of the theory of functional identities that are needed later on.

In Section 3 we extend the treatment of commutativity-preserving maps of prime algebras [10] by considering maps from $S$ onto $S'$. The result which we obtain is a ring-theoretic extension of the results on maps preserving commutativity of symmetric matrices (operators) [15, 14, 24]. Actually, as in [10], we do not really assume that the map $\theta$ preserves the commutativity of all elements in $S$, but only that $\theta(s)$ and $\theta(s^2)$ commute for every $s \in S$.

In Section 4 we consider bijective linear maps of algebras with involution of the second kind which preserve normal elements. As already mentioned, the special case when the algebras under consideration are algebras of all bounded linear operators on a complex Hilbert space was treated in [12] (see also [15, 16]). It has turned out that Fuglede’s theorem [25, Corollary 1.18], upon which the proof in [12] depends, can be avoided when treating this problem, and so we will be able to prove a ring-theoretic generalization of the result of [12].
The problem of describing normal-preserving maps is much more difficult when the involution is of the first kind. First of all, the involution is then a linear operator and so, for instance, a map of the form \( x \mapsto \mu_1 x + \mu_2 x^* \), where \( \mu_1, \mu_2 \in F \), is linear and preserves normal elements. Thus, we cannot expect the same result as in Section 4. Moreover, consider the following example.

Let \( A = F(x, y) \), where \( F \) is a field, be a free algebra in two indeterminates \( x \) and \( y \) (incidentally, \( A \) is a centrally closed prime algebra \([8, \text{Theorem 2.4.4}]\)), and equip \( A \) with standard involution (given by \( x^* = x \), \( y^* = y \) and \( \lambda^* = \lambda \), \( \lambda \in F \)). Let \( U \) be a linear span of all monomials in which both \( x \) and \( y \) appear, and \( V \) be a linear span of all monomials \( x^n, y^n \) with \( n \geq 1 \) (in particular, \( V \subset S \)). Then \( A = F \oplus U \oplus V \) and note that a nonzero element in \( U \) never commutes with a nonzero element in \( V \). Now let \( T : V \to V \) be any bijective linear operator. Then the map \( A \to A \) defined by \( \lambda + u + v \mapsto \lambda + u + T(v) \) is \( * \)-linear, bijective and maps normal elements onto normal elements.

This example somehow indicates that it is almost impossible to obtain a definitive result for preservers of normal elements in the case the involution is of the first kind. Nevertheless, even in this example the map acts very simply on a rather large piece of \( A \), namely on \( F \oplus U \). In Section 5 we shall see that under some technical conditions (in particular, we have to assume that our map is \( * \)-linear) the action of normal-preservers can be described on \( \langle K \rangle \), which can certainly be considered as a “large piece” of \( A \). In particular, except in some very special case, it contains a nonzero ideal of \( A \) \([8, \text{Lemma 9.1.4 and Corollary 9.1.8}]\). Therefore, in simple algebras satisfying our technical assumptions, normal-preserving maps can be completely determined.

2. Preliminaries.

The aim of this section is to give a brief and self-contained outline of some parts the theory of functional identities, namely, those parts that shall really be needed in the subsequent sections. For a more detailed account on this theory we refer the reader to \([11]\).

Throughout, the denotations \( F, F_s, A, K, S, A', K' \) and \( S' \) shall have the meaning already explained in the introduction. Though not always needed, we assume for simplicity that \( \text{char}(F) \neq 2 \). Given \( x, y \in A \), we set

\[
[x, y] = xy - yx \quad \text{and} \quad x \circ y = xy + yx.
\]

Next, by \( \deg(x) \) we shall mean the degree of \( x \) over \( F \) (if \( x \) is algebraic over \( F \)) or \( \infty \) (if \( x \) is not algebraic over \( F \)). Next we set

\[
\deg(A) = \sup\{\deg(x) \mid x \in A\}.
\]
For instance, \( \deg(M_n(F)) = n \) for any field \( F \). Moreover, from the structure theory of rings with polynomial identities \([23, 26]\) it can be deduced that \( \deg(A) = n < \infty \) if and only if \( A \) is a subring of \( M_n(F) \) such that \( FA = M_n(\overline{F}) \), where \( \overline{F} \) is the algebraic closure of \( F \).

The goal in the study of functional identities is, roughly speaking, to describe the form of maps satisfying certain identities. The first functional identities that have been considered were those concerned with the so-called commuting maps, i.e., maps whose values commute with the variable. Let us now reword the basic result on commuting maps \([9, \text{Theorem 3.2}]\) in the following somewhat unusual but useful form.

**Theorem 2.1.** Let \( f, \theta : A \to A' \) be linear maps such that \( [f(x), \theta(x)] = 0 \) for all \( x \in A \). If \( \theta \) is bijective, then there is \( \tau \in F \) and a linear map \( \zeta : A \to F \) such that \( f(x) = \tau \theta(x) + \zeta(x) \) for all \( x \in A \).

Actually, \([9]\) considers only the case when \( A = A' \) and \( \theta \) is the identity map. However, the seemingly more general condition treated in Theorem 2.1 can be reduced to that one by replacing the map \( f \) by the map \( f\theta^{-1} \). We also remark that in \([9]\) the result is stated for additive maps on rings and not linear maps on algebras, but the necessary modifications in the proof are obvious. The same remarks apply for the remaining results in this section. Moreover, in these three theorems such terms as linearity and vector space should be understood with respect to the field \( F \), rather than \( F \).

A map \( q : A \to A' \) is said to be a trace of a \( k \)-linear map if there is a map \( B : A^k \to A' \), linear in each argument and such that \( q(x) = B(x, \ldots, x) \) for all \( x \in A \) (by a trace of a 0-linear map we shall mean a constant). In the case when \( \text{char}(F) = 0 \) or \( \text{char}(F) > k \), there is no loss of generality in assuming that this map \( B \) is symmetric (namely, otherwise replace \( B(x_1, \ldots, x_k) \) by \( \frac{1}{k!} \sum_{\pi \in S_k} B(x_{\pi(1)}, \ldots, x_{\pi(k)}) \)).

The next theorem follows from \([7, \text{Theorem 5.5}]\) and \([5, \text{Lemma 2.2}]\).

**Theorem 2.2.** Let \( R \) be a vector subspace of \( A \), and let \( R' \) be either \( S' \) or \( K' \). Suppose that a trace of an \( n \)-linear map \( q : R \to A' \) satisfies

\[
\sum_{i=0}^{m} \mu_i \theta(x)^i q(x) \theta(x)^{m-i} = 0 \quad \text{for all } x \in R,
\]

where \( \mu_0, \ldots, \mu_m \) belong to \( F \) and not all of them are 0, and \( \theta : R \to R' \) is a bijective linear map. Suppose that \( \text{char}(F) = 0 \) or \( \text{char}(F) > n \) and \( \deg(A') > 2(m + n) \). Then:

(i) \( q(x) = \sum_{k=0}^{n} \lambda_k(x) \theta(x)^{n-k}, x \in R, \) where each \( \lambda_k : R \to F \) is a trace of a \( k \)-linear map;

(ii) if \( \sum_{i=0}^{m} \mu_i \neq 0 \), then \( q = 0 \).

Keeping the notation of Theorem 2.2, assume that \( q(x) \theta(x) \in F \) for all \( x \in R \), where \( q(x) = B(x, \ldots, x) \) and \( B \) is an \( n \)-linear map. A standard
approach, the so-called complete linearization, then shows that

\[ \sum_{\pi \in S_{n+1}} B(x_{\pi(1)}, \ldots, x_{\pi(n)}) \theta(x_{\pi(n+1)}) \in F. \]

Applying [7, Lemma 4.3] together with [5, Lemma 2.2] we then obtain:

**Theorem 2.3.** Let \( R \) be a vector subspace of \( A \), and let \( R' \) be either \( S' \) or \( K' \). Suppose that \( q : R \to A' \) is a trace of an \( n \)-linear map \( B : R^n \to A' \) such that \( q(x) \theta(x) \in F \) for all \( x \in R \) (or \( \theta(x) q(x) \in F \) for all \( x \in R \)), where \( \theta : R \to R' \) is a bijective linear map. If \( \deg(A') > 2n + 2 \), then

\[ \sum_{\pi \in S_n} B(x_{\pi(1)}, \ldots, x_{\pi(n)}) = 0. \]

Thus, if \( \text{char}(F) = 0 \) or \( \text{char}(F) > n \), then \( q = 0 \).

We conclude this section with a result which might appear somewhat strange. However, the conditions treated in this result really appear in the proof of Theorem 5.1.

**Theorem 2.4.** Let \( f(x_1, \ldots, x_m) \) be a multilinear polynomial in noncommuting variables \( x_1, \ldots, x_m \) such that \( f(k_1, \ldots, k_m) \in K \) for all \( k_1, \ldots, k_m \in K \). Let \( \phi \) be a linear map of \( K \) onto \( K' \) such that

\[ \phi(f(k_1, \ldots, k_m)) = \lambda f(\phi(k_1), \ldots, \phi(k_m)) \quad \text{for all } k_1, \ldots, k_m \in K, \]

where \( \lambda \) is a nonzero element in \( F \). Further, let a map \( B : K \times K \to A' \) be such that

\[ B(k, l) = -B(l, k) \]

for all \( k, l \in K \), and

\[ B(f(k_1, \ldots, k_m), l) \]

\[ = \sum_{i=1}^{m} \lambda f(\phi(k_1), \ldots, \phi(k_{i-1}), B(k_i, l), \phi(k_{i+1}), \ldots, \phi(k_m)) \]

for all \( k_1, \ldots, k_m, l \in K \). If \( \deg(A') > 4m + 1 \), then there exists \( \rho \in F \) such that

\[ B(k, l) - \rho[\phi(k), \phi(l)] \in F \quad \text{for all } k, l \in K. \]

For \( \lambda = 1 \), Theorem 2.4 can be deduced at once from the statements of [5, Theorems 2.4] and [6, Theorem 2.9]. Almost the same proof, however, still works in the case when \( \lambda \) is any nonzero element in \( F \).

We have seen that excluding algebras of “small” degree one can obtain definite results on functional identities. As a consequence, the proofs of our main results will work as long as the degree of the algebra will be big enough.
3. Commutativity-preservers on symmetric elements.

Having Theorems 2.2 and 2.3 in hand, the following result can be easily obtained just by modifying the proof of [10, Theorem 2].

**Theorem 3.1.** Let \( A \) be \( A' \) be centrally closed prime algebras over a field \( F \) with involution. Let \( \theta : S \to S' \) be a bijective \( F_3 \)-linear map such that \( \theta(s) \) and \( \theta(s^2) \) commute for every \( s \in S \). Suppose that \( \deg(A) > 4 \), \( \deg(A') > 8 \) and \( \text{char}(F) \neq 2, 3 \). Then \( \theta \) is of the form \( \theta(s) = \alpha \phi(s) + \beta(s) \) where \( \alpha \in F_s \), \( \alpha \neq 0 \), \( \beta \) is a \( F_s \)-linear map from \( S \) into \( F_s \) and \( \phi : \langle S \rangle \to \langle S' \rangle \) is an \( F_s \)-algebra isomorphism.

**Proof.** We have \( \theta(s)\theta(s^2) - \theta(s^2)\theta(s) = 0 \) for all \( s \in S \). Clearly, the map \( s \mapsto \theta(s^2) \) is a trace of a bilinear map and so Theorem 2.2 implies that

\[
\theta(s^2) = \lambda \theta(s)^2 + \mu(s)\theta(s) + \nu(s)
\]

where \( \lambda \in F, \mu : A \to F \) is a linear and \( \nu : A \to F \) is a trace of a bilinear map (again, the term linearity refers to \( F_s \) and not \( F \)). We claim that \( \lambda \in F_s \) and \( \mu(s), \nu(s) \in F_s \) for all \( s \in S \). Indeed, since both \( \theta(s) \) and \( \theta(s^2) \) are symmetric for any \( s \in S \), it follows that

\[
\lambda \theta(s)^2 + \mu(s)\theta(s) + \nu(s) = \lambda^* \theta(s)^2 + \mu(s)^* \theta(s) + \nu(s)^*
\]

and so

\[
\{(\lambda - \lambda^*)\theta(s) + \mu(s) - \mu(s)^*\} \theta(s) \in F \quad \text{for all } s \in S.
\]

Since \( \deg(A') \) is, in particular, \( > 4 \), Theorem 2.3 first gives

\[
(\lambda - \lambda^*)\theta(s) + \mu(s) - \mu(s)^* = 0 \quad \text{for all } s \in S,
\]

which in turn implies, again by Theorem 2.3, that \( \lambda = \lambda^* \) and \( \mu(s) = \mu(s)^* \). But then also \( \nu(s) = \nu(s)^* \) for any \( s \in S \).

Next we claim that \( \theta(1) \) is a central element, that is, it lies in \( F_s \). Just as in [10, p. 535], substituting \( s + 1 \) for \( s \) in \( [\theta(s^2), \theta(s)] = 0 \) we arrive at \( [\theta(s^2 + s), \theta(1)] = 0 \), and then repeating the same substitution we get that \( [\theta(s), \theta(1)] = 0 \) for all \( s \in S \). But then, since \( \deg(A') > 2 \), applying Theorem 2.2 again (or just referring to the standard theory of rings with involution) we infer that \( \theta(1) \) is central.

Suppose that \( \lambda = 0 \). Then, since \( \theta \) is \( F_s \)-linear, it follows that \( \theta(s^2 - \mu(s)s) \in F_s \), which in turn implies, again using the \( F_s \)-linearity of \( \theta \) together with \( \theta(1) \in F_s \), that \( (s - \mu(s))s \in F_s \) for all \( s \in S \). Since \( \deg(A) \) is assumed to be \( > 4 \), Theorem 2.3 yields \( s - \mu(s) = 0 \), which contradicts the assumption \( \deg(A) > 2 \). Therefore, \( \lambda \neq 0 \).

Now define \( \varphi : S \to S' \) by

\[
\varphi(s) = \lambda \theta(s) + \frac{1}{2} \mu(s), \quad s \in S.
\]
Using (1) one can check that \( \varphi(s^2) - \varphi(s)^2 \in F \) for all \( s \in S \). Hence 
\[
\varphi(s \circ t) = \varphi(s) \circ \varphi(t) + \tau(s, t)
\]
for all \( s, t \in S \), where \( s \circ t = st + ts \) and \( \tau(s, t) \in F \). Since \( (s \circ s) \circ (s \circ s) = \{(s \circ s) \circ s\} \circ s \) for all \( s \in S \), we have 
\[
0 = \varphi\left(\{(s \circ s) \circ (s \circ s) - \{(s \circ s) \circ s\} \circ s\}\right)
\]
\[
= \{\varphi(s) \circ \varphi(s) + \tau(s, s)\} \circ \{\varphi(s) \circ \varphi(s) + \tau(s, s)\} + \tau(s \circ s, s \circ s) - \{\varphi(s) \circ \varphi(s) + \tau(s, s)\} \circ \varphi(s) + \tau(\{s \circ s\} \circ s, s)
\]
\[
= 4\tau(s, s)\varphi(s)^2 - 4\tau(s^2, s)\varphi(s) + 2\tau(s, s)^2 + 4\tau(s^2, s^2) - 4\tau(s^3, s)
\]
for all \( s \in S \). Substituting \( \lambda \theta(s) + \frac{1}{2} \mu(s) \) for \( \varphi(s) \) we see that 
\[
[\lambda \tau(s, s)\theta(s) - (\tau(s^2, s) - \tau(s, s)\mu(s))]\theta(s) \in F
\]
for all \( s \in S \). Using Theorem 2.3 twice we conclude that \( \tau(s, s) = 0 \) for all \( s \in S \) and so \( \varphi \) is a Jordan homomorphism. Let us show that \( \varphi \) is bijective. Basically we shall just repeat arguments given at the end of the proof of [10, Theorem 2]. Suppose that \( \varphi(s) = 0 \). Then \( \theta(s) = -\frac{1}{2\mu(s)} \mu(s) \in F \). Since \( 0 \neq \theta(1) \in F_s \), \( \theta(F_s) = F_s \), and so \( s \in F_s \). Therefore the linearity of \( \varphi \) implies that \( \varphi(1) = 0 \). Since \( \varphi \) is a Jordan homomorphism, this yields 
\[
2\varphi(t) = \varphi(1 \circ t) = \varphi(1) \circ \varphi(t) = 0 \quad \text{for all } t \in S
\]
forcing \( \theta(S) \subseteq F_s \) and so \( S' = F_s \), a contradiction. Hence \( \varphi \) is injective. Further, \( 2\varphi(1) = \varphi(1) \circ \varphi(1) \) and \( \varphi(1) \in F_s \) together yield that \( \varphi(1) = 1 \). Since \( \varphi \) is linear, \( \varphi(\sigma) = \sigma \) for all \( \sigma \in F_s \). It is now straightforward to check that \( \theta(s) = \varphi(\lambda^{-1}s - \frac{1}{2}\lambda^{-1}\mu(s)) \) for all \( s \in S \) and so \( \varphi \) is a Jordan isomorphism of \( S \) onto \( S' \). Now it follows from [17] (see also [21, 22]) that \( \varphi \) can be extended to a surjective \(*\)-linear homomorphism (which we also denote by \( \varphi \)) of associative \( F_s \)-algebras \( \langle S \rangle \) and \( \langle S' \rangle \). If \( I = \ker(\varphi) \), then \( I^* = I \) and \( I \cap S = 0 \). Therefore \( x^* + x \in I \cap S = 0 \) for all \( x \in I \) and so \( x^2 \in I \cap S = 0 \) for all \( x \in I \). On the other hand, the ring \( \langle S \rangle \) is prime [18, Theorem 3.4], and so \( I = 0 \). That is, \( \varphi \) is an isomorphism.

Let us finally mention that the bound \( \deg(A') > 8 \) in the theorem is not the best possible. For example, one can lower it to \( \deg(A') > 6 \) arguing similarly as in the proof [10, Theorem 2]. However, this makes the proof considerably longer.


**Theorem 4.1.** Let \( A \) be \( A' \) be centrally closed prime algebras over a field \( F \) with involution of the second kind. Suppose that \( \deg(A) > 2, \deg(A') > 2, \) and that \( \text{char}(F) \neq 2, 3 \). Let \( \theta : A \to A' \) be a bijective \( F \)-linear map with the property that \( \theta(x) \) is normal whenever \( x \in A \) is normal. Then \( \theta \) is of the form \( \theta(x) = \alpha x + \beta(x) \) where \( \alpha \in F, \alpha \neq 0, \beta : A \to F \) is a linear map and \( \phi \) is either a \(*\)-isomorphism or a \(*\)-antiisomorphism of \( A \) onto \( A' \).
Proof. Let $\epsilon \in F$ be such that $\epsilon^* = -\epsilon$. Then $A = S + \epsilon S$.

First we show that $\theta(1) \in F$, that is, that $\theta(1)$ is a central element in $A'$. Since $s + \lambda$ is a normal element for every $s \in S$ and $\lambda \in F$, it follows that $\theta(s + \lambda) = \theta(s) + \lambda \theta(1)$ is normal, that is, $[\theta(s) + \lambda \theta(1), \theta(s)^* + \lambda^* \theta(1)^*] = 0$ and hence $\lambda [\theta(1), \theta(s)^*] + \lambda^* [\theta(s), \theta(1)^*] = 0$. First setting $\lambda = 1$ and then $\lambda = \epsilon$ it follows that $[\theta(1), \theta(s)^*] = 0$, which in turn implies that $\theta(1)$ is central for $A = S + \epsilon S$ and $\theta$ is bijective.

Next, $s^2 + \lambda s$ is normal for $s \in S$ and $\lambda \in F$, and so $\theta(s^2) + \lambda \theta(s)$ is normal which implies that $[\theta(s^2), \theta(s)^*] = 0$. Linearizing we get

$$[\theta(s^2), \theta(t)^*] + [\theta(s \circ t), \theta(s)^*] = 0 \quad \text{for all } s, t \in S.$$

Again using $A = S + \epsilon S$ it follows easily that $[\theta(x^2), \theta(x^*)^*] = 0$ for all $x \in A$. Replacing $x$ by $x + 1$ and using the fact that $\theta(1)$ is central it follows that $[\theta(x), \theta(x^*)^*] = 0$ for all $x \in A$. Now, using Theorem 2.1 we see that there is $\tau \in F$ and a map $\zeta : A \rightarrow F$ such that $\theta(x^*)^* = \tau \theta(x) + \zeta(x), x \in A$. Of course, $\tau \neq 0$ for otherwise $A'$ would be commutative, contrary to the assumption. Consequently, $[\theta(x^2), \theta(x)] = 0$ for all $x \in A$. Thus, all the requirements of [10, Theorem 2] are fulfilled, and so it follows that $\theta$ is of the form $\theta(x) = \alpha \phi(x) + \beta(x)$ where $\alpha \in F$, $\alpha \neq 0$, $\beta$ is a linear map from $A$ into the center of $A'$ and $\phi$ is either an isomorphism or an antiisomorphism of $A$ onto $A'$.

All it remains to show is that $\phi(x^*) = \phi(x)^*, x \in A$.

Assume that $\phi$ is an isomorphism. Then $\psi(x) = \phi(x)^*$ also defines an isomorphism. We want to show that $\phi = \psi$. We have

$$\alpha^* \psi(x) + \beta(x)^* = \theta(x)^* = \tau \theta(x) + \zeta(x) = \tau \alpha \phi(x) + \tau \beta(x) + \zeta(x).$$

Since $\alpha \neq 0$ and $\tau \neq 0$ it follows that $\nu(x) = \psi(x) - \gamma \phi(x) \in F$ for every $x \in A$, where $\gamma = \frac{\alpha^*}{\alpha}$ is a nonzero element in $F$. Whence

$$\nu(xy) = \psi(x) \psi(y) - \gamma \phi(x) \phi(y) = \nu(x) \psi(y) + \gamma \phi(x) (\psi(y) - \phi(y)).$$

Commuting this expression with $\psi(y)$ it follows, since $\gamma \neq 0$ and $\psi(y) - \phi(y)$ commutes with $\psi(y)$, that $[\phi(x), \psi(y)](\psi(y) - \phi(y)) = 0$ for all $x, y \in A$. Replacing $x$ by $xz$ we get at once that $[A', \psi(y)].A'(\psi(y) - \phi(y)) = 0$ for every $y \in A$. Since $A'$ is prime this shows that given $y \in A$, either $\psi(y)$ is central or $\psi(y) = \phi(y)$. Since a group cannot be the union of two proper subgroups and since $A'$ is noncommutative, it follows that $\psi(y) = \phi(y)$ for all $y \in A$. Similarly we discuss the case when $\phi$ is an antiisomorphism.


Theorem 5.1. Let $A$ be $A'$ be centrally closed prime algebras over a field $F$ with involution of the first kind. Suppose that $\deg(A) > 6$, $\deg(A') > 13$ and $\text{char}(F) \neq 2, 3$. Further, let $\theta : A \rightarrow A'$ be a bijective $\ast$-linear map with the property that $\theta(x)$ is normal whenever $x \in A$ is normal. Then there exist
$\mu_1, \mu_2 \in F$, $\mu_1 \neq \pm \mu_2$, a linear map $\omega : \langle K \rangle \to F$, and a $*$-isomorphism $\psi$ of $\langle K \rangle$ onto $\langle K' \rangle$ such that $\theta(x) = \psi(\mu_1 x + \mu_2 x^*) + \omega(x + x^*)$ for all $x \in \langle K \rangle$.

First note that, since $\theta$ is $*$-linear, the condition that $\theta$ maps normal elements into normal elements is equivalent to the condition that $\theta(s)$ and $\theta(k)$ commute whenever $s \in S$ and $k \in K$ commute. In particular, for any $k \in K$, $k^2$ is a symmetric element commuting with skew elements $k$ and $k^3$, so that $[\theta(k^2), \theta(k)] = 0$ and $[\theta(k^2), \theta(k^3)] = 0$. One can note from the proof that this is essentially all that we need; more precisely, in the theorem we could replace the condition that $\theta$ preserves normal elements by a milder condition that $\theta$ satisfies these two identities and that $\theta(F) = F$.

The proof of Theorem 5.1 is broken up into a series of lemmas. We begin with:

**Lemma 5.2.** There exists $\lambda_0 \neq 0$ in $F$ such that the map $\phi = \lambda_0 \theta$ satisfies $\phi(k^2) - \phi(k)^2 \in F$ for all $k \in K$.

**Proof.** As already observed, $[\theta(k), \theta(k^2)] = 0$ for all $k \in K$. But then it follows from Theorem 2.2 that there exist $\lambda_0 \in F$ and a linear map $\mu_0 : K \to F$ such that $\theta(k^2) - \lambda_0 \theta(k)^2 - \mu_0(k) \theta(k) \in F$ for every $k \in K$. However, since $\theta$ is $*$-linear and $*$ is of the first kind, $\mu_0$ must be zero. Hence we see that $\phi = \lambda_0 \theta$ indeed satisfies $\phi(k^2) - \phi(k)^2 \in F$, $k \in K$. Finally, assuming that $\lambda_0$ is zero we arrive at $\theta(k^2) \in F$; however, $\theta(F) = F$ for $\theta(1) \in F$ (namely, $\theta(1)$ commutes with $K' = \theta(K)$ and $\deg(A') > 2$ — cf. the proof of Theorem 2.2), and so $k^2$ lies in $F$ for every $k \in K$. But Theorem 2.3 tells us that this is impossible. The lemma is thereby proved.

Of course, $\phi$ has the same properties as $\theta$, that is, it is $*$-linear, bijective and preserves normal elements.

Define $\epsilon : K \times K \to F$ by

$$\epsilon(k, l) = \frac{1}{2} \{ \phi(k \circ l) - \phi(k) \circ \phi(l) \}.$$ (2)

Clearly, $\epsilon$ is a bilinear symmetric map.

**Lemma 5.3.** There exist $\lambda \neq 0$ in $F$ and a symmetric bilinear map $\mu : K \times K \to F$ such that

$$\phi(kl) = \lambda \phi(k) \phi(l) \phi(k) + \mu(k, l) \phi(k)$$

for all $k, l \in K$.

**Proof.** If $k \in K$, then $k^2 \in S$ and $k^3 \in K$, so that $[\phi(k^3), \phi(k^2)] = 0$. However, $\phi(k^2) = \phi(k)^2 + \epsilon(k, k)$ and so $[\phi(k^3), \phi(k)^2] = 0$ for every $k \in K$. Since $\deg(A') > 10$, Theorem 2.2, together with the fact that $\phi$ is $*$-linear and $*$ is of the first kind, shows that there are $\lambda \in F$ and a symmetric bilinear map $\mu : K \times K \to F$ such that

$$\phi(k^3) = \lambda \phi(k)^3 + \mu(k, k) \phi(k)$$

for all $k \in K$.
Note that \( \lambda = 0 \) yields \( k^3 = \mu(k, k) k \) which is, since \( \deg(A) > 6 \), impossible by Theorem 2.3. Thus, \( \lambda \neq 0 \).

Linearizing (3) we get

\[
(4) \quad \phi(k^2 l + k l k + l k^2) = \lambda \{ \phi(k)^2 \phi(l) + \phi(k) \phi(l) \phi(k) + \phi(l) \phi(k)^2 \} + \mu(k, k) \phi(l) + 2 \mu(k, l) \phi(k).
\]

Next we compute \( \phi(k^2 l k + k l k^2) \) in two different ways. First using (2) we get

\[
2 \phi(k^2 l k + k l k^2) = \phi(k \circ \{ k^2 \circ l + k l k \}) - \phi(k^3 \circ l)
\]

\[
= \phi(k) \circ \phi(k^2 \circ l + k l k) + 2 \epsilon(k, k^2 \circ l + k l k) - \phi(k^3) \circ \phi(l) - 2 \epsilon(k^3, l),
\]

so that

\[
2 \phi(k^2 l k + k l k^2) = \phi(k) \phi(k^2 l + k l k + l k^2)
\]

\[
- \phi(k^2 l + k l k + l k^2) \phi(k) + \phi(k^3) \phi(l) + \phi(l) \phi(k^3) \in F.
\]

Applying (3) and (4) it follows that

\[
2 \phi(k^2 l k + k l k^2)
\]

\[
- \phi(k) \{ \lambda \phi(k)^2 \phi(l) + \lambda \phi(k) \phi(l) \phi(k) + \lambda \phi(l) \phi(k)^2 \\
+ \mu(k, k) \phi(l) + 2 \mu(k, l) \phi(k) \}
\]

\[
- \{ \lambda \phi(k)^2 \phi(l) + \lambda \phi(k) \phi(l) \phi(k) + \lambda \phi(l) \phi(k)^2 \\
+ \mu(k, k) \phi(l) + 2 \mu(k, l) \phi(k) \} \phi(k)
\]

\[
+ \{ \lambda \phi(k)^3 + \mu(k, k) \phi(k) \} \phi(l) + \phi(l) \{ \lambda \phi(k)^3 + \mu(k, k) \phi(k) \} \in F,
\]

and hence

\[
\phi(k^2 l k + k l k^2) - \lambda (\phi(k)^2 \phi(l) \phi(k) + \phi(k) \phi(l) \phi(k)^2) - 2 \mu(k, l) \phi(k)^2 \in F.
\]

On the other hand, (2) implies that

\[
\phi(k^2 l k + k l k^2) = \phi(k \circ \{ k l k \}) = \phi(k) \circ \phi(k l k) + 2 \epsilon(k, k l k).
\]

Comparing we obtain

\[
\phi(k) \circ \{ \phi(k l k) - \lambda \phi(k) \phi(l) \phi(k) - \mu(k, l) \phi(k) \} \in F
\]

for all \( k, l \in K \). According to the statement (ii) of Theorem 2.2 we must then have \( \phi(k l k) - \lambda \phi(k) \phi(l) \phi(k) - \mu(k, l) \phi(k) = 0 \) for all \( k, l \in K \), and the lemma is proved.
We shall need the conclusion of Lemma 5.3 in the following form

\[(5) \quad \phi(k_1l_2k_2 + k_2l_1k_1) = \lambda\{\phi(k_1)\phi(l)\phi(k_2) + \phi(k_2)\phi(l)\phi(k_1)\} + \mu(k_1, l)\phi(k_2) + \mu(k_2, l)\phi(k_1) \]

for all \(k_1, k_2, l \in K\).

**Lemma 5.4.** \(\mu(k, l) = 0\) for all \(k, l \in K\).

*Proof.* The proof is based on computing \(\phi(kl_1kl_2k + kl_2kl_1k)\), where \(k, l_1, l_2\) are arbitrary elements in \(K\), in two different ways. First, applying (5) we get

\[
\begin{align*}
\phi(kl_1kl_2k + kl_2kl_1k) &= \phi((kl_1k)l_2k + kl_2(kl_1k)) \\
&= \lambda\{\phi(kl_1k)\phi(l_2)\phi(k) + \phi(k)\phi(l_2)\phi(kl_1k)\} + \mu(kl_1k, l_2)\phi(k) + \mu(k, l_2)\phi(kl_1k) \\
&= \lambda^2\{\phi(k)\phi(l_1)\phi(k)\phi(l_2)\phi(k) + \phi(k)\phi(l_2)\phi(k)\phi(l_1)\phi(k)\} + 2\lambda\mu(k, l_1)\phi(k)\phi(l_2)\phi(k) + \lambda^2\phi(k) + \{\mu(kl_2k, l_1) + \mu(k, l_1)\mu(k, l_2)\}\phi(k) \\
&\text{However, } l_1 \text{ and } l_2 \text{ appear symmetrically in the expression } kl_1kl_2k + kl_2kl_1k \text{ and so, on the other hand, we must have} \\
\phi(kl_1kl_2k + kl_2kl_1k) &= \lambda^2\{\phi(k)\phi(l_1)\phi(k)\phi(l_2)\phi(k) + \phi(k)\phi(l_1)\phi(k)\phi(l_2)\phi(k)\} + 2\lambda\mu(k, l_2)\phi(k)\phi(l_1)\phi(k) + \lambda\mu(k, l_1)\phi(k)\phi(l_2)\phi(k) + \{\mu(kl_2k, l_1) + \mu(k, l_1)\mu(k, l_2)\}\phi(k). \\
\end{align*}
\]

Comparing both relations we obtain

\[
\lambda\phi(k)\{\mu(k, l_2)\phi(l_1) - \mu(k, l_1)\phi(l_2)\}\phi(k) = \{\mu(kl_1k, l_2) - \mu(kl_2k, l_1)\}\phi(k)
\]

for all \(k, l_1, l_2 \in K\). Now using Theorem 2.3 twice it follows that

\[
\mu(k, l_2)\phi(l_1) - \mu(k, l_1)\phi(l_2) = 0 \quad \text{for all } k, l_1, l_2 \in K,
\]

which readily implies the assertion of the lemma.

Thus, (5) now reduces to

\[(6) \quad \phi(k_1l_2k_2 + l_2k_1l_1) = \lambda\{\phi(k_1)\phi(l)\phi(k_2) + \phi(k_2)\phi(l)\phi(k_1)\}.\]
Lemma 5.5. There exists $\rho \in F$ such that $\rho^2 = \lambda$ and $\phi([k,l]) = \rho[\phi(k),\phi(l)]$ for all $k, l \in K$.

Proof. We have arrived at the situation when Theorem 2.4 can be applied. Taking a polynomial $f$ to be $f(x_1, x_2, x_3) = x_1x_2x_3 + x_3x_2x_1$ and a map $B$ to be equal to $B(k, l) = \phi([k, l])$, we see, by making use of (6), that all the conditions of this theorem are fulfilled (this is the place when the condition $\deg(A') > 13$ is used). It follows that there exists $\rho \in F$ such that $\phi([k, l]) = \rho[\phi(k), \phi(l)] \in F$ for all $k, l \in K$; however, since $*$ is of the first kind, this clearly yields $\phi([k, l]) = \rho[\phi(k), \phi(l)]$. It remains to show that $\rho^2 = \lambda$. We have

$$\phi([[k_1, k_2], k_3]) = \rho[\phi([k_1, k_2]), \phi(k_3)] = \rho^2[[\phi(k_1), \phi(k_2)], \phi(k_3)].$$

On the other hand, using (6), we get

$$\phi([[k_1, k_2], k_3]) = \phi(k_1k_2k_3 + k_3k_1k_2) - \phi(k_2k_1k_3 + k_3k_1k_2) = \lambda[[\phi(k_1), \phi(k_2)], \phi(k_3)].$$

Whence $(\rho^2 - \lambda)[[K', K'], K'] = 0$. Suppose that $[[K', K'], K'] = 0$. Then applying [8, Theorem 9.1.13] we get that $\deg(A') \leq 2$, a contradiction. Therefore $\rho^2 = \lambda$ and the lemma is proved.

Lemma 5.6. There exist a $*$-isomorphism $\psi$ of an algebra $\langle K \rangle$ onto an algebra $\langle K' \rangle$ and a linear map $\tau : K \circ K \to F$ such that $\psi(k) = \rho \phi(k)$ for all $k \in K$ and $\psi(s) = \lambda \phi(s) - \tau(s)$ for all $s \in K \circ K$.

Proof. We first define $\psi$ on $K$ by $\psi(k) = \rho \phi(k)$, $k \in K$. Since $\phi = \lambda_0 \theta$ and $\theta$ is a $*$-linear map, $\psi(K) = \theta(K) = K'$. It follows from Lemmas 5.3, 5.4 and 5.5 together that

$$\psi([k, l]) = [\psi(k), \psi(l)] \quad \text{and} \quad \psi(k^3) = \psi(k)^3 \quad \text{for all } k, l \in K.$$

Now both (7) and [8, Lemma 9.4.5] imply that $\psi$ can be uniquely extended to an isomorphism (which we also denote by $\psi$) of associative rings $\langle K \rangle$ and $\langle K' \rangle$. Since $\psi|_K$ is a linear map and $K$ generates $\langle K \rangle$, $\psi$ is an isomorphism of algebras. Clearly

$$\psi(K) = K' \quad \text{and} \quad \psi(K \circ K) = \psi(K) \circ \psi(K) = K' \circ K'.$$
According to [8, Lemma 9.1.5], \( \langle K \rangle = K + K \circ K \) and \( \langle K' \rangle = K' + K' \circ K' \). Obviously \( K \) (respectively, \( K \circ K \)) is the set of skew (respectively, symmetric) elements of the algebra \( \langle K \rangle \). It now follows from (8) that \( \psi \) is a \(*\)-isomorphism.

Now define a linear map \( \tau \) on \( K \circ K \) by \( \tau(s) = \lambda \phi(s) - \psi(s) \). We claim that \( \tau(s) \) lies in \( F \) for any \( s \in K \circ K \). Indeed, clearly the vector space \( K \circ K \) is spanned by the set \( \{ k^2 \mid k \in K \} \). Given \( k \in K \), we have

\[
\tau(k^2) = \lambda \phi(k^2) - \psi(k^2) = \lambda \phi(k^2) - \psi(k^2) = \lambda \{(\phi(k^2) - \phi(k))^2 \} \in F
\]

by Lemma 5.2 which proves our claim.

Finally, invoking the definition of \( \phi \) we see from Lemma 5.6 that for any \( x \in \langle K \rangle \) we have

\[
\theta(x) = \lambda_0 \phi(x) = \frac{\lambda_0}{2} \phi(x - x^*) + \frac{\lambda_0}{2} \phi(x + x^*)
\]

\[
= \frac{\lambda_0}{2} \psi(x - x^*) + \frac{\lambda_0}{2} \psi(x + x^*) + \frac{\lambda_0}{2} \tau(x + x^*)
\]

Now set \( \mu_1 = \frac{1}{2} \lambda_0 (\lambda^{-1} + \rho^{-1}) \), \( \mu_2 = \frac{1}{2} \lambda_0 (\lambda^{-1} - \rho^{-1}) \), \( \omega(x - x^*) = 0 \), \( \omega(x + x^*) = \frac{1}{2} \lambda_0 \lambda^{-1} \tau(x + x^*) \) and note that the desired conclusion holds true.
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FLOW EQUIVALENCE OF SHIFTS OF FINITE TYPE VIA POSITIVE FACTORIZATION

Mike Boyle

Together with M. Boyle and D. Huang (2000), this paper gives an alternate development of the Huang classification of shifts of finite type up to flow equivalence, and provides additional functorial information, used to analyze the action of the mapping class group of the mapping torus of a shift of finite type on the “isotopy futures” group, which is introduced here. For a shift of finite type $\sigma_A$, this group is isomorphic to the Bowen-Franks group $cok(I - A)$. The action on the isotopy futures group of a subshift is the flow equivalence analogue of the dimension group representation.

1. Introduction.

Shifts of finite type (SFTs) are the fundamental building blocks of symbolic dynamics, with applications to hyperbolic dynamics, ergodic theory, topological dynamics, matrix theory and other areas [Bow, DGS, Ki, LM, Rob, S]. Any SFT is conjugate to an SFT $\sigma_A$ defined by a matrix $A$ with nonnegative integer entries. A fundamental question about SFTs, when are they flow equivalent, is important also for the study of certain $C^*$-algebras [C, CK, H2, H3, R]. This question was solved in the irreducible case by Franks [F], extending earlier work of Parry and Sullivan [PS] and Bowen and Franks [BowF], and then in the general case by Huang [H4, H5], following earlier work on more tractable special cases [H1, H3]. Huang [H4, H5] developed complete algebraic invariants (defined in terms of the given matrix $A$) for flow equivalence of SFTs.

This paper has three main features.

1. Taken together with [BH], the paper gives a self-contained alternate development of the Huang classification of SFTs up to flow equivalence. This development separates algebraic and positivity issues, and provides additional functorial information.

2. We introduce the isotopy futures group $\mathcal{F}_S$ of the mapping torus $Y_S$ of a subshift $S$, and when $S$ is an SFT $\sigma_A$ we construct an isomorphism of $\mathcal{F}_S$ and the Bowen-Franks group $cok(I - A)$, and analyze the induced action of the mapping class group of $Y_S$ on $\mathcal{F}_S$. 
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(3) We integrate the study of flow equivalence of SFTs into the “positive $K$-theory” framework for classification problems in symbolic dynamics.

We now discuss these features in more detail.

1. To study reducible SFTs, we work with certain infinite block triangular integral matrices with block rows and columns indexed by a finite poset $\mathcal{P}$: If $i \nless j$ in $\mathcal{P}$, then the $ij$ block of the matrix must be zero. The elements of $\mathcal{P}$, and their ordering, correspond to the irreducible components of the SFT, and their asymptotic transitions; the isomorphism class of the poset $\mathcal{P}$ is an invariant of flow equivalence. We say two such matrices $B, B'$ are $\text{SL}_{\mathcal{P}}(\mathbb{Z})$ equivalent if there are matrices $U, V$ satisfying the same zero-subblock conditions, and with all diagonal blocks having determinant 1, such that $UBV = B'$. After fixing a choice of $\mathcal{P}$, and allowing a permutation of $\mathcal{P}$, we show that $A, A'$ define flow equivalent SFTs if and only if the matrices $I - A$ and $I - A'$ are $\text{SL}_{\mathcal{P}}(\mathbb{Z})$ equivalent by an equivalence which is “positive on cycle components” (a technical condition which may be removed after reduction to a standard form, see Theorem 3.4). The key to this result is the Factorization Theorem 3.3, which gives necessary and sufficient conditions for an $\text{SL}_{\mathcal{P}}(\mathbb{Z})$ equivalence to be a composition of “positive” elementary equivalences (which induce flow equivalences). Complete algebraic invariants for $\text{SL}_{\mathcal{P}}(\mathbb{Z})$ equivalence are contained in the joint work [BH] with Danrun Huang. (The proofs in the current paper are very different from those of Huang [H4, H5], but the algebraic sequel [BH] depends completely on the ideas introduced by Huang in [H4, H5].)

In Huang’s development, the proofs involve creating positive matrix models realizing given isomorphisms of an associated “$K$-web” of exact sequences of associated groups; the difficult positivity and algebraic issues are intertwined. By interposing the $\text{SL}_{\mathcal{P}}(\mathbb{Z})$ equivalence relation between the SFTs and the complicated $K$-web algebraic invariants, we separate the positivity issues (which we address in this paper) from purely algebraic issues (which are addressed in [BH]). This clarifies the meaning of the invariants and the structure of the problem. It also facilitates the application of algebraic results.

2. The analysis of the induced action on $\text{cok}(I - A)$ uses the Factorization Theorem 3.3 together with purely algebraic results from [BH] on $\text{SL}_{\mathcal{P}}(\mathbb{Z})$ equivalence. There is a plausible program (7.15) for extending these ideas to obtain more information.

It seems to be nontrivial to construct a functor which attaches isomorphisms of Bowen-Franks groups to isotopy classes of flow equivalences of SFTs. (For example, we do not know if it is possible to construct a homomorphism from $\tilde{H}^1(Y_{\sigma_A})$ onto the Bowen-Franks group $\text{cok}(I - A)$ such that the natural action of the mapping class group on $\tilde{H}^1(Y_{\sigma_A})$ induces an
automorphism of $\text{cok}(I - A)$; and we suspect there is no such homomorphism.) An alternate approach using work of Badoian is discussed at the end of Section 7. Another possible approach would be to extend ideas of Bowen and Franks, who computed $\text{cok}(I - A)$ as a relative homology group in the context of basic sets of Smale flows ([BowF, F]).

3. In the framework of positive $\mathcal{K}$-theory (a term introduced by Wagoner), some class of matrices $A$ presents some category of dynamical system, and multiplication of $I - A$ by elementary matrices satisfying some positivity condition induces isomorphisms of the system presented by $A$. This framework was born in [KRW2, KRW3], where matrices over $t\mathbb{Z}_+[t]$ presented SFTs, and multiplication of $I - A$ by certain elementary matrices over $\mathbb{Z}[t]$ gave a completely new method of constructing topological conjugacies, which allowed the solution of a difficult and important open problem. This framework for SFT’s is developed or exploited further in [BW, B1, KR1, W2]; in the last reference [W2], the $\mathcal{K}$-theory connection is more than a formal analogy and gives new counterexamples to Williams’ shift equivalence conjecture. In [G], the matrix entries lie in a certain ring of formal power series, and the elementary matrix multiplications induce good finitary isomorphisms of Markov chains. In this paper and in [Ba1], the matrices have integer (or zero-one) entries, and the elementary multiplications induce flow equivalences. There is a passage from the topological conjugacy case to the flow equivalence case by “setting $t$ equal to 1” (applying the coinvariants functor), as described in [B1]. The positive $\mathcal{K}$-theory approach gives a unified and useful framework for classification problems in symbolic dynamics, and we view this paper as a significant piece of the theory for the case of flow equivalence of SFTs. It is possible that the methods of this paper may be suggestive for the case of topological conjugacy of SFTs.

Some of our results on flow equivalence have alternate proofs based on the work of Leslie Badoian [Ba1], who develops for irreducible SFTs a flow equivalence theory analogous to the theory created by Wagoner for topological conjugacies of SFTs. At the end of Section 7, we summarize the main results of [Ba1], and discuss those alternate proofs.

Now some words on the structure of the paper. In Section 2 we give some definitions and technical results necessary for the statement of the main results in Section 3. The proof of the Factorization Theorem is carried out in Sections 4-5 and the Appendix. Shifts of finite type and the relation of flow equivalence to the matrix results are addressed in Section 6. The isotopy futures group and connections to flow equivalence are studied in Section 7. For the simple general statement of our Factorization Theorem for matrices, we need preliminary technical arguments to reduce our matrices to a nondegenerate form. These preliminaries are complicated, and we banish them to the Appendix.
The basic approach of this paper, and the Factorization Theorem in the "no cycle components" case under additional technical assumptions since removed, were announced in [B1].

I thank Danrun Huang for many helpful comments, and for a very satisfying collaboration in our sequel paper [BH]. Also, without his earlier work, this paper would not exist.

2. Definitions.

2.1. Poset blocked matrices. For the rest of the paper, we let \( P = \{1, \ldots, N\} \) denote a finite poset (partially ordered set). We describe the order with a relation \( < \) satisfying the following conditions (in which \( < \) refers to the usual order on \( \mathbb{N} \)) for all \( i, j, k \) in \( P \):

\[
\begin{align*}
  i < j & \implies i < j, \\
  i < j < k & \implies i < k.
\end{align*}
\]

We write \( i \preceq j \) to mean that \( i < j \) or \( i = j \). We can visualize the poset as an acyclic directed graph with vertex set \( \{1, \ldots, N\} \) and transitions \( i \to j \) iff \( i \prec j \).

We say that a matrix (or a block in a matrix) is *square* if its rows and columns are indexed by the same set (which may be finite or countably infinite). Suppose that \( n_1, \ldots, n_N \) lie in the set \( \{1, 2, \ldots, \infty\} \). Let \( n = (n_1, \ldots, n_N) \). We say a square matrix \( M \) is "\( n \)-blocked" if it splits into blocks \( M_{ij}, 1 \leq i, j \leq N \), where \( M_{ij} \) denotes the intersection of the \( i \)th block row and the \( j \)th block column, and has size \( n_i \times n_j \). (We will also use the notation \( M_{\{i,j\}} \) to denote \( M_{ij} \).) Given an \( n \)-blocked matrix \( M \), we let \( I_j \) denote the set of indices for rows/columns through the block \( M_{jj} \).

**Definition 2.1.** \( \mathcal{M}_P(n, \mathbb{Z}) \) is the set of \( n \)-blocked matrices with entries in \( \mathbb{Z} \) satisfying the following conditions:

1. For \( 1 \leq i \leq N \), the block \( M_{ii} \) equals the identity matrix in all but finitely many entries.
2. For \( 1 \leq i, j \leq N \) and \( i \neq j \), the block \( M_{ij} \) is zero in all but finitely many entries.
3. If \( i \not\preceq j \), then the block \( M_{ij} \) is zero.

The matrices in the semiring \( \mathcal{M}_P(n, \mathbb{Z}) \) are block upper triangular and in addition certain blocks above the diagonal must be zero. \( \mathcal{M}_P(n, \mathbb{Z}) \) is closed under addition and (because \( < \) is transitive) under matrix multiplication.

A nonnegative matrix \( A \) is *irreducible* if it is square with all entries nonnegative, and for every \( (i, j) \) there exists \( n > 0 \) such that \( A^n(i, j) > 0 \). (In particular, for us a zero matrix is not irreducible.) A square matrix is *essentially irreducible* if it has a unique principal submatrix which is irreducible and which is contained in no larger irreducible principal submatrix.
Definition 2.2. $\mathcal{M}_{P,+}(n,\mathbb{Z})$ is the set of $n$-blocked nonnegative integral matrices with only finitely many nonzero entries, satisfying the following conditions:

1. Each diagonal block $M_{ii}$ is essentially irreducible.
2. If $i \neq j$, then the block $M_{ij}$ is zero.
3. If $i < j$, then there is an index $i'$ occurring on a cycle of $M_{ii}$ and an index $j'$ occurring on a cycle of $M_{jj}$ and a positive integer $n$, such that $A^n(i', j') > 0$.

Definition 2.3. $\text{SL}_P(n,\mathbb{Z})$ is the set of matrices $M$ in $\mathcal{M}_P(n,\mathbb{Z})$ such that $\det(M_{ii}) = 1$ for $1 \leq i \leq N$.

Abbreviations 2.4. $\mathcal{M}_P(n,\mathbb{Z})$, $\mathcal{M}_{P,+}(n,\mathbb{Z})$ and $\text{SL}_P(n,\mathbb{Z})$ denote the sets $\mathcal{M}_P(n,\mathbb{Z})$, $\mathcal{M}_{P,+}(n,\mathbb{Z})$ and $\text{SL}_P(n,\mathbb{Z})$ for which $n = (n_1, \ldots, n_N)$ with every $n_i = \infty$. Whenever any such matrix family appears with no subscript $P$, it means that $P = \{1\}$ (the block structure is trivial).

We say two matrices $B, B'$ in $\mathcal{M}_P(n,\mathbb{Z})$ are $\text{SL}_P(n,\mathbb{Z})$-equivalent in $\mathcal{M}_P(n,\mathbb{Z})$ if there are matrices $U, V$ in $\text{SL}_P(n,\mathbb{Z})$ such that $UBV = B'$, and we write this as $(U, V): B \rightarrow B'$. We say a matrix is a basic elementary matrix if it equals the identity matrix except in at most one offdiagonal entry. It is not difficult to check that $\text{SL}_P(n,\mathbb{Z})$ is a group under multiplication which is generated by basic elementary matrices $[\text{BH}]$. Given $n \leq r$, we have natural truncation and embedding maps between $n$-blocked and $r$-blocked matrices,

$$\text{trun}_n: \mathcal{M}_P(r,\mathbb{Z}) \rightarrow \mathcal{M}_P(n,\mathbb{Z}),$$

$$\iota_r: \mathcal{M}_P(n,\mathbb{Z}) \rightarrow \mathcal{M}_P(r,\mathbb{Z}).$$

The truncation map replaces an $ij$ block with its $n_i \times n_j$ upper left corner. The embedding map embeds an $ij$ block as the upper left corner of an $ij$ block. If $i \neq j$, then the image $ij$ block is zero outside this embedded left corner; if $i = j$, it is the identity outside this left corner. We will use $A_\infty$ to abbreviate $\text{trun}_n(A)$ in the case that every $n_i = \infty$. We will also use $\iota_r$, $\iota_r$ and $A_\infty$ for matrix families other than $\mathcal{M}_P$. The only potentially ambiguous point, which should be clear from context, is whether the embedded block corners should be extended as above with $\mathcal{M}_P$ to match the identity matrix, or should be extended to match the zero matrix (e.g., when the range is $\mathcal{M}_{P,+}$).

2.2. Positive equivalence. Suppose for some $(i, j)$ that $E$ is a basic elementary matrix with offdiagonal entry $E(i, j) = 1, A \in \mathcal{M}_{P,+}(n,\mathbb{Z})$, and $A(i, j) > 0$. Then we say that each of the equivalences

$$(E, I): (I - A) \rightarrow E(I - A), \quad (E^{-1}, I): E(I - A) \rightarrow (I - A),$$

$$(I, E): (I - A) \rightarrow (I - A)E, \quad (I, E^{-1}): (I - A)E \rightarrow (I - A)$$
is a basic positive equivalence in $I - \mathfrak{M}^2_{P,+}(\mathbf{n}, \mathbb{Z})$. Note, $E \in \text{SL}_P(\mathbf{n}, \mathbb{Z})$. We say that an $\text{SL}_P(\mathbf{n}, \mathbb{Z})$ equivalence is a positive equivalence in $I - \mathfrak{M}^2_{P,+}(\mathbf{n}, \mathbb{Z})$ if it is a composition of basic positive equivalences in $I - \mathfrak{M}^2_{P,+}(\mathbf{n}, \mathbb{Z})$.

To understand the meaning of a basic positive equivalence, suppose $A \in \mathfrak{M}^2_{P,+}(\mathbf{n}, \mathbb{Z})$ with $A(i,j) > 0$ and $E$ is basic elementary matrix with offdiagonal entry $E(i,j) = 1$. We first discuss the case $(E,I) : (I - A) \rightarrow E(I - A)$. Define $A'$ by the requirement $E(I - A) = (I - A')$. Then $A$ and $A'$ agree except perhaps in row $i$, where

$$A'(i,k) = A(i,k) + A(j,k) \quad \text{if } j \neq k, \quad \text{and}$$

$$A'(i,j) = A(i,j) + A(j,j) - 1.$$  

View $A$ as the adjacency matrix of a directed graph $G_A$ with edge set $E_A$ and vertex set given by the $n_1 + \cdots + n_N$ indices for the rows/columns of $A$. (There can be edges joining only finitely many of those vertices.) We can describe a directed graph $G_{A'}$ which has $A'$ as its adjacency matrix as follows. $G_{A'}$ has the same vertex set as $G_A$. Now pick an edge $e$ which runs from vertex $i$ to vertex $j$ in $G_A$ ($e$ exists because by assumption $A(i,j) > 0$). The edge set $E_{A'}$ will be derived from $E_A$ as follows: Remove $e$ from $E_A$; and then for every vertex $k$, for every edge $f$ in $E_A$ from $j$ to $k$ add in a new edge (named $[e,f]$) from $i$ to $k$. It is easy to verify that with this edge set $E_{A'}$, the directed graph $G_{A'}$ has adjacency matrix $A'$.

With this notation, now define a map $\gamma : E_{A'} \rightarrow (E_A)^*$ by $\gamma : f \mapsto e$ and $\gamma : [e,f] \mapsto ef$. Then $\gamma$ induces an injective map (also called $\gamma$), from the set $\Sigma_{A'}$ of biinfinite paths through $G_{A'}$ to the set $\Sigma_A$ of biinfinite paths through $G_A$, sending $x'$ to $x$ by the rule

$$\gamma : \ldots x'_{-2}x'_{-1}|x'_0x'_1 \ldots \mapsto \ldots \gamma(x'_{-2})\gamma(x'_{-1})\gamma(x'_0)\gamma(x'_1)\ldots$$

(in which the placement of the vertical bar indicates the indexing for $x$, e.g., $x_0x_1 \cdots = \gamma(x'_0)\gamma(x'_1)\ldots$). Briefly: We get $x$ from $x'$ by replacing each $A'$ edge $[e,f]$ with $ef$.

The injective map $\gamma : \Sigma_{A'} \rightarrow \Sigma_A$ is not surjective precisely because the image will not contain points $x$ for which $x_{-1} = e$ (the image will contain the shifted point $\sigma^{-1}x$ which is defined by $(\sigma^{-1}x)_i = x_{i-1}$). However, although $\gamma$ is generally not a bijection, it does induce a bijection of orbits (under the shift) in $\Sigma_A$ and $\Sigma_{A'}$. Also, $\gamma$ induces a bijection of finite orbits: That is, $\gamma$ induces a bijection (also called $\gamma$) of cycles in $G_A$ and $G_{A'}$ (which need not respect the cycle length). If $1 \leq t \leq N$ and $c$ is a cycle for the block $A_t$, then $\gamma(c)$ is a cycle for $A'_t$, because if $i$ and $j$ are not indices for the same component then $\gamma$ is the identity on cycles. Also, if $x$ in $\Sigma_A$ is backwardly asymptotic (under the shift) to a cycle $c$ and forwardly asymptotic to a cycle $\tilde{c}$, then $\gamma(x)$ is backwardly asymptotic to $\gamma(c)$ and forwardly asymptotic to $\gamma(\tilde{c})$. It follows that the matrix $A'$ satisfies the conditions of Definition 2.2 and lies in $\mathfrak{M}^2_{P,+}(\mathbf{n}, \mathbb{Z})$. 

The discussion of the case \((I, E): (I - A) \to (I - A)E = (I - A')\) is much the same. Let \(f\) be an \(A\)-edge from \(i\) to \(j\). To form the \(A'\) graph from the \(A\) graph in this case, delete \(f\), and add a new edge \([ef]\) for each edge \(e\) with terminal vertex \(i\). Then define \(\gamma\) as before.

The following lemma, fundamental to the sequel, is implicit in Franks’ paper [F].

**Lemma 2.5.** Suppose \(A \in M_p^+(n, \mathbb{Z})\), \(E\) is a basic elementary matrix in \(SL_p(n, \mathbb{Z})\) whose nonzero offdiagonal entry is \(E(i, j) = 1\), and there is a positive integer \(k\) such that \(A^k(i, j) > 0\).

1. If \((E(I - A))(i, j) \leq 0\), then \((E, I): (I - A) \to E(I - A)\) is a positive equivalence in \(I - M_p^+(n, \mathbb{Z})\).
2. If \(((I - A)E)(i, j) \leq 0\), then \((I, E): (I - A) \to (I - A)E\) is a positive equivalence in \(I - M_p^+(n, \mathbb{Z})\).

**Proof.** We will consider the claim for the first equivalence \((E, I)\); the other case is similar. By assumption, there is a list \(i = i_0, i_1, \ldots, i_k = j\) (which we take to be of minimal length, so the indices \(i_0, i_1, \ldots, i_k\) are distinct) such that for \(0 \leq t < k\) we have \(A(i_t, i_{t+1}) > 0\). If \(k = 1\), then the equivalence is a basic positive equivalence (and we know a basic positive equivalence takes a matrix in \(I - M_p^+(n, \mathbb{Z})\) to a matrix in \(I - M_p^+(n, \mathbb{Z})\)). So suppose \(k > 1\). Let \(F_t\) be the elementary matrix whose acts to add row \(i_t\) to row \(i\). Let \(F = F_{k-1} \cdots F_1\). Then we have basic positive equivalences

\[
\begin{align*}
(I - A) & \to F_1(I - A) \to F_2F_1(I - A) \to \cdots \to (F_{k-1} \cdots F_2F_1)(I - A) \\
& = F(I - A) \to EF(I - A) \to (F_{k-1})^{-1}EF(I - A) \\
& \to \cdots \to (F_1)^{-1} \cdots (F_{k-2})^{-1}(F_{k-1})^{-1}EF(I - A) \\
& = F^{-1}EF(I - A) = E(I - A).
\end{align*}
\]

\[\square\]

**2.3. Cycle components.** The technical discussion of this subsection is only required for the case when the matrix \(A\) in \(M_p^+(n, \mathbb{Z})\) has a diagonal block whose maximal irreducible submatrix is a permutation matrix.

**Lemma 2.6.** Suppose \(A\) is an \(S \times S\) nonnegative integral matrix which has as its unique irreducible submatrix a cyclic permutation matrix. Then the cokernel group \(\text{cok}(I - A) = \mathbb{Z}^S/(I - A)\mathbb{Z}^S\) is isomorphic to \(\mathbb{Z}\). Let \(I\) denote the set of indices involved in the cyclic permutation. Then the canonical basis vectors satisfy the following conditions:

1. \([e_i]\) is a generator of \(\text{cok}(I - A)\) if \(i \in I\).
2. \([e_i] = [e_j]\) if \(i\) and \(j\) are in \(I\).
3. \([e_i] = 0\) if \(i \notin I\).
Proof. (3) If \( i \notin I \), then for large \( n \), \( A^n e_i = 0 \), and \( e_i = (I - A^n) e_i = (I - A)(I + A + \cdots + A^{n-1}) e_i \). Then \( [e_i] = 0 \) in \( \operatorname{cok}(I - A) \).

(2) Let \( \pi \) denote the given permutation and suppose \( i \) and \( j \) are in \( I \). Then there exists \( n > 0 \) such that \( A^n e_i = e_j \), so in \( \operatorname{cok}(I - A) \) we have \( [e_i] - [e_j] = [e_i - e_j] = [(I - A^n) e_i] = 0 \).

(1) Clearly now, if \( i \in I \), then \( [e_i] \) generates \( \operatorname{cok}(I - A) \). Also, because \( \det(I - A) = 0 \), \( \mathbb{Z} \) is a subgroup of \( \operatorname{cok}(I - A) \). Therefore \( \operatorname{cok}(I - A) \cong \mathbb{Z} \). \( \square \)

For a matrix \( A \) satisfying the hypotheses of the lemma, we make \( \operatorname{cok}(I - A) \) an ordered group by declaring its positive set to be the collection of those \([w] \) such that (in the notation of the statement of the lemma) \( \sum_{i \in I} w_i \geq 0 \). (This sum does not depend on the representative \( w \) of \([w] \).) We say an isomorphism between two such cokernel groups is positive if it takes the positive set in the domain to the positive set in the range.

If \( A \in \mathcal{M}_{p,+}^n(n, \mathbb{Z}) \), then for \( 1 \leq i \leq N \) the diagonal block \( A_{ii} \) contains a unique maximal irreducible principal submatrix. If this matrix is a permutation matrix, then we say that \( i \) is a cycle component of \( A \). We let \( C_A \) denote the set of cycle components of \( A \). For each \( i \) in \( C_A \), we make the cokernel group

\[ \operatorname{cok}(I - A)_{ii} = \mathbb{Z}^{n_i}/(I - A)_{ii} \mathbb{Z}^{n_i} \cong \mathbb{Z} \]

an ordered group as described above. For \( A \) and \( A' \) in \( \mathcal{M}_{p,+}^n(n, \mathbb{Z}) \), if \( (U, V) \) is an \( \text{SL}_P(\mathbb{Z}) \) equivalence from \( A \) to \( A' \), then for \( 1 \leq i \leq N \) the equivalence \( (U, V) \) induces an \( \text{SL}(\mathbb{Z}) \) equivalence \( (U_{ii}, V_{ii}) \) from \( A_{ii} \) to \( A'_{ii} \), and this induces an isomorphism from \( \operatorname{cok}(I - A)_{ii} \) to \( \operatorname{cok}(I - A')_{ii} \) by the rule \( [x] \mapsto [U_{ii}x] \). We say that the \( \text{SL}_P(\mathbb{Z}) \) equivalence \( (U, V) \) is positive on cycle components if this induced isomorphism of the \( i \)th component cokernel groups is positive whenever \( i \) is a cycle component for both \( A \) and \( A' \). For example, if

\[ A_{ii} = A'_{ii} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \quad \text{and} \quad U_{ii} = V_{ii} = \begin{pmatrix} -1 & 0 \\ 0 & -1 \end{pmatrix}, \]

then \( (U, V) \) is not positive on cycle components.

**Proposition 2.7.** Suppose \( (U, V) \) is a positive \( \text{SL}_P(n, \mathbb{Z}) \) equivalence from \( (I - A) \) to \( (I - A') \) in \( I - \mathcal{M}_{p,+}^n(n, \mathbb{Z}) \). Then:

1. \( A \) and \( A' \) have the same cycle components, and
2. \( (U, V) \) is positive on cycle components.

*Proof.* It suffices to consider the case \((U, V) = (E,I)\) where \( E \) is a basic elementary matrix with offdiagonal entry \( E(i_1, j_1) = 1 \) such that \( i_1 \) and \( j_1 \) index rows through \( A_{ii} \) and \( i \) is a cycle component of \( A \).

(1) It is clear from the earlier discussion on positive equivalence that the \( i \)th component of \( A \) has a unique cycle iff the \( i \)th component of \( A' \) has a unique cycle.
(2) For any canonical basis vector $e_s$, the vector $Ee_s$ is nonnegative because $E$ is nonnegative. It follows that $(E, I)$ must be positive on components. □


In this section we state the main results (Theorem 3.1 and Theorem 3.3) which do not involve the mapping class group. We also give Theorems 3.4 and 3.5, which clarify computational issues. The definition of flow equivalence is given in Section 6, and all discussion of the mapping class group results is deferred to Section 7.

We need a little more notation. Given $P$, we will use the same index set $I_P$, a disjoint union of countably infinite sets $I_P^p$, $p \in P$, for all matrices with $P \times P$ blocking into infinite subblocks. Given finite posets $P, P'$, let $\text{Iso}[P, P']$ be the set of poset isomorphisms from $P$ to $P'$. For each $\nu$ in $\text{Iso}[P, P']$, fix an infinite permutation matrix $P = P_\nu$ such that

$$P(i, j) = 1 \text{ and } j \in I_P^p \Rightarrow i \in I_{P_{\nu(p)}}^p.$$ 

Informally, a block $P\{p, q\}$ is zero if $q \neq \nu(p)$ and is the (infinite) identity matrix if $q = \nu(p)$.

**Theorem 3.1** (Classification Theorem). Suppose $A$ is in $\mathcal{M}_{P, +}^o(\mathbb{Z})$ and $A'$ is in $\mathcal{M}_{P', +}^o(\mathbb{Z})$. The following are equivalent:

1. The SFTs $\sigma_A$ and $\sigma_{A'}$ are flow equivalent.
2. For some $\nu \in \text{Iso}[P, P']$, with $P = P_\nu$, there exists a positive $\text{SL}_P(\mathbb{Z})$ equivalence from $(I - A)$ to $(I - P^{-1}A'P)$ in $I - \mathcal{M}_{P, +}^o(\mathbb{Z})$.
3. For some $\nu \in \text{Iso}[P, P']$, with $P = P_\nu$, $A$ and $P^{-1}A'P$ have the same cycle components, and there exists an $\text{SL}_P(\mathbb{Z})$ equivalence from $(I - A)$ to $(I - P^{-1}A'P)$ which is positive on cycle components.

**Remarks 3.2.**

1. There are only finitely many automorphisms $\nu : P \rightarrow P'$, and they are easily computed. So, we can decide (3) in Theorem 3.1 if we can decide it in the case where $P = I$ and $P = P'$.
2. The content of Theorem 3.1 is contained in [H4, H5]. We will prove the equivalence (1) $\iff$ (2) in Section 6. The implication (2) $\implies$ (3) is trivial. The implication (3) $\implies$ (2) follows from the main contribution of this paper, which is the next theorem.

**Theorem 3.3** (Factorization Theorem). Suppose $A$ and $A'$ are in $\mathcal{M}_{P, +}^o(\mathbb{Z})$, and $(U, V) : (I - A) \rightarrow (I - A')$ is an $\text{SL}_P(\mathbb{Z})$ equivalence. The following are equivalent:

1. $(U, V) : (I - A) \rightarrow (I - A')$ is a positive $\text{SL}_P(\mathbb{Z})$ equivalence in $I - \mathcal{M}_{P, +}^o(\mathbb{Z})$. 
(2) $A$ and $A'$ have the same cycle components, and $(U, V)$ is positive on cycle components.

Below, given a matrix $A$ in any $\mathcal{M}_{p_+}^n(n, \mathbb{Z})$, we let $A_{\infty}$ denote its embedding in $\mathcal{M}_{p_+}^n(\mathbb{Z})$.

**Theorem 3.4.** Suppose $A$ and $A'$ are in $\mathcal{M}_{p_+}^n(n, \mathbb{Z})$, where $n = (n_1, \ldots, n_N)$ and the following hold for $1 \leq i \leq N$:

- $n_i = 1 \iff i$ is a cycle component of $A \iff i$ is a cycle component of $A'$,
- $n_i = 1$ or $n_i = \infty$.

Then the following are equivalent:

1. There exists a positive $SL_P(Z)$ equivalence from $(I - A_{\infty})$ to $(I - A'_{\infty})$ in $I - \mathcal{M}_{p_+}^n(\mathbb{Z})$.
2. $(I - A)$ and $(I - A')$ are $SL_P(n, \mathbb{Z})$ equivalent.

**Proof of Theorem 3.4.** $(2) \implies (1)$ Suppose $(U, V)$ is the $SL_P(n, \mathbb{Z})$ equivalence. If $n_i = 1$, then $U_{ii} = V_{ii} = 1$ because $\{U, V\} \subset SL_P(n, \mathbb{Z})$. So, the embeddings of $U$ and $V$ in $SL_P(Z)$ give an $SL_P(Z)$ equivalence $(I - A_{\infty}) \rightarrow (I - A'_{\infty})$ in $I - \mathcal{M}_{p_+}^n(\mathbb{Z})$ which is positive on cycle components.

$(1) \implies (2)$ This follows from Lemmas A.3 and A.7. \qed

The point of Theorem 3.4 is to give a flow equivalence criterion in terms of just $SL_P(n, \mathbb{Z})$ equivalence (which is characterized in [BH]), without a “positive on cycle components” condition. Given matrices $A_1$ and $A'_1$ in $\mathcal{M}_{p_+}^n(n, \mathbb{Z})$, Lemmas A.1 and A.2 give us positive equivalences, from $I - A_1$ to $I - A$ and from $I - A'_1$ to $I - A'$, such that $A_{\infty}$ and $A'_{\infty}$ are of the form described in Theorem 3.4.

**Theorem 3.5 ([BH]).** Suppose $B$ and $B'$ are matrices in $\mathcal{M}_r(n, \mathbb{Z})$ such that for each diagonal block in $B$ or $B'$, the greatest common divisor of the entries of the block is 1. Suppose $n \leq r$, and let $i$ be the embedding of $\mathcal{M}_r(n, \mathbb{Z})$ into $\mathcal{M}_r(r, \mathbb{Z})$.

Then $B$ is $SL_P(n, \mathbb{Z})$ equivalent to $B'$ if and only if $iB$ is $SL_P(r, \mathbb{Z})$ equivalent to $iB'$.

Theorem 3.5, taken from the Stabilization result in [BH], reduces the problem of $SL_P(Z)$ equivalence of the matrices $(I - A)$ and $(I - A')$ in Theorem 3.4 to an equivalence problem for finite matrices.

4. **Factorization: The proof.**

To begin, we describe a matrix class in which our positivity considerations will be simplified.
Definition 4.1. Given a subset $C$ of $\{1, \ldots, N\}$, and a vector $n$ with positive integer entries such that $n_i = 1$ if $i \in C$, define $\mathcal{M}^+_P(C, n, \mathbb{Z})$ to be the set of $n$-blocked integral matrices $M$ whose blocks $M_{ij}$ satisfy the following conditions:

- $M_{ii} = 0$ if $i \in C$,
- $M_{ij} = 0$ if $i \neq j$ and $i \not\prec j$,
- $M_{ij} > 0$ otherwise.

(So, each block of $M$ has all entries zero or all entries greater than zero, $M_{ii} = 0$ when $i \in C$, and otherwise $M_{ij} > 0$ if and only if $i \preceq j$. If $-M = I - A$, then $C$ is the set of cycle components of $A$.)

Definition 4.2. An elementary positive equivalence in $\mathcal{M}^+_P(C, n, \mathbb{Z})$ is an $\text{SL}_P(n, \mathbb{Z})$ equivalence $(U, V): B \rightarrow B'$ such that $(B, B') \subset \mathcal{M}^+_P(C, n, \mathbb{Z})$; one of $U, V$ equals $\text{Id}$; and the other is a basic elementary matrix. A positive equivalence in $\mathcal{M}^+_P(C, n, \mathbb{Z})$ is a composition of elementary positive equivalences in $\mathcal{M}^+_P(C, n, \mathbb{Z})$. For such an equivalence $(U, V)$, we use notations such as $(U, V): B \rightarrow B'$ or $B \rightarrow (U, V) B'$.

Observation 4.3. Suppose $B = (A - I)$, $B' = (A' - I)$ and $(U, V): B \rightarrow B'$ is a positive equivalence in $\mathcal{M}^+_P(C, n, \mathbb{Z})$. Then $(U, V): (I - A) \rightarrow (I - A')$ is a positive equivalence in $\mathcal{M}^+_{P+}(n, \mathbb{Z})$.

Outline of the proof. Now we can give an outline of the proof of the Factorization Theorem (3.3), which we break into four steps.

Step 1 of the proof (“block positive reduction”) is to reduce it to proving the following theorem:

Theorem 4.4. Suppose $B = A - I$ and $B' = A' - I$, satisfying

- $B$ and $B'$ are in $\mathcal{M}^+_P(C, n, \mathbb{Z})$
- $(U, V): B \rightarrow B'$ is an $\text{SL}(n, \mathbb{Z})$ equivalence
- if $i \notin C$, then $\dim(\ker(A_{ii})) \geq 2$.

Then

$(U, V): B \rightarrow B'$.

Step 2 (“the positive case”) is to prove Theorem 4.4 in the case $B$ and $B'$ are positive (i.e., $P = \{1\}$ and $C = \emptyset$). This step is the heart of the proof and it is carried out in Section 5. This is the only step which uses the condition $\dim(\ker(A_{ii})) \geq 2$.

Step 3 (“the unipotent case”) is to prove Theorem 4.4 in the case that $U$ and $V$ lie in $U_P(n, \mathbb{Z})$, where $U_P(n, \mathbb{Z})$ denotes the set of matrices $M$ in $\text{SL}_P(n, \mathbb{Z})$ such that $M_{ii} = I$ for all $i$ in $P$. 
Step 4 ("the general case") is to finish the proof of Theorem 4.4.

**Step 1:** Block positive reduction. We will accomplish this step by proving the following proposition. Let \( C_A = C \) denote the set of cycle components of \( A \). For each cycle component \( i \), let \( C_i^{\text{sec}} \) denote the set of indices for rows/columns through \( A_{ii} \) such that \( i \) does not lie on a cycle, and let \( C_i^{\text{prim}} \) denote the set of indices \( i \) for rows/columns through \( A_{ii} \) which lie on the unique cycle in \( A_{ii} \). Let \( C_{\text{prim}} = \bigcup C_i^{\text{prim}} \) and \( C_{\text{sec}} = \bigcup C_i^{\text{sec}} \).

**Proposition 4.5.** Suppose \( \{ A, A' \} \subset M_{P,+,\mathbb{Z}}^\circ \); \( C_A = C_{A'} = C \); \((U, V) : (I - A) \to (I - A')\) is an \( \text{SL}_P(n, \mathbb{Z}) \) equivalence which is positive on cycle components; and \( n = (n_1, \ldots, n_N) \) has positive integer entries. Then there is a commuting diagram of \( \text{SL}_P(n, \mathbb{Z}) \) equivalences

\[
\begin{array}{ccc}
(I - A) & \longrightarrow & (I - A') \\
(U, V) \downarrow & & \downarrow (U, V) \\
(I - A') & \longrightarrow & (I - A')
\end{array}
\]

such that:

1. The horizontal arrows are positive \( \text{SL}_P(n, \mathbb{Z}) \) equivalences in \( M_{P,+,\mathbb{Z}}^\circ \).
2. For both \( \overline{A} \) and \( \overline{A'} \), the principal submatrix indexed by the complement of \( C_{\text{sec}} \) is strictly positive wherever the \( P \) ordering permits a nonzero entry, and in addition the diagonal blocks \((\overline{A} - I)_t\) and \((\overline{A'} - I)_t\) are strictly positive whenever \( t \notin C \).
3. For both \( \overline{A} \) and \( \overline{A'} \), \( C_{\text{prim}} \) is the set of indices \( \ell \) such that for some \( i \in C \), \( \ell \) indexes the upper left corner of the \( ii \) block.
4. \( \overline{A}(i, j) = \overline{A'}(i, j) = 0 \) whenever \( \{i, j\} \cap C_{\text{sec}} \neq \emptyset \).
5. \( U(i, j) = V(i, j) = \delta_{ij} \) whenever \( \{i, j\} \cap C_{\text{sec}} \neq \emptyset \).

For matrices \( \overline{A}, \overline{A}' \) in \( M_{P,+,\mathbb{Z}}^\circ \), we say an \( \text{SL}_P(n, \mathbb{Z}) \) equivalence \((U, V) : (I - A) \to (I - A')\) is **nondegenerate** if it satisfies Conditions (2), (3), (4) and (5) of Proposition 4.5. Note Condition (3) implies that \( \overline{A}(\ell, \ell) = 1 \) if \( \ell \in C_{\text{prim}} \).

Let us see that Proposition 4.5 reduces the proof of \( (2) \implies (1) \) in the Factorization Theorem 3.3 to the proof of Theorem 4.4. Given \((I - A), (I - A')\) and \((U, V)\) satisfying (2) in the statement of Theorem 3.3, pick a vector \( n \) with positive integer entries large enough that:

- For all \( i, j \) in \( P \), the \( ij \) blocks of \( U, V, I - A \) and \( I - A' \) agree with \( \delta_{ij} I \) outside the upper left \( n_i \times n_j \) corner, and
- if \( i \notin C \), then the upper left \( n_i \times n_i \) corners of \( A_{ii} \) and \( A'_{ii} \) have kernels of dimension at least two.
Replace $A, A', U$ and $V$ with their truncations to $n$-blocked matrices. Then it suffices to prove that $(U, V) : (I - A) \to (I - A')$ is a positive $\SL(n, \mathbb{Z})$ equivalence in $\MP_{\mathcal{P}}(\mathbb{Z})$. To do this, first apply Proposition 4.5 to the matrices $U, V, A, A'$. Then truncate the resulting $\overline{U}, \overline{V}, \overline{A}, \overline{A'}$ by removing all rows and columns indexed by $\mathcal{C}^\text{sec}$, and call the resulting matrices $\overline{U}, \overline{V}, \overline{A}, \overline{A'}$.

To finish the proof of the Factorization Theorem 3.3, it suffices to show $(U, V) : (I - A) \to (I - A')$ is a positive equivalence, and this now follows by an application of Theorem 4.4 and Observation 4.3.

We want Proposition 4.5 in order to have a completely general result about factoring equivalences into positive equivalences, and in order to see the main arguments more clearly in the less technical setting of $\MP^{+}_p(\mathbb{Z})$. Because the proof of Proposition 4.5 is tedious (almost entirely on account of technicalities involving cycle components), we relegate the proof of Proposition 4.5 to Appendix A.

Below, we use $U_P$ to denote $U_P(n, \mathbb{Z})$ and we use $\MP^{+}_p$ to denote $\MP^{+}_p(\mathbb{Z})$. For $i, j$ in $\mathcal{P}$ and $B$ a matrix with a $\mathcal{P}$-indexed block structure, we let $B\{i, j\}$ denote the $ij$ block of $B$.

Step 2: The positive case. This is carried out in Section 5.

Step 3: The unipotent case.

**Lemma 4.6.** Suppose $U$ and $V$ are matrices in $U_P$, $B$ and $B'$ are in $\MP^{+}_p$, and $UBV = B'$. Then

\[
B \xrightarrow{(U, V)} + B'.
\]

**Proof.** Write $U$ as a product of matrices in $U_P$, $U = U_n \cdots U_1$, where for each $U_t$ there is an associated pair $(i_t, j_t)$, such that the following hold:

- $U_t = I$, except in the block $U_t\{i_t, j_t\}$, and
- if $s \neq t$, then $(i_s, j_s) \neq (i_t, j_t)$.

Note, whenever $i_s$ is an immediate predecessor of $j_s$ in $\mathcal{P}$ and $B\{i_s, i_s\} = 0$, these conditions imply

\[
(U_s B)\{i_s, j_s\} = B'\{i_s, j_s\}. \tag{4.7}
\]

We claim there are nonnegative matrices $Q_1, \ldots, Q_n$ in $U_P$ such that (with $Q = Q_1 \cdots Q_n$)

\[
B \xrightarrow{(U_1, Q_1)} + \cdots \xrightarrow{(U_n, Q_n)} + U_n \cdots U_1 BQ_1 \cdots Q_n = UBQ. \tag{4.8}
\]

To show (4.8), first we will produce $Q_1$ such that

\[
B \xrightarrow{(U_1, Q_1)} + U_1 BQ_1.
\]
Denote \((i_1, j_1)\) as \((i, j)\). Factor \(U_1\) as \(U_1 = U_1^- U_1^+\), where \(U_1^-\) and \(U_1^+\) equal \(I\) outside the \(\{i, j\}\) block, \(U_1^+\{i, j\}\) is the nonnegative part of \(U_1\{i, j\}\), and \(U_1^-\{i, j\}\) is the nonpositive part of \(U_1\{i, j\}\). Clearly

\[
(U_1^+, I) : B \rightarrow U_1^+ B.
\]

For \(U_1^-\) there are two cases.

**Case I:** \(B\{i, i\} > 0\). We have \(U_1^-(U_1^+ B) = U_1^+ B\) outside blocks \(\{i, k\}\) such that \(i < j \leq k\). Because \((U_1^+ B)\{i, i\} = B\{i, i\} > 0\), we can pick \(Q_1\) in \(U_P\), with sufficiently large nonnegative entries in such blocks \(\{i, k\}\), to put \(U_1^-(U_1^+ B)Q_1\) into \(M_{++}^P\). Then

\[
U_1^+ B \xrightarrow{\{I, Q_1\}\{U_1^-, I\}} U_1^+ BQ_1 = U_1 BQ_1.
\]

**Case II:** \(B\{i, i\} = 0\). Again, \(U_1^-(U_1^+ B) = U_1^+ B\) outside blocks \(\{i, k\}\) such that \(i < j \leq k\). Because \(B\{i, j\} > 0\), we can choose \(Q_1\) nonnegative in \(U_P\) such that for all \(k\) satisfying \(i < j < k\), we have \(U_1^-(U_1^+ B)Q_1\{i, k\} > 0\). (A positive entry in the block \(Q\{j, k\}\) acts here to add a multiple of a column through the \(\{i, j\}\) block to a column in the \(\{i, k\}\) block.) If there is some \(h\) such that \(i < h < j\), then suitable positive entries in \(Q_1\{h, k\}\) will also achieve \(U_1^-(U_1^+ B)Q_1\{i, j\} > 0\). If there is no such \(h\), then \(i\) is an immediate predecessor of \(j\) in \(P\), and by appeal to (4.7) we have

\[
(U_1^- (U_1^+ B)Q_1)\{i, j\} = (U_1 B)\{i, j\}
\]

\[
= B'\{i, j\} > 0.
\]

Therefore

\[
U_1^+ B \xrightarrow{\{I, Q_1\}\{U_1^-, I\}} U_1^+ BQ_1 = U_1 BQ_1
\]

as required.

Thus in either case we have

\[
B \xrightarrow{\{U_1, Q_1\}} U_1 BQ_1 \in \mathcal{M}_{++}^P.
\]

An easy induction on the argument gives (4.8), with

\[
B \xrightarrow{\{U, Q\}} UBQ \in \mathcal{M}_{++}^P,
\]

with \(Q\) a product of nonnegative elementary matrices in \(U_P\). The transposed argument gives a matrix \(P\) in \(U_P\) such that \(P\) is a product of nonnegative elementary matrices such that

\[
B' \xrightarrow{\{P, V^{-1}\}} PB'V^{-1} \in \mathcal{M}_{++}^P.
\]
Then
\[
B \xrightarrow{(U,Q)} UBQ \xrightarrow{(P,I)} PUBQ = PB'V^{-1}Q \xrightarrow{(I,Q)} PB'V^{-1} \xrightarrow{(P,V^{-1})} B'
\]
so
\[
(P^{-1}PU,QQ^{-1}V) = (U,V); B \rightarrow B'
\]
as required. \qed

**Step 4: The general case.**

**Lemma 4.9.** Suppose \(i \notin \mathcal{C} \), \(E \) is a basic elementary matrix in \(SL_P(n,\mathbb{Z})\), \(E\{j,k\} = (\text{Id})\{j,k\}\) when \((j,k) \neq (i,i)\), \(\{B,B'\} \subset M^+_P(\mathcal{C},n,\mathbb{Z})\) and
\[
(E\{i,i\},\text{Id}): B\{i,i\} \rightarrow B'\{i,i\}.
\]
Then there exists \(V \) in \(U_P\) such that
\[
(E,V): B \rightarrow B'.
\]
Similarly, if
\[
(\text{Id},E\{i,i\}): B\{i,i\} \rightarrow B'\{i,i\}
\]
then there exists \(U \) in \(U_P\) such that
\[
(U,E): B \rightarrow B'.
\]

**Proof.** We will consider the equivalence \((E,I)\), the other case is similar. Let \(E(s,t)\) be the nonzero offdiagonal entry of \(E\). If \(E(s,t) = 1\), then set \(V = \text{Id}\). Now suppose \(E(s,t) = -1\), so \(E\) acts from the left to subtract row \(t\) from row \(s\). Then possibly there are nonpositive entries in blocks \((EB)\{i,j\}\) where \(i \prec j\). To correct for this, pick \(r\) an index for a column through the \(ii\) block; note that \(B(s,r) > B(t,r)\) because \((EB)\{i,i\} > 0\) by assumption; consider a positive integer \(M\); and let \(V\) be the matrix in \(U_P\) which acts from the right to add column \(r\) to column \(q\), \(M\) times, for every \(q\) indexing a column through an \(ij\) block for which \(i \prec j\). For these \(q\),
\[
(EBV)(s,q) = M(B(s,r) - B(t,r)) + B(s,q) - B(t,q).
\]
So, if \(M\) is large enough, then this gives
\[
B \xrightarrow{(I,V)} BV \xrightarrow{(E,I)} EBV
\]
as required. \qed
Proof of the general case. Now let \((U, V): B \rightarrow B'\) be the \(\text{SL}_p(n, \mathbb{Z})\) equivalence, with \(\{B, B'\} \subset \mathcal{M}^+_p(C, \mathbb{Z})\). By Step 2 (Theorem 5.1), for each \(i \in \mathcal{P} \setminus \mathcal{C}\), we have
\[
(U\{i, i\}, V\{i, i\}): B\{i, i\} \rightarrow B'\{i, i\}.
\]
So, we may find a string of elementary equivalences, say \((E_1, F_1), \ldots, (E_t, F_t)\), with every \(E_t\{i, j\} = F_t\{i, j\} = (\text{Id})\{i, j\}\) unless \(i = j \notin \mathcal{C}\), which accomplishes the elementary positive equivalence decomposition inside the diagonal blocks. By Lemma 4.9, we may find \((U_1, V_1), \ldots, (U_t, V_t)\) with each \(U_s\) and \(V_s\) in \(\mathcal{U}_P\), such that
\[
B (U_1, F_1) \rightarrow (E_1, V_1) \rightarrow \cdots \rightarrow (U_t, F_t) \rightarrow (E_t, V_t) \rightarrow B''.
\]
Let \(X = E_tU_t \cdots E_2U_2E_1U_1\). Let \(Y = F_1V_1F_2V_2 \cdots F_tV_t\). Then for all \(i \in \mathcal{P}\), \(X\{i, i\} = U\{i, i\}\) and \(Y\{i, i\} = V\{i, i\}\), so \(UX^{-1} \in \mathcal{U}_P\) and \(Y^{-1}V \in \mathcal{U}_P\). It follows from Step 3 (Lemma 4.6) that
\[
B'' \xrightarrow{(UX^{-1}, Y^{-1}V)} B'.
\]
Thus \((U, V): B \rightarrow B'\) is the composition
\[
B \xrightarrow{(X, Y)} B'' \xrightarrow{(UX^{-1}, Y^{-1}V)} B'
\]
and this finishes the proof. \(\square\)

5. Factorization: The positive case.

In this section, all matrices are \(K \times K\), where \(K\) is a positive integer and \(K > 1\). We let \(\mathcal{M}_+\) denote the set of \(K \times K\) matrices with strictly positive integer entries.

We say an equivalence \((U, V): B \rightarrow B'\) is a positive equivalence through \(\mathcal{M}_+\) if it can be given as a chain of positive elementary equivalences
\[
B = B_0 \rightarrow B_1 \rightarrow B_2 \rightarrow \cdots \rightarrow B_n = B'
\]
in which every \(B_i\) is in \(\mathcal{M}_+\).

The purpose of this section is to prove the following theorem.

Theorem 5.1. Suppose \(U\) and \(V\) are in \(\text{SL}(K, \mathbb{Z})\), and \(B\) and \(UBV\) are in \(\mathcal{M}_+\). Suppose also that \(B\) is \(\text{SL}(K, \mathbb{Z})\) equivalent to a diagonal matrix in which at least two entries equal 1.

Then \((U, V): B \rightarrow UBV\) is a positive equivalence through \(\mathcal{M}_+\).

Remark 5.2. The “two entries” technical assumption may be excessive, but is harmless for our applications. Except for the final argument which addresses the possibility that \(UB\) is nonpositive, we only use the weaker assumption that \(B\) has rank greater than one.
The proof of Theorem 5.1 rests on three lemmas. We begin the preparations.

By a **signed transposition matrix**, we mean a matrix which is the matrix of a transposition, but with one of the off-diagonal 1’s replaced by -1. By a **signed permutation matrix** we mean a product of signed transposition matrices. Since $K > 1$, any $K \times K$ permutation matrix with determinant 1 is a signed permutation matrix. A $K \times K$ matrix $S$ is a signed permutation matrix if and only if $\det S = 1$ and the matrix $|S|$ is a permutation matrix (where $|S|(i, j) := |S(i, j)|$).

**Lemma 5.3.** Suppose $B \in \mathcal{M}_+$, $E$ is a basic elementary matrix with non-zero offdiagonal entry $E(i, j)$, and the $i$th row of $EB$ is not the zero row.

Then in $\text{SL}(K, \mathbb{Z})$ there are a nonnegative matrix $Q$ and a signed permutation matrix $S$ such that $(SE, Q): B \rightarrow SEBQ$ is a positive equivalence through $\mathcal{M}_+$.

**Proof.** If $E(i, j) = 1$, then let $Q = I = S$. Now suppose $E(i, j) = -1$, so $E$ acts from the left by subtracting row $j$ from row $i$, and the rows $i$ and $j$ of $B$ are not equal.

**Case I:** For some $k$, $B(i, k) > B(j, k)$.

Here we may repeatedly add column $k$ of $B$ to other columns, until we have a matrix $B'$ with $B'(i, m) > B'(j, m)$ for all $m$. This $B'$ is $BQ$ for some $Q$ which is a product of nonnegative basic elementary matrices. Now $(E, Q): B \rightarrow EBQ$ is the composition of positive equivalences, $(I, Q): B \rightarrow BQ$ followed by $(E, I): BQ \rightarrow EBQ$. Let $S = I$.

**Case II:** For every $k$, $B(i, k) \leq B(j, k)$.

Because the rows $i$ and $j$ of $B$ are not equal, after multiplying from the right by a suitable $Q$ we can assume in this Case that $0 < B(i, k) < B(j, k)$ for all $k$. Now $(I, Q): B \rightarrow BQ$ in $\mathcal{M}_+$, so for notational simplicity from here we may assume $Q = I$.

For concreteness of notation, let $(i, j) = (1, 2)$. For the rest of this Case, for simplicity we will restrict what we write to these two rows, e.g.,

$$E = \begin{pmatrix} 1 & -1 \\ 0 & 1 \end{pmatrix} \quad \text{and} \quad B = \begin{pmatrix} B_1 \\ B_2 \end{pmatrix},$$

where $B_1$ and $B_2$ denote the first and second rows of $B$, and we have $B_1 < B_2$. Let $S = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}$. Then

$$(SE)B = \begin{pmatrix} 0 & 1 \\ -1 & 1 \end{pmatrix} \begin{pmatrix} B_1 \\ B_2 \end{pmatrix} = \begin{pmatrix} B_2 \\ B_2 - B_1 \end{pmatrix}.$$
and the latter matrix is positive. Let \( E' = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix} \) and let \( E'' = \begin{pmatrix} 1 & 0 \\ -1 & 1 \end{pmatrix} \), then
\[
SE = \begin{pmatrix} 0 & 1 \\ -1 & 1 \end{pmatrix} = E'E''.
\]

Now \((E'', I) : B \to E''B\) is a positive equivalence in \( M_+ \), since row 2 of \( B \) is positive and greater than row 1; and \((E', I) : E''B \to E'E''B\) is also a positive equivalence in \( M_+ \).

**Lemma 5.4.** Suppose \( B \) is a \( K \times K \) integral matrix of rank at least 2, and \( U \) is in \( SL(K, \mathbb{Z}) \), and no row of \( B \) or \( UB \) is the zero row. Then \( U \) is the product of basic elementary matrices, \( U = E_k \cdots E_1 \), such that for \( 1 \leq j \leq k \) the matrix \( E_j E_{j-1} \cdots E_1 B \) has no zero row.

**Proof.** Without loss of generality, assume \( K \geq 3 \) and \( U \) is not the identity. Let \( \mathcal{E}(i) \) denote the set of integral matrices which equal \( I \) both on the diagonal and outside of row \( i \). Let \( \mathcal{U} \) be the set of factorizations \( U = U_n \cdots U_1 \) such that for \( 1 \leq h \leq n \), the matrix \( U_h \) is not the identity and there is an index \( i_h \) such that \( U_h \in \mathcal{E}(i_h) \). Given such a factorization \( U = U_n \cdots U_1 \), let
\[
z = \# \{ h : 1 \leq h \leq n \text{ and row } i_h \text{ of } U_h \cdots U_1 B \text{ is the zero row} \}.
\]

**Step 1.** We will produce an element of \( \mathcal{U} \) for which \( z = 0 \).

By induction, it suffices to begin with a factorization \( U = U_n \cdots U_1 \) from \( \mathcal{U} \) for which \( z > 0 \), and produce another factorization from \( \mathcal{U} \) with reduced \( z \). Pick \( s \) minimal such that row \( i_s \) of \( U_s \cdots U_1 B \) is zero, and let \( t \) be minimal such that \( t > s \) and \( i_t = i_s \). (This \( t \) exists because row \( i_s \) of \( UB \) is nonzero.)

We will change the factorization by replacing the subword \( U_t \cdots U_s \) with a suitable word \( U'_t \cdots U'_s \), to be defined recursively.

First pick \( j_s \neq i_s \) such that row \( j_s \) of \( U_s \cdots U_1 B \) is nonzero \((U_{s-1} \cdots U_1 B \) just denotes \( B \) in the case that \( s = 1 \)). Choose \( F_s \) an elementary matrix which acts to add a multiple of row \( j_s \) to row \( i_s \), such that (for notational simplicity) \( F_s^{-1} U_s \neq I \). Define \( U'_s = F_s^{-1} U_s \in \mathcal{E}(i_s) \). Now \( U_t \cdots U_s = U_t \cdots U_{s+1} F_s U'_s \) and row \( i_s \) of \( U'_s U_{s-1} \cdots U_1 B \) is not zero.

Now we give the recursive step. Suppose \( s < m \leq t \) and we have produced \( U_t \cdots F_{m-1} U'_r \cdots U'_s = U_t \cdots U_s \) such that there is a nonzero integer \( c_{m-1} \) and an index \( j_{m-1} \neq i_s \) such that \( F_{m-1}(i_s, j_{m-1}) = c_{m-1} \) and otherwise \( F_{m-1} = I \). We will replace \( U_m F_{m-1} \) with new terms. There are three cases.

**Case 1:** \( m < t \) and \( j_{m-1} \neq i_m \). Set \( F_m = F_m^{-1} \) and \( U'_{r+1} = F_m^{-1} U_m F_m \).
For example, if \( K = 3 \) and \((i_s, i_m, j_{m-1}) = (1, 2, 3)\), then we would have for
some $a, b, c$ that

$$U'_{r+1} = F_m^{-1}U_mF_m = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ -c & 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 & 0 \\ a & 1 & b \\ 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 & 0 \\ c & 0 & 1 \end{pmatrix} = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ c & 0 & 1 \end{pmatrix}.$$ 

Now $U'_{r+1} \in \mathcal{E}(i_m)$ and $F_mU'_{r+1} = U_mF_m$ and row $i_m$ of $U'_{r+1} U'_r \cdots U'_{s-1} \cdots U_1 B$ equals row $i_m$ of $U_m \cdots U_1 B$.

**Case 2:** $m < t$ and $j_{m-1} = i_m$. Choose an index $j_m$ such that $j_m \notin \{i_m, i_s\}$ and row $j_m$ of $U'_{r+1} U'_r \cdots U'_{s-1} U_1 B$ is not zero. This is possible because rows $i_s$ and $j_m$ of $U'_{r+1} U'_r \cdots U'_{s-1} U_1 B$ are linearly dependent (since row $i_s$ of $F_m U'_{r+1} \cdots U'_{s-1} U_1 B$ equals row $i_s$ of $U_m \cdots U_1 B$ which is the zero row) and $\text{rank}(B) \geq 2$. Pick $F_m$ with $F_m(i_s, j_m) = 1$ and otherwise $F_m = I$. Set $U'_{r+1} = F_m^{−1}F_{m−1}$ and $U'_{r+2} = F_{m−1}U_mF_m$. Now

- $F_m U'_{r+1} U'_{r+2} = F_m(F_m^{−1}U_mF_m)(F_m^{−1}F_{m−1}) = U_mF_m$,
- $U'_{r+1} \in \mathcal{E}(i_s)$ and row $i_s$ of $U'_{r+1} \cdots U'_{s−1} U_1 B$ is not zero,
- $U'_{r+2} \in \mathcal{E}(i_m)$ and row $i_m$ of $U'_{r+1} \cdots U'_{s−1} U_1 B$ equals row $i_m$ of $U_m \cdots U_1 B$.

**Case 3:** $m = t$. If $U_t F_{t−1} \neq I$, then set $U'_T = U'_{r+1} = U_t F_{t−1} \in \mathcal{E}(i_s)$: Row $i_s$ is the same in the matrices $U_m \cdots U_1 B$ and $U'_T \cdots U'_{s−1} U_1 B$. If $U_t F_{t−1} = I$, then simply delete $U_t F_{t−1}$, so $U'_T = U'_r$.

The new factorization has $z$ reduced. This concludes Step 1.

**Step 2.** Suppose we have the factorization from $\mathcal{U}$ with $z = 0$, $U = U_n \cdots U_1$, with $U_h \in \mathcal{E}(i_h)$. For $1 \leq h \leq n$, we will replace $U_h$ with a suitable product of elementary matrices in $\mathcal{E}(i_h)$. The argument will be clear from the case $h = 1$. For notational simplicity, suppose $i_1 = 1$. Write $U_1$ as a product $U_1 = E_k \cdots E_1$ of basic elementary matrices which agree with $I$ outside row 1. Now, choose a row $m > 1$ of $B$ which is not a rational multiple of row 1 of $U_1 B$ (such a row $m$ exists because $\text{rank}(B) > 1$). Let $E_0$ be the elementary matrix which adds row $m$ to row 1: If $s > 0$, then $(E_0)^s B$ has row 1 nonzero. Choose a nonnegative integer $M$ large enough that for $1 \leq j \leq k$, row 1 of $[E_j \cdots E_1(E_0)^M] B$ is nonzero. Then for $0 \leq s \leq M$,

$$[E_0^{-s}] [E_k \cdots E_1(E_0)^M] B = [E_0^{M-s}] [E_k \cdots E_1] B = [E_0^{M-s}] U_1 B$$

and therefore row 1 of $[E_0^{-s}] [E_k \cdots E_1(E_0)^M] B$ cannot be zero. Thus the factorization $U_1 = (E_0)^{-M} E_k \cdots E_1(E_0)^M$ has the required properties. $\square$
Lemma 5.5 (Key Lemma). Suppose $B$ and $B'$ are in $\mathfrak{M}_+$, $U$ and $W$ are in $\text{SL}(K,\mathbb{Z})$, the matrix $UB$ has at least one strictly positive entry, and $UB = B'W$. Then the equivalence $(U, W^{-1}) : B \to B'$ is a positive equivalence through $\mathfrak{M}_+$.

Proof. Step 1: Reduction to the case $UB > 0$.

Consider an entry $(UB)(i,j) > 0$. We can repeatedly add column $j$ to other columns until row $i$ of $UB$ has all entries strictly positive. This corresponds to multiplying from the left by a nonnegative matrix $Q$ in $\text{SL}(K,\mathbb{Z})$, giving $UBQ = B'WQ$. Then we can repeatedly add row $i$ of $UBQ$ to other rows until all entries of $UBQ$ are positive. This corresponds to multiplying from the left by a matrix $P$ in $\text{SL}(K,\mathbb{Z})$, giving

$$(PU)(BQ) = (PB')(WQ) > 0$$

with positive equivalences in $\mathfrak{M}_+$ given by

$$(I,Q): B \to BQ, \quad (P,I): B' \to PB'.$$

Therefore, after replacing $(U,B,B',W)$ with $(PU,BQ,PB',WQ)$, we may assume without loss of generality that $UB > 0$.

Step 2: Reducing the length of an elementary factorization.

By Lemma 5.4, we can write $U$ has a product of basic elementary matrices, $U = E_k \cdots E_1$, such that for $1 \leq j \leq k$, the matrix $B_j = E_j \cdots E_1 B$ has no zero row. By Lemma 5.3, given the pair $(E_1,B)$, there is a nonnegative $Q_1$ in $\text{SL}(K,\mathbb{Z})$ and a signed permutation matrix $S_1$ such that

$$(S_1E_1,Q_1): B \to S_1E_1BQ_1$$

is a positive equivalence in $\mathfrak{M}_+$. We observe that

$$UBQ_1 = S_1^{-1}[S_1E_kS_1^{-1}] \cdots [S_1E_2S_1^{-1}][S_1E_1]BQ_1.$$ 

Now, for $2 \leq j \leq k$, the matrix $S_1E_jS_1^{-1}$ is again a basic elementary matrix $E'_j$, and the matrix $E'_j \cdots E'_1(S_1E_1BQ_1)$ has no zero rows.

Again using Lemma 5.3, for the pair $([S_1E_2S_1^{-1}],[S_1E_1BQ_1])$ choose a signed permutation matrix $S_2$ and nonnegative $Q_2$ producing a positive equivalence in $\mathfrak{M}_+$

$$(S_2[S_1E_2S_1^{-1}],Q_2): S_1E_1BQ_1 \to S_2[S_1E_2S_1^{-1}]S_1E_1BQ_1Q_2$$

so that we get a positive equivalence in $\mathfrak{M}_+$

$$([S_2S_1E_2S_1^{-1}],[S_1E_1],Q_1Q_2): B \to [S_2S_1E_2E_1BQ_1Q_2]$$

and we observe that

$$UBQ_1Q_2 = S_1^{-1}S_2^{-1}[S_2S_1E_kS_1^{-1}S_2^{-1}] \cdots
[S_2S_1E_3S_1^{-1}S_2^{-1}][S_2S_1E_2S_1^{-1}][S_1E_1]BQ_1Q_2.$$
Continue this, to obtain a signed permutation matrix $S = S_k \cdots S_1$ and nonnegative $Q = Q_1 \cdots Q_k$ such that

$$UBQ = S^{-1}[S_k \cdots S_1E_kS_1^{-1} \cdots S_{k-1}^{-1}] \cdots [S_2S_1E_2S_1^{-1}][S_1E_1]BQ$$

$$= S^{-1}(SUBQ)$$

and $(SU, Q): B \to SUBQ$ is a positive equivalence in $\mathcal{M}_+$.

Step 3: Realizing the permutation.

We continue from Step 2. It remains to show that

$$(S, I): UBQ \to SUBQ$$

is a positive equivalence in $\mathcal{M}_+$. Since $S$ is a product of signed transposition matrices, it may be described as a permutation matrix in which some rows have been multiplied by $-1$. Since $UBQ$ and $SUBQ$ are strictly positive, it must be that $S$ is a permutation matrix. Also, $\det(S) = 1$, so if $S \neq I$ then $S$ is the matrix of a permutation which is a product of 3-cycles. So it is enough to realize the positive equivalence in $\mathcal{M}_+$ in the case that $S$ is the matrix of a 3-cycle. For this we write the matrix

$$C = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{pmatrix}$$

as the following product $C_0C_1 \cdots C_5$:

$$\begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & -1 & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 & 0 \\ -1 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 & -1 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & 1 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 1 & 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 & 1 \\ 0 & 0 & 1 \\ 0 & 1 & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 1 & 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}$$

For $0 \leq i \leq 5$, the matrix $C_iC_{i+1} \cdots C_5$ is nonnegative. Therefore the equivalence $(C, I): B \to CB$ is a positive equivalence through $\mathcal{M}_+$ whenever $B \in \mathcal{M}_+$. \qed

We can now complete the proof of Theorem 5.1. It only remains to address the technical point that in the equivalence $(U, V): B \to B'$, all the entries of $UB$ might be nonpositive. (For example, with $K$ even we could have $(U, V) = (-I, -I)$.)

Proof of Theorem 5.1. By assumption there are $X, Y$ in $\text{SL}(K, \mathbb{Z})$ such that $XBY = D$, where $D$ is diagonal and has the block form $D = \begin{pmatrix} I & 0 \\ 0 & F \end{pmatrix}$, where $I$ is $2 \times 2$. For any $H$ in $\text{SL}(2, \mathbb{Z})$, the $K \times K$ matrix $G = G_H = \begin{pmatrix} H & 0 \\ 0 & I \end{pmatrix}$ yields a self equivalence $(X^{-1}GX, Y^{-1}Y^{-1}): B \to B$.
For a matrix $Q$, we let $Q\{12;*\}$ denote the submatrix consisting of the first two rows. The matrix $(XBY)\{12;*\} = D\{12;*\}$ has rank two, so the matrix $(XB)\{12;*\}$ has rank two, and we may choose $H' \in \text{SL}(2,\mathbb{Z})$ such that the first row $r$ of $H'[\{XB\}\{12;*\}]$ has both a positive entry and a negative entry. For $M \in \mathbb{N}$, let $H_M = \begin{pmatrix} M & -1 \\ 1 & 0 \end{pmatrix}$, $H = H_M H'$, and $G = G_H$. Let $c$ denote the first column of $X^{-1}$. Since $c$ is not the zero vector, the $K \times K$ matrix $cr$ has a positive entry and a negative entry.

If $M$ is sufficiently large, then the entries of the two matrices $X^{-1}GXB$ and $Mcr$ will have the same sign wherever the entries of $Mcr$ are nonzero, and $X^{-1}GXB$ will have a positive entry. Then the Key Lemma 5.5 shows that $(X^{-1}GX,YG^{-1}Y^{-1})$ gives a positive equivalence in $\mathcal{M}_+$ from $B$ to $B$.

Similarly, for large enough $M$ the entries of $UX^{-1}GXB$ will agree in sign with the entries of $UMcr$ wherever the entries of the latter matrix are nonzero. Because $U$ is nonsingular, the matrix $Ucr$ is nonzero, and then contains positive and negative entries because $r$ does.

So, using $M$ sufficiently large, we obtain $(U,V): B \rightarrow B'$ as a positive equivalence in $\mathcal{M}_+$, the inverse of $(X^{-1}GX,YG^{-1}Y^{-1})$ followed by $(UX^{-1}GX,YG^{-1}Y^{-1}V)$.  


The purpose of this section is to prove the claims of Theorem 3.1 involving flow equivalence. As sketched in [B1] (see also [Ba1]), the positive $K$-theory framework is most natural for this. Because a complete development of this connection has not yet appeared, for brevity we will make no direct use of it below.

We begin with some background. For $S$ a selfhomeomorphism of a compact metric space $X$, the mapping torus $Y_S$ of $S$ is the quotient space $(X \times \mathbb{R})/ \sim$ where $(x,n+t) \sim (S^n x,t)$ if $n \in \mathbb{Z}$. $Y_S$ admits a natural flow,

$$Y_S \times \mathbb{R} \rightarrow Y_S$$

$$([(x,t)],s) \mapsto [(x,s+t)].$$

This flow has the copy $X_0 = \{([x,0]): x \in X\}$ of $X$ as a cross section, and the return map to $X_0$ under the flow (given by $[(x,0)] \mapsto [(Sx,0)]$) is obviously topologically conjugate to $S$. Let $T$ be another selfhomeomorphism of a compact metric space. Then $S$ and $T$ are flow equivalent if and only if there is a homeomorphism $Y_S \rightarrow Y_T$ which takes flow lines onto flow lines and respects the direction of the associated flows. (Equivalently: $S$ and $T$ are conjugate to return maps of cross sections of a common flow.)

For example, consider $S = \sigma_A$, $T = \sigma_{A'}$ and the map $\gamma$ arising from a basic positive equivalence in Subsection 2.2. It is not difficult to see that $\gamma$
is the restriction of a homeomorphism $Y_S \to Y_T$ which takes flow lines onto flow lines and respects the direction of the associated flows, and therefore $\sigma_A$ and $\sigma_A'$ are flow equivalent.

Now fix $A$ in $\mathcal{M}_{P,+}(\mathbb{Z})$ and $A'$ in $\mathcal{M}_{P',+}(\mathbb{Z})$. Let $F$ and $F'$ be finite matrices such that $F'_\infty = A$ and $F'_\infty' = A'$. Let $\sigma_A = \sigma_F$ and $\sigma_A' = \sigma_{F'}$ be the associated SFTs. (So, for example $\sigma_A$ is the left shift on the path space $\Sigma_A$, which is given the natural zero dimensional metrizable topology.) Parry and Sullivan [PS] showed that $\sigma_F$ and $\sigma_{F'}$ are flow equivalent if and only if $\sigma_F$ is topologically conjugate to some SFT which after a time change is topologically conjugate to $\sigma_{F'}$. It follows ([PS]) that $\sigma_F$ and $\sigma_{F'}$ are flow equivalent if and only if $F'$ can be obtained from $F$ by a finite sequence of basic flow moves, which are state splittings and stretchings and their inverses. The inverse of a splitting is called an amalgamation. We will describe the splitting and stretching moves now.

Let $B$ and $B'$ be finite square matrices. $B'$ is obtained from $B$ by an elementary row amalgamation if there exist indices $i_1, i_2$ and $i$ such that the columns $i_1$ and $i_2$ of $A'$ are equal, and $A$ is obtained from $A'$ as follows: Add row $i_1$ to row $i_2$, then remove the row and column indexed by $i_1$. The reverse move is that $B$ is obtained from $B'$ by a row splitting. Analogously there are column splittings and amalgamations. By state splittings we mean row splittings and column splittings.

We say $B'$ is obtained from $B$ by a state stretching if for some indices $i, j$ the following hold: $B'(i, j) = 1$, the other entries of row $i$ and column $j$ are zero, and $A$ is in $\mathcal{M}_{P,+,+}(\mathbb{Z})$. We will show the following are equivalent:

1. $\sigma_A$ and $\sigma_A'$ are flow equivalent.
2. There exists $\nu \in \text{Iso}[P, P']$ such that for $P = P_\nu$, there exists a positive $\text{SL}_P(\mathbb{Z})$ equivalence from $(I - A)$ to $(I - P^{-1}A'P)$ in $I - P_{P,+}(\mathbb{Z})$.

Proof. Given (2), it follows from Lemma 2.5 that there is a chain of basic positive $\text{SL}_P(\mathbb{Z})$ equivalences from $(I - A)$ to $(I - P^{-1}A'P)$. Each basic positive equivalence gives rise to a flow equivalence as discussed above. It follows that (2) implies (1).

Now we assume (1) and will deduce (2). Let $F$ and $F'$ be finite matrices such that $F'_\infty = A$ and $F'_\infty' = A'$. After using Lemmas A.1 and A.2 to pass to flow equivalent SFTs, we may assume that for each $i \in P$, the diagonal blocks $F_{ii}$ and $F'_{ii}$ are strictly positive.

From [PS] we are given a sequence of basic moves through finite matrices, $F = F_0 \to F_1 \to \cdots \to F_m = F'$. We may regard $P$ and $P'$ as the posets of irreducible components of $F$ and $F'$ respectively, where e.g., $i \leq j$ in $P$ when there exists a transition from $i$ to $j$. (by which we mean that there exists a
point in the SFT $\Sigma_A$ forwardly asymptotic to a cycle from component $j$ and
backwardly asymptotic to a cycle from component $i$). Each move $F_i \to F_{i+1}$
induces a bijection of irreducible components, respecting transitions, and
thus the composition induces a poset isomorphism $\nu: \mathcal{P}(A) \to \mathcal{P}(A')$. After
replacing $A'$ with $P^{-1}A'P$, where $P = P_\nu$, we may assume $P = \mathcal{P}'$ and
$\nu = \text{Id}$.

Next, for $1 \leq i \leq n$, we will associate to $F_i$ a matrix $A_i$ in $\mathbb{M}_{p, +}(\mathbb{Z})$ such
that (modulo permutations of indices) $\text{tru}(A_i) = F_i$. We must take a little
care with the indices, to be able to lift each of the moves $F_i \to F_{i+1}$ to a
(positive) SL$_P(\mathbb{Z})$ equivalence $(I - A_i) \to (I - A_{i+1})$. Let $\text{Ind}(B)$ denote
the set indexing the rows and columns of a square matrix $B$. For each $F_j$,
we will define an injection $\tau_j: \text{Ind}(F_j) \to \mathcal{I}_P$, and then define $A_j = \iota(F_j)$ by setting

$$A_j(s, t) = F(s', t') \quad \text{if } (s, t) = (\tau_j(s'), \tau_j(t'))$$
$$0 \quad \text{otherwise.}$$

The maps $\tau_j$ will be defined recursively. For $j = 0$, we set $A_0 = A$ and
take $\tau_j$ to be compatible with the embedding of $F$ as a principal submatrix
of $A$. Now suppose $0 \leq j < n$ and $\tau_j$ and $A_j$ are given. The transition
$F_j \to F_{j+1}$ is given by a basic flow move, and under such a move, every
element of $\text{Ind}(F_{j+1})$ is naturally related to one or two elements of $\text{Ind}(F_j)$.
(An element $i$ of $\text{Ind}(F_{j+1})$ is related to two elements $i_1, i_2$ of $\text{Ind}(F_j)$ when
the move $F_{j+1} \to F_j$ is a splitting or stretching of the state $i$ into the states
$i_1, i_2$.) In any case, for each $i$ in $\text{Ind}(F_{j+1})$, fix a related vertex $\text{rel}(i)$ in
$\text{Ind}(F_j)$. Then choose any map $\tau_{j+1}: \text{Ind}(F_{j+1}) \to \mathcal{I}_p$ such that $\tau_j(\text{rel}(i))$
and $\tau_{j+1}(i)$ lie in $\mathcal{I}_{p}$ for the same element $p$ of $\mathcal{P}$. (When $i$ is related to
two indices, this $p$ may depend on the choice for $\text{rel}(i)$.) This defines the
matrices $A = A_0, A_1, \ldots, A_m$.

Next we will show that each elementary flow move $F_j \to F_{j+1}$ gives rise
to a positive SL$_P(\mathbb{Z})$ equivalence $(I - A_j) \to (I - A_{j+1})$. Each of the
equivalences we give will be accomplished by elementary matrices which
must lie in SL$_P(\mathbb{Z})$ on account of our choices of indices.

First we show how an elementary row splitting gives rise to a positive
SL$_P(\mathbb{Z})$ equivalence. The general construction can be understood from the example

$$B = \begin{pmatrix}
a & b & 0 \\
c_1 + c_2 & d_1 + d_2 & 0 \\
0 & 0 & 0
d_1 & c_1 & d_1 \\
c_2 & d_2 & d_2
\end{pmatrix}
\to
\begin{pmatrix}
a & b & b \\
c_1 & d_1 & d_1 \\
c_2 & d_2 & d_2
\end{pmatrix}
= B'.$$
Here the positive equivalence \((I - B) \rightarrow (I - B')\) is accomplished as follows:

\[
(I - B) = \begin{pmatrix}
1 - a & -b & 0 \\
-(c_1 + c_2) & 1 - (d_1 + d_2) & 0 \\
0 & 0 & 1
\end{pmatrix}
\]

\[
\rightarrow \begin{pmatrix}
1 - a & -b & 0 \\
-(c_1 + c_2) & 1 - (d_1 + d_2) & 0 \\
0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
-c_2 & -d_2 & 1
\end{pmatrix}
\]

\[
= \begin{pmatrix}
1 - a & -b & 0 \\
-(c_1 + c_2) & 1 - (d_1 + d_2) & 0 \\
-c_2 & -d_2 & 1
\end{pmatrix}
\begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
-c_2 & -d_2 & 1
\end{pmatrix}
\rightarrow \begin{pmatrix}
1 - a & -b & 0 \\
0 & 0 & 1 \\
0 & 1 & -1
\end{pmatrix}
\begin{pmatrix}
1 & 0 & 0 \\
-(c_1 + c_2) & 1 - (d_1 + d_2) & 0 \\
-c_2 & -d_2 & 1
\end{pmatrix}
\]

\[
= \begin{pmatrix}
1 - a & -b & 0 \\
-c_1 & 1 - d_1 & -1 \\
-c_2 & -d_2 & 1
\end{pmatrix}
\begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{pmatrix}
\rightarrow \begin{pmatrix}
1 - a & -b & 0 \\
-c_1 & 1 - d_1 & -1 \\
-c_2 & -d_2 & 1
\end{pmatrix}
\begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{pmatrix}
\]

\[
= \begin{pmatrix}
1 - a & -b & 0 \\
-c_1 & 1 - d_1 & -d_1 \\
-c_2 & -d_2 & 1 - d_2
\end{pmatrix}
\]

The positive equivalence for a column splitting is constructed similarly.

Next we show that a state stretching gives rise to a positive equivalence.

The general construction can be understood from the example

\[
B = \begin{pmatrix}
0 & 0 & 0 \\
0 & a & b \\
0 & c & d
\end{pmatrix} \rightarrow \begin{pmatrix}
0 & 1 & 0 \\
a & 0 & b \\
c & 0 & d
\end{pmatrix} = B'.
\]

Here the positive equivalence \((I - B) \rightarrow (I - B')\) is accomplished as follows.

\[
(I - B) = \begin{pmatrix}
1 & 0 & 0 \\
0 & 1 - a & -b \\
0 & -c & 1 - d
\end{pmatrix}
\]

\[
\rightarrow \begin{pmatrix}
1 & 0 & 0 \\
-a & 1 & 0 \\
-c & 0 & 1
\end{pmatrix}
\begin{pmatrix}
1 & 0 & 0 \\
0 & 1 - a & -b \\
0 & -c & 1 - d
\end{pmatrix}
\rightarrow \begin{pmatrix}
1 & 0 & 0 \\
-a & 1 - a & -b \\
-c & -c & 1 - d
\end{pmatrix}
\rightarrow \begin{pmatrix}
1 & 0 & 0 \\
-a & 1 - a & -b \\
-c & -c & 1 - d
\end{pmatrix}
\]

\[
= \begin{pmatrix}
1 & 0 & 0 \\
-a & 1 - a & -b \\
-c & -c & 1 - d
\end{pmatrix}\]
At this point we have a positive $\text{SL}_P(\mathbb{Z})$ equivalence $(I - A) \to (I - A'_n)$, where there is a permutation matrix $Q$ such that $Q^{-1}A'_nQ = A'$. Because $A'_n = F'_\infty$ and $F'$ has all diagonal blocks positive, if $A'(i, j) > 0$ then $i$ lies on an $A'$ cycle and $j$ lies on an $A'$ cycle. Therefore the permutation given by $Q$ can be chosen compatible with the poset isomorphism $\nu = \text{Id}$, and the matrix $Q$ is a block diagonal matrix in $\text{SL}_P(\mathbb{Z})$. It remains to check that $I - A'_n \to Q^{-1}A'_nQ$ is accomplished by a positive $\text{SL}_P(\mathbb{Z})$ equivalence.

Because $Q$ is block diagonal and we can use compositions, it is enough to give the equivalence in the case that $Q$ is the transposition matrix for indices $i, j$ which lie in some $I_P$. Choose indices $\alpha, \beta$ in $I_P$ such that $A'_n$ is identically zero in the rows and columns indexed by $\alpha$ and $\beta$. Let $P$ be the permutation matrix for the product of transpositions $(i, j)(\alpha, \beta)$. Then $P$ is in $\text{SL}_P(\mathbb{Z})$ and $PA'_nP = Q^{-1}A'_nQ$. This finishes the proof. □

7. The mapping class group.

In this section the symbols $S, T$ denote subshifts (e.g., $T$ is the restriction of some full shift $\sigma[n]$ to a closed shift-invariant subset, which we also call $T$). As in Section 6, let $Y_S$ denote the mapping torus of $S$. We regard $Y_S$ as an oriented space, in the sense that the associated flow gives an orientation to each of its orbits (i.e., to each connected component of $Y_S$). A flow equivalence from a subshift $S$ to a subshift $T$ is an orientation preserving homeomorphism $\varphi : Y_S \to Y_T$ (where “orientation preserving” means orientation preserving on each orbit). Two such homeomorphisms $\varphi_0, \varphi_1$ are isotopic ($\varphi_0 \sim \varphi_1$) if there is a continuous map $t \mapsto \varphi_t, 0 \leq t \leq 1$, which connects them in the metrizable space of homeomorphisms from $Y_S$ to $Y_T$. Let $\text{Is}(S, T)$ denote the set of isotopy classes of flow equivalences from $S$ to $T$. We let $\text{Is}(S, S) = \text{Is}(S)$ and call this the mapping class group of the oriented space $Y_S$.

The isotopy futures group of $Y_S$.

Given $S, x \in S$ and $n \in \mathbb{Z}$, define

$$r(x, n) = \{[(w, 0)] \in Y_S : w \in S, w_i = x_i \text{ for } i \leq n\}.$$ 

We call such a set a ray in $Y_S$. We say two sets $E, E'$ in $Y_S$ are isotopic ($E \sim E'$) if there is a homeomorphism $\varphi : Y_S \to Y_S$ such that $\varphi(E) = E'$ and $\varphi$ is isotopic to the identity. An isotopy ray is a set isotopic to a ray. A beam is a disjoint union of finitely many rays. An isotopy beam is a set isotopic to a beam. Let $B = B(S)$ denote the set of isotopy beams of $Y_S$.

We define $\mathcal{F}(S)$, the isotopy futures group of $S$, to be $\mathbb{Z}B/K$, where $\mathbb{Z}B$ is the free abelian group with generating set $B = B(S)$, and $K = K(S)$ is...
the subgroup of $ZB$ generated by all elements of the following forms:

\[(7.1) \quad b - b', \quad \text{if } \{b, b'\} \subset B \text{ and } b \sim b',\]

\[(7.2) \quad b - \sum_{j=1}^{k} b_j, \quad \text{if } \{b, b_1, \ldots, b_k\} \subset B, \; k \in \mathbb{N}, \text{ and } b = \bigcup_j b_j.\]

For $S$ a subshift, let $P_n(S)$ denote the partition of $S$ into clopen sets of the form $C(x, n) = \{w \in S : w_i = x_i \text{ if } |i| \leq n\}$.

**Lemma 7.3.** Suppose $S, T$ are subshifts and $\varphi : Y_S \to Y_T$ is an orientation preserving homeomorphism and $b \in B(S)$. Then $\varphi(b) \in B(T)$.

**Proof.** Exploiting the zero dimensionality of $S$ as in [PS], after postcomposing $\varphi$ with a suitable map isotopic to the identity we may assume that there is a positive integer $M$ such that for any $C$ in $P_M(S)$ there is a constant $h = h_C$ and a homeomorphism $f = f_C$ from $C$ to a clopen subset $D$ of $T$ such that $\varphi([x, 0]) = [(f(x), h)]$, for all $x$ in $C$.

Because $\varphi$ respects disjoint union and pushes $Is(S)$ forward to $Is(T)$ (by the rule $[h] \mapsto [\varphi h \varphi^{-1}]$), it suffices to consider the case that $b$ is a ray $r(x, n)$ with $n \geq M$. Let $C' = \{w \in S : w_i = x_i \text{ if } i \leq n\} \subset C \in P_M(S)$, with $h = h_C$ and $f = f_C$. Choose $k \in \mathbb{N}$ such that for all $x$ in $C$, the sequence $x(-\infty, n]$ determines $(fx)(-\infty, n - k]$ and the sequence $(fx)(-\infty, n + k]$ determines $x(-\infty, n]$. So, if $w \in f(C')$, then $\{z \in T : z_i = w_i \text{ if } i \leq n + k\} \subset f(C')$. Let $W$ be the (finite) set of words $\{w[n - k, n + k] : w \in f(C')\}$. Then $\varphi(b) = \varphi(r(x, n)) = \bigcup_{W \in W} \{(z, h) : z(-\infty, n - k - 1] = (fx)(-\infty, n - k - 1] \text{ and } z[n - k, n + k] = W\}$, so $\varphi(b)$ is an isotopy beam.

The following proposition follows easily from the lemma.

**Proposition 7.4.** Suppose $S$ and $T$ are subshifts and $\varphi : Y_S \to Y_T$ is an orientation preserving homeomorphism. Then the mapping of isotopy beams $b \mapsto \varphi(b)$ induces an isomorphism $\varphi_* : \mathcal{F}(S) \to \mathcal{F}(T)$.

Let $\text{Iso}(\mathcal{F}(S), \mathcal{F}(T))$ denote the set of group isomorphisms from $\mathcal{F}(S)$ to $\mathcal{F}(T)$. Let $\text{Aut}(\mathcal{F}(S)) = \text{Iso}(\mathcal{F}(S), \mathcal{F}(S))$. The next proposition is now obvious.

**Proposition 7.5.** The rule $\varphi \mapsto \varphi_*$ induces a group homomorphism $\rho : \text{Is}(S) \to \text{Aut}(\mathcal{F}(S))$.

**Remark 7.6.** The construction of $\mathcal{F}_S$ is one of several variations on the dimension group construction introduced by Krieger [Kr1, Kr2]; our construction was influenced also by [LM] and [BFF]. The construction of $\mathcal{F}_S$ is a flow equivalence analogue of Krieger’s construction of a dimension group from a subshift $S$. The map $\rho : \text{Is}(Y_S) \to \text{Aut}(\mathcal{F}_S)$ is the analogue for flow equivalence of the dimension representation of the automorphism group of a subshift.
The isomorphism $\beta : \mathcal{F}(\sigma_A) \to \text{cok}(I - A)$.

Suppose $A$ is a matrix in $M_{\mathbb{P}^+}(\mathbb{Z})$. Let $\mathcal{I}$ denote the index set of the rows and columns of $A$. Let $\mathbb{Z}^{\mathcal{I}}$ be the group of (infinite) row vectors indexed by $\mathcal{I}$, with all but finitely many entries zero. For a symbol/edge $x_n$ of $\sigma_A$, let $\tau(x_n)$ denote the terminal vertex of the edge $x_n$ (so, $\tau(x_n) \in \mathcal{I}$).

The group $\text{cok}(I - A)$ is the cokernel of the map $\mathbb{Z}^{\mathcal{I}} \to \mathbb{Z}^{\mathcal{I}}$ given by $v \mapsto v(I - A)$ (i.e., $\text{cok}(I - A) = \mathbb{Z}^{\mathcal{I}}/\text{image}(I - A)$). Given a ray $r = r(x, n)$ with $i = \tau(x_n)$, let $e_i$ be the $i$th canonical basis vector in $\mathbb{Z}^{\mathcal{I}}$, and define $\beta(r) = [e_i] \in \text{cok}(I - A)$.

First note, given $k \in \mathbb{Z}$ and a ray $r = r(x, n)$, if we set $r' = r(\sigma^k x, n - k)$ and $\beta(r') = \beta(r)$.

(7.7) $r' = r(\sigma^k x, n - k)$ and $\beta(r') = \beta(r)$.

Here the equality of sets follow from the manipulations
\[
\{(w, k) : (w, 0) \in r(x, n)\} = \{(\sigma^k w, 0) : w(-\infty, n] = x(-\infty, n]\}
= \{(z, 0) : z(-\infty, n - k] = x(-\infty, n]\}
= \{(z, 0) : z(-\infty, n - k] = (\sigma^k x)(-\infty, n - k]\}
\]
and then $\beta(r) = \beta(r')$ because the edges $x_n$ and $(\sigma^k x)_{n-k}$ are equal.

Next, given $x \in \sigma_A$, $n \in \mathbb{Z}$ and $k \in \mathbb{N}$, for each $\sigma_A$-word $W = W_1 \cdots W_k$ which can follow $x_n$, choose a point $y = y_W$ such that $y(-\infty, n] = x(-\infty, n]$ and $y[n + 1, n + k] = W$. Then the equality
\[
(7.8) \quad \beta(r(x, n)) = \sum_{W} \beta(r(y_W, n + k)) \in \text{cok}(I - A)
\]
follows for $k = 1$ by direct computation and for $k > 1$ by induction.

Given a beam $b$ which is a disjoint union of finitely many rays $r(x^{(i)}, n^{(i)})$, we now define
\[
\beta(b) = \sum_{i} \beta(r(x^{(i)}, n^{(i)}))
\]
(We will use the symbol $\beta$ for various maps derived from the map $\beta$ on rays.) To see that this definition is independent of the particular choice of rays, suppose $b$ is also the union of rays $r(w^{(j)}, m^{(j)})$. Choose $M \geq \max_{i,j} \{n^{(i)}, m^{(j)}\}$. Then $b$ is the disjoint union of rays $r(z^{(k)}, M)$, each of the $r(x^{(i)}, n^{(i)})$ and $r(w^{(j)}, m^{(j)})$ is a union of some of the rays $r(z^{(k)}, M)$, and by (7.8) we have
\[
\sum_{i} \beta(r(x^{(i)}, n^{(i)})) = \sum_{k} \beta(r(z^{(k)}, M)) = \sum_{j} \beta(r(w^{(j)}, m^{(j)})).
\]
Therefore $\beta(b)$ is well-defined.

We will write $Y_A$ for the mapping torus of $\sigma_A$.

Lemma 7.9. If $b$ and $b'$ are beams in $Y_A$ such that $b \sim b'$, then $\beta(b) = \beta(b')$. 
Proof. Without loss of generality, choose $M \in \mathbb{N}$ and a finite set $E$ of $Y_A$ such that $b$ is the disjoint union of rays $r(x, M)$, $x \in E$. Let $\{\varphi_1\}$ be an isotopy such that $\varphi_0 = \text{id}$ and $\varphi_1(b) = b'$. Because $\varphi_1 \sim \text{id}$, there is a continuous function $k(x)$ such that for all $[x, 0]$ in $b$, $\varphi_1 : [(x, 0)] \mapsto [(x, k(x))]$. Because $\varphi(b)$ is a beam, the function $k$ is integer valued. Possibly after increasing our choice of $M$, we may assume that $k$ is constant on each ray $r(x, M)$. By (7.7), $\varphi$ takes each ray $r = r(x, M)$ onto a ray $r'$ such that $\beta(r) = \beta(r')$, $b'$ is the disjoint union of these rays $r'$, and

$$\beta(b) = \sum_r \beta(r) = \sum_{r'} \beta(r') = \beta(b').$$

\[\□\]

An isotopy beam $b$ is isotopic to some beam $b'$. Define $\beta(b) = \beta(b')$. It follows from the lemma that $\beta(b)$ does not depend on the choice of $b'$. Likewise we have a well-defined homomorphism of groups

$$\beta : \mathbb{Z}B \to \text{cok}(I - A),$$

$$\sum n_i b_i \mapsto \sum n_i \beta(b_i).$$

**Proposition 7.11.** The kernel of the map $\beta$ in (7.10) is the subgroup $K$ with generators (7.1, 7.2). So, there is an induced isomorphism of groups \[\beta_A : F(\sigma_A) \to \text{cok}(I - A).\]

**Proof.** First we show $K \subset \text{Ker} \beta$ by showing that $\beta$ vanishes on the generators of $K$. For (7.1), suppose $b \sim b'$; then $\beta(b - b') = 0$ by Lemma 7.9. For (7.2), suppose $b$ is an isotopy beam and $b$ is the disjoint union of finitely many isotopy beams $b_i$. Without loss of generality, suppose $b$ is a beam. The $b_i$ are a finite collection of disjoint compact sets, so for sufficiently large $m$, for any $C$ in $\mathcal{P}_m(S)$ such that $b \cap C \neq \emptyset$, the set $(b \cap C)$ will be contained in one of the $b_i$. If $m$ is large enough, then $b \cap C$ if nonempty will be a ray. Thus, taking sums over $C$ in $\mathcal{P}_m$, and for notational convenience defining $\beta$ to be zero on the empty set, we get

$$\beta(b) = \sum_C \beta(C \cap b) = \sum_j \sum_C \beta(C \cap b_j) = \sum_j \beta(b_j).$$

Now we show $\ker \beta \subset K$. Suppose $g = \sum n_j b_j \in \ker \beta$. There exists $M \geq 0$ such that for each $j$, there are rays $r(x^{(jk)}, M)$ such that $b_j - \sum r(x^{(jk)}, M) \in K$. so $g = \sum n_j r(x^{(jk)}, M) \pmod{K}$. For any $x$, $\beta(r(x^{(M,x)}, 0)) = \beta(r(x, M))$; also, $r(x, 0) - r(x', 0) \in K$ if $x_0$ and $x'_0$ have the same terminal vertex $i$. So, we may choose for each $i$ an element $x^{(i)}$
such that \((x^{(i)})_0\) has terminal vertex \(i\), for each \(x^{(jk)}\) replace \(x^{(jk)}\) with the appropriate \(x^{(i)}\), and after reindexing obtain integers \(m_i\) such that
\[
g = \sum_i m_i r (x^{(i)}, 0) \pmod{K}.
\]

Because \(\beta(g) = 0\) and \(K \subset \ker \beta\), there is an integral row vector \(w\) such that \(\sum_i m_i e_i = w(I - A)\), and therefore
\[
g = \sum_i w_i \left( r \left( x^{(i)}, 0 \right) - \sum_j A_{ij} \left[ r \left( x^{(j)}, 0 \right) \right] \right) \pmod{K}.
\]

For each \(i\), we have
\[
r (\sigma_A x^{(i)}, -1) - r (x^{(i)}, 0) \in K,
\]
and also
\[
r (\sigma_A x^{(i)}, -1) - \sum_j A_{ij} r (x^{(j)}, 0) \in K.
\]

It follows that \(g = 0 \pmod{K}\). \(\square\)

In our definition of \(\mathcal{F}(S)\) and \(\cok(I - A)\) we used sets \(r(x, n)\) and row vectors. (So, \(\cok(I - A) = \rowcok(I - A)\).) In the same way, using sets
\[
r^+(x, n) := \{ ([w, 0]) \in Y_S : w \in S \text{ and } w_i = x_i \text{ for } i \geq n \}
\]
we may define the pasts group \(\mathcal{P}(S)\); and using column vectors, we obtain an isomorphism \(\mathcal{P}(\sigma_A) \to \cokcok(I - A)\). For a flow equivalence \(\varphi : Y_A \to Y_B\), the isomorphism \(\varphi^* : \mathcal{F}(\sigma_A) \to \mathcal{F}(\sigma_B)\) given by Proposition \ref{proposition:flow-equivalence} induces the isomorphism
\[
\varphi^\row := (\beta_B) \varphi^* (\beta_A)^{-1} : \rowcok(I - A) \to \rowcok(I - B).
\]

Likewise, the action of \(\varphi\) on \(\mathcal{P}(\sigma_A)\) induces an isomorphism
\[
\varphi^{\col} : \cokcok(I - A) \to \cokcok(I - B).
\]

**The action of \(\Is(\sigma_A)\) on \(\cok(I - A)\).**

For a flow equivalence \(\varphi : Y_A \to Y_A\), we have group homomorphisms
\[
\Is(\sigma_A) \to \Aut(\rowcok(I - A)) \quad \text{and} \quad \Is(\sigma_A) \to \Aut(\cokcok(I - A))
\]
\[
\varphi \mapsto \varphi^\row \quad \text{and} \quad \varphi \mapsto \varphi^{\col}.
\]

As described in Subsection 2.2, if \((U, V)\) is a basic positive \(\SL_P(n, Z)\) equivalence from \((I - A)\) to \((I - B) = U(I - A)V\), and \(B\) plays the role of \(A'\) in Subsection 2.2, then there is an associated map \(\gamma\) from \(\sigma_A\) to \(\sigma_B\), and it is easy to see that this map is the restriction (to the cross section \(\sigma_A\)) of an orientation preserving homeomorphism \(Y_A \to Y_B\). More generally, if \((U, V)\) is the composition of basic positive \(\SL_P(n, Z)\) equivalences \((U_i, V_i)\), and \(\varphi\) is the corresponding composition of the flow equivalences associated to the \((U_i, V_i)\), then we will write \(\varphi = \varphi_{(U, V)}\). This is an abuse of notation in that we are not claiming that \((U, V)\) determines \(\varphi\) (the map \(\varphi\) may depend on
the particular factorization of \((U,V)\); we are only indicating that \(\varphi\) arises via some factorization of \((U,V)\).

**Proposition 7.12.** Suppose \(A \in \mathbb{M}_P^+(\mathbb{Z})\). Suppose \((U,V)\): \((I-A) \rightarrow (I-B)\) is a positive \(\text{SL}_P\) equivalence, and \(\varphi_{(U,V)}\) is an associated flow equivalence.

Then the induced map \(\varphi^\text{row}_*\): \(\text{rowcok}(I-A) \rightarrow \text{rowcok}(I-B)\) is given by the rule \([w] \mapsto [wV]\), and the induced map \(\varphi^\text{col}_*\): \(\text{colcok}(I-A) \rightarrow \text{colcok}(I-B)\) is given by the rule \([w] \mapsto [Uw]\).

**Proof.** We will check the proposition in the case that \((U,V) = (E,I)\) and \(E\) is a basic elementary matrix with unique offdiagonal entry \(E(i,j) = 1\). The argument for \((I,E)\) is similar and then the proposition follows by composition. For concreteness, suppose \(E(1,2) = 1\) (in other entries \(E = I\)). Let \(\varphi = \varphi_{(E,I)}\) be defined via the map \(\gamma\) and edge \(e\) described in Subsection 2.2.

Suppose \(x \in \sigma_A\) and \(x_{-1}\) has terminal vertex \(i\). Then the edge \((\gamma x)_{-1}\) has terminal vertex \(i\) and \(\varphi\) maps \(r(x,-1)\) onto \(r(\gamma x,-1)\). It follows that the diagram

\[
\begin{array}{ccc}
\mathcal{F}(\sigma_A) & \xrightarrow{\varphi_*} & \mathcal{F}(\sigma_B) \\
\beta_A \downarrow & & \beta_B \downarrow \\
\text{rowcok}(I-A) & \xrightarrow{\text{Id}} & \text{rowcok}(I-B)
\end{array}
\]

commutes; that is, \(\varphi^\text{row}_* = \text{Id}\).

If \(x \in \sigma_B\) and \(x_0\) has initial vertex not equal to 2, then \(\varphi\) maps \(r^+(x,0)\) onto \(r^+(\gamma x,0)\). Thus the map \((\varphi^\text{col}_*)^{-1}\) sends \([e_i]\) in \(\text{colcok}(I-A)\) to \([e_i]\) in \(\text{colcok}(I-B)\) whenever \(i \neq 2\). If the initial vertex of \(x_0\) is 2, then \(\varphi^{-1}\) sends \(r^+(x,0)\) to the set of all points \((w,0)\) in \(r^+(\gamma^{-1} x,0)\) such that \(w_{-1} \neq e\).

Consequently, if \(y\) is a point in \(\sigma_A\) such that \(y_i = (\gamma x)_i\) if \(i \geq 0\) and \(y_{-1} = e\), then

\[\varphi^{-1}(r^+(x,0)) = r^+(\gamma^{-1} x,0) \setminus r^+(y,-1)\]

We also have

\[
\begin{align*}
\beta^\text{col}_B: & \quad r^+(x,0) \mapsto [e_2] \in \text{colcok}(I-B), \\
\beta^\text{col}_A: & \quad r^+(\gamma^{-1} x,0) \mapsto [e_2] \in \text{colcok}(I-A), \\
\beta^\text{col}_A: & \quad r^+(y,-1) \mapsto [e_1] \in \text{colcok}(I-A).
\end{align*}
\]

Therefore \((\varphi^\text{col}_*)^{-1}: [e_2] \mapsto [e_2] - [e_1]\), hence for all integral column vectors \(v\) we have \((\varphi^\text{col}_*)^{-1}: [v] \mapsto [E^{-1}v]\) as required. \(\square\)

**Theorem 7.13.** Suppose \(A \in \mathbb{M}_P^+(\mathbb{Z})\) and the mapping torus of \(\sigma_A\) is not a circle. Then the induced map \(\text{Is}(Y_A) \rightarrow \text{Aut}(\text{cok}(I-A))\) is surjective.
Remark 7.14. Of course, the theorem is true for colcok as well as for rowcok. In the case that the mapping torus of $\sigma_A$ is a circle (i.e., $A$ has a unique irreducible component, and this component is a permutation matrix), any orientation preserving homeomorphism from $Y_A$ to $Y_A$ is isotopic to the identity, but $\text{cok}(I - A) \cong \mathbb{Z}$ and $\text{Aut}(\text{cok}(I - A)) \cong \mathbb{Z}/2$, so the map $\text{Is}(Y_A) \rightarrow \text{Aut}(\text{cok}(I - A))$ is not surjective. Theorem 7.13 says that apart from this case, every automorphism of the isotopy futures group of an irreducible shift of finite type is induced by a flow equivalence.

Proof of Theorem 7.13. It is proved in [BH] that any automorphism of rowcok$(I - A)$ or colcok$(I - A)$ is induced by an $\text{SL}(\mathbb{Z})$ equivalence (by the rules described in the statement of Proposition 7.12). By the Factorization Theorem 3.3, such an equivalence is a positive equivalence. By Proposition 7.12, a flow equivalence associated to this positive equivalence has the desired action on the cokernel group. \[\square\]

From the view of symbolic dynamics, Theorem 7.13 stands in contrast to the Kim-Roush-Wagoner result [KRW1] that the dimension representation of a mixing shift of finite type is not in general surjective. (The contrast is meaningful because the invariants are related by “setting $t$ equal to 1” [B1].)

When $A \in \mathcal{M}_P^+(\mathbb{Z})$ (i.e., $A$ is essentially irreducible) and $\sigma_A$ is not a circle, the flow equivalence class of $\sigma_A$ is given by the $\text{SL}(\mathbb{Z})$ equivalence class of $I - A$, for which $\det(I - A)$ and $\text{cok}(I - A)$ give complete invariants. When $P$ is nontrivial and $A \in \mathcal{M}_P^+(\mathbb{Z})$ (i.e., the SFT $\sigma_A$ is reducible), the flow equivalence class of $A$ (modulo a permutation of $P$) is given by its positive $\text{SL}_P(\mathbb{Z})$ equivalence class, and the complete algebraic invariants (introduced by Huang) are more subtle, involving the “$K$-web” of the matrix $I - A$, denoted $K(I - A)$. The $K$-web is a diagram of exact sequences of certain kernel and cokernel groups of submatrices of $I - A$. The $K$-web invariants are completely analyzed in [BH], which also characterizes the automorphisms of $K(A)$ which can be induced by an $\text{SL}_P(\mathbb{Z})$ equivalence. We believe that the type of analysis carried out to describe the action of $\text{Is}(\sigma_A)$ on $\text{cok}(I - A)$ in the irreducible case can be extended to describe the possible actions of $\text{Is}(\sigma_A)$ on the more complicated algebraic structure of the $K$-web which classifies in the reducible case. Specifically, we expect that the following program can be carried out. Together with [BH], this program would give a complete description of the possible actions of $\text{Is}(\sigma_A)$ on the $K$-web.

Program 7.15. For $A, B$ in $\mathcal{M}_P(\mathbb{Z}_+, \mathbb{Z})$, we conjecture the following.

1. The $K$-web data for $I - A$ can be described in terms of isotopy beams of subsystems of $Y_A$, and the map on isotopy beams by an orientation preserving homeomorphism $\varphi : Y_A \rightarrow Y_B$ induces an isomorphism $K(A) \rightarrow K(B)$. 
(2) For a positive $\text{SL}_P(\mathbb{Z})$ equivalence $(U, V)$ from $A$ to $B$, the isomorphism $K(A) \to K(B)$ induced by $\varphi(U, V)$ is the natural isomorphism induced by $(U, V)$ as described in [BH].

(3) If $\varphi$ is an orientation preserving homeomorphism from $Y_A$ to $Y_B$, then there is a positive $\text{SL}_P(\mathbb{Z})$ equivalence $(U, V)$ such that $\varphi$ is isotopic to $\varphi(U, V)$.

The most fundamental of the three steps above is the last one, and a version of this has already been carried out in the irreducible case (i.e., $P = \{1\}$) by Badoian [Ba1], as we discuss below.

**The work of Badoian.**

We’ll describe some of the work [Ba1] of Leslie Badoian, which gives alternate proofs of some of our results. The work [Ba1] is too extensive for a full summary here; roughly speaking, Badoian carries out for irreducible shifts of finite type a flow equivalence version of the strong shift equivalence theory Wagoner [W1] built on the foundation laid by Williams [Wi].

Badoian builds an infinite oriented CW complex, denoted $FK$. A zero-cell for $FK$ is an equivalence class of infinite, essentially irreducible, finitely supported zero-one matrices, where two matrices are equivalent iff their unique maximal irreducible principal submatrices are equal. A one-cell $[A] \to [B]$ corresponds to an elementary equivalence $(I - B)U(I - A)V$ satisfying certain conditions. Two-cells are also defined, by certain matrix relations. The two main results of [Ba1] are the following:

- **Classification Theorem.** $\sigma_A$ and $\sigma_B$ are flow equivalent if and only if $A$ and $B$ lie in the same connected component of $FK$.
- **Flow Equivalence Theorem.** $\pi_1(FK_A) \cong \text{Is}(\sigma_A)$. (I.e., a path along one-cells gives rise to a flow equivalence, and two paths give rise to isotopic flow equivalences if and only if the paths are homotopic in $FK$.)

The elementary equivalences of [Ba1] are not the same as our elementary positive equivalences, but Badoian has found short arguments [Ba2] which show directly that that her elementary equivalences and ours generate the same set of flow equivalences up to isotopy. With this fact and some technical remarks, the results of Section 6 for irreducible shifts of finite type follow directly from Badoian’s Classification Theorem (which in turn rests on Parry-Sullivan [PS] and Williams [Wi], as does our Section 6).

The Flow Equivalence Theorem gives an alternate route in the irreducible case to the representation $\text{Is}(\sigma_A, \sigma_B) \to \text{Iso}(\text{cok}(I - A), \text{cok}(I - B))$: We could take the natural definition along an edge (given by the associated flow equivalence), compose along paths of edges, and consult the definition of two-cells in $FK$ to verify that the definition only depends on the homotopy class of the path of edges. All of this is parallel to the development of the dimension representation in Wagoner’s strong shift equivalence theory [W1].
We have not relied in proofs on citation of [Ba1], for a few reasons. Although there should be no fundamental problem with extending Badoian’s approach to reducible shifts of finite type, the results in [Ba1] are only for irreducible shifts of finite type. We also wanted self-contained and reasonably brief arguments. (The long work [Ba1] deals with a fundamental difficult problem which we avoid: We do not try to understand when two paths give rise to the same flow equivalence up to isotopy.) Finally, although the CW complex approach has rather spectacularly proved its worth [KR2, KRW1, W1], the Krieger-style construction remains important, and its more earthy definition (by actions on sets) makes sense directly for general subshifts. Matsumoto [Ma] has a far reaching extension of Williams’ theory to general subshifts, and this offers hope for some analogue of Wagner’s strong shift equivalence theory for general subshifts; but there is no such theory yet.

Appendix A. Reduction to nondegenerate form.

This appendix is devoted to the proof of Proposition 4.5.

We will prove Proposition 4.5 by composition in a larger commuting diagram (to be assembled in three stages):

\[ (I - A) \longrightarrow (I - A_1) \longrightarrow (I - A_2) \longrightarrow (I - A) \]
\[ (U,V) \downarrow \quad (U_1,V_1) \downarrow \quad (U_2,V_2) \downarrow \quad \downarrow (U,V) \]
\[ (I - A') \longrightarrow (I - A'_1) \longrightarrow (I - A'_2) \longrightarrow (I - A'). \]

The horizontal arrows will be positive equivalences and the vertical equivalences to the right of \((U,V)\) will be defined from them by composition (then the diagram will commute). Stage I will produce the left square with \(A_1\) and \(A'_1\) satisfying Conditions (2), (3) and (4) of Proposition 4.5. Stage II will produce the middle square, with \((U_2)_{ii} = (V_2)_{ii} = \text{Id}\) for \(i \in C\), and with \(A_2\) and \(A'_2\) still satisfying Conditions (2), (3) and (4) of Proposition 4.5. Stage III will produce the right square to finish the proof. The individual stages will follow from several lemmas.

Lemma A.1. Suppose \(A \in \mathcal{M}_{P,\pm}(n, \mathbb{Z})\). Then there is a positive SL\(_P\)\((n, \mathbb{Z})\) equivalence in \(I - \mathcal{M}_{P,\pm}(n, \mathbb{Z})\) from \(I - A\) to a matrix \(I - C\) such that for all \(i \in C\) the following hold:

1. The block \(C_{ii}\) has its upper left corner entry equal to 1, and \(C_{ii}\) has no other nonzero entry.
2. Let \((\ell, \ell)\) be the entry of \(C\) which is the upper left corner of \(C_{ii}\). Then for \(j \neq i\), every row of a block \(C_{ij}\) other than row \(\ell\) is zero, and every column of a block \(C_{ji}\) other than column \(\ell\) is equal to zero.
Proof. Suppose $i \in C_A$. Let $i_1, \ldots, i_k$ be nonrepeated indices such that $A_{ii}(i_t, i_{t+1}) = 1$, $1 \leq t < k$, and $A_{ii}(i_k, i_1) = 1$.

Cycle-shortening construction. Suppose $k > 1$. Let $A = A^{(0)}$. For $1 \leq j < k$, define $A^{(j)}$ by the equation $I - A^{(j)} = E_j(I - A^{(j-1)})$, where $E_j$ denotes the basic elementary matrix which acts to add row $i_{k-j+1}$ to row $i_k$. Each $A^{(j)}$ is nonnegative. Then add the columns $i_2, \ldots, i_k$ of $A^{(k)}$ to column $i_1$ of $A^{(k)}$. By Lemma 2.5, each step in this process gives a positive equivalence in $I - \mathcal{M}^2_{p,+}(n, \mathbb{Z})$, and in the last matrix $A'$, the block $A_{ii}'$ has as its unique cycle the 1-cycle $(i_1)$. Below is an example of the process, with $(i_1, i_2, i_3, i_4) = (1, 2, 3, 4)$, viewed in the principal submatrices on indices $1, 2, 3, 4$:

\[
\begin{pmatrix}
1 & -1 & 0 & 0 \\
0 & 1 & -1 & 0 \\
0 & 0 & 1 & -1 \\
-1 & 0 & 0 & 1
\end{pmatrix}
\rightarrow
\begin{pmatrix}
1 & -1 & 0 & 0 \\
0 & 1 & -1 & 0 \\
-1 & 0 & 0 & 1 \\
-1 & 0 & 0 & 1
\end{pmatrix}
\rightarrow
\begin{pmatrix}
1 & -1 & 0 & 0 \\
0 & 1 & -1 & 0 \\
-1 & 0 & 0 & 1 \\
-1 & 0 & 0 & 1
\end{pmatrix}
\rightarrow
\begin{pmatrix}
1 & -1 & 0 & 0 \\
0 & 1 & -1 & 0 \\
-1 & 0 & 0 & 1 \\
-1 & 0 & 0 & 1
\end{pmatrix}
\rightarrow
\begin{pmatrix}
0 & 0 & 0 & 0 \\
-1 & 1 & 0 & 0 \\
-1 & 0 & 1 & 0 \\
-1 & 0 & 0 & 1
\end{pmatrix}
\rightarrow
\begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
\rightarrow
\begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}.
\]

Now without loss of generality, we suppose $k = 1$ with $A(i_1, i_1) = 1$. Because $(i_1)$ is the unique $A_{ii}$ cycle, if $A_{ii}$ is nonzero at any entry other than $(i_1, i_1)$, then it is nonzero at some entry $(j, l)$ such that row $l$ of $A$ is zero or column $j$ of $A$ is zero. In the former case, let $E$ be the elementary matrix which acts from the left to add row $l$ to row $j$, then $(E, I): (I - A) \rightarrow E(I - A) = (I - A')$ is a positive equivalence in which $A' = A$ except that $A'(j, l) = 0$. The latter case is treated similarly, by adding column $j$ to column $l$. Iterating, we produce a positive equivalence in $I - \mathcal{M}^2_{p,+}(n, \mathbb{Z})$ from $I - A$ to a matrix $I - A'$ such that $A'(i_1, i_1)$ is the only nonzero entry of $A_{ii}'$.

Next, given $i$ in $C_A$, with $A'(i_1, i_1) = 1$, we may for each $j < i$ add rows of $I - A'$ through the $ii$ block to rows through the $ji$ block (never adding row $i_1$) until every column of the block $(I - A')_{ji}$ except column $i_1$ is zero. We do this for all the cycle components $i$, for $i$ in decreasing order, so that no block zeroed out for some $i$ is made nonzero by subsequent operations. Then similarly, taking $i$ in $C_A$ in increasing order, we add columns through the $ii$ block to columns through the $ji$ blocks with $i < j$, to end with a matrix $C'$ which satisfies the statement of the lemma (with $C'$ in place of $C$), except that the distinguished indices $i_1$ might not be the corner indices $\ell$.

So, suppose $i$ is a cycle component for which $\ell \neq i_1$. We apply four basic positive equivalences to give $(I - C') \rightarrow (I - C'')$, as viewed below
in principal submatrices on indices \( \{i_1, \ell, k\} \) (where \( k \) is any index not in \( \{i_1, \ell\} \)). (In the very special case that \( C' \) is \( 2 \times 2 \), there can be no third index \( k \) and these principal submatrices should be restricted to indices \( \{i_1, \ell\} \).) For concreteness we use \((\ell, i_1, k) = (1, 2, 3)\):

\[
\begin{pmatrix}
1 & 0 & 0 \\
0 & 0 & x \\
0 & y & z
\end{pmatrix}
\rightarrow
\begin{pmatrix}
1 & 0 & 0 \\
-1 & 1 & 0 \\
0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
1 & 0 & 0 \\
0 & 0 & x \\
0 & y & z
\end{pmatrix}
= 
\begin{pmatrix}
1 & 0 & 0 \\
-1 & 0 & x \\
0 & y & z
\end{pmatrix}
\]

\[
\rightarrow
\begin{pmatrix}
1 & 0 & 0 \\
-1 & 0 & x \\
0 & y & z
\end{pmatrix}
\begin{pmatrix}
1 & -1 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{pmatrix}
= 
\begin{pmatrix}
1 & -1 & 0 \\
-1 & 1 & x \\
0 & 0 & 1
\end{pmatrix}
\]

\[
\rightarrow
\begin{pmatrix}
1 & -1 & 0 \\
-1 & 1 & x \\
0 & y & z
\end{pmatrix}
\begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{pmatrix}
= 
\begin{pmatrix}
1 & 0 & 0 \\
0 & -1 & 0 \\
y & y & z
\end{pmatrix}
\]

\[
\rightarrow
\begin{pmatrix}
1 & 1 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
0 & -1 & 0 \\
0 & 1 & x \\
y & y & z
\end{pmatrix}
= 
\begin{pmatrix}
0 & 0 & x \\
0 & 1 & x \\
y & y & z
\end{pmatrix}
\]
properties achieved at earlier stages, and not changing entries in any block
\(A_{ss}\) with \(s \neq t\), and not losing Properties (3) and (4) of Proposition 4.5).

1. \(\exists i \in S\) such that \((I - A)(i, i) \leq 0\).
2. \(\{i, j\} \cap \mathcal{S}' \neq \emptyset \implies (I - A)(i, j) = \delta_{ij}\).
3. If \(\mathcal{S}' \neq \emptyset\), then \(|\mathcal{S}| > 1\).
4. \(\mathcal{S}' = \emptyset\).
5. The block \((I - A)_{tt}\) is strictly negative.

(1) If necessary achieve this with the initial row operations of the cycle-
shortening construction of the Lemma A.1.

(2) First suppose this condition does not hold for some \(\{i, j\} \subset \mathcal{I}_t\). Then
pick some \(i \in \mathcal{S}'\) and \(j \in \mathcal{I}_t\) such that \(j \neq i\) and one of the following hold:
- \((I - A)(i, j) \neq 0\) and column \(i\) of \(A_{tt}\) is zero, or
- \((I - A)(j, i) \neq 0\) and row \(i\) of \(A_{tt}\) is zero.

In the former case, add column \(i\) of \((I - A)\) to other columns \(j\) where
\((I - A)(i, j) < 0\), until \((I - A)(i, j) = \delta_{ij}\) for all \(j \in \mathcal{I}_t\). In the latter case,
similarly use row additions to achieve \((I - A)(j, i) = \delta_{ij}\) for all \(j \in \mathcal{I}_t\). This
procedure reduces the cardinality of the set of entries in \((I - A)_{tt}\) at which
Condition (2) fails, and it may be repeated until Condition (2) holds for
\(\{i, j\} \subset \mathcal{I}_t\). We then add rows and columns indexed by \(\mathcal{S}'\) to others as
needed until (2) holds in general.

(3) Suppose (for concreteness) that \(\mathcal{S} = \{1\}\) and \(2 \in \mathcal{S}'\). Then we must
have \(A(1, 1) = k > 1\) (since \(t\) is not a cycle component). Now, subtract
row 2 of \((I - A)\) from row 1; then subtract column 2 from column 1. The
effect of these moves is to enlarge \(\mathcal{S} = \{1\}\) to \(\mathcal{S} = \{1, 2\}\). The moves are
summarized below in principal submatrices on indices \(\{1, 2, 3\}\), where 3 is an
arbitrary additional index:

\[
\begin{pmatrix}
1 - k & 0 & w \\
0 & 1 & 0 \\
x & 0 & z
\end{pmatrix}
\rightarrow
\begin{pmatrix}
1 - k & -1 & w \\
0 & 1 & 0 \\
x & 0 & z
\end{pmatrix}
\rightarrow
\begin{pmatrix}
-(k - 2) & -1 & w \\
-1 & 1 & 0 \\
x & 0 & z
\end{pmatrix}.
\]

(4) Suppose \(\mathcal{S}' \neq \emptyset\). By (1) and (3), we may pick \(i_1, j_1\) in \(\mathcal{S}\) such that
\(i_1 \neq j_1\), \((I - A)(i_1, i_1) \leq 0\), and \((I - A)(i_1, j_1) \leq -1\). Add row \(i_1\) of \((I - A)\)
to row \(j_1\), \(|\mathcal{S}'| + 1\) times, producing \((I - A)(j_1, j_1) \leq -|\mathcal{S}'|\). For each \(j\) in
\(\mathcal{S}'\), subtract row \(j\) of \((I - A)\) from row \(j_1\). Then subtract each \(\mathcal{S}'\) column
from column \(j_1\). This produces \(A\) with \(\mathcal{S}' = \emptyset\).

(5) With \(i_1, j_1\) as in (4): Add row \(i_1\) to row \(j_1\) (now \((I - A)(j_1, j_1) < 0\));
for each \(i\) in \(\mathcal{S}\) with \(i \neq j_1\), add column \(j_1\) to column \(i\) (now row \(j_1\) of \((I - A)\)
is negative); and for each \(i\) in \(\mathcal{S}\) with \(i \neq j_1\), add row \(j_1\) to row \(i\). We now
have \((I - A)_{tt}\) strictly negative as required.

After applying a positive equivalence, then, we may assume that \((I - A)_{ii} < 0\)
for every noncycle component \(i\). Consequently, if \(i < j\), and \(i\) or \(j\) is
not a cycle component, then for large \(n\) the block \((A^n)_{ij}\) is strictly positive.
We can then get a positive equivalence to \((I - A)\) whose block \((I - A)_{ij}\) is strictly negative, by adding columns through \(i\) to columns through \(j\) (if \(i \not\in \mathcal{C}_A\)) or by adding rows through \(j\) to rows through \(i\) (if \(j \not\in \mathcal{C}_A\)). Similarly, for every noncycle component \(j\) and cycle component \(i\), with \(\mathcal{C}_i^{\text{prim}} = \{\ell\}\), add a \(j\)-row to row \(\ell\) if \(i \prec j\), and add a \(j\)-column to column \(\ell\) if \(j \prec i\).

Note, if \(i \prec j\) and \(\{i, j\} \subset \mathcal{C}_A\), with say \(\mathcal{C}_i^{\text{prim}} = \{\ell, i\}\) and \(\mathcal{C}_j^{\text{prim}} = \{\ell, j\}\), then \(A(\ell, i) > 0\), because the block \(A_{ij}\) is not the zero block (because \(A \in \mathcal{M}_{\mathcal{P}^+, \mathcal{C}, \mathcal{N}, \mathbb{Z}}\)) and the only possible nonzero entry is \(A(\ell, i) > 0\). Finally, whenever \((I - A)_{ij} < 0\) with \(\{i, j\} \subset \mathcal{C}_A\) and \(i \prec k \prec j\) for some \(k\) in \(\mathcal{P}\), pick \(k\) such that \(i \prec k \prec j\), and add columns of \(I - A\) through component \(k\) to columns through component \(j\). The resulting matrix satisfies the statement of the lemma. □

Lemmas A.1 and A.2 finish the proof for Stage I. We now shift our focus to the form of the equivalence \((U, V)\). The next lemma gives the proof for Stage II.

**Lemma A.3.** Suppose \((U, V) : (I - A) \to (I - A')\) is an \(\text{SL}_P(n, \mathbb{Z})\) equivalence which is positive on cycle components, and \(A, A'\) satisfy Conditions (2), (3) and (4) of Proposition 4.5. Then there is a commuting diagram

\[
\begin{array}{ccc}
(I - A) & \longrightarrow & (I - \tilde{A}) \\
(U, V) \downarrow & & \downarrow (\tilde{U}, \tilde{V}) \\
(I - A') & \longrightarrow & (I - \tilde{A}')
\end{array}
\]

in which the horizontal arrows are positive equivalences; \(\tilde{A}\) and \(\tilde{A}'\) still satisfy Conditions (2), (3) and (4); and for each \(i \in \mathcal{C}\), \(\tilde{U}_{ii} = \tilde{V}_{ii} = \text{Id}\).

**Proof.** Suppose \(i\) is a cycle component for which \(n_i > 1\) (otherwise there is nothing to prove). Then \((I - A)_{ii} = (I - A')_{ii} = Q\), where \(Q = \begin{pmatrix} 0 & 0 \\ 0 & I \end{pmatrix}\), in which \(I\) is \((n_i - 1) \times (n_i - 1)\). Considering blocks of \(U_{ii}Q = QV_{ii}^{-1}\), we see \(U_{ii}\) and \(V_{ii}\) have the corresponding block forms \(U_{ii} = \begin{pmatrix} a & 0 \\ x & Z \end{pmatrix}\) and \(V_{ii} = \begin{pmatrix} b & y \\ 0 & Z^{-1} \end{pmatrix}\). The positive on cycle components assumption implies \(a = 1\). Then \(\det(U) = 1\) implies \(\det(Z) = 1\). Then \(\det(Z^{-1}) = 1 = \det V\) implies \(b = 1\). So we have

\[
(U_{ii}) = \begin{pmatrix} 1 & 0 \\ x & Z \end{pmatrix} \quad \text{and} \quad \begin{pmatrix} 1 & y \\ 0 & Z^{-1} \end{pmatrix}
\]

for some \(Z\) in \(\text{SL}(n_i - 1, \mathbb{Z})\).
Now suppose \( E \) is a basic elementary matrix with offdiagonal entry \( E(j, k) = 1 \), where \( j, k \) index rows of the \( ii \) block other than the first row. Then

\[
(I - A) \xrightarrow{(I, E^{-1})} (E, I) \xrightarrow{(E, I)} (I - A)
\]

(A.5)

gives a factorization of \((E, E^{-1})\): \((I - A) \rightarrow (I - A)\) into basic positive equivalences. For example, if rows 1, 2, 3 run through \( Q \) and \( Q(1, 1) = 0 \), then in the principal submatrix on indices 1, 2, 3 we could have \( E = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 1 \\ 0 & 0 & 1 \end{pmatrix} \), and (A.5) would become

\[
\begin{pmatrix} 0 & 0 & 0 \\ 0 & 1 & 1 \\ 0 & 0 & 1 \end{pmatrix} \xrightarrow{(I, E^{-1})} \begin{pmatrix} 0 & 0 & 0 \\ 0 & 1 & -1 \\ 0 & 0 & 1 \end{pmatrix} \xrightarrow{(E, I)} \begin{pmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} .
\]

Now we can factor \((U, V)\) as

\[
(I - A) \xrightarrow{(I, E^{-1})} (E, I) \xrightarrow{(E, I)} (I - A) \xrightarrow{(U, V)} (I - A') \xrightarrow{(P, D')} .
\]

(A.6)

Because \( Z \) is a composition of elementary matrices, and Conditions (2), (3) and (4) are not disturbed by this move, we can repeat this move to obtain a positive equivalence \((G, G^{-1})\): \((I - A) \rightarrow (I - A)\) such that the \((U, V)\) equals \((G, G^{-1})\) followed by \((UG^{-1}, GV)\) where \((UG^{-1})_{ii}\) and \((GV)_{ii}\) have the forms (A.4) with \( Z = I \). After doing this as needed for every cycle component \( i \), we can assume for each \( i \in \mathcal{C} \) with \( n_i > 1 \) that we have the forms \( U_{ii} = \begin{pmatrix} 1 & 0 \\ x(i) & I \end{pmatrix} \) and \( V_{ii} = \begin{pmatrix} 1 & y(i) \\ 0 & I \end{pmatrix} \).

Let \( D \) and \( D' \) be the block diagonal matrices equal to \( \text{Id} \) except in cycle component diagonal blocks, where \( D_{ii} = U_{ii} \) and \( D'_{ii} = V_{ii}^{-1} \). We will produce matrices \( P, Q \) in \( \mathcal{U}_P(n, \mathbb{Z}) \) such that \((D, Q)\): \((I - A) \rightarrow D(I - A)Q\) and \((P, D')\): \((I - A') \rightarrow P(I - A')D'\) are positive equivalences, and the matrices \( D(I - A)Q \) and \( P(I - A')D' \) satisfy Conditions (2), (3) and (4). Then the lemma will follow by defining \((\bar{U}, \bar{V})\) by requiring the following diagram to commute:

\[
\begin{align*}
(I - A) \xrightarrow{(D, Q)} & \quad D(I - A)Q \\
(U, V) \downarrow & \quad \downarrow (\bar{U}, \bar{V}) \\
(I - A') \xrightarrow{(P, D')} & \quad P(I - A')D'
\end{align*}
\]

We will prove the first claim, for \((D, Q)\); the proof of the second claim is similar. Let \( i_1 < i_2 < \cdots < i_k \) be the elements of \( \mathcal{C} \). (Recall, \( i < j \ \Rightarrow \ i < j \).) To begin, let \( i = i_k \) and let \( 1, 2, \ldots, m \) index the rows through \( U_{ii} \). For \( 2 \leq j \leq m \), let \( R_j \) be the elementary matrix which acts from the right
to subtract column \( j \) from column 1. Let \( R = R_2 \cdots R_m \) and let \( 1 \) denote a vector with every entry equal to 1, then

\[
((I - A)R)_{ii} = \begin{pmatrix} 0 & 0 \\ -1 & I \end{pmatrix}, \quad \text{and}
\]

\[
((I - A)R)_{rs} = (I - A)_{rs} \quad \text{if} \ rs \neq ii,
\]

and we get a positive equivalence

\[
(I - A) \xrightarrow{(I,R_2)} \cdots \xrightarrow{(I,R_m)} (I - A)R.
\]

Next, let \( D_k \) be a product of elementary matrices, \( E = E_n \cdots E_1 \), where \( E_t \) acts from the left to add \( \epsilon_t \) (\( \epsilon_t = 1 \) or \( \epsilon_t = -1 \)) times row 1 to row \( j_t \), and \( 2 \leq j_t \leq m \). Consider the equivalence \((E_1, I): (I - A)R \rightarrow E_1(I - A)R\). Notice \((E_1(I - A)R)_{ii} = ((I - A)R)_{ii}\). So, this equivalence \((E_1, I)\) is positive unless \((E_1(I - A)R)(j, k) > 0\) for some columns \( p \) to the right of the \( ii \) block. Let \( F_1 \) be the product of basic elementary matrices \( F_{1,t}, 1 \leq t \leq T \) say, which act from the right to subtract column \( j_t \) from such columns \( p \) enough times to guarantee (with \( F_1 = F_{1,1} \cdots F_{1,T} \)) that \((E_1(I - A)RF_1)(j_1, p) < 0\). Then

\[
(I - A)R \xrightarrow{(I,F_{1,1})} \cdots \xrightarrow{(I,F_{1,T})} \xrightarrow{(E_1,I)} E_1(I - A)RF_1
\]

gives a positive equivalence \((E_1, F_1): (I - A)R \rightarrow E_1(I - A)RF_1\). Recursively, for \( 1 \leq t < m \), apply this procedure, to produce \( F_{t+1} \) giving a positive equivalence

\[
E_t \cdots E_1(I - A)RF_1 \cdots F_t \xrightarrow{(I,F_{t+1})} \xrightarrow{(E_{t+1},I)} E_{t+1} \cdots E_1(I - A)RF_1 \cdots F_{t+1}.
\]

Let \( Q_k = F_1 \cdots F_m \); then we have a positive equivalence

\[
(I - A) \xrightarrow{(D_k,Q_k)} D_k(I - A)RQ_k \xrightarrow{(I,R_k^{-1})} D_k(I - A)RQ_kR^{-1}.
\]

Because \( RQ_k = Q_kR \), altogether we get

\[
(I - A) \xrightarrow{(D_k,Q_k)} D_k(I - A)RQ_k.
\]

Notice, \( Q_k \in \mathcal{U}_p(n, \mathbb{Z}) \). Moreover, if \( j \in \mathcal{P} \) and \( j < i_k \), then for any \( t \) the \( tj \) blocks of \( (I - A) \) and \( (D_k(I - A)Q_k) \) are equal.

Next, for the cycle components \( i_{k-1}, \ldots, i_1 \) (in that order) we repeat the procedure used above for \((D_k,Q_k)\) to produce pairs \((D_{k-1},Q_{k-1}), \ldots, (D_1,Q_1)\) with \( D = D_kD_{k-1} \cdots D_1 \) and \( Q_{(-)} := Q_kQ_{k-1} \cdots Q_1 \) giving a positive equivalence

\[
(I - A) \xrightarrow{(D_k,Q_k)} \xrightarrow{(D_{k-1},Q_{k-1})} \cdots \xrightarrow{(D_1,Q_1)} D(I - A)Q_{(-)}.
\]

To see that the \((D_i,Q_i)\) define positive equivalences, note that for \( i_s \neq i_k \), the column-subtracting moves we use to prepare the entries in a block \( i_s \) to the right of the \( i_s \) block do not change the sign of entries outside the
For every cycle component \( i \), the \( ii \) block of the matrix \( D(I - A)Q_(-) \) equals \( \text{Id} \). Suppose there exists \( (r,s) \) such that \( r \in C_{\sec} \) and \( (D(I - A)Q_(-))(r,s) < 0 \); then choose such an \( (r,s) \) with \( r \) minimal, and add column \( r \) to column \( s \). Because the \( (r,s) \) entry cannot lie in a diagonal block, this elementary positive equivalence is implemented by multiplication from the right by a matrix in \( U_P(n, \mathbb{Z}) \). Repeat this move until a matrix is produced in which the \( (r,s) \) entry is zero whenever \( r \in C_{\sec} \). Let the corresponding positive equivalence be denoted \( (I, Q_{(+)}): D(I - A)Q_(-) \to D(I - A)Q(-)Q_{(+)}. \)

The proof is finished by setting \( Q = Q_{(-)}Q_{(+)} \). \( \square \)

The next lemma gives the last ingredient, Stage III, for the proof of Proposition 4.5.

**Lemma A.7.** Suppose \( U, V, A, A' \) satisfy the assumptions of Lemma A.3 and in addition assume that \( U_{ii} = V_{ii} = \text{Id} \) for every \( i \in C \). Then there is a commuting diagram of \( SL_P(n, \mathbb{Z}) \) equivalences

\[
\begin{array}{ccc}
(I - A) & \longrightarrow & (I - \overline{A}) \\
(U,V) & \Bigg\downarrow & (\overline{U},\overline{V}) \\
(I - A') & \longrightarrow & (I - \overline{A}')
\end{array}
\]

satisfying the conclusion of Proposition 4.5. (Moreover, \( \overline{A} = A \) and \( \overline{A'} = A' \).)

**Proof.** We will build a suitable commuting diagram

\[
\begin{array}{ccc}
(I - A) & \overset{(E^{-1}, H)}{\longrightarrow} & (I - A) \\
(U,V) & \Bigg\downarrow & (\overline{U},\overline{V}) \\
(I - A') & \overset{(I,I)}{\longrightarrow} & (I - A')
\end{array}
\]

and then use \( (H E^{-1}, \overline{H} E^{-1}) \) and \( (I,I) \) for the upper and lower horizontal arrows in the diagram required for the lemma. First we work on the left half of the diagram. We will choose \( E, H, U_3 \) satisfying:

(i) \( U_3(i,j) = \delta_{ij}, \ \forall i \in C_{\sec} \)
(ii) \( (E^{-1}, H): (I - A) \to (I - A) \) is a positive equivalence, and
(iii) \( H^{-1}(i,j) = \delta_{ij}, \ \forall i \notin C_{\sec} \).

Recall, \( I_s \) denotes the set of indices for rows/columns through \( A_{ss} \). To choose \( E \), let the entries \((i,j)\) for which \( i \in C_{\sec} \) and \( U(i,j) \neq \delta_{ij} \) be listed as \((i_1,j_1), \ldots, (i_n,j_n)\), where \( i_k \in I_{s(k)} \) and \( s(1) \preceq s(2) \preceq \cdots \preceq s(n) \).
(So, \( j_k \in I_{t(k)} \) with \( s(k) < t(k) \) since by assumption \( U_{s(k)s(k)} = \text{Id} \).) Let \( \mu_k = U(i_k, j_k) \). Define matrices \( E_k, 1 \leq k \leq n \), by \( E_k(i_k, j_k) = -\mu_k \) and otherwise \( E_k(i, j) = \delta_{ij} \). Then \((UE_k)(i_k, j_k) = 0\). Define \( E = E_1E_2 \cdots E_n \). Then by our ordering \( s(1) \preceq s(2) \preceq \cdots \preceq s(n) \), we have \((UE)(i, j) = \delta_{ij} \) for \( i \in C^{\sec} \). Let \( U_3 = UE \), now (i) holds, and \( U = (UE)E^{-1} = U_3E^{-1} \) as required for the diagram to commute. Also \((E)(i, j) = \delta_{ij} \) if \( i \notin C^{\sec} \), so \( E^{-1}(i, j) = \delta_{ij} \) if \( i \notin C^{\sec} \).

Next for \( 1 \leq k \leq n \), we will define \( H_k \) such that \((E_k^{-1}, H_k) : (I - A) \to (I - A) \) is a positive equivalence and \( H_k(i, j) = \delta_{ij} \) when \( i \notin C^{\sec} \). Then we will set \((E^{-1}, H) = (E_n^{-1} \cdots E_1^{-1}, H_1 \cdots H_n) \), so that \((E^{-1}, H) : (I - A) \to (I - A) \) is the composition of positive equivalences and satisfies (ii). To prepare for the definition of \( H_k \), given \( k \) pick a positive integer greater than the absolute value of any entry in row \( i_k \) of \( E_k^{-1}(I - A) \), and define a matrix \( F_k \) as follows: \( F_k(i_k, j) = -M \) if \( i_k \neq j \) and \((E_k^{-1}(I - A))(i_k, j) \neq 0 \), and \( F_k(i, j) = \delta_{ij} \) otherwise. Define a matrix \( G_k \) by setting \( G_k(i_k, j) = -(E_k^{-1}(I - A)F_k)(i_k, j) \) and \( G_k(i, j) = \delta_{ij} \) otherwise. Then we have the positive equivalence

\[
(I - A) \xrightarrow{(I, F_k)} \xrightarrow{(E_k^{-1}, I)} \xrightarrow{(I, G_k)} (I - A).
\]

Let \( H_k = F_kG_k \). Note \( H_k(i, j) = \delta_{ij} \) if \( i \notin C^{\sec} \), so \( H(i, j) = \delta_{ij} \) if \( i \notin C^{\sec} \), and therefore also \( H^{-1}(i, j) = \delta_{ij} \) if \( i \notin C^{\sec} \). We now have \( E, H, U_3 \) satisfying (i)-(iii).

To get the right half of the commuting diagram, we apply to the equivalence \((U_3, V_3)\) the transpose of the procedure above to get matrices \( E, \overline{H}, \overline{V}, \overline{U} \) satisfying:

\[
\begin{align*}
(i) & \quad \overline{V}(i, j) = \delta_{ij}, \quad \forall j \in C^{\sec}, \\
(ii) & \quad (\overline{H}, E^{-1}) : (I - A) \to (I - A) \text{ is a positive equivalence, and} \\
(iii) & \quad \overline{H}^{-1}(i, j) = \delta_{ij}, \quad \forall j \notin C^{\sec},
\end{align*}
\]

where \( \overline{U} \) and \( \overline{V} \) are defined by \( \overline{U} = U_3\overline{H}^{-1} \) and \( \overline{V} = EV_3 \). Using (i) and the forms of \((I - A)\) and \((I - A')\), we get for every \( j \in C^{\sec} \) and every \( i \) that \( \overline{U}(i, j) = (\overline{U}(I - A))(i, j) = (\overline{U}(I - A)\overline{V})(i, j) = (I - A')(i, j) = \delta_{ij} = \overline{V}(i, j) \).

Now suppose \( i \in C^{\sec} \). We claim that \( \overline{U}(i, j) = \delta_{ij} \). Suppose not. Pick \( j \neq i \) such that \( \overline{U}(i, j) \neq 0 \). Because \( \overline{U} = U_3\overline{H}^{-1} \), it follows from (i) that \( \overline{U}(i, j) = \overline{H}^{-1}(i, j) \), and then from (iii) that \( j \in C^{\sec} \). This is a contradiction.

Finally, for \( i \in C^{\sec} \) we obtain

\[
\overline{V}(i, j) = ((I - A)\overline{V})(i, j) = (\overline{U}(I - A)\overline{V})(i, j) = (I - A')(i, j) = \delta_{ij}.
\]

This finishes the proof. \( \square \)
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MANIFOLDS WITH 2-NONNEGATIVE RICCI OPERATOR

Martha P. Dussan and Maria Helena Noronha

In this paper we study compact manifolds with 2-nonnegative Ricci operator, assuming that their Weyl operator satisfies certain conditions which generalize conformal flatness. As a consequence, we obtain that such manifolds are either locally symmetric or their Betti numbers between 2 and $n-2$ vanish. We also study the topology of compact hypersurfaces with 2-nonnegative Ricci operator.

1. Introduction.

One of the most powerful methods for studying the Betti numbers of compact manifolds is the Bochner technique. This technique is used in the context of manifolds with some type of curvature condition which will imply that harmonic forms are parallel. For 2-forms, this fact is implied by the nonnegativity of the Weitzenböck operator. In dimension four the nonnegativity of the Weitzenböck operator is equivalent (see for instance [14]) to the nonnegativity of the isotropic curvature, a notion introduced by Micallef-Moore ([11]) to study stability of harmonic 2-spheres. In that paper, the authors also point out that conformally flat manifolds with nonnegative scalar curvature have nonnegative isotropic curvature. Actually, denoting the Weitzenböck operator by $Q_2$, they show that a necessary and sufficient condition for the nonnegativity of $Q_2$ is $-W + S/6 \geq 0$, where $S$ is the scalar curvature and $W$ is the operator induced by the Weyl tensor on the space of 2-forms $\Lambda^2(T_xM)$. The condition above follows from the fact that, in dimension 4, the isotropic curvature (and hence the Weitzenböck operator) does not depend on the traceless Ricci tensor.

In dimensions greater than 4, conformal flatness and the nonnegativity of the scalar curvature do not imply nonnegative isotropic curvature, as can be seen through the conformally flat hypersurfaces constructed in [10] which have $S \geq 0$ but some isotropic curvatures are negative. The same examples of conformally flat manifolds show that for $n > 4$, $S \geq 0$ does not imply $Q_2 \geq 0$.

The role of the Ricci tensor in the study of the isotropic curvature and the Weitzenböck operator for dimensions $n > 4$ is not yet clear. It turns out (see below) that the condition $-W + S/6 \geq 0$ used for 4-manifolds generalizes to $-W + S/[(n-2)(n-1)] \geq 0$ and this paper searches for hypotheses on
the Ricci tensor that together with $-W + S/[(n-2)(n-1)] \geq 0$ imply that $Q_2 \geq 0$. Our first result in this paper is the following:

**Theorem 1.** Let $M^n$, $n > 4$, be a compact, locally irreducible manifold with nonnegative Ricci curvature. If $-W + S/[(n-2)(n-1)] \geq 0$ then one of the following occurs:

(a) $M$ is covered by a compact symmetric space.
(b) The Betti numbers $\beta_p(M) = 0$, for $1 \leq p \leq n-1$.

The key point of the proof of this result is to conclude that if $n > 4$ then the restricted holonomy group of metrics with $Q_2 \geq 0$ and $-W + S/[(n-2)(n-1)] \geq 0$ is essentially $SO(n)$.

In the next result we assume a weaker condition for the Ricci curvature, namely, that the manifold $M$ has 2-nonnegative Ricci operator, that is to say the sum of the smallest 2 eigenvalues of the Ricci operator is nonnegative. We will consider such a condition on manifolds whose Weyl operator $W$ commutes with $\text{Ric} \wedge I$, where $\text{Ric}$ and $I$ denote the Ricci and the identity operators respectively. For such manifolds we have the following result:

**Theorem 2.** Let $M^n$, $n > 4$, be a compact, locally irreducible manifold with 2-nonnegative Ricci operator. Let us suppose that $[\text{Ric} \wedge I, W] = 0$ and $-W + S/[(n-2)(n-1)] \geq 0$. Then one of following occurs:

(a) $M$ is covered by a compact symmetric space.
(b) The Betti numbers $\beta_p(M) = 0$, for $2 \leq p \leq n-2$.

Observe that the Weyl operator of three important classes of manifolds commutes with $\text{Ric} \wedge I$: Conformally flat, Einstein and manifolds with pure curvature tensor (see definition on page 439 of [4]). We also show that two other types of metrics satisfy the condition $[\text{Ric} \wedge I, W] = 0$. They are $G$-manifolds of cohomogeneity one and Riemannian manifolds with harmonic curvature, non-parallel Ricci tensor and such that the operator $\text{Ric}$ has less than three distinct eigenvalues. The last class of manifolds was studied by Derdzinski in [7] and [8]. Such manifolds were the first examples of compact manifolds with harmonic curvature and non-parallel Ricci tensor and hence not Einstein. Among them we find, for $n > 4$, examples that are not conformally flat either.

We also prove that locally reducible conformally flat manifolds with 2-nonnegative Ricci operator in fact have nonnegative Ricci curvature. Using this fact, Theorem 1 above implies the corollary below, which generalizes Theorem 1 of [13].

**Corollary 1.** Let $M^n$, $n \geq 4$, be a compact conformally flat manifold with 2-nonnegative Ricci operator. Then either $M$ is flat or $\beta_p(M) = 0$ for $2 \leq p \leq n-2$. Moreover if $\beta_1(M) \neq 0$ then $M$ is a quotient of $S^{n-1} \times \mathbb{R}$ or $\mathbb{R}^n$ by a group of fixed point free isometries in the standard metrics.
We point out that for locally irreducible conformally flat manifolds, Theorem 2 above and Theorem 2 of [10] have the same conclusion, namely, that $\beta_p(M) = 0$, for $2 \leq p \leq n - 2$. This gives rise to a corollary with the same proof as Corollary 1 in [10]:

**Corollary 2.** Let $f : M^n \to \mathbb{R}^{n+p}$, $2 \leq p \leq \frac{n}{2} - 1$, be an isometric immersion of a compact, orientable, locally irreducible conformally flat manifold $M$ with 2-nonnegative Ricci operator. Then $H_i(M; \mathbb{Z}) = 0$ for $2 \leq i \leq n - p$.

Another similarity between the topology of manifolds of 2-nonnegative Ricci operator and nonnegative isotropic curvature appears in the context of hypersurfaces of Euclidean spaces. For these, we prove the result below (compare with Theorem 1 of [10]):

**Theorem 3.** Let $f : M^n \to \mathbb{R}^{n+1}$, $n \geq 4$, be an isometric immersion of a compact manifold $M$ with 2-nonnegative Ricci operator. Then the homology groups $H_i(M; \mathbb{Z}) = 0$ for $2 \leq i \leq n - 2$ and the fundamental group $\pi_1(M)$ is a free group on $\beta_1$ elements.

## 2. Manifolds with nonnegative Weitzenböck operator.

Let $M$ be a Riemannian manifold and $\text{Ric} : T_xM \to T_xM$ denote the Ricci operator given by

$$\langle \text{Ric} (X), Y \rangle = \text{Ric} (X, Y).$$

In this paper we will use the same notation for a tangent vector $X$ and its dual form. With this in mind, we define the *Weitzenböck operator* $Q_2 : \Lambda^2(T_xM) \to \Lambda^2(T_xM)$ as

$$Q_2(X \wedge Y) = (\text{Ric} \wedge I)(X \wedge Y) - 2\mathcal{R} (X \wedge Y) = \text{Ric} (X) \wedge Y + X \wedge \text{Ric} (Y) - 2\mathcal{R} (X \wedge Y),$$

where $\mathcal{R}$ is the curvature operator and $\Lambda^2(T_xM)$ denotes the space of 2-forms. This operator satisfies the well-known *Weitzenböck formula*, e.g.,

$$\Delta \omega = -\text{div} \nabla \omega + Q_2(\omega),$$

where $\Delta$ is the Laplace-Beltrami operator and $\nabla$ the covariant derivative of $\omega$.

It is easy to see that $Q_2$ is a self-adjoint operator, and therefore it makes sense to study it when it is nonnegative. The nonnegativity of the Weitzenböck operator has been used to study the second Betti number of compact manifolds. In this section we collect some results along this line.

**Lemma 2.1.** Let $M$ be a Riemannian manifold with nonnegative Weitzenböck operator. Then:

(a) If $e_1, e_2$ are orthonormal vectors, we have $\text{Ric} (e_1, e_1) + \text{Ric} (e_2, e_2) - 2K_{12} \geq 0$, where $K_{12}$ is the sectional curvature of the plane spanned by $e_1$ and $e_2$. 

(b) The scalar curvature \( S \) is nonnegative.
(c) If \( S \equiv 0 \) and \( n > 4 \) then \( M \) is flat.
(d) If \( S \equiv 0 \) and \( n = 4 \) then \( M \) is conformally flat.

Proof. Since \( Q_2 \geq 0 \), (a) comes straightforward from the definition of \( Q_2 \).

Now we have that \( \text{Ric}(e_1, e_1) + \text{Ric}(e_j, e_j) - 2K_{1j} \geq 0 \) for all unit vectors \( e_j \) that are orthogonal to \( e_1 \). We obtain

\[
(n - 1)\text{Ric}(e_1, e_1) + \sum_{j \neq 1} [\text{Ric}(e_j, e_j) - 2K_{1j}] = (n - 4)\text{Ric}(e_1, e_1) + S \geq 0.
\]

(2.2)

Therefore, if \( n = 4 \) we have \( S \geq 0 \). If \( n > 4 \) and the Ricci curvature is nonnegative then \( S \geq 0 \). If \( \text{Ric}(e_1, e_1) < 0 \) then \( S > 0 \).

To prove (c), observe that Equation (2.2) also implies that if \( S \equiv 0 \) and \( n > 4 \) then the Ricci curvature is nonnegative. If \( S \equiv 0 \), we conclude that \( M \) is Ricci flat. This substituted in (a) implies that the sectional curvature \( K \leq 0 \) which gives \( K = 0 \), again because \( S \equiv 0 \). The result in (d) is well-known (see for instance [12], Proposition 2.5 or [15], Proposition 2.5).

Proposition 2.3. Let \( M^n, n \geq 4 \), be a locally irreducible compact manifold with nonnegative Weitzenböck operator. Then:

(a) If \( M \) is even dimensional and \( \beta_2(M) \neq 0 \) then \( \beta_2(M) = 1 \) and \( M \) is a simply connected Kähler manifold with positive first Chern class. Further, if \( n = 4 \), then \( M \) is biholomorphic to the complex projective space \( \mathbb{CP}^2 \).

(b) If \( M \) is odd dimensional and \( \beta_2(M) \neq 0 \) then \( M \) is covered by symmetric space of \([\text{compact type}] \) and rank \( > 1 \).

Proof. Since \( M \) is compact, it follows from the nonnegativity of \( Q_2 \) and the Weitzenböck formula that a harmonic 2-form \( \omega \) is parallel.

If \( M \) is even dimensional, the proof of Theorem 2.1(b) of [12] applies here, since it depends only on the fact that harmonic 2-forms are parallel and \( S \geq 0 \) but not zero. Since \( S = 0 \) implies that \( M \) is flat and this contradicts the irreducibility of \( M \) we conclude the first assertion of (a). The second part follows from Theorem 1 of [14].

If \( M \) is odd dimensional, since we are supposing that \( M \) is locally irreducible, then so is the restricted holonomy group \( G \). Recall that in [2], Berger proved that if for some \( x \in M \), \( G \) acts irreducibly on \( T_x M \), then either \( M \) is locally symmetric or \( G \) is one of the standard subgroups of \( SO(n) \):

\[
SO(n), U(m)(n = 2m), Sp(m) \times Sp(1)(n = 4m > 4), \text{Spin}(9)(n = 16)
\]

\[
SU(m)(n = 2m > 2), Sp(m)(n = 4m > 4), G_2(n = 7), \text{Spin}(7)(n = 8).
\]

In the case that \( M \) is locally symmetric, the universal cover \( \tilde{M} \) is an irreducible symmetric space. Since \( \tilde{M} \) is Einstein, if \( S = 0 \), \( M \) would be
Ricci flat and then flat by Lemma 2.1. Therefore $S > 0$ and $\tilde{M}$ is compact. If $\text{rank}(\tilde{M}) = 1$, being odd-dimensional, it would be isometric to a sphere contradicting that $\beta_2(M) \neq 0$. Berger also proved that if $G$ is one of the possibilities listed on the second line above, $M$ is Ricci flat, which in this case implies that $M$ is flat. Note that in the other possibilities for $G$, $M$ is even dimensional, except if $G = SO(n)$. In this case, the existence of a parallel 2-form $\omega$ would give rise to a parallel and hence harmonic 2-form on $S^n$ by the holonomy principle, and this is a contradiction.

3. A special condition on the Weyl tensor.

We start this section proving a result for manifolds with nonnegative Weitzenböck operator and Weyl tensor satisfying a condition which generalizes conformal flatness. Before we state the result, we recall that the Weyl tensor induces an operator

$$W : \Lambda^2(T_xM) \to \Lambda^2(T_xM)$$

given by

$$W(X \wedge Y) = R(X \wedge Y) - \Gamma(X) \wedge Y - X \wedge \Gamma(Y)$$

where $\Gamma : T_xM \to T_xM$ is defined by

$$\Gamma(X) = \frac{1}{n-2} \left( \text{Ric}(X) - \frac{S}{2(n-1)} X \right).$$

It is well-known that conformal flatness for manifolds of dimension $n \geq 4$ is equivalent to $W \equiv 0$.

Lemma 3.1. Let $Q_2, R, W$ denote the Weitzenböck, curvature and Weyl operator respectively. We have:

(a) $Q_2 - (n-4)R = \frac{S}{n-1} - (n-2)W$.

(b) If $-W + S/[(n-2)(n-1)] \geq 0$ and $Q_2$ is a nonnegative operator ($Q_2 \geq 0$) then

$$Q_2 - 2(p-2)R \geq 0 \quad \text{whenever} \quad p \leq \lfloor n/2 \rfloor.$$

Proof. Using the definition of $W$ we obtain (a).

For (b), observe first that the assumptions imply that $Q_2 - (n-4)R$ is a nonnegative operator. Now let $\mu$ be an eigenvalue of $Q_2 - 2(p-2)R$ with corresponding eigenvector $\phi$. If $\langle R(\phi), \phi \rangle \leq 0$, then $\langle (Q_2 - 2(p-2)R)(\phi), \phi \rangle \geq 0$, since we are supposing that $Q_2 \geq 0$. If $\langle R(\phi), \phi \rangle \geq 0$, we have for $p \leq \lfloor n/2 \rfloor$

$$\langle (Q_2 - 2(p-2)R)(\phi), \phi \rangle \geq \langle (Q_2 - (n-4)R)(\phi), \phi \rangle \geq 0.$$
Theorem 3.2. Let $M^n, n \geq 4$ be a locally irreducible compact manifold with nonnegative Weitzenböck operator and such that $-W+S/([n-2][n-1]) \geq 0$. Then one of the following occurs:

(a) $M$ is locally symmetric and covered by a compact symmetric space.
(b) The Betti numbers $\beta_p(M) = 0$ for $2 \leq p \leq n-2$.
(c) $M$ is 4-dimensional manifold biholomorphic to the complex projective space $\mathbb{CP}^2$.

Proof. Without loss of generality, we assume that $M$ is orientable. Let $\omega$ be a harmonic $p$-form. We use the Weitzenböck formula for $p$-forms (see [9])

$$ (\Delta \omega, \omega) = (\nabla \omega, \nabla \omega) + \int_M F(\omega) dV $$

where $(\cdot, \cdot)$ denotes the $L^2$-product with respect to the Riemannian volume density $dV$ and

$$ F(\omega) = \frac{1}{(p-1)!} \left[ A - \frac{1}{2} B \right], $$

with

$$ A = \sum_{i_3, \ldots, i_p, r, s, u, t} \omega(X_{i_3}, X_r, X_{i_p}) \cdot \omega(X_{i_3}, X_r, X_{i_p}) \langle R(X_s, X_u)X_u, X_t \rangle $$

$$ B = \sum_{i_3, \ldots, i_p, r, s, u, t} \omega(X_r, X_s, X_{i_3}, \ldots, X_{i_p}) \cdot \omega(X_r, X_s, X_{i_3}, \ldots, X_{i_p}) \langle R(X_r, X_s)X_u, X_t \rangle. $$

Notice that $F(\omega)$ can be written as

$$ F(\omega) = \frac{1}{(p-1)!} \sum_{i_3, \ldots, i_p} \langle (Q_2 - 2(p-2)R)(\phi_{i_3, \ldots, i_p}), \phi_{i_3, \ldots, i_p} \rangle $$

where $\phi_{i_3, \ldots, i_p}$ is a 2-form obtained by fixing $X_{i_3}, \ldots, X_{i_p}$ and defining

$$ \phi_{i_3, \ldots, i_p}(u, v) = \omega(u, v, X_{i_3}, \ldots, X_{i_p}). $$

Therefore, $Q_2 - 2(p-2)R \geq 0$ implies $F(\omega) \geq 0$.

Proceeding as the proof of Lemma 3.1(b), we conclude that $(Q_2 - 2(p-2)R) \geq 0$ for $2 \leq p \leq [n/2]$ and hence for $p$ in this range, a harmonic $p$-form is parallel. Again, we study each possibility for the restricted holonomy group $G$ and use the holonomy principle.

If $M$ is locally symmetric, being locally irreducible, $\tilde{M}$ is an irreducible symmetric space and therefore an Einstein space. Since it cannot be Ricci flat, it has positive Ricci curvature and hence compact.

The fact that $M$ cannot be Ricci flat leaves us with the following possibilities:

$SO(n), U(m)(n = 2m), Sp(m) \times Sp(1)(n = 4m > 4), Spin(9)(n = 16)$. 
In the last case, a result in [5] implies that $M$ is locally symmetric, and we repeat the previous argument. Recall that if $\beta_2(M) \neq 0$, and $M$ is even dimensional then $M$ is a Kähler manifold and then there exists a parallel form $\omega$ for which $Q_2(\omega) = 0$. Moreover we can find orthonormal vectors $e_1, \ldots, e_m$, $n = 2m$, such that

$$\omega = J(e_1) \wedge e_1 + \cdots + J(e_m) \wedge e_m,$$

where $J$ denotes the complex structure on $M$. Using the fact that $Q_2(\omega) = 0$, from the definition of $Q_2$ we get

$$0 = \text{Ric} \left( e_1, e_1 \right) + \text{Ric} \left( J(e_1), J(e_1) \right) + \cdots + \text{Ric} \left( e_m, e_m \right)$$

$$+ \text{Ric} \left( J(e_m), J(e_m) \right) - 2 \langle R(\omega), \omega \rangle,$$

which gives

$$\langle R(\omega), \omega \rangle = \frac{S}{2}$$

yielding

$$\langle W(\omega), \omega \rangle = \frac{(n - 2)S}{2(n - 1)}.$$

On the other hand, let $\{\phi_i\}$ denote an orthonormal basis which diagonalizes $W$ with corresponding eigenvalues $\nu_i$. We then write $\omega = \sum_i a_i \phi_i$, and then

$$\langle W(\omega), \omega \rangle = \frac{(n - 2)S}{2(n - 1)} = \sum_i a_i^2 \nu_i.$$

Let us suppose that the eigenvalues $\nu_i$'s are increasing and let $i_0$ denote the index such that $\nu_i \geq 0$, for $i \geq i_0$. Therefore, from our assumption on the eigenvalues of the Weyl operator, we get

$$\frac{(n - 2)S}{2(n - 1)} \leq \sum_{i \geq i_0} a_i^2 \frac{S}{(n - 1)(n - 2)} \leq \frac{S}{(n - 1)(n - 2)} n.$$

But the above implies either $(n - 2)^2 \leq n$, which is clearly a contradiction for $n > 4$, or $S = 0$. But $S = 0$ contradicts the irreducibility of $M$, since it implies that $M$ is flat. Therefore, if $n > 4$, $\beta_2(M) = 0$ and hence the holonomy $G$ cannot be $U(m)$. If $n = 4$, we obtain that $(c)$ follows from Proposition 2.3.

If $G = Sp(m) \times Sp(1)$, $M$ is Einstein (see [3]) and hence has positive Ricci curvature. Furthermore, $M$ is a quaternionic Kähler manifold which implies the existence of a parallel 4-form (V.Y. Kraines, see [4] p. 419), which we denote by $\omega$, and then $F(\omega) = 0$. From the equation

$$F(\omega) = \frac{1}{(3)!} \sum_{i_3, i_4} ((Q_2 - 4 R)(\phi_{i_3, i_4}), \phi_{i_3, i_4});$$
and the fact that \((Q_2 - 4R)\) is a nonnegative operator, we obtain
\[
\langle(Q_2 - 4R)(\phi_{i_3,i_4}), (\phi_{i_3,i_4})\rangle = 0,
\]
for all 2-forms of type \(\phi_{i_3,i_4}\). On the other hand, we have \(\langle(Q_2 - (n - 4)R)(\phi_{i_3,i_4}), (\phi_{i_3,i_4})\rangle \geq 0\), and using (3.3) we obtain
\[
(8 - n)\langle R(\phi_{i_3,i_4}), (\phi_{i_3,i_4})\rangle \geq 0.
\]
If \(n > 8\), the above implies that \(\langle Q_2(\phi_{i_3,i_4}), (\phi_{i_3,i_4})\rangle = 4\langle R(\phi_{i_3,i_4}), (\phi_{i_3,i_4})\rangle \leq 0\). Since \(Q_2 \geq 0\), we then have that
\[
\langle Q_2(\phi_{i_3,i_4}), (\phi_{i_3,i_4})\rangle = \langle R(\phi_{i_3,i_4}), (\phi_{i_3,i_4})\rangle = 0.
\]
But \(M\) is Einstein and hence \(Q_2 = 2(S/n) - 2R\). Therefore, the equation above gives
\[
\frac{2S||\phi_{i_3,i_4}||^2}{n} = 0,
\]
implying \(S = 0\), which is the desired contradiction.

If \(n = 8\), (3.3) substituted in Lemma 3.1(a) immediately implies
\[
\langle W(\phi_{i_3,i_4}), \phi_{i_3,i_4}\rangle = \frac{|\phi_{i_3,i_4}|^2}{42},
\]
and we claim that \(\phi_{i_3,i_4}\) is an eigenvector of \(W\). In fact, if not, we consider again an orthonormal basis \(\{\phi_i\}\) which diagonalizes \(W\), and let \(i_0\) denote the index such that \(\nu_i \geq 0\), for \(i \geq i_0\). We would have
\[
\langle W(\phi_{i_3,i_4}), \phi_{i_3,i_4}\rangle < \sum_{i \geq i_0} a_i^2 \frac{S}{42} < \frac{|\phi_{i_3,i_4}|^2}{42}.
\]
Since \(M\) is Einstein, an eigenvector of \(W\) is also an eigenvector \(R\), and then we obtain that
\[
R(\phi_{i_3,i_4}) = \frac{S}{24} \phi_{i_3,i_4}.
\]
We will show now that one can obtain a basis of \(\Lambda^2(T_x M)\) whose elements are 2-forms of type \(\phi_{i_3,i_4}\). This implies \(R = (S/24)I\), that is, \(M\) is a manifold of constant curvature contradicting that its restricted holonomy group \(G\) is \(Sp(2) \times Sp(1)\). For that, let \(I, J, K\) denote the almost complex structures of \(M\) which satisfy the relations \(IJ = -JI\), and \(K = IJ\). Let \(\{e_1, \ldots, e_8\}\) be an orthonormal basis with the property
\[
e_2 = I(e_1), \quad e_3 = J(e_1), \quad e_4 = K(e_1),
\]
\[
e_6 = I(e_5), \quad e_7 = J(e_5), \quad e_8 = K(e_5).
\]
The form \(\omega\) is given by
\[
\omega = \alpha \wedge \alpha + \beta \wedge \beta + \gamma \wedge \gamma,
\]
where
\[
\alpha(X,Y) = \langle I(X), Y \rangle \quad \beta(X,Y) = \langle J(X), Y \rangle \quad \gamma(X,Y) = \langle K(X), Y \rangle.
\]
Therefore $\alpha, \beta$ and $\gamma$ are written as

\[
\alpha = e_1 \wedge e_2 + e_3 \wedge e_4 + e_5 \wedge e_6 + e_7 \wedge e_8 \\
\beta = e_1 \wedge e_3 - e_2 \wedge e_4 + e_5 \wedge e_7 - e_6 \wedge e_8 \\
\gamma = e_1 \wedge e_4 + e_2 \wedge e_3 + e_5 \wedge e_8 + e_6 \wedge e_7,
\]

and then

\[
\omega = 6 e_1 \wedge e_2 \wedge e_3 \wedge e_4 + 2 e_1 \wedge e_2 \wedge e_5 \wedge e_6 \\
+ 2 e_1 \wedge e_2 \wedge e_7 \wedge e_8 + 2 e_1 \wedge e_3 \wedge e_5 \wedge e_7 - 2 e_1 \wedge e_3 \wedge e_6 \wedge e_8 \\
+ 2 e_1 \wedge e_4 \wedge e_5 \wedge e_8 + 2 e_1 \wedge e_4 \wedge e_6 \wedge e_7 + 2 e_2 \wedge e_3 \wedge e_5 \wedge e_8 \\
+ 2 e_2 \wedge e_3 \wedge e_6 \wedge e_7 - 2 e_2 \wedge e_4 \wedge e_5 \wedge e_7 + 2 e_2 \wedge e_4 \wedge e_6 \wedge e_8 \\
+ 2 e_3 \wedge e_4 \wedge e_5 \wedge e_6 + 2 e_3 \wedge e_4 \wedge e_7 \wedge e_8 + 6 e_5 \wedge e_6 \wedge e_7 \wedge e_8.
\]

As before, let us consider the 2-form $\phi_{i,j}(u,v) = \omega(u,v,e_i,e_j)$. From the expression of $\omega$ it is straightforward to conclude that $\{\phi_{i,j}, i < j\}$ is a basis of $\Lambda^2(T_xM)$. Since $G \neq U(m), Sp(m) \times Sp(1)$, if $n > 4$ then the only possibility for $G$ is $SO(n)$. The holonomy principle implies that $\beta_p(M) = 0$ for $2 \leq p \leq [n/2]$ and we conclude $\beta_p(M) = 0$ for $2 \leq p \leq n - 2$ by duality.

Now we use Theorem 3.2 to prove Theorem 1 stated in the introduction.

**Proof of Theorem 1.** We show that the hypotheses imply $Q_2 \geq 0$. In fact, let $\omega$ be a unit eigenvector of $Q_2$. There exist an orthonormal set $\{e_1, \ldots, e_{2m}\}$ of $T_xM$ and numbers $a_1, \ldots, a_m$ such that

\[
\omega = a_1 e_1 \wedge e_2 + \cdots + a_m e_{2m-1} \wedge e_{2m}.
\]

From the definition of $Q_2$ we obtain

\[
\langle Q_2(\omega), \omega \rangle = \sum_{i=1}^{m} a_i^2 (\text{Ric}(e_{2i-1}, e_{2i-1}) + \text{Ric}(e_{2i}, e_{2i})) - 2 \langle R(\omega), \omega \rangle
\]

\[
= \frac{n-4}{n-2} \sum_{i=1}^{m} a_i^2 (\text{Ric}(e_{2i-1}, e_{2i-1}) + \text{Ric}(e_{2i}, e_{2i}))
\]

\[
- 2 \left[ \langle \mathcal{W}(\omega), \omega \rangle - \frac{S}{(n-2)(n-1)} \right] \geq 0.
\]

Now, Theorem 3.2 implies (a) or $\beta_p(M) = 0$ for $2 \leq p \leq n - 2$. Since we are also assuming that all Ricci curvatures are nonnegative, we apply the well-known generalization of Bochner’s theorem, namely, that either $M$ is covered by a compact symmetric space or it is Ricci flat or $\beta_1(M) = 0$. Since our hypotheses imply $Q_2 \geq 0$, $M$ cannot be Ricci flat and this finishes the proof of the theorem.
Next we want to examine another condition on the Weyl operator that also generalizes \( \mathcal{W} = 0 \). Such a condition is

\[
[\text{Ric} \wedge I, \mathcal{W}] = 0.
\]

This condition is satisfied by several important classes of Riemannian manifolds. Among them, we easily find the Einstein manifolds. In this section we show other classes of manifolds whose Weyl operator commutes with \( \text{Ric} \wedge I \).

Recall that the curvature operator \( \mathcal{R} \) is said to be \textit{pure} if there exists an orthonormal basis \( \{e_1, \ldots, e_n\} \) of the tangent space such that the basis of 2-forms \( \{e_i \wedge e_j\}_{i<j} \) diagonalizes \( \mathcal{R} \). We call the basis \( \{e_1, \ldots, e_n\} \) an \( \mathcal{R} \)-basis.

Notice that the Weyl tensor of a manifold with pure curvature operator satisfies \( [\text{Ric} \wedge I, \mathcal{W}] = 0 \). This class of manifolds also includes hypersurfaces of Euclidean spaces, and more generally, manifolds which admit isometric immersions into a space of constant curvature with flat normal bundle. To see this, just use the Ricci equation which implies that there is an orthonormal basis that diagonalizes simultaneously all the Weingarten operators; then from the Gauss equation one obtains the \( \mathcal{R} \)-basis. The technical condition of the next lemma will appear naturally in two other classes of manifolds.

**Lemma 3.4.** Let \( M \) be a Riemannian manifold such that for every point \( x \in M \), the Ricci operator \( \text{Ric}_x \) has an eigenvalue \( \lambda(x) \) of constant multiplicity \( n - 1 \). Suppose that the eigenspaces \( E_\lambda \) corresponding to \( \lambda \) form an integrable distribution. If their leaves are totally umbilic submanifolds and have constant mean curvature then \( [\text{Ric} \wedge I, \mathcal{W}] = 0 \).

**Proof.** Let \( \{e_1, \ldots, e_n\} \) be an orthonormal basis such that \( \text{Ric}(e_1) = \mu e_1 \) and \( \text{Ric}(e_i) = \lambda e_i \), for \( i \geq 2 \). We show first that

\[
\langle \mathcal{R}(e_1 \wedge e_k), e_i \wedge e_j \rangle = 0, \quad i, j, k \geq 2.
\]

For that, let \( \Sigma \) denote a maximal leaf of \( E_\lambda \). Let \( A \) denote the shape operator of the inclusion \( i : \Sigma \to M \) with only an eigenvalue of multiplicity \( n - 1 \) denoted by \( a \). Since \( a \) is constant, it is straightforward to verify that \( A \) satifies the Codazzi equation

\[
\langle (\nabla_{e_i} A)(e_j), e_k \rangle = \langle (\nabla_{e_j} A)(e_i), e_k \rangle, \quad \forall \ i, j, k \geq 2,
\]

where \( \nabla \) is the induced connection on \( \Sigma \). This fact implies \( \langle \mathcal{R}(e_i \wedge e_j), e_1 \wedge e_k \rangle = 0 \). Then, we have that

\[
\mathcal{W}(e_1 \wedge e_k) = \mathcal{R}(e_1 \wedge e_k) - \frac{\mu}{n - 1} e_1 \wedge e_k
\]

lies in the space \( V = \text{span}\{e_1 \wedge e_k, k \geq 2\} \). Since \( \text{Ric} \wedge I \) restricted to \( V \) is a multiple of the identity, we have that \( \mathcal{W} \) and \( \text{Ric} \wedge I \) commute on \( V \). We
also have, for $i, j \geq 2$,
\[
\mathcal{W}(e_i \wedge e_j) = \mathcal{R}(e_i \wedge e_j) - \frac{(n-1)\lambda - \mu}{(n-1)(n-2)} e_i \wedge e_j,
\]
and then $\mathcal{W}(e_i \wedge e_j) \in U = \text{span}\{e_i \wedge e_j, i, j \geq 2, i < j\}$ implying that $[\text{Ric} \wedge I, \mathcal{W}] = 0$ on $U$.

**Definition 3.5.** A Riemannian $G$-manifold is said to be of *cohomogeneity one* if the group $G$ acts effectively and isometrically with principal orbits of codimension one.

**Proposition 3.6.** Let $M$ be a cohomogeneity one $G$-manifold such that its principal orbits are isotropy-irreducible homogeneous spaces (see [4, p. 187]). Then the set of regular points $M_{\text{reg}}$ of $M$ satisfies the conditions of Lemma 3.4. It follows that $[\text{Ric} \wedge I, \mathcal{W}] = 0$ for all points of $M$.

**Proof.** Since $\Sigma$ is an isotropy-irreducible homogeneous space, the immersion $i : \Sigma \to M$ is totally umbilic. Further, a $G$ invariant metric defined on an isotropy-irreducible homogeneous space is Einstein. From this and the fact that the immersion of the orbit $\Sigma$ into $M$ is totally umbilic, we obtain that the operator $\text{Ric}_x$ is almost umbilic for all $x \in M_{\text{reg}}$. Note that such an immersion has constant mean curvature, by the homogeneity of $\Sigma$. Therefore, from the Lemma above we get that $[\text{Ric} \wedge I, \mathcal{W}] = 0$ on 2-forms defined on $\Lambda^2(T_xM)$ for $x \in M_{\text{reg}}$. Since $M_{\text{reg}}$ is dense in $M$, we have the result.

**Proposition 3.7.** Let $M$ be a Riemannian manifold with harmonic curvature and non-parallel Ricci tensor. If $\text{Ric}$ has less than three distinct eigenvalues at any point of $M$ then $M$ satisfies the conditions of Lemma 3.4 and hence $[\text{Ric} \wedge I, \mathcal{W}] = 0$ for all points of $M$.

**Proof.** The proof that $M$ satisfies the conditions of Lemma 3.4 is Lemma 3 of [7].

**Lemma 3.8.** Let $M$ be Riemannian manifold with the property that $[\text{Ric} \wedge I, \mathcal{W}] = 0$. Let $\{e_1, \ldots, e_n\}$ be an orthonormal basis of eigenvectors of $\text{Ric}$ with corresponding eigenvalues $\mu_i$. Then:

(a) $\mathcal{R}(e_i \wedge e_j)$ and $F(e_i \wedge e_j)$ are eigenvectors of $\text{Ric} \wedge I$ with corresponding eigenvalue $\mu_i + \mu_j$.

(b) Let $E_{\mu_i}$ denote the eigenspace of $\mu_i$. If $\{e_1, \ldots, e_k\}$ is a basis of $E_{\mu_i}$ and $\{e_{k+1}, \ldots, e_m\}$ a basis of $E_{\mu_j}$ then the space span$\{e_r \wedge e_s, r = 1, \ldots, k, s = k+1, \ldots, m\}$ is invariant by $\mathcal{R}$ and $\mathcal{Q}_2$.

**Proof.** Since the condition $[\text{Ric} \wedge I, \mathcal{W}] = 0$ implies that $\text{Ric} \wedge I$ commutes with $\mathcal{R}$ and $\mathcal{Q}_2$ and $\mu_i + \mu_j$ is an eigenvalue of $\text{Ric} \wedge I$ with corresponding eigenvector $e_i \wedge e_j$, we have Part (a), which immediately implies (b).

It has been shown by H. Chen ([6]) that, from the topological point of view, compact manifolds with 2-nonnegative curvature operator are the same as the ones with nonnegative curvature operator. In this section we want to investigate to what extent the topology of manifolds with nonnegative Ricci curvature and 2-nonnegative Ricci operator can be compared.

Definition 4.1. The Ric operator is said to be 2-nonnegative (respectively, positive) if the sum of the first 2 eigenvalues is nonnegative (respectively, positive).

Proposition 4.2. Let $M^n$ be a locally reducible Riemannian manifold with 2-nonnegative Ricci operator. If $M$ does not have nonnegative Ricci curvature then the universal cover $\widetilde{M}$ is isometric to $N_1 \times \cdots \times N_m$ where each $N_i$ is irreducible and non-flat and one the $N_i$’s is at least 3-dimensional and has 2-nonnegative Ricci operator and all other factors have nonnegative Ricci curvature.

Proof. The universal covering $\widetilde{M}$ is isometric to $\mathbb{R}^k \times N_1 \times \cdots \times N_m$ by the decomposition theorem of de Rham. If $k \geq 1$ then $\text{Ric}(X) = 0$ for all $X$ that is tangent to $\mathbb{R}^k$ and then $M$ has nonnegative Ricci curvature. If $k = 0$, and one of the $N_i$’s is 2-dimensional, its curvature must be nonnegative, otherwise $\text{Ric}$ would have 2 negative eigenvalues. Therefore, if $\text{Ric}$ has a negative eigenvalue, one of the $N_i$’s has dimension at least 3. The remaining statements now are obvious.

Corollary 4.3. Let $M^n$ be a locally reducible conformally flat manifold with 2-nonnegative Ricci operator. Then $M$ has nonnegative Ricci curvature.

Proof. It follows from Proposition 4.2 that the only case to be studied here is $\widetilde{M} = N_1 \times \cdots \times N_m$ where a factor $N_{i_0}$ has dimension $k \geq 3$, 2-nonnegative Ricci operator, and all other factors are at least 2-dimensional. Let $\{e_1, \ldots, e_k\}$ be a basis of vectors tangent to $N_{i_0}$ and $e_r, e_s$ orthonormal vectors tangent to $N_j, j \neq i_0$. Since $M$ is conformally flat we have that

$$K_{12} + K_{34} = K_{13} + K_{24},$$

whenever $e_1, e_2, e_3, e_4$ are orthonormal vectors. Using this relation we get

$$K_{ij} + K_{rs} = K_{ir} + K_{js} = 0, \quad \forall i, j = 1, \ldots k, i \neq j.$$

This implies that $N_{i_0}$ has constant curvature and hence positive Ricci curvature.

Now we are ready to prove Theorem 2.

Proof of Theorem 2. Again we show that the hypotheses of the theorem imply that the Weitzenböck operator $Q_2$ is nonnegative and the result will follow from Theorem 3.2.
Let $\omega$ be a unit eigenvector of $Q_2$. From Part (b) of Lemma 3.8 (and with same notation) we get that $\omega \in \text{span}\{e_r \wedge e_s, r = 1, \ldots, k, s = k+1, \ldots, m\}$, for some $i, j$. Since we have

$$
\mathcal{R}(\omega) = \mathcal{W}(\omega) + \left(\frac{\mu_i + \mu_j}{n-2}\right)\omega - \frac{S}{(n-1)(n-2)}\omega
$$

$$
Q_2(\omega) = (\mu_i + \mu_j)\omega - 2\mathcal{R}(\omega),
$$

we obtain

$$
\langle Q_2(\omega), \omega \rangle = \frac{(n-4)(\mu_i + \mu_j)}{n-2} - 2\left[\langle \mathcal{W}(\omega), \omega \rangle - \frac{S}{(n-1)(n-2)}\right] \geq 0.
$$

Combining the results of Corollary 4.3, Theorem 2 and Theorem of [13] we obtain Corollary 1 stated in the introduction.

Now we use Theorem 2 to conclude the following results for the manifolds studied in the last section.

**Theorem 4.4.** Let $M^n, n \geq 5$, be a compact, locally irreducible cohomogeneity one $G$-manifold such that its principal orbits are isotropy-irreducible homogeneous spaces. If $M$ has 2-nonnegative Ricci operator and $-\mathcal{W} + S/((n-1)(n-2)) \geq 0$ then $\beta_i(M) = 0$, for $2 \leq i \leq n-2$.

**Proof.** Observe first that combining Proposition 3.6 and Theorem 2 we get either $\beta_i(M) = 0$, for $2 \leq i \leq n-2$ or $\overline{M}$ is a compact symmetric space, and in particular a homogeneous space. A theorem of Podestà states (see [16]) that a compact homogeneous space that is also a cohomogeneity one manifold with isotropy-irreducible principal orbits is isometric to the sphere or to the real projective space which implies again that $\beta_i(M) = 0$, for $2 \leq i \leq n-2$.

Theorem 4.4 above generalizes in some sense a result of Podestà in [17], which states that a compact $G$-cohomogeneity one manifold of positive Ricci curvature and isotropy-irreducible principal orbits is covered by a manifold conformally diffeomorphic to a sphere.

For manifolds with harmonic curvature we obtain the following result.

**Theorem 4.5.** Let $M^n, n \geq 5$, be a compact locally irreducible Riemannian manifold with harmonic curvature and non-parallel Ricci tensor. Let us suppose that $\text{Ric}$ has less than three distinct eigenvalues at any point of $M$ and the eigenvalues of the Weyl operator satisfy $-\mathcal{W} + S/((n-1)(n-2)) \geq 0$. If $M$ has 2-nonnegative Ricci operator then $\beta_i(M) = 0$, for $2 \leq i \leq n-2$.

**Proof.** It is immediate from Proposition 3.7 and Theorem 2, since we are assuming that the Ricci tensor is non-parallel and hence $M$ cannot be locally symmetric.

It is well-known that on hypersurfaces of Euclidean spaces, nonnegative Ricci curvature implies the nonnegativity of the sectional curvatures. The next result shows that compact hypersurfaces with 2-nonnegative Ricci operator and compact hypersurfaces with nonnegative isotropic curvatures are topologically the same. This is the content of Theorem 3 stated in the introduction that we now prove.

Proof of Theorem 3. Let $\xi$ be a unit vector such that $\pm \xi$ are regular values of the Gauss map $\Phi : M^n \to S^n \subseteq \mathbb{R}^{n+1}$. Then the height function $h_\xi : M \to \mathbb{R}$ given by $h_\xi(x) = \langle f(x), \xi \rangle$ is a Morse function with critical points $\Phi^{-1}(\pm \xi)$. At such points the Hessian of $h_\xi$ is given, up to a sign, by the Weingarten operator $A_\xi$. Let $\{e_1, \ldots, e_n\}$ be an orthonormal basis of $T_x M$ that diagonalizes $A_\xi$, say, $A_\xi e_i = \lambda_i e_i$. By the Gauss equation $K_{ij} = \lambda_i \lambda_j$ and since the critical points are nondegenerate, we have that $\lambda_i \neq 0$ for $i = 1, \ldots, n$. As before, we denote the eigenvalues of the Ricci operator by $\mu_i$. If all eigenvalues of the Ricci operator are nonnegative, then the sectional curvatures $K_{ij} \geq 0$ and all eigenvalues of $A_\xi$ have the same sign.

Suppose $\mu_1 < 0$. We claim that in this case $n - 1$ eigenvalues of $A_\xi$ have the same sign.

If $\lambda_1 < 0$, we reorder the $\lambda_i$’s for $i \geq 2$, such that $\lambda_2 \leq \cdots \leq \lambda_n$. Thus

$$\mu_1 = \lambda_1 (\lambda_2 + \lambda_3 + \cdots + \lambda_n) < 0 \implies \lambda_2 + \lambda_3 + \cdots + \lambda_n > 0.$$ 

Therefore $\lambda_n > 0$. Now we suppose that $\lambda_2 < 0$ and this will give a contradiction. Indeed, since our hypothesis implies $\mu_2 \geq 0$ we have

$$\mu_2 = \lambda_2 (\lambda_1 + \lambda_3 + \cdots + \lambda_n) > 0 \implies \lambda_1 + \lambda_3 + \cdots + \lambda_n < 0,$$

which in turn implies

$$\lambda_3 + \cdots + \lambda_n < -\lambda_1. \tag{5.1}$$

Since $\mu_n \geq 0$ and $\lambda_n > 0$ we also have

$$\mu_n = \lambda_2 \lambda_n + \lambda_1 (\lambda_1 + \lambda_3 + \cdots + \lambda_{n-1}) > 0 \implies \lambda_1 + \lambda_3 + \cdots + \lambda_{n-1} > 0,$$

yielding

$$\lambda_3 + \cdots + \lambda_{n-1} > -\lambda_1. \tag{5.2}$$

From (5.1) and (5.2) we get $-\lambda_1 + \lambda_n < -\lambda_1$ implying that $\lambda_n < 0$ and this is a contradiction.

If $\lambda_1 > 0$ we then have that $\lambda_2 + \lambda_3 + \cdots + \lambda_n < 0$. Since $\mu_1 < 0$ not all $\lambda_i$’s have the same sign, otherwise all sectional curvatures would be positive. Let us the suppose that $\lambda_2 < 0$, after we have reordered such that $\lambda_2 \leq \cdots \leq \lambda_n$. If $\lambda_i < 0$ for $i \geq 3$ we have the claim. If not, then $\lambda_n > 0$. Again we obtain (5.1) and (5.2) which gives the desired contradiction.
Therefore we conclude that for each regular point, all but at most one of the $\lambda'_i$s have the same sign and hence the index of a critical point of $h_\xi$ has to be $0, 1, n-1$ or $n$. By the standard Morse Theory, $M$ has the homotopy type of a $CW$-complex, with no cells of dimension $i$ for $2 \leq i \leq n - 2$. Therefore the homology group $H_i(M;\mathbb{Z}) = 0$ for $2 \leq i \leq n - 2$. Moreover, since there are no 2-cells ($n \geq 4$), we conclude by the cellular approximation theorem that the inclusion of the 1-skeleton $M^{(1)} \hookrightarrow M$ induces an isomorphism between the fundamental groups. Therefore the fundamental group $\pi_1(M)$ is a free group on $\beta_1$ elements and $H_1(M;\mathbb{Z})$ is a free abelian group with the same number of generators.
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DISCRETE PRODUCT SYSTEMS OF HILBERT BIMODULES

Neal J. Fowler

A Hilbert bimodule is a right Hilbert module $X$ over a $C^*$-algebra $A$ together with a left action of $A$ as adjointable operators on $X$. We consider families $X = \{X_s : s \in P\}$ of Hilbert bimodules, indexed by a semigroup $P$, which are endowed with a multiplication which implements isomorphisms $X_s \otimes_A X_t \rightarrow X_{st}$; such a family is called a product system. We define a generalized Cuntz-Pimsner algebra $O_X$, and we show that every twisted crossed product of $A$ by $P$ can be realized as $O_X$ for a suitable product system $X$. Assuming $P$ is quasi-lattice ordered in the sense of Nica, we analyze a certain Toeplitz extension $T_{cv}(X)$ of $O_X$ by embedding it in a crossed product $B_P \rtimes_{\tau,X} P$ which has been “twisted” by $X$; our main Theorem is a characterization of the faithful representations of $B_P \rtimes_{\tau,X} P$.

Introduction.

Suppose $X$ is a right Hilbert module over a $C^*$-algebra $A$. If $X$ also carries a left action of $A$ as adjointable operators on $X_A$, we call $X$ a Hilbert bimodule over $A$. In [22], Pimsner associated with every such bimodule $X$ a $C^*$-algebra $O_X$, which we shall call the Cuntz-Pimsner algebra of $X$, and showed that every crossed product by $\mathbb{Z}$ and every Cuntz-Krieger algebra can be realized as $O_X$ for suitable $X$. He also commented that the algebras $O_X$ include the crossed products by $\mathbb{N}$; that is, for each endomorphism $\alpha$ of a $C^*$-algebra $A$ there is a bimodule $X = X(\alpha)$ such that $O_X$ is canonically isomorphic to the semigroup crossed product $A \rtimes_\alpha N$ of $[6, 24]$.

The work in this paper is motivated by the following observation, which also serves as our primary example. Suppose $\beta$ is an action of a discrete semigroup $P$ as endomorphisms of a $C^*$-algebra $A$. For each $s \in P$ let $X_s := X(\beta_s)$ be the bimodule canonically associated with the endomorphism $\beta_s$. Then the family $X = \{X_s : s \in P\}$ admits an associative multiplication $(x, y) \in X_s \times X_t \mapsto xy \in X_{st}$ which implements isomorphisms $X_s \otimes_A X_t \rightarrow X_{st}$; we call a family with this structure a product system of Hilbert bimodules. (In this example $X$ is a product system over the opposite semigroup $P^0$.) Such families generalize the product systems.
of [7, 8, 12, 10], where the fibers \( X_s \) are complex Hilbert spaces (bimodules over \( \mathbb{C} \)).

To each product system \( X \) we associate a generalized Cuntz-Pimsner algebra \( \mathcal{O}_X \). When \( X \) is the product system associated with the semigroup dynamical system \((A, P, \beta)\), \( \mathcal{O}_X \) is canonically isomorphic to the semigroup crossed product \( A \rtimes_\beta P \). Moreover, if we “twist” \( X \) by a multiplier \( \omega : P \times P \to \mathbb{T} \), then the corresponding Cuntz-Pimsner algebra is isomorphic to the twisted semigroup crossed product \( A \rtimes_{\beta, \omega} P \). Our construction applies even when \( A \) is nonunital provided each endomorphism \( \beta_s \) extends to the multiplier algebra \( M(A) \).

The aim of this paper is to take a first step towards analyzing the Cuntz-Pimsner algebra of a product system \( X \). Following Pimsner [22], we begin by studying the structure of its Toeplitz extension \( T_X \). This algebra is universal for Toeplitz representations of \( X \); these are multiplicative maps whose restriction to each fiber \( X_s \) is a Toeplitz representation in the sense of [13]. Our results generalize those of [12] for product systems of Hilbert spaces; indeed, much of the paper is devoted to adapting the methods of [12] to the bimodule setting. Thus our basic assumptions about the underlying semigroup \( P \) are as in [12]: To allow our analysis to extend beyond the totally-ordered case, we assume that \( P \) is the positive cone of a group \( G \) such that \((G, P)\) is quasi-lattice ordered in the sense of Nica [20]. The class of such \((G, P)\) includes all direct sums and free products of totally ordered groups. We also impose a covariance condition, called Nica covariance, on Toeplitz representations of \( X \). This means that the universal \( C^*\)-algebra \( T_{\text{cov}}(X) \) which we analyze is in general a quotient of \( T_X \). However, if \((G, P)\) is totally-ordered, then Nica-covariance is automatic, and hence \( T_{\text{cov}}(X) \) is the same as \( T_X \).

Our main goal is to characterize the faithful representations of \( T_{\text{cov}}(X) \). We accomplish this by embedding \( T_{\text{cov}}(X) \) in a certain twisted semigroup crossed product \( B_P \rtimes_{r_X} P \) (Theorem 6.3), and then characterizing its faithful representations (Theorem 7.2). When \( P = \mathbb{N} \), \( T_{\text{cov}}(X) \) is precisely the Toeplitz algebra of the Hilbert bimodule \( X_1 \) (the fiber over \( 1 \in \mathbb{N} \)), and our Theorem 7.2 reduces to [13, Theorem 2.1]. In fact, the analysis in [13] was motivated by our preliminary work on this paper. We would like to point out in particular how the stronger result [13, Theorem 3.1] arose from our investigations into product systems, for it serves as a good illustration of the usefulness of Nica covariance. Suppose \( Z \) is an orthogonal direct sum \( \bigoplus_{\lambda \in \Lambda} Z^\lambda \) of Hilbert bimodules. Let \( G \) be the free group on \( \Lambda \), let \( P \) be the subsemigroup of \( G \) generated by \( \Lambda \), and let \( X \) be the unique product system over \( P \) whose fiber over \( \lambda \) is \( Z^\lambda \). Then \( T_{\text{cov}}(X) \) is canonically isomorphic to the Toeplitz algebra of the bimodule \( Z \), and [13, Theorem 3.1] follows from our Theorem 7.2.
The main application of [13, Theorem 3.1] was to establish the simplicity of the graph algebras associated with certain infinite directed graphs [13, Corollary 4.3]. Although here we confine our applications to twisted semigroup crossed products, we anticipate that our results will also give interesting information about $O_X$ when each of the fibers of $X$ arise from infinite directed graphs.

We begin in Section 1 by giving a brief review of Hilbert bimodules, their representations, and their $C^*$-algebras. In Section 2 we introduce product systems of Hilbert bimodules, discuss their representations, and define the algebras $T_X$ and $O_X$. In Section 3 we associate with each twisted semigroup dynamical system $(A, P, \beta, \omega)$ a product system $X = X(A, P, \beta, \omega)$ whose Cuntz-Pimsner algebra $O_X$ is the twisted semigroup crossed product $A \rtimes_{\beta, \omega} P$. We show that the Toeplitz algebra of $X(A, P, \beta, \omega)$ also has a crossed product structure, and this motivates the definition of a “Toeplitz” crossed product $T(A \rtimes_{\beta, \omega} P)$ in which the endomorphisms are implemented not by isometries, but rather by partial isometries.

In Section 4 we generalize the notion of twisted crossed product by replacing the multiplier $\omega$ by a product system $X$ of Hilbert bimodules. This extends the philosophy developed in [12] that one should regard product systems as noncommutative cocycles. Hence given an action $\beta$ of $P$ as endomorphisms of a $C^*$-algebra $C$, we consider $(C, P, \beta, X)$ as a twisted semigroup dynamical system, and we define a twisted crossed product $C \rtimes_{\beta, X} P$.

In Section 5 we assume that $(G, P)$ is quasi-lattice ordered, and we discuss the notion of Nica covariance for a Toeplitz representation. As illustrated in [10, Example 1.3] using product systems of Hilbert spaces, when $(G, P)$ is not a total order it is possible that the $C^*$-algebra $T_{\text{cov}}(X)$ which is “universal” for such representations may admit representations which are not the integrated form of a Nica-covariant Toeplitz representation. To avoid this pathology we adapt the methods of [10] to our setting: We define the notion of a product system being compactly aligned, and show that $T_{\text{cov}}(X)$ is truly universal when $X$ is compactly aligned (Proposition 5.9). We show that $X$ is compactly aligned if the left action of $A$ on each fiber $X_s$ is by compact operators (Proposition 5.8); it follows that the product systems $X(A, P, \beta, \omega)$ associated with twisted semigroup dynamical systems are compactly aligned.

In Section 6 we consider a certain $C^*$-subalgebra $B_P$ of $\ell^\infty(P)$ which is invariant under left translation $\tau : P \to \text{End}(\ell^\infty(P))$. As in [17, 12], covariant representations of the twisted system $(B_P, P, \tau, X)$ are in one-to-one correspondence with Toeplitz representations of $X$ which are Nica-covariant (Proposition 6.1), and hence $T_{\text{cov}}(X)$ embeds naturally as a subalgebra of $B_P \rtimes_{\tau, X} P$ (Theorem 6.3). When the left action of $A$ on each fiber $X_s$ is by compact operators, $T_{\text{cov}}(X)$ is all of $B_P \rtimes_{\tau, X} P$.

In Section 7 we prove our main result, Theorem 7.2, which characterizes the faithful representations of $B_P \rtimes_{\tau, X} P$ under the assumption that
X is compactly aligned and \((BP, P, \tau, X)\) satisfies a certain amenability hypothesis. In Section 8 we give conditions on \((G, P)\) which ensure that \((BP, P, \tau, X)\) is amenable. In particular, \((BP, P, \tau, X)\) is amenable if X is compactly aligned and \((G, P)\) is a free product \(*\left(G^\lambda, P^\lambda\right)\) with each \(G^\lambda\) amenable (Corollary 8.2).

Finally, in Section 9 we apply our Theorem 7.2 to the product system \(X(A, P, \beta, \omega)\) of Section 3. When \((G, P)\) is a total order, \(BP \rtimes P, \tau, X\) is isomorphic to the Toeplitz crossed product \(T(A \rtimes P, \beta, \omega)\); in general \(BP \rtimes P, \tau, X\) is a certain quotient \(T_{\text{cov}}(A \rtimes P, \beta, \omega)\) which also has a crossed product structure, and Theorem 9.3 characterizes its faithful representations. Applying this to the twisted system \((BP, P, \tau, \omega)\), we show that \(T_{\text{cov}}(BP \rtimes P, \tau, \omega)\) is universal for partial isometric representations of \(P\) which are bicovariant (Proposition 9.6), and we obtain a characterization of its faithful representations (Theorem 9.7) which is particularly nice when \(P\) is the free semigroup on infinitely many generators (Theorem 9.9).

The author thanks Iain Raeburn for the many helpful discussions while this research was being conducted.

1. Preliminaries.

Let \(A\) be a separable \(C^*\)-algebra. A Hilbert bimodule over \(A\) is a right Hilbert \(A\)-module \(X\) together with a \(*\)-homomorphism \(\phi: A \rightarrow \mathcal{L}(X)\) which is used to define a left action of \(A\) on \(X\) via \(a \cdot x := \phi(a)x\) for \(a \in A\) and \(x \in X\). A Toeplitz representation of \(X\) in a \(C^*\)-algebra \(B\) is a pair \((\psi, \pi)\) consisting of a linear map \(\psi: X \rightarrow B\) and a homomorphism \(\pi: A \rightarrow B\) such that
\[
\psi(x \cdot a) = \psi(x)\pi(a),
\psi(x)^*\psi(y) = \pi(\langle x, y \rangle_A), \quad \text{and}
\psi(a \cdot x) = \pi(a)\psi(x)
\]
for \(x, y \in X\) and \(a \in A\). Given such a representation, there is homomorphism \(\pi^{(1)}: \mathcal{K}(X) \rightarrow B\) which satisfies
\[
\pi^{(1)}(\Theta_{x,y}) = \psi(x)\psi(y)^* \quad \text{for all } x, y \in X,
\]
where \(\Theta_{x,y}(z) := x \cdot \langle y, z \rangle_A\) for \(z \in X\); see [22, p. 202], [16, Lemma 2.2], and [13, Remark 1.7] for details. We say that \((\psi, \pi)\) is Cuntz-Pimsner covariant if
\[
\pi^{(1)}(\phi(a)) = \pi(a) \quad \text{for all } a \in \phi^{-1}(\mathcal{K}(X)).
\]
The Toeplitz algebra of \(X\) is the \(C^*\)-algebra \(T_X\) which is universal for Toeplitz representations of \(X\) [22, 13], and the Cuntz-Pimsner algebra of \(X\) is the \(C^*\)-algebra \(O_X\) which is universal for Toeplitz representations which are Cuntz-Pimsner covariant [22, 9, 16, 18, 19, 11].
Every right Hilbert $A$-module $X$ is essential, in the sense that $X$ is the closed linear span of elements $x \cdot a$. We say that a Hilbert bimodule $X$ is essential if it is also essential as a left $A$-module; that is, if

$$X = \text{span}\{\phi(a)x : a \in A, x \in X\}.$$ 

When $X$ is essential, two applications of the Hewitt-Cohen Factorization Theorem allow us to write any $x \in X$ as $\phi(a)y \cdot b$ for some $y \in X$ and $a, b \in A$. Hence if $(a_i)$ is an approximate identity for $A$, then

$$\|x - x \cdot a_i\| \to 0 \quad \text{and} \quad \|x - \phi(a_i)x\| \to 0 \quad \text{for all } x \in X.$$ 

### 2. Product systems of Hilbert bimodules.

For each $n \geq 1$ the $n$-fold internal tensor product $X^{\otimes n} := X \otimes_A \cdots \otimes_A X$ has a natural structure as a Hilbert bimodule over $A$; see [19, Section 2.2] for details. The following definition, based on Arveson’s continuous tensor product systems over $(0, \infty)$ [3], generalizes the collection $\{X^{\otimes n} : n \in \mathbb{N}\}$ to semigroups other than $\mathbb{N}$.

**Definition 2.1.** Suppose $P$ is a countable semigroup with identity $e$ and $p : X \to P$ is a family of Hilbert bimodules over $A$. Write $X_s$ for the fibre $p^{-1}(s)$ over $s \in P$, and write $\phi_s : A \to \mathcal{L}(X_s)$ for the homomorphism which defines the left action of $A$ on $X_s$. We say that $X$ is a (discrete) product system over $P$ if $X$ is a semigroup, $p$ is a semigroup homomorphism, and for each $s, t \in P \setminus \{e\}$ the map $(x, y) \in X_s \times X_t \mapsto xy \in X_{st}$ extends to an isomorphism of the Hilbert bimodules $X_s \otimes_A X_t$ and $X_{st}$. We also require that $X_e = A$ (with its usual right Hilbert module structure and $\phi_e(a)b = ab$ for $a, b \in A$), and that the multiplications $X_e \times X_s \to X_s$ and $X_s \times X_e \to X_s$ satisfy

$$(2.1) \quad ax = \phi_s(a)x, \quad xa = x \cdot a \quad \text{for } a \in X_e \text{ and } x \in X_s.$$ 

**Remark 2.2.** Multiplication $X_e \times X_s \to X_s$ will not induce an isomorphism $X_e \otimes_A X_s \to X_s$ unless $X_s$ is essential as a left $A$-module.

**Remark 2.3.** The associativity of multiplication in $X$ implies that $\phi_{st}(a) = \phi_s(a) \otimes_A 1_t$ for all $a \in A$; that is, $\phi_{st}(a)(xy) = (\phi_s(a)x)y$ for all $x \in X_s$ and $y \in X_t$.

**Remark 2.4.** It is possible that some of the $X_s$ may be zero.

**Definition 2.5.** Suppose $B$ is a $C^*$-algebra and $\psi : X \to B$; write $\psi_s$ for the restriction of $\psi$ to $X_s$. We call $\psi$ a Toeplitz representation of $X$ if:

1. For each $s \in P$, $(\psi_s, \psi_e)$ is a Toeplitz representation of $X_s$; and
2. $\psi(xy) = \psi(x)\psi(y)$ for $x, y \in X$.

If in addition each $(\psi_s, \psi_e)$ is Cuntz-Pimsner covariant, we say that $\psi$ is Cuntz-Pimsner covariant.
Remark 2.6. By [13, Remark 1.1], every Toeplitz representation $\psi$ is contractive; moreover, if the homomorphism $\psi_e : A \to B$ is isometric, then so is $\psi$. Also, since we are assuming (2.1), a map $\psi : X \to B$ is a Toeplitz representation if it satisfies both (2) and

$$
(1') \quad \psi_s(x)^*\psi_s(y) = \psi_e(\langle x, y \rangle_A) \quad \text{whenever} \ s \in P \ \text{and} \ x, y \in X_s.
$$

Notation 2.7. We write $\psi^{(s)}$ for the homomorphism of $\mathcal{K}(X_s)$ into $B$ which corresponds to the pair $(\psi_s, \psi_e)$, as in (1.1); that is,

$$
\psi^{(s)}(\Theta_{x,y}) = \psi_s(x)\psi_s(y)^* \quad \text{for all} \ x, y \in X_s.
$$

The Fock representation. Let $F(X)$ be the right Hilbert $A$-module

$$
F(X) := \bigoplus_{s \in P} X_s.
$$

By this we mean the following: As a set, $F(X)$ is the subset of $\prod_{s \in P} X_s$ consisting of all elements $(x_s)$ for which $\sum_{s \in P} \langle x_s, x_s \rangle_A$ is summable in $A$; that is, for which $\sum_{s \in F} \langle x_s, x_s \rangle_A$ converges in norm as $F$ increases over the finite subsets of $P$. We write $\oplus x_s$ for $(x_s)$ to indicate that the above series is summable. The right action of $A$ is given by $(\oplus x_s) \cdot a := \oplus (x_s \cdot a)$, and the inner product by $\langle \oplus x_s, \oplus y_s \rangle_A := \sum_{s \in P} \langle x_s, y_s \rangle_A$. The algebraic direct sum $\bigoplus_{s \in P} X_s$ is dense in $F(X)$.

Suppose $P$ is left-cancellative. Then for any $x \in X$ and $\oplus x_t \in F(X)$ we have $p(xx_t) = p(xx_t)$ if and only if $s = t$, so there is an element $(y_s) \in \prod X_s$ such that

$$
y_s = \begin{cases} 
xx_t & \text{if} \ s = p(x)t \\
0 & \text{if} \ s \notin p(x)P;
\end{cases}
$$

we write $(xx_t)$ for $(y_s)$. Since $\langle xx_s, xx_s \rangle_A \leq \|x\|^2 \langle x_s, x_s \rangle_A$ for each $s \in P$, the series $\sum_{s} \langle xx_s, xx_s \rangle_A$ is summable. It is routine to check that

$$
l(x)(\oplus x_s) := \oplus xx_s \quad \text{for} \ \oplus x_s \in F(X)
$$

determines an adjointable operator $l(x)$ on $F(X)$; indeed, the adjoint $l(x)^*$ is zero on any summand $X_s$ for which $s \notin p(x)P$, and on $X_{p(x)t} = \overline{\text{span}} X_{p(x)}X_t$ it is determined by the formula $l(x)^*(yz) = \langle x, y \rangle_A \cdot z$ for $y \in X_{p(x)}$ and $z \in X_t$. It follows that $l : X \to \mathcal{L}(F(X))$ is a Toeplitz representation, called the Fock representation of $X$. The homomorphism $l_e : A \to \mathcal{L}(F(X))$ is simply the diagonal left action of $A$; that is, $l_e(a) = \oplus \phi_s(a)$. Since $\phi_e$ is just left multiplication on $X_e = A$, it is isometric, and hence so is $l_e$; by Remark 2.6, $l$ is isometric.

Proposition 2.8. Let $X$ be a product system over $P$ of Hilbert $A$–$A$ bimodules. Then there is a $C^*$-algebra $\mathcal{T}_X$, called the Toeplitz algebra of $X$, and a Toeplitz representation $i_X : X \to \mathcal{T}_X$, such that
(a) for every Toeplitz representation $\psi$ of $X$, there is a homomorphism $\psi_*$ of $T_X$ such that $\psi_* \circ i_X = \psi$; and
(b) $T_X$ is generated as a $C^*$-algebra by $i_X(X)$.

The pair $(T_X, i_X)$ is unique up to canonical isomorphism, and $i_X$ is isometric.

Proof. It is straightforward to translate the proof of [13, Proposition 1.3] to this setting. □

Proposition 2.9. Let $X$ be a product system over $P$ of Hilbert $A$–$A$ bimodules. Then there is a $C^*$-algebra $O_X$, called the Cuntz-Pimsner algebra of $X$, and a Toeplitz representation $j_X : X \to O_X$ which is Cuntz-Pimsner covariant, such that
(a) for every Cuntz-Pimsner covariant Toeplitz representation $\psi$ of $X$, there is a homomorphism $\psi_*$ of $O_X$ such that $\psi_* \circ j_X = \psi$; and
(b) $O_X$ is generated as a $C^*$-algebra by $j_X(X)$.

The pair $(O_X, j_X)$ is unique up to canonical isomorphism.

Remark 2.10. Although the universal map $i_X : X \to T_X$ is always isometric, it is quite possible that $X$ might not admit any nontrivial Toeplitz representations which are Cuntz-Pimsner covariant, in which case $O_X$ is trivial.

Proof of Proposition 2.9. With $(T_X, i_X)$ as in Proposition 2.8, let $I$ be the ideal in $T_X$ generated by
\[ \{ i_X(a) - i^{(s)}_X(\phi_s(a)) : s \in P, a \in \phi^{-1}_s(K(X)) \}. \]

Define $O_X := T_X/I$ and $j_X := q \circ i_X$, where $q : T_X \to O_X$ is the canonical projection. Obviously $j_X$ is a Toeplitz representation which generates $O_X$, and it is Cuntz-Pimsner covariant because $j^{(s)}_X = q \circ i^{(s)}_X$. If $\psi$ is another Cuntz-Pimsner covariant Toeplitz representation, then the homomorphism $\psi_*$ of $T_X$ satisfies
\[ \psi_*(i_X(a) - i^{(s)}_X(\phi_s(a))) = \psi(a) - \psi^{(s)}(\phi_s(a)) = 0 \]
whenever $\phi_s(a) \in K(X_s)$, and hence $\psi_*$ descends to the required homomorphism of $O_X$ (also denoted $\psi_*$).

□

Proposition 2.11. Let $X$ be a product system over $\mathbb{N}$ of Hilbert $A$–$A$ bimodules. Then $T_X$ is canonically isomorphic to the Toeplitz algebra $T_{X_1}$ of the Hilbert bimodule $X_1$. If the left action on each fiber is isometric, or if the left action on each fiber is by compact operators, then $O_X$ is canonically isomorphic to $O_{X_1}$.

Proof. Let $i_X : X \to T_X$ be universal for Toeplitz representations of $X$, and define $\mu := (i_X)_1 : X_1 \to T_X$ and $\pi := (i_X)_0 : A = X_0 \to T_X$. Since $(\mu, \pi)$ is a Toeplitz representation of $X_1$, we get a homomorphism $\mu \times \pi : T_{X_1} \to T_X$. 
To construct the inverse of $\mu \times \pi$, let $(i_{X_1}, i_A)$ be the universal Toeplitz representation of $X_1$ in $T_{X_1}$, and fix $n \geq 1$. By [13, Proposition 1.8(1)], there is a linear map $\psi_n : X_n \to T_{X_1}$ which satisfies

$$\psi_n(x_1 \cdots x_n) := i_{X_1}(x_1) \cdots i_{X_1}(x_n)$$

for all $x_1, \ldots, x_n \in X_1$,

and then $(\psi_n, i_A)$ is a Toeplitz representation of $X_n$. Defining $\psi_0 := i_A$ thus gives a Toeplitz representation $\psi : X \to T_{X_1}$, and it is routine to check that $\psi_* : T_X \to T_{X_1}$ is the inverse of $\mu \times \pi$.

Now let $i_X : X \to \mathcal{O}_X$ be universal for Cuntz-Pimsner covariant Toeplitz representations of $X$. As above, we get a homomorphism $\mu \times \pi : \mathcal{O}_X \to \mathcal{O}_X$. To construct the inverse, we let $(i_{X_1}, i_A) : (X_1, A) \to \mathcal{O}_{X_1}$ be universal and define a Toeplitz representation $\psi : X \to \mathcal{O}_{X_1}$ as before; we need to check that $\psi$ is Cuntz-Pimsner covariant under each of the hypotheses on the left action. By definition $(\psi_1, \psi_0)$ is Cuntz-Pimsner covariant, so we use induction. Assume that $(\psi_n, \psi_0)$ is Cuntz-Pimsner covariant for some $n \geq 1$, and suppose $a \in A$ acts compactly on the left of $X_{n+1}$; that is, $\phi(a) \otimes_A 1^n \in \mathcal{K}(X_{n+1})$. Since the left action is isometric on each fiber, by [11, Lemma 4.2] we have $\phi(a) \otimes_A 1^{n-1} \in \mathcal{K}(X_n)$; hence $\psi^{(n)}(\phi(a) \otimes_A 1^{n-1}) = \psi_0(a)$. But [11, Lemma 4.5] gives $\psi^{(n+1)}(\phi(a) \otimes_A 1^n) = \psi^{(n)}(\phi(a) \otimes_A 1^{n-1})$, so $(\psi_{n+1}, \psi_0)$ is Cuntz-Pimsner covariant.

Now suppose that $A$ acts by compact operators on each fiber. By representing $\mathcal{O}_X$, faithfully on a Hilbert space $\mathcal{H}$ we can assume that $\psi$ is a Toeplitz representation of $X$ on $\mathcal{H}$. Assuming again that $(\psi_n, \psi_0)$ is Cuntz-Pimsner covariant for some $n \geq 1$, [11, Lemma 1.9] gives $\psi_0(A) \mathcal{H} \subseteq \text{span}(\psi_n(X_n) \mathcal{H})$. Let $x \in X_n$, and express $x = y \cdot a$ with $y \in X_n$ and $a \in A$. Since $(\psi_1, \psi_0)$ is Cuntz-Pimsner covariant and $\phi(a) \in \mathcal{K}(X_1)$, we have

$$\psi_n(x) = \psi_n(y)\psi_0(a) = \psi_n(y)\psi^{(1)}(\phi(a)).$$

Now $\phi(a)$ can be approximated by a finite sum $\sum \Theta_{x_i, y_i}$, hence $\psi_n(x)$ can be approximated by a finite sum $\psi_n(y)\psi(x_i)\psi(y_i)^* = \psi_{n+1}(y_{x_i})\psi(y_i)^*$. Thus

$$\psi_0(A) \mathcal{H} \subseteq \text{span}(\psi_n(X_n) \mathcal{H}) \subseteq \text{span}(\psi_{n+1}(X_{n+1}) \mathcal{H}),$$

and $(\psi_{n+1}, \psi_0)$ is Cuntz-Pimsner covariant by [11, Lemma 1.9].

**Definition 2.12.** Let $X$ be a product system over $P$ of Hilbert $A-A$ bimodules. A Toeplitz representation $\psi : X \to B$ is nondegenerate if the induced homomorphism $\psi_* : T_X \to B$ is nondegenerate.

**Lemma 2.13.** Suppose each fiber $X_s$ is essential as a left $A$-module. Then a Toeplitz representation $\psi : X \to B$ is nondegenerate if and only if the homomorphism $\psi_e : A \to B$ is nondegenerate.

**Proof.** Let $(a_i)$ be an approximate identity for $A = X_e$. By (1.2), $i_X(a_i)$ is an approximate identity for $T_X$, and the result follows. \qed
3. Crossed products twisted by multipliers.

Our main examples of product systems come from $C^*$-dynamical systems. Suppose $\beta$ is an action of $P$ as endomorphisms of $A$ such that $\beta_e$ is the identity endomorphism. We will assume that each $\beta_s$ is extendible; that is, that each $\beta_s$ extends to a strictly continuous endomorphism $\overline{\beta_s}$ of $M(A)$. For $P$ the positive cone of a totally ordered abelian group, Adji has shown that extendibility is necessary to define a reasonable crossed product $A \rtimes_{\beta} P$ [1].

In this section we will consider crossed products which are twisted by a multiplier $\omega$ of $P$; that is, by a function $\omega: P \times P \to T$ which satisfies $\omega(e,e) = 1$ and $\omega(r,s)\omega(rs,t) = \omega(r,st)\omega(s,t)$ for all $r,s,t \in P$.

We call $(A,P,\beta,\omega)$ a twisted semigroup dynamical system.

**Definition 3.1.** Let $B$ be a $C^*$-algebra. A function $V: P \to B$ is called an $\omega$-representation of $P$ if

$$V_sV_t = \omega(s,t)V_{st} \quad \text{for all } s,t \in P. \tag{3.1}$$

If in addition each $V_s$ is an isometry (resp. partial isometry), $V$ is called isometric (resp. partial isometric) $\omega$-representation. A covariant representation of $(A,P,\beta,\omega)$ on a Hilbert space $\mathcal{H}$ is a pair $(\pi,V)$ consisting of a nondegenerate representation $\pi: A \to B(\mathcal{H})$ and an isometric $\omega$-representation $V: P \to B(\mathcal{H})$ such that

$$\pi(\beta_s(a)) = V_s\pi(a)V_s^* \quad \text{for all } s \in P \text{ and } a \in A. \tag{3.2}$$

A crossed product for $(A,P,\beta,\omega)$ is a triple $(B,i_A,i_P)$ consisting of a $C^*$-algebra $B$, a nondegenerate homomorphism $i_A: A \to B$, and a map $i_P: P \to M(B)$ such that

(a) if $\sigma$ is a nondegenerate representation of $B$, then $(\sigma \circ i_A, \sigma \circ i_P)$ is a covariant representation of $(A,P,\beta,\omega)$;

(b) for every covariant representation $(\pi,V)$, there is a representation $\pi \times V$ such that $(\pi \times V) \circ i_A = \pi$ and $\overline{\pi \times V} \circ i_P = V$; and

(c) $B$ is generated as a $C^*$-algebra by $\{i_A(a)i_P(s): a \in A, s \in P\}$.

After establishing the existence of a crossed product, it is easily seen to be unique up to canonical isomorphism; we denote the crossed product algebra $A \rtimes_{\beta,\omega} P$.

We will construct a product system $X = X(A,P,\beta,\omega)$ over the opposite semigroup $P^o$, and show that its Cuntz-Pimsner algebra $O_X$ is a crossed product for $(A,P,\beta,\omega)$. Moreover, we will show that the Toeplitz algebra of this product system also has a crossed product structure: It will be universal
for pairs \((\pi, V)\) satisfying (3.2) in which \(\pi\) is a nondegenerate representation of \(A\) and \(V\) is a partial isometric \(\omega\)-representation such that

\[
V_s^*V_s\pi(a) = \pi(a)V_s^*V_s \quad \text{for all } s \in P \text{ and } a \in A.
\]

We call such a pair \((\pi, V)\) a **Toeplitz covariant representation** of \((A, P, \beta, \omega)\), and write \(T(A \rtimes_{\beta, \omega} P)\) for the corresponding universal \(C^*\)-algebra, called the **Toeplitz crossed product** of \((A, P, \beta, \omega)\).

For each \(s \in P\) let

\[
X_s := \{s\} \times \overline{\beta_s(1)}A,
\]

and give \(X_s\) the structure of a Hilbert bimodule over \(A\) via

\[
(s, x) \cdot a := (s, xa), \quad \langle (s, x), (s, y) \rangle_A := x^*y,
\]

and

\[
\phi_s(a)(s, x) := (s, \beta_s(a)x).
\]

Let \(X = \bigsqcup_{s \in P} X_s\), let \(p(s, x) := s\), and define multiplication in \(X\) by

\[
(s, x)(t, y) := (ts, \omega(t, s)\beta_t(x)y) \quad \text{for } x \in \overline{\beta_s(1)}A \text{ and } y \in \overline{\beta_t(1)}A.
\]

**Lemma 3.2.** \(X = X(A, P, \beta, \omega)\) is a product system over the opposite semigroup \(P^o\). For each \(s \in P\), the fiber \(X_s\) is essential as a left \(A\)-module, and the left action of \(A\) on \(X_s\) is by compact operators.

**Proof.** Let \((s, x) \in X_s\) and \((t, y) \in X_t\). If \(x = \overline{\beta_s(1)}a\) and \(y = \overline{\beta_t(1)}b\), then

\[
\beta_t(x)y = \beta_t(\overline{\beta_s(1)}a)\overline{\beta_t(1)}b = \overline{\beta_t(\overline{\beta_s(1)})}b = \overline{\beta_s(1)}\beta_t(a)b
\]

and hence the product \((s, x)(t, y)\) belongs to \(X_{ts}\). Letting \(a\) vary over an approximate identity for \(A\), this product converges in norm to \(\overline{\beta_{ts}(1)}b\), so the set of products \((s, x)(t, y)\) has dense linear span in \(X_{ts}\). Hence to see that multiplication induces an isomorphism \(X_s \otimes_A X_t \rightarrow X_{ts}\), it suffices to check that it preserves the inner product of any pair of elementary tensors:

\[
\langle (s, x) \otimes_A (t, y), (s, x') \otimes_A (t, y') \rangle_A
\]

\[
= \langle (t, y), \phi_t(\langle (s, x), (s, x') \rangle_A)(t, y') \rangle_A
\]

\[
= \langle (t, y), \phi_t(x^*x')(t, y') \rangle_A
\]

\[
= \langle (t, y), (t, \beta_t(x^*x')y') \rangle_A
\]

\[
= \overline{y^*}\beta_t(x^*x')y'
\]

\[
= \langle (ts, \omega(t, s)\beta_t(x)y), (ts, \omega(t, s)\beta_t(x')y') \rangle_A
\]

\[
= \langle (s, x)(t, y), (s, x')(t, y') \rangle_A.
\]
Multiplication is associative since
\[
((s, x)(t, y))(r, z) = (ts, \overline{\omega(t, s)} \beta_t(x)y)(r, z) \\
= (rt, \overline{\omega(r, t)} \beta_r(\overline{\omega(t, s)} \beta_t(x)y)z) \\
= (rts, \overline{\omega(r, t)} \beta_{rt}(x)\overline{\omega(t, s)} \beta_t(x)y)z) \\
= (s, x)(rt, \overline{\omega(r, t)} \beta_r(y)z) \\
= (s, x)((t, y)(r, z)).
\]

If \((a_i)\) is an approximate identity for \(A\), then for each \(a \in A\) and \(s \in P\) we have \(\lim \phi(a_i)(s, \beta_s(1)a) = \lim(s, \beta_s(a_i)a) = (s, \beta_s(1)a)\), so each \(X_s\) is essential. If \(a \in A\), then by writing \(a = bc^*\) with \(b, c \in A\), we see that \(\phi_s(a) = \Theta(s, \beta_s(b), (s, \beta_s(c)) \in K(X_s)\) is compact. \(\square\)

Lemma 3.3. Let \(i_X : X \to T_X\) be universal for Toeplitz representations of \(X\), and let \((a_i)\) be an approximate identity for \(A\). Then for each \(s \in P\), \(i_X(s, \beta_s(a_i))\) converges strictly in \(MT_X\).

Proof. Since each fiber \(X_t\) is essential, any vector \(\xi \in X_t\) can be written in the form \(\xi = \phi_t(a)\eta \cdot b\) with \(a, b \in A\) and \(\eta \in X_t\). But then \(i_X(\xi) = i_X(e, a)i_X(\eta)i_X(e, b)\), and since elements of the form \(i_X(\xi)\) generate \(T_X\) as a \(C^*\)-algebra, the result follows from the calculations
\[
(3.4) \quad i_X(s, \beta_s(a_i))i_X(e, a) = i_X(s, \beta_s(a_i)a) \to i_X(s, \beta_s(1)a)
\]
and
\[
(3.5) \quad i_X(e, a)i_X(s, \beta_s(a_i)) = i_X(s, \beta_s(aa_i)) \to i_X(s, \beta_s(a)).
\]
\(\square\)

Define \(i_A : A \to T_X\) by \(i_A(a) := i_X(e, a)\), and define \(i_P : P \to MT_X\) by \(i_P(s) := \lim i_X(s, \beta_s(a_i))^*\).

Proposition 3.4. \(T_X\) and \(O_X\) are canonically isomorphic to \(A \rtimes_{\beta, \omega} P\) and \(T(A \rtimes_{\beta, \omega} P)\), respectively. More precisely, \((T_X, i_A, i_P)\) is a Toeplitz crossed product for \((A, P, \beta, \omega)\), and, with \(q : T_X \to O_X\) the canonical projection, \((O_X, q \circ i_A, \overline{q} \circ i_P)\) is a crossed product for \((A, P, \beta, \omega)\).

Proof. Taking \(s = e\) in (3.4) and (3.5), shows that \(i_A(a_i)\) converges strictly to the identity in \(M(T_X)\); that is, \(i_A\) is nondegenerate. For Condition (a) of a Toeplitz crossed product, suppose \(\sigma\) is a nondegenerate representation of \(T_X\); we must show that \((\pi, V) := (\sigma \circ i_A, \overline{\sigma} \circ i_P)\) is a Toeplitz covariant representation of \((A, P, \beta, \omega)\). First note that \(\pi\) is nondegenerate since \(\sigma\) and \(i_A\) are. Equation (3.5) gives
\[
(3.6) \quad i_A(a)i_P(s)^* = i_X(s, \beta_s(a)) \quad \text{for all } a \in A \text{ and } s \in P,
\]
so
\[ i_P(s)i_A(a)i_P(s)^* = \lim i_X(s, \beta_s(a_i))^*i_X(s, \beta_s(a)) \]
\[ = \lim i_X(e, \beta_s(a_i^*a)) = i_X(e, \beta_s(a)) = i_A(\beta_s(a)), \]
and applying \( \sigma \) gives \( V_s\pi(a)V_s^* = \pi(\beta_s(a)) \). In particular
\[ i_P(s)i_P(s)^* = \lim i_P(s)i_A(a_i)i_P(s)^* = \lim i_A(\beta_s(a_i)) = i_A(\beta_s(1)) \]
is a projection, so \( i_P(s) \), and hence \( V_s \), is a partial isometry.

To establish (3.3), take any \( a \in A \), write \( a = bc^* \) with \( b, c \in A \), and compute:
\[ (3.7) \quad i_A(bc^*)i_P(s)^*i_P(s) = \lim i_X(s, \beta_s(bc^*))i_X(s, \beta_s(a_i))^* \quad \text{ (by (3.6))} \]
\[ = \lim i_X(s, \beta_s(b))i_X(e, \beta_s(c^*))i_X(s, \beta_s(a_i))^* \]
\[ = \lim i_X(s, \beta_s(b))i_X(s, \beta_s(a_i))i_X(e, \beta_s(c)) \]
\[ = \lim i_X(s, \beta_s(b))i_X(s, \beta_s(a_i)c) \]
\[ = i_X(s, \beta_s(b))i_X(s, \beta_s(c))^*. \]

Taking adjoints, interchanging \( b \) and \( c \), and applying \( \sigma \) gives \( V_s^*V_s\pi(a) = \pi(a)V_s^*V_s \).

For every \( s, t \in P \) we have
\[ i_P(t)^*i_P(s)^* = \lim i_X(t, \beta_t(a_i))i_X(s, \beta_s(a_j)) \]
\[ = \lim \lim i_X(st, \omega(s, t)\beta_s(\beta_t(a_i))\beta_s(a_j)) \]
\[ = i_X(s, \beta_s(t)\beta_s(a_i)) \]
\[ = \omega(s, t)i_P(st)^*; \]
taking adjoints and applying \( \sigma \) gives \( V_sV_t = \omega(s, t)V_{st} \). This completes the proof of Condition (a).

For Condition (b), suppose \((\pi, V)\) is a Toeplitz covariant representation of \((A, P, \beta, \omega)\) on a Hilbert space \( \mathcal{H} \). Define \( \psi : X \to B(\mathcal{H}) \) by
\[ \psi(s, x) := V_s^*\pi(x). \]
Since \( \pi \) is nondegenerate and \( \pi(a) = \pi(\beta_s(a)) = V_e\pi(a)V_e^* \) for all \( a \in A \), \( V_e \)
is a coisometry. Since \( V_e^2 = \omega(e, e)V_e = V_e \), we deduce that \( V_e = 1 \). Thus
\[ \psi(s, x)^*\psi(s, y) = \pi(x^*V_sV_s^*\pi(y) = \pi(x^*\overline{\beta_s}(1)y) \]
\[ = V_e^*\pi(x^*y) \quad \text{(since } y \in \overline{\beta_s}(1)A \text{ and } V_e = 1) \]
\[ = \psi(e, x^*y) = \psi(e, \langle (s, x), (s, y) \rangle_A), \]
and since we also have
\[
\psi(s, x)\psi(t, y) = V_s^*\pi(x)V_t^*\pi(y)
= V_s^*\pi(x)V_t^*V_t^*\pi(y) \quad (V_t \text{ is a partial isometry})
= V_s^*V_t^*\pi(x)V_t^*\pi(y) \quad \text{(by (3.3))}
= (V_tV_s)^*\pi(\beta_t(x))\pi(y)
= \overline{\omega(t, s)}V_t^*\pi(\beta_t(x)y)
= \omega(t, s)\psi(ts, \beta_t(x)y)
= \psi((s, x)(t, y)),
\]

ψ is a Toeplitz representation of X. Let π × V be the representation \(\psi_s : TX \to B(H)\). Then

\[
(\pi \times V) \circ i_A(a) = \psi_s \circ i_X(e, a) = \psi(e, a) = V_e^*\pi(a) = \pi(a),
\]

and

\[
\pi \times V \circ ip(s)\pi(a) = \psi_s(ip(s)i_A(a))
= \psi_s(i_X(s, \beta_s(a^*))^*) \quad \text{(by (3.6))}
= \psi(s, \beta_s(a^*))^* = \pi(\beta_s(a))^t = V_s^*\pi(a)V_s
= V_s\pi(a)V_s^*V_s\pi(a) = V_s\pi(a);
\]

since π is nondegenerate, this implies that \(\pi \times V \circ ip = V\), as required. For Condition (c), simply note that \(i_A(a)ip(s) = i_X(s, \beta_s(1)a^*)^*\), and elements of this form generate \(T_X\).

We now show that \((O_X, q \circ i_A, \eta \circ ip)\) is a crossed product for \((A, P, \beta, \omega)\). Since \(i_A\) and \(q\) are nondegenerate, so is \(q \circ i_A\). If π is a nondegenerate representation of \(O_X\), then σ := ρ ∘ q is a nondegenerate representation of \(T_X\). Hence \((π, V) := (π ∘ ρ ∘ i_A, \overline{q} ∘ ip) = (σ ∘ i_A, \overline{σ} ∘ ip)\) is a Toeplitz covariant representation of \((A, P, \beta, ω)\). To see that each \(V_s\) is an isometry, let \(b, c \in A\). Since \(q \circ i_X\) is Cuntz-Pimsner covariant, (3.7) gives

\[
q \circ i_A(bc^*)\overline{q} \circ ip(s)\overline{q} \circ ip(s) = q \circ i_X(s, \beta_s(b))q \circ i_X(s, \beta_s(c))^*
= (q \circ i_X)^{(s)}(\Theta(s, \beta_s(b)), (s, \beta_s(c)))
= (q \circ i_X)^{(s)}(\phi_s(bc^*))
= q \circ i_X(e, bc^*) = q \circ i_A(bc^*).
\]

Since \(q \circ i_A\) is nondegenerate, this implies that \(\overline{q} \circ ip(s)\), and hence \(V_s\), is an isometry. This gives Condition (a) for a crossed product. Condition (c) is obvious, so it remains only to verify (b). Suppose \((π, V)\) is a covariant representation of \((A, P, \beta, ω)\) on a Hilbert space \(H\), and define \(ψ(s, x) := V_s^*π(x)\) as before. We have already seen that ψ is a Toeplitz representation.
of $X$, and it is Cuntz-Pimsner covariant since, for any $b, c \in A$,

$$
\psi(s)\phi_s(bc^*) = \psi(s)\Theta(s, \beta_s(b), (s, \beta_s(c))) = \psi(s, \beta_s(b))\psi(s, \beta_s(c))^* = V_s^*\pi(\beta_s(b))\pi(\beta_s(c)^*)V_s = V_s^*V_s\pi(bc^*)V_s = \psi(e, bc^*).
$$

Defining $\pi \times V := \psi : \mathcal{O}_X \to B(\mathcal{H})$ gives Condition (e). \hfill \Box

4. Crossed products twisted by product systems.

Multipliers of $P$ correspond to product systems over $P$ of one-dimensional Hilbert spaces: Given a multiplier $\omega$, one defines multiplication on $P \times \mathbb{C}$ by $(s, z)(t, w) := (st, \omega(s, t)zw)$. In this section we consider twisted semigroup dynamical systems in which the multiplier $\omega$ is replaced by a product system $X$ of Hilbert bimodules, and we construct a crossed product which is “twisted by $X$”. For this, we first need to see how semigroups of endomorphisms arise from Toeplitz representations of product systems.

**Proposition 4.1.** (1) Let $X$ be a Hilbert bimodule over $A$, and suppose $(\psi, \tau)$ is a Toeplitz representation of $X$ on a Hilbert space $\mathcal{H}$. Then there is a unique endomorphism $\alpha = \alpha_{\psi, \tau}$ of $\pi(A)'$ such that

$$
(4.1) \quad \alpha(S)\psi(x) = \psi(x)S \quad \text{for all } S \in \pi(A)' \text{ and } x \in X,
$$

and such that $\alpha(1)$ vanishes on $(\psi(X)\mathcal{H})^\perp$.

(2) Let $X$ be a product system over $P$ of Hilbert $A$–$A$ bimodules in which each fiber $X_s$ is essential as a left $A$-module. Let $\psi$ be a nondegenerate Toeplitz representation of $X$ on a Hilbert space $\mathcal{H}$, and let $\alpha_\psi$ be the endomorphism $\alpha_{\psi, \tau}$ above. Then $\alpha_\psi : P \to \text{End}(\psi_s(A)')$ is a semigroup homomorphism, and $\alpha_e^\nu$ is the identity endomorphism.

**Proof.** (1) The uniqueness of $\alpha$ is obvious. By [23, Proposition 2.69], there is a unital homomorphism $S \in \pi(A)' \to 1 \otimes_A S \in \text{Ind}(\mathcal{L}(X))' \subseteq B(X \otimes_A \mathcal{H})$ determined by

$$
1 \otimes_A S(x \otimes_A h) = x \otimes_A Sh \quad \text{for } x \in X \text{ and } h \in \mathcal{H}.
$$

Let $U : X \otimes_A \mathcal{H} \to \mathcal{H}$ be the isometry which satisfies $U(x \otimes_A h) = \psi(x)h$ (see the proof of [13, Proposition 1.6(1)]), and define

$$
\alpha(S) := U(1 \otimes_A S)U^* \quad \text{for all } S \in \pi(A)'.
$$

Then $\alpha$ is a homomorphism, and $\alpha(1) = UU^*$ vanishes on $(\psi(X)\mathcal{H})^\perp$. If $S \in \pi(A)'$ and $x \in X$, then for any $h \in \mathcal{H}$ we have

$$
\alpha(S)\psi(x)h = U(1 \otimes_A S)(x \otimes_A h) = U(x \otimes_A Sh) = \psi(x)Sh,
$$

giving (4.1).

Since $\pi(a)\psi(x)h = \psi(\phi(a)x)h$, the space $\overline{\text{span}}\{\psi(x)h : x \in X, h \in \mathcal{H}\}$ reduces $\pi$; hence for any $S \in \pi(A)'$ and $a \in A$, both $\alpha(S)\pi(a)$ and $\pi(a)\alpha(S)$...
vanish on $(\psi(X)\mathcal{H})^\perp$. This and
\[
\alpha(S)\pi(a)\psi(x)h = \alpha(S)\psi(\phi(a)x)h = \psi(\phi(a)x)Sh = \pi(a)\psi(x)h = \pi(a)\alpha(S)\psi(x)h
\]
show that $\alpha(\pi(A)' \subseteq \pi(A)'$.

(2) Let $s, t \in P$, and suppose $x \in X_s$ and $y \in X_t$. Vectors of the form $xy$ have dense linear span in $X_{st}$; since $X_t$ is essential, this holds even when $s = e$ (see Remark 2.2). Since
\[
\alpha^\psi_s(\alpha^\psi_t(S))\psi_{st}(xy) = \alpha^\psi_s(\alpha^\psi_t(S))\psi_s(x)\psi_t(y) = \psi_s(x)\alpha^\psi_t(S)\psi_t(y) = \psi_s(x)\psi_t(y)S = \psi_{st}(xy)S,
\]
we deduce that
\[
(4.2) \quad \alpha^\psi_s \circ \alpha^\psi_t(S)\psi_{st}(z) = \psi_{st}(z)S \quad \text{for all } S \in \psi_e(A)' \text{ and } z \in X_{st}.
\]
Once we show that $\alpha^\psi_s \circ \alpha^\psi_t(1) = \alpha^\psi_{st}(1)$, it follows from the uniqueness of $\alpha^\psi_{st}$ that $\alpha^\psi_s \circ \alpha^\psi_t = \alpha^\psi_{st}$.

From (4.2) we see that $\alpha^\psi_s \circ \alpha^\psi_t(1) \geq \alpha^\psi_{st}(1)$. Suppose that $\alpha^\psi_s \circ \alpha^\psi_t(1)f = f$; we will show that $\alpha^\psi_{st}(1)f = f$, which will complete the proof. Since $f$ is in the range of $\alpha^\psi_s(1)$, it can be approximated by a finite sum $\sum_i \psi_s(x_i)g_i$. Then
\[
f = \alpha^\psi_s \circ \alpha^\psi_t(1) \sum_i \psi_s(x_i)g_i = \sum_i \psi_s(x_i)\alpha^\psi_t(1)g_i.
\]
Now each $\alpha^\psi_t(1)g_i$ can be approximated by a finite sum $\sum_j \psi_t(y_{ij})h_{ij}$, and then
\[
f = \sum_{i,j} \psi_s(x_i)\psi_t(y_{ij})h_{ij} = \sum_{i,j} \psi_{st}(x_iy_{ij})h_{ij}.
\]
Thus $f$ can be approximated arbitrarily closely by a vector in the range of $\alpha^\psi_{st}(1)$, and hence $\alpha^\psi_{st}(1)f = f$.

Since each $X_t$ is essential, the assumption that $\psi$ is nondegenerate implies that $\psi_e$ is a nondegenerate representation of $A$. Since $\alpha^\psi_e(S)\psi_e(a)h = \psi_e(a)Sh = S\psi_e(a)h$ for all $a \in A$ and $h \in \mathcal{H}$, we have $\alpha^\psi_e(S) = S$ for all $S \in \psi_e(A)'$. \qed

Consider a twisted semigroup dynamical system $(C, P, \beta, X)$ in which $C$ is a separable $C^*$-algebra, $\beta : P \to \text{End} C$ is an action of the semigroup $P$ as endomorphic endomorphisms of $C$, and $X$ is a product system over $P$ of Hilbert $A$-$A$ bimodules. We assume that $\beta_e$ is the identity endomorphism, and that each fiber $X_s$ is essential as a left $A$-module.

**Definition 4.2.** A **covariant representation** of $(C, P, \beta, X)$ on a Hilbert space $\mathcal{H}$ is a pair $(L, \psi)$ consisting of a nondegenerate representation $L :
\( C \to B(\mathcal{H}) \) and a nondegenerate Toeplitz representation \( \psi : X \to B(\mathcal{H}) \) such that

(i) \( L(C) \subseteq \psi_\epsilon(A)' \), and
(ii) \( L \circ \beta_s = \alpha_s^\psi \circ L \) for \( s \in P \).

**Definition 4.3.** A crossed product for \((C, P, \beta, X)\) is a triple \((B, i_C, i_X)\) consisting of a \( C^*\)-algebra \( B \), a nondegenerate homomorphism \( i_C : C \to M(B) \), and a nondegenerate Toeplitz representation \( i_X : X \to M(B) \) such that

(a) there is a faithful nondegenerate representation \( \sigma \) of \( B \) such that \( (\sigma \circ i_C, \sigma \circ i_X) \) is a covariant representation of \((C, P, \beta, X)\);
(b) for every covariant representation \((L, \psi)\) of \((C, P, \beta, X)\), there is a representation \( L \times \psi \) of \( B \) such that \((L \times \psi) \circ i_C = L \) and \((L \times \psi) \circ i_X = \psi \); and
(c) the \( C^*\)-algebra \( B \) is generated by \( \{i_C(c)i_X(x) : c \in C, x \in X\} \).

**Remark 4.4.** If each fiber \( X_s \) has a finite basis \( \{u_{s,1}, \ldots, u_{s,n(s)}\} \) (in the sense that \( x = \sum_k u_{s,k} \cdot \langle u_{s,k}, x \rangle_A \) for every \( x \in X_s \)), it is not hard to show that (a) is equivalent to asking that \( i_C(c)i_X(a) = i_X(a)i_C(c) \) for all \( c \in C \) and \( a \in A = X_e \), and that

\[
i_C(\beta_s(c)) = \sum_k i_X(u_{s,k})i_C(c)i_X(u_{s,k})^* \quad \text{for all } s \in P \text{ and } c \in C.
\]

In this case, \((\sigma \circ i_C, \sigma \circ i_X)\) will be a covariant representation of \((C, P, \beta, X)\) for every nondegenerate representation \( \sigma \) of \( B \); however, as demonstrated in [12, Example 2.5] for product systems of Hilbert spaces, in general one cannot expect this to be the case.

**Proposition 4.5.** If \((C, P, \beta, X)\) has a covariant representation, then it has a crossed product \( (C \rtimes_\beta X, i_C, i_X) \) which is unique in the following sense: If \((B, i_C', i_X')\) is another crossed product for \((C, P, \beta, X)\), then there is an isomorphism \( \theta : C \rtimes_\beta X P \to B \) such that \( \theta \circ i_C = i_C' \) and \( \theta \circ i_X = i_X' \).

**Remark 4.6.** When \( X \) is the product system \( P \times C \) with multiplication given by a multiplier \( \omega \), it is not hard to see that \( C \rtimes_\beta X P \) is precisely the crossed product \( C \rtimes_{\beta,\omega} P \) defined in the previous section. If \( C \) is unital and \( A = C \), then \( C \rtimes_{\beta,\omega} P \) is the crossed product defined in [12, Section 2].

**Proof of Proposition 4.5.** If \( S \) is a set of pairs \((L, \psi)\) consisting of maps \( L : C \to B(\mathcal{H}_L, \psi) \) and \( \psi : X \to B(\mathcal{H}_L, \psi) \), then \((\oplus L, \oplus \psi)\) is a covariant representation of \((C, P, \beta, X)\) if and only if each \((L, \psi)\) is. The main point here is that the value of \( \alpha_s^{\oplus \psi} \) on an element of \((\oplus \psi)_e(A)' \) of the form \( \oplus L(c) \) is \( \oplus \alpha_s^{\psi}(L(c)) \).
Suppose $(L, \psi)$ is a nondegenerate covariant representation on a separable Hilbert space $\mathcal{H}$; that is, the $C^*$-algebra
\[ \mathcal{U} := C^* \{ L(c)\psi(x) : c \in C, x \in X \} \]
acts nondegenerately on $\mathcal{H}$. We will identify the multiplier algebra of $\mathcal{U}$ with the concrete $C^*$-algebra
\[ M(\mathcal{U}) = \{ S \in B(\mathcal{H}) : ST, TS \in \mathcal{U} \text{ for every } T \in \mathcal{U} \}. \]
We claim that $L(C) \cup \psi(X) \subseteq M(\mathcal{U})$. For this, it suffices to check that multiplying a generator $L(c)\psi(x)$ of $\mathcal{U}$ on either the left or the right by an operator of the form $L(d)$, $\psi(y)$, or $\psi(y)^*$ yields another element of $\mathcal{U}$. Certainly $L(d)L(c)\psi(x) = L(dc)\psi(x) \in \mathcal{U}$ and $L(c)\psi(x)\psi(y) = L(c)\psi(xy) \in \mathcal{U}$, and since
\[ \psi(y)L(c) = \alpha_{\psi(y)}^\psi(L(c))\psi(y) = L(\beta_{\psi(y)}^\psi(c))\psi(y), \]
we also have $\psi(y)L(c)\psi(x) = L(\beta_{\psi(y)}^\psi(c))\psi(yx) \in \mathcal{U}$ and $L(c)\psi(x)L(d) = L(c(\beta_{\psi(x)}^\psi(d)))\psi(x) \in \mathcal{U}$. Writing $c = c_1c_2$ with $c_1, c_2 \in C$ gives
\[ \psi(y)^*L(c)\psi(x) = (L(c_1)^*\psi(y))^*L(c_2)\psi(x) \in \mathcal{U}. \]
Finally, to see that $L(c)\psi(x)\psi(y)^* \in \mathcal{U}$, we use a trick from [1]. Let $(c_i)$ be an approximate identity for $C$; we claim that
\[ L(c)\psi(x)L(c_i) \xrightarrow{\|\|} L(c)\psi(x). \]
Since $L$ is nondegenerate, $L(c)\psi(x)L(c_i)$ converges strongly to $L(c)\psi(x)$. On the other hand, using (4.3) we see that $L(c)\psi(x)L(c_i) = L(c\beta_{\psi(x)}^\psi(c_i))\psi(x)$ converges in norm (to $L(c\beta_{\psi(x)}^\psi(1))\psi(x)$), and (4.4) follows. Hence
\[ L(c)\psi(x)L(c_i)\psi(y)^* \xrightarrow{\|\|} L(c)\psi(x)\psi(y)^*, \]
and since
\[ L(c)\psi(x)L(c_i)\psi(y)^* = L(c)\psi(x)\psi(y)^*L(\beta_{\psi(y)}^\psi(c_i)) \in \mathcal{U}, \]
we deduce that $L(c)\psi(x)\psi(y)^* \in \mathcal{U}$.

Since $M(\mathcal{U}) \subseteq \mathcal{U}''$, we have shown in particular that the ranges of $L$ and $\psi$ are contained in $\mathcal{U}''$. Consequently, any decomposition $1 = \sum Q_\lambda$ of the identity as a sum of mutually orthogonal projections $Q_\lambda \in \mathcal{U}'$ gives corresponding decompositions $L = \oplus Q_\lambda L$ and $\psi = \oplus Q_\lambda \psi$, and by the first paragraph each pair $(Q_\lambda L, Q_\lambda \psi)$ is a covariant representation of $(C, P, \beta, X)$. By the usual Zorn’s Lemma argument we can choose these projections such that $\mathcal{U}$ acts cyclically on $Q_\lambda \mathcal{H}$; since $C^* \{ Q_\lambda L(c)Q_\lambda \psi(x) : c \in C, x \in X \} = Q_\lambda \mathcal{U}$ acts cyclically on $Q_\lambda \mathcal{H}$, this shows that every covariant representation of $(C, P, \beta, X)$ decomposes as a direct sum of cyclic representations.

Let $S$ be a set of cyclic covariant representations with the property that every cyclic covariant representation of $(C, P, \beta, X)$ is unitarily equivalent...
to an element in $S$. It can be shown that such a set $S$ exists by fixing a Hilbert space $\mathcal{H}$ of sufficiently large cardinality (depending on the cardinalities of $C$ and $X$) and considering only representations on $\mathcal{H}$. Note that $S$ is nonempty because the system has a covariant representation, which has a cyclic summand.

Define $i_C := \bigoplus_{(L,\psi) \in S} L$ and $i_X := \bigoplus_{(L,\psi) \in S} \psi$, and let $C \rtimes_{\beta,X} P$ be the $C^*$-algebra generated by $\{i_C(c)i_X(x) : c \in C, x \in X\}$. By the first paragraph, $(i_C, i_X)$ is a covariant representation of $(C, P, \beta, X)$, and it is nondegenerate since each $(L, \psi)$ is. We deduce that both $i_C$ and $i_X$ map into $M(C \rtimes_{\beta,X} P)$, and that Condition (a) for a crossed product is satisfied by taking $\sigma$ to be the identity representation. Condition (c) is trivial, and (b) holds because every covariant representation decomposes as a direct sum of cyclic representations. We need to show that $i_C : C \to M(C \rtimes_{\beta,X} P)$ and $i_X : X \to M(C \rtimes_{\beta,X} P)$ are nondegenerate. For this, let $c \in C$ and $x \in X$. If $(a_i)$ is an approximate identity for $A = X_c$, then by (1.2) we have $i_C(c)i_X(x)(a_i) = i_C(c)i_X(x \cdot a_i) \to i_C(c)i_X(x)$ and $i_X(a_i)i_C(c)i_X(x) = i_C(c)i_X(x)(a_i)i_X(x) = i_C(c)i_X(\phi(a_i)x) \to i_C(c)i_X(x)$, so $i_X$ is nondegenerate (Lemma 2.13). If $(a_i)$ is an approximate identity for $C$, then $i_C(c_i)i_C(c)i_X(x) = i_C(c_c)i_X(x) \to i_C(c) i_X(x)$, and since $i_C$ is nondegenerate as a representation on Hilbert space, (4.4) gives $i_C(c) i_X(x)i_C(c_i) \to i_C(c) i_X(x)$. Thus $i_C$ is nondegenerate.

For the uniqueness assertion, suppose $(B, i'_C, i'_X)$ is another crossed product. Condition (a) allows us to assume that $(i_C, i_X)$ and $(i'_C, i'_X)$ are covariant representations of $(C, P, \beta, X)$ on Hilbert spaces $\mathcal{H}$ and $\mathcal{H}'$. Condition (b) then gives a representation $i'_C \times i'_X : C \rtimes_{\beta,X} P \to B(\mathcal{H}')$ whose image is contained in $B$ since $i'_C \times i'_X(i_C(c)i_X(x)) = i'_C(c)i'_X(x)$. Similarly one obtains a map $i_C \times i_X : B \to C \rtimes_{\beta,X} P$ which is obviously an inverse for $i'_C \times i'_X : C \rtimes_{\beta,X} P \to B$. □

If $P$ is a subsemigroup of a group $G$, then there is a dual coaction of $G$ on $C \rtimes_{\beta,X} P$:

**Proposition 4.7.** Suppose $(C, P, \beta, X)$ is a twisted system which has a covariant representation. If $P$ is a subsemigroup of a group $G$, then there is an injective coaction

$$\delta : C \rtimes_{\beta,X} P \to (C \rtimes_{\beta,X} P) \otimes_{\min} C^*(G)$$

such that

$$\delta(i_C(c)i_X(x)) = i_C(c)i_X(x) \otimes i_G(p(x)).$$

If $G$ is abelian, there is a strongly continuous action $\tilde{\beta}$ of $\hat{G}$ on $C \rtimes_{\beta,X} P$ such that

$$\tilde{\beta}_\gamma(i_C(c)i_X(x)) = \gamma(p(x))i_C(c)i_X(x).$$
Proof. We follow [12, Proposition 2.7]. Let $\sigma$ be a faithful nondegenerate representation $\sigma$ of $C_\times_{\beta,X} P$ such that $(L, \psi) = (\sigma \circ i_C, \sigma \circ i_X)$ is a covariant representation of $(C, P, \beta, X)$, and let $U$ be a unitary representation of $G$ whose integrated form $\pi_U$ is faithful on $C^*(G)$. We claim that $(L \otimes 1, \psi \otimes (U \circ p))$ is a covariant representation of $(C, P, \beta, X)$. Most of the verifications are routine, so we check only that

\[(4.5) \quad L(\beta_s(c)) \otimes 1 = \alpha_s^\psi(U \circ p)(L(c) \otimes 1) \quad \text{for all } s \in P \text{ and } c \in C.\]

For this, we show that $L(\beta_s(c)) \otimes 1$ satisfies the properties which characterize $\alpha_s^\psi(U \circ p)(L(c) \otimes 1)$ (Proposition 4.1). First, let $x \in X_s$; we show that (4.5) holds on any vector in the range of $(\psi \otimes (U \circ p))(x) = \psi_s(x) \otimes U_s$:

\[
(L(\beta_s(c)) \otimes 1)(\psi_s(x) \otimes U_s) = \alpha_s^\psi(L(c))\psi_s(x) \otimes U_s = \psi_s(x)L(c) \otimes U_s = (\psi_s(x) \otimes U_s)(L(c) \otimes 1) = \alpha_s^\psi(U \circ p)(L(c) \otimes 1)(\psi_s(x) \otimes U_s).
\]

Next, note that $\alpha_s^\psi(U \circ p)(1)$ is the projection onto

\[
\text{span}\{((\psi \otimes (U \circ p))(x))_\xi : x \in X_s, \xi \in H_\sigma \otimes H_U\} = \text{span}\{\psi_s(x)h \otimes U_s k : x \in X_s, h \in H_\sigma, k \in H_U\} = \text{span}\{\psi_s(x)h : x \in X_s, h \in H_U\} \otimes H_U,
\]

which is precisely the range of $\alpha_s^\psi(1) \otimes 1$. Since $L(\beta_s(c)) \otimes 1 = \alpha_s^\psi(L(c)) \otimes 1$ vanishes on the range of $1 - \alpha_s^\psi(1) \otimes 1$, (4.5) follows from the uniqueness assertion of Proposition 4.1.

Since $(L \otimes 1, \psi \otimes (U \circ p))$ is covariant, there is a representation $\rho$ of $C_\times_{\beta,X} P$ such that

\[
\rho(i_C(c)i_X(x)) = (L(c) \otimes 1)(\psi(x) \otimes U_p(x)) = (\sigma \otimes \pi_U)((i_C(c)i_X(x) \otimes i_G(p(x))).
\]

Since $\sigma$ and $\pi_U$ are faithful, $\sigma \otimes \pi_U$ is faithful on $(C_\times_{\beta,X} P) \otimes_{\min} C^*(G)$, and we can define $\delta := (\sigma \otimes \pi_U)^{-1} \circ \rho$.

By checking on generators it is easy to see that $\delta$ satisfies the coaction identity $(\text{id} \otimes \delta_C) \circ \delta = (\delta \otimes \text{id}) \circ \delta$, and $\delta$ is injective since $\sigma = (\sigma \otimes \epsilon) \circ \delta$, with $\epsilon$ the augmentation representation of $C^*(G)$ (i.e., $\epsilon(i_G(s)) = 1$ for all $s \in G$).

When $G$ is abelian, $\hat{\beta}$ is the action canonically associated with $\delta$. \qed

5. Nica covariance.

Now suppose $P$ is a subsemigroup of a group $G$ such that $P \cap P^{-1} = \{e\}$. Then $s \leq t$ iff $s^{-1}t \in P$ defines a partial order on $G$ which is left-invariant: For any $r, s, t \in P$ we have $s \leq t$ iff $rs \leq rt$. Following Nica [20], we say that $(G, P)$ is a quasi-lattice ordered group if every finite subset of $G$ which has an upper bound in $P$ has a least upper bound in $P$. When $s, t \in P$ have a common upper bound, we denote their least upper bound by $s \vee t$; when $s$
and \( t \) have no common upper bound we write \( s \lor t = \infty \). For a finite subset \( C = \{ t_1, \ldots, t_n \} \) of \( P \), we write \( \sigma C \) for \( t_1 \lor \cdots \lor t_n \).

**Definition 5.1.** Suppose \((G, P)\) is a quasi-lattice ordered group and \( X \) is a product system over \( P \) of essential Hilbert \( A-A \) bimodules. We call a Toeplitz representation \( \psi : X \to B(\mathcal{H}) \) **Nica covariant** if

\[
\alpha_s^\psi(1) \alpha_t^\psi(1) = \begin{cases} 
\alpha_{s \lor t}(1) & \text{if } s \lor t < \infty \\
0 & \text{otherwise.}
\end{cases}
\]

**Remark 5.2.** If \((G, P)\) is totally ordered, then every Toeplitz representation of \( X \) is Nica covariant.

**Lemma 5.3.** Let \( l : X \to \mathcal{L}(F(X)) \) be the Fock representation, and suppose \( \pi \) is a representation of \( A \) on a Hilbert space \( \mathcal{H} \). Then

\[
\Psi := F(X) - \text{Ind}_{A}^{\mathcal{L}(F(X))} \pi \circ l
\]

is a Nica-covariant Toeplitz representation of \( X \). If \( \pi \) is faithful, then \( \Psi \) is isometric.

**Proof.** Since \( l \) is a Toeplitz representation, so is \( \Psi \). Let \( s \in P \). The range of \( \alpha_s^\psi(1) \) is

\[
\text{span}\{ \psi(x) \xi : x \in X_s, \xi \in F(X) \otimes_A \mathcal{H} \} = \text{span}\{ l(x) y \otimes_A h : x \in X_s, y \in F(X), h \in \mathcal{H} \} = \bigoplus_{s \leq r} X_r \otimes_A \mathcal{H}.
\]

Hence for any \( s, t \in P \), the range of \( \alpha_s^\psi(1) \alpha_t^\psi(1) \) is

\[
\left( \bigoplus_{s \leq r} X_r \otimes_A \mathcal{H} \right) \cap \left( \bigoplus_{t \leq r} X_r \otimes_A \mathcal{H} \right),
\]

which is \( \bigoplus_{s \lor t \leq r} X_r \otimes_A \mathcal{H} = \text{ran} \alpha_{s \lor t}^\psi(1) \) if \( s \lor t < \infty \), and is zero otherwise. If \( \pi \) is faithful then so is \( F(X) - \text{Ind}_{A}^{\mathcal{L}(F(X))} \pi \); since \( l \) is isometric, this implies that \( \Psi \) is isometric. \( \Box \)

**Proposition 5.4.** Let \((G, P)\) be a quasi-lattice ordered group such that every \( s, t \in P \) have a common upper bound. Let \( X \) be a product system over \( P \) of essential Hilbert \( A-A \) bimodules such that the left action of \( A \) on each fiber \( X_s \) is by compact operators. Then every Toeplitz representation \( \psi : X \to B(\mathcal{H}) \) which is Cuntz-Pimsner covariant is also Nica covariant.

**Proof.** Fix \( s \in P \). Since \( (\psi_s, \psi_e) \) is Cuntz-Pimsner covariant and \( \phi_s(A) \subseteq K(X_s) \), [11, Lemma 1.9] gives \( \psi_e(A) \mathcal{H} \subseteq \text{span} \psi_s(X_s) \mathcal{H} \). But \( X_s \) is essential, so the reverse inclusion holds as well, and since \( \text{span} \psi_s(X_s) \mathcal{H} \) is precisely the range of \( \alpha_s^\psi(1) \), we deduce that \( \alpha_s^\psi(1) \) is constant in \( s \). Since \( s \lor t < \infty \) for all \( s, t \in P \), this implies that \( \psi \) is Nica covariant. \( \Box \)
There are product systems for which Nica covariance is not a $C^*$-algebraic condition; that is, if $\psi : X \to B(\mathcal{H})$ is Nica covariant and $\sigma : C^*(\psi(X)) \to B(\mathcal{K})$ is a homomorphism, the composition $\sigma \circ \psi$ need not be Nica covariant [10, Example 1.3]. We pause a moment to show how to adapt the methods of [10] to avoid this pathology. The following Lemma collects some results we shall need for both this and the sequel.

**Lemma 5.5.** Suppose $X$ is a product system over $P$ of essential Hilbert $A$–$A$ bimodules, $\psi : X \to B(\mathcal{H})$ is a Toeplitz representation, and $s \in P$.

1. There is a strict–strong continuous representation $\rho^\psi_s : \mathcal{L}(X_s) \to B(\mathcal{H})$ such that

$$\rho^\psi_s (S) \psi_s(x) h = \psi_s(Sx) h \quad \text{for all } S \in \mathcal{L}(X_s), \ x \in X_s, \ \text{and } h \in \mathcal{H},$$

and such that $\rho^\psi_s (S)$ vanishes on $(\psi_s(X_s) \mathcal{H})^\perp$. Moreover, $\rho^\psi_s (S) = \psi^{(s)}(S)$ for every $S \in \mathcal{K}(X_s)$.

2. $\rho^\psi_s (1) = \alpha^\psi_s (1)$.

3. If $a \in A$ satisfies $\phi_s(a) \in \mathcal{K}(X_s)$, then

$$\psi_e(a) \rho^\psi_s (1) = \psi^{(s)}(\phi_s(a)) = \rho^\psi_s (1) \psi_e(a).$$

4. If $Q \in \psi_s(A)'$, then $\alpha^\psi_s (Q) \in \rho^\psi_s (\mathcal{L}(X_s))'$. Further, if $Q$ is a projection such that $\psi_e$ acts faithfully on $Q \mathcal{H}$, then $\rho^\psi_s$ acts faithfully on $\alpha^\psi_s (Q) \mathcal{H}$.

5. For all $S \in \mathcal{L}(X_s)$ and $t \in P$ we have

$$\rho^\psi_{st}(S \otimes_A 1) = \rho^\psi_s (S) \rho^\psi_t (1) = \rho^\psi_s (1) \rho^\psi_t (S),$$

where $S \otimes_A 1(x y) := (Sx)y$ for all $x \in X_s$ and $y \in X_t$.

6. If $t \in P$ and $z, w \in X_s$, then $\rho^\psi_{st}(\Theta_{z,w} \otimes_A 1) = \psi(z) \alpha^\psi_t (1) \psi(w)^*$.

**Proof.** (1) See [13, Proposition 1.6(1)]). For the contour continuity, suppose $S_\lambda \to S$ strictly in $\mathcal{L}(X_s) = MK(X_s)$, $x \in X_s$, and $h \in \mathcal{H}$. There exists $K \in \mathcal{K}(X_s)$ and $y \in X_s$ such that $x = Ky$, and then

$$\rho^\psi_s (S_\lambda \psi_s(x) h = \rho^\psi_s (S_\lambda K) \psi_s(y) h \to \rho^\psi_s (S K) \psi_s(y) h = \rho^\psi_s (S) \psi_s(x) h.$$}

(2) Both $\rho^\psi_s (1)$ and $\alpha^\psi_s (1)$ are the projection onto $\text{span} \{\psi_s(X_s) \mathcal{H}\}$.

(3) If $x \in X_s$ and $h \in \mathcal{H}$, then

$$\psi_e(a) \rho^\psi_s (1) \psi_s(z) h = \psi_e(a) \psi_s(z) h = \psi_s(\phi_s(a)z) h = \psi^{(s)}(\phi_s(a)) \psi_s(z) h;$$

since both sides of (5.1) are supported on $\text{span} \psi_s(X_s) \mathcal{H}$, this implies that $\psi_e(a) \rho^\psi_s (1) = \psi^{(s)}(\phi_s(a))$. By (2), $\rho^\psi_s (1)$ commutes with $\psi_e(a)$, giving the other half of (5.1).

(4) When $Q$ is a projection, $\alpha^\psi_s (Q)$ is the projection onto $\text{span} \psi_s(X_s) Q \mathcal{H}$, and the result follows from [13, Proposition 1.6(2)].

(5) See [13, Proposition 1.8(2)].

(6) $\rho^\psi_{st}(\Theta_{z,w} \otimes_A 1) = \rho^\psi_s (1) \rho^\psi_t (\Theta_{z,w}) = \alpha^\psi_{st} (1) \psi(z) \psi(w)^* = \psi(z) \alpha^\psi_t (1) \psi(w)^*$. 

Proposition 5.6. Suppose \((G, P)\) is a quasi-lattice ordered group and \(X\) is a product system over \(P\) of essential Hilbert \(A\)-\(A\) bimodules. A Toeplitz representation \(\psi : X \rightarrow B(\mathcal{H})\) is Nica covariant if and only if

\[
\rho_s^\psi(S)\rho_t^\psi(T) = \begin{cases} 
\rho_{s\vee t}^\psi((S \otimes_A 1)(T \otimes_A 1)) & \text{if } s \vee t < \infty \\
0 & \text{otherwise}
\end{cases}
\]

holds whenever \(S \in \mathcal{K}(X_s)\) and \(T \in \mathcal{K}(X_t)\).

Proof [10, Proposition 1.4]. If \(\psi\) is Nica covariant, then

\[
\rho_s^\psi(S)\rho_t^\psi(T) = \rho_s^\psi(S)\rho_t^\psi(1)\rho_t^\psi(1) = \rho_s^\psi(S)\rho_{s\vee t}^\psi(1)\rho_t^\psi(T) = \rho_{s\vee t}^\psi((S \otimes_A 1)(T \otimes_A 1)),
\]

where the last equality uses Lemma 5.5(5). Conversely, suppose (5.2) holds for all compact \(S\) and \(T\). If \(S \rightarrow 1\) strictly, then

\[
\rho_{s\vee t}^\psi((S \otimes_A 1)) = \rho_s^\psi(S)\rho_{s\vee t}^\psi(1) \rightarrow \rho_s^\psi(1)\rho_{s\vee t}^\psi(1) = \rho_{s\vee t}^\psi(1),
\]

where the convergence is in the strong operator topology. Hence

\[
\rho_s^\psi(1)\rho_t^\psi(T) = \begin{cases} 
\rho_{s\vee t}^\psi(T \otimes_A 1) & \text{if } s \vee t < \infty \\
0 & \text{otherwise}
\end{cases}
\]

for every \(T \in \mathcal{K}(X_t)\). Letting \(T \rightarrow 1\) strictly shows that \(\psi\) is Nica covariant. 

When each product \((S \otimes_A 1)(T \otimes_A 1)\) is compact, the previous Proposition allows us to give a \(C^*\)-algebraic characterization of Nica covariance:

Definition 5.7. Suppose \((G, P)\) is a quasi-lattice ordered group and \(X\) is a product system over \(P\) of essential Hilbert \(A\)-\(A\) bimodules. We say that \(X\) is compactly aligned if whenever \(s, t \in P\) have a common upper bound and \(S\) and \(T\) are compact operators on \(X_s\) and \(X_t\), respectively, \((S \otimes_A 1)(T \otimes_A 1)\) is a compact operator on \(X_{s\wedge t}\). If \(X\) is compactly aligned and \(\psi\) is a Toeplitz representation of \(X\) in a \(C^*\)-algebra \(B\), we say that \(\psi\) is Nica covariant if

\[
\psi_s^{(s)}(S)\psi_t^{(t)}(T) = \begin{cases} 
\psi_{s\wedge t}((S \otimes_A 1)(T \otimes_A 1)) & \text{if } s \wedge t < \infty \\
0 & \text{otherwise}
\end{cases}
\]

whenever \(s, t \in P\), \(S \in \mathcal{K}(X_s)\) and \(T \in \mathcal{K}(X_t)\).

Proposition 5.8. If \((G, P)\) is a total order, or if the left action of \(A\) on each fiber \(X_s\) is by compact operators, then \(X\) is compactly aligned.

Proof. Suppose \(s, t \in P\), \(s \vee t < \infty\), \(S \in \mathcal{K}(X_s)\), and \(T \in \mathcal{K}(X_t)\). If \((G, P)\) is a total order then either \(S \otimes_A 1 = S\) or \(T \otimes_A 1 = T\); either way \((S \otimes_A 1)(T \otimes_A 1)\) is compact. If the left action of \(A\) on each fiber \(X_s\) is by compact operators, then by [22, Corollary 3.7], both \(S \otimes_A 1\) and \(T \otimes_A 1\) are compact. 

Proposition 5.9. Suppose $X$ is compactly aligned. Let $B$ and $C$ be $C^*$-algebras, let $\psi : X \rightarrow B$ be a Nica-covariant Toeplitz representation, and let $\sigma : B \rightarrow C$ be a homomorphism. Then $\sigma \circ \psi$ is Nica covariant.

Proof. By checking on an operator $\Theta_{x,y} \in \mathcal{K}(X_s)$, one verifies that $(\sigma \circ \psi)(s) = \sigma \circ \psi(s)$, and the result follows easily from this. \[ \square \]

Proposition 5.10. Suppose $X$ is a compactly-aligned product system, $\psi$ is a Nica-covariant Toeplitz representation of $X$, $s,t \in P$, $y \in X_s$, and $z \in X_t$. If $s \lor t = \infty$, then $\psi(y)^* \psi(z) = 0$; otherwise

\[ \psi(y)^* \psi(z) \in \text{span} \{ \psi(f)^* \psi(g) : f \in X_{s^{-1}(svt)}, g \in X_t^{-1}(svt) \}. \]

Proof. Express $y = S y'$ with $S \in \mathcal{K}(X_s)$ and $y' \in X_s$; similarly, express $z = T z'$ with $T \in \mathcal{K}(X_t)$ and $z' \in X_t$. Since $\psi$ is Nica covariant,

\[ \psi(y)^* \psi(z) = \psi(y')^* \rho^\psi_y(S^*) \rho^\psi_T(T) \psi(z') \]

is zero if $s \lor t = \infty$, and otherwise

\[ \psi(y)^* \psi(z) = \psi(y')^* \rho^\psi_y(K) \psi(z'), \]

where $K = (S^* \otimes_A 1)(T \otimes_A 1) \in \mathcal{K}(X_{svt})$. Since $K$ is compact it can be approximated in norm by a finite sum of operators $\Theta_{u,v}$ with $u,v \in X_{svt}$, and hence $\rho^\psi_{svt}(K)$ can be approximated by finite sums of the form $\psi(u)\psi(v)^*$. But any such $u$ can be approximated by finite sums of products $u_1 f'$ with $u_1 \in X_s$ and $f' \in X_{s^{-1}(svt)}$; similarly, any such $v$ can be approximated by finite sums of products $v_1 g'$ with $v_1 \in X_t$ and $g' \in X_t^{-1}(svt)$. Hence $\psi(y')^* \rho^\psi_{svt}(K) \psi(z')$ can be approximated in norm by finite sums of operators of the form

\[ \psi(y')^* \psi(u_1) \psi(f') \psi(g')^* \psi(v_1)^* \psi(z') = \psi((y',u_1)A f') \psi((z',v_1)A g')^*. \]

\[ \square \]

The following Lemma is useful when working with Nica-covariant Toeplitz representations.

Lemma 5.11. Suppose $(G,P)$ is a quasi-lattice ordered group, $X$ is a product system over $P$ of essential Hilbert $A$–$A$ bimodules, $\psi$ is a Toeplitz representation of $X$ on $\mathcal{H}$, $x \in X$, and $s \in P$.

1. If $p(x) \leq s$, then $\alpha^\psi_x(S) \psi(x) = \psi(x) \alpha^\psi_{p(x)^{-1} s}(S)$ for all $S \in \psi_e(A)'$.

2. If $\psi$ is Nica covariant, then

\[ \alpha^\psi_x(1) \psi(x) = \begin{cases} \psi(x) \alpha^\psi_{p(x)^{-1} (p(x) \lor s)}(1) & \text{if } p(x) \lor s < \infty, \\ 0 & \text{otherwise.} \end{cases} \]

Proof. The proof is formally identical to that of [12, Lemma 3.6]. \[ \square \]
6. The system \((B_P, P, \tau, X)\).

For each \(t \in P\), let \(1_t \in \ell^\infty(P)\) be the characteristic function of \(tP\). Since the product \(1_s1_t\) is either \(1_{s\vee t}\) or \(0\), \(B_P := \overline{\text{span}}\{1_t : t \in P\}\) is a \(C^*\)-subalgebra of \(\ell^\infty(P)\). Left translation on \(\ell^\infty(P)\) restricts to an action \(\tau\) of \(P\) on \(B_P\), determined by \(\tau_s(1_t) = 1_{st}\) for \(s, t \in P\).

**Proposition 6.1.** Suppose \((G, P)\) is a quasi-lattice ordered group and \(X\) is a product system over \(P\) of essential Hilbert \(A\)-\(A\) bimodules.

1. If \((L, \psi)\) is a covariant representation of \((B_P, P, \tau, X)\), then \(\psi\) is a non-degenerate Nica-covariant Toeplitz representation of \(X\) and \(L(1_s) = \alpha_s^\psi(1)\).

2. If \(\psi\) is a non-degenerate Nica-covariant Toeplitz representation of \(X\) on a Hilbert space \(\mathcal{H}\), then there is a representation \(L^\psi : B_P \to B(\mathcal{H})\) such that \(L^\psi(1_s) = \alpha_s^\psi(1)\); moreover, \((L^\psi, \psi)\) is then a covariant representation of \((B_P, P, \tau, X)\).

**Proof.** The proof is formally identical to that of [12, Proposition 4.1], except that in (2) one must also note that \(L^\psi(1_s) \subseteq \psi_e(A)'\) since \(L^\psi(1_s) = \alpha_s^\psi(1) \in \psi_e(A)'\) and \(\{1_s : s \in P\}\) generates \(B_P\). \(\square\)

**Corollary 6.2.** The system \((B_P, P, \tau, X)\) has a covariant representation.

**Proof.** Let \(\pi\) be a nondegenerate representation of \(A\) on a Hilbert space \(\mathcal{H}\), and let \(l : X \to L(F(X))\) be the Fock representation of \(X\). By Lemma 5.3, \(\Psi := F(X)\text{-Ind}^A_{A}^{G(F(X))} \pi \circ l\) is a Nica-covariant Toeplitz representation of \(X\). Since \(\pi\) is nondegenerate, so is \(F(X)\text{-Ind}^A_{A}^{G(F(X))} \pi\); since \(l\) is nondegenerate, \(\Psi\) is as well. The previous Proposition thus gives a covariant representation \((L^\Psi, \Psi)\) of \((B_P, P, \tau, X)\). \(\square\)

Let \(i_X\) and \(i_{B_P}\) be the canonical maps of \(X\) and \(B_P\) into \(M(B_P \times_{\tau, X} P)\). Since \(B_P\) is unital, \(i_X(x) = i_{B_P}(1)i_X(x) \in B_P \times_{\tau, X} P\) for each \(x \in X\). We write \(\mathcal{T}_{\text{cov}}(X)\) for the \(C^*\)-subalgebra of \(B_P \times_{\tau, X} P\) generated by \(i_X(X)\); the following Theorem justifies this notation.

**Theorem 6.3.** \((\mathcal{T}_{\text{cov}}(X), i_X)\) is universal for Nica-covariant Toeplitz representations of \(X\), in the sense that:

(a) There is a faithful representation \(\theta\) of \(\mathcal{T}_{\text{cov}}(X)\) on Hilbert space such that \(\theta \circ i_X\) is a Nica-covariant Toeplitz representation of \(X\); and

(b) for every Nica-covariant Toeplitz representation \(\psi\) of \(X\), there is a representation \(\psi_*\) of \(\mathcal{T}_{\text{cov}}(X)\) such that \(\psi = \psi_* \circ i_X\).

Up to canonical isomorphism, \((\mathcal{T}_{\text{cov}}(X), i_X)\) is the unique pair with this property. If \(X\) is compactly aligned, then \(i_X\) is Nica covariant,

\[\mathcal{T}_{\text{cov}}(X) = \overline{\text{span}}\{i_X(x)i_X(y)^* : x, y \in X\},\]

(6.1)
and

\[(6.2) \quad B_P \rtimes_{\tau,X} P = \operatorname{span}\{i_X(x)i_B(1_s)i_X(y)^*: x, y \in X, s \in P\} \].

If the left action of \(A\) on each fiber \(X_s\) is by compact operators, then \(T_{\operatorname{cov}}(X)\) is all of \(B_P \rtimes_{\tau,X} P\); if in addition every \(s, t \in P\) have a common upper bound, then the Cuntz-Pimsner algebra \(O_X\) is a quotient of \(T_{\operatorname{cov}}(X)\).

Proof of Theorem 6.3. Let \(\sigma\) be a faithful representation of \(B_P \rtimes_{\tau,X} P\) on a Hilbert space \(\mathcal{H}\) such that \((\sigma \circ i_B, \sigma \circ i_X)\) is a covariant representation of \((B_P, P, \tau, X)\). By Proposition 6.1(1), \(\sigma \circ i_X\) is a Nica-covariant Toeplitz representation of \(X\), so we can take \(\theta\) to be the restriction of \(\sigma\) to \(T_{\operatorname{cov}}(X)\). Suppose \(\psi\) is a (nondegenerate) Nica-covariant Toeplitz representation of \(X\). Proposition 6.1(2) gives us a covariant representation \((L^\psi, \psi)\) of \((B_P, P, \tau, X)\), and hence a representation \(L^\psi \times \psi\) of \(B_P \rtimes_{\tau,X} P\) such that \((L^\psi \times \psi) \circ i_X = \psi\). Restricting \(L^\psi \times \psi\) to \(T_{\operatorname{cov}}(X)\) gives the required representation \(\psi_*\). Uniqueness of \((T_{\operatorname{cov}}(X), i_X)\) follows by the usual argument.

Suppose \(X\) is compactly aligned. Since \(i_X\) is the composition of the Nica-covariant Toeplitz representation \(\sigma \circ i_X\) and the homomorphism \(\sigma^{-1}\) (restricted to \(\sigma(T_{\operatorname{cov}}(X))\)), \(i_X\) is Nica covariant by Proposition 5.9. Let \(w \in X\), and express \(w = z \cdot a\) for some \(z \in X\) and \(a \in A\). Then \(i_X(w) = i_X(z)i_X(a^*)^*\), so \(\mathcal{A} := \operatorname{span}\{i_X(x)i_X(y)^*: x, y \in X\}\) contains \(i_X(X)\). Obviously \(\mathcal{A}\) is a closed self-adjoint subspace of \(T_{\operatorname{cov}}(X)\), and since \(X\) is compactly aligned, Proposition 5.10 shows that \(\mathcal{A}\) is closed under multiplication. This gives (6.1).

Now let \(B := \operatorname{span}\{i_X(x)i_B(1_s)i_X(y)^*: x, y \in X, s \in P\}\). Using Lemma 5.11 with \(\psi := \sigma \circ i_X\), and then applying \(\sigma^{-1}\), gives

\[(6.3) \quad i_X(x)i_B(1_s) = i_B(1_{p(x)s})i_X(x)\]

and

\[(6.4) \quad i_B(1_s)i_X(x) = \begin{cases} i_X(x)i_B(1_{p(x)^{-1}(p(x)\vee s)}) & \text{if } p(x) \vee s < \infty \\ 0 & \text{otherwise.} \end{cases}\]

Equation (6.3) shows that

\[i_X(x)i_B(1_s)i_X(y)^* = i_B(1_{p(x)s})i_X(x)(i_B(1_{p(y)s})i_X(y))^* \in B_P \rtimes_{\tau,X} P,\]

so \(B \subseteq B_P \rtimes_{\tau,X} P\). Since \(B_P\) is generated by \(\{1_s: s \in P\}\), elements of the form \(i_B(1_s)i_X(w)\) generate \(B_P \rtimes_{\tau,X} P\) as a \(C^*\)-algebra; with \(w = z \cdot a\) as
above, (6.4) shows that

\[
i_{BP}(s) i_X(w) = i_{BP}(s) i_X(z) i_X(a^*)^* \\
= \begin{cases} \\
i_X(z) i_{BP}(1_p(z)^{-1} (p(z) \vee s)) i_X(a^*)^* & \text{if } p(z) \vee s < \infty \\
0 & \text{otherwise} \\
\end{cases} \\
\in B.
\]

Hence to establish (6.2), it remains only to show that \( B \) is closed under multiplication. But Proposition 5.10 shows that the product

\[
i_X(x) i_{BP}(s) i_X(y)^* i_X(z) i_{BP}(1_t) i_X(w)^*
\]

of two typical generators of \( B \) is contained in the closed linear span of elements of the form

\[
i_X(x) i_{BP}(s) i_X(f) i_X(g)^* i_{BP}(1_t) i_X(w)^*,
\]

which by (6.4) simplifies to

\[
i_X(x f) i_{BP}(1_p(f)^{-1} (p(f) \vee s) \vee p(g)^{-1} (p(g) \vee t)) i_X(w g)^* \in B.
\]

Suppose the left action of \( A \) on each \( X_s \) is by compact operators; that is, \( \phi_s(A) \subseteq \mathcal{K}(X_s) \) for all \( s \in P \). Let \( x \in X \) and \( s \in P \). Since \( X_{p(x)} \) is essential, we can express \( x = \phi_{p(x)}(a)z \) for some \( a \in A \) and \( z \in X_{p(x)} \). With \( \psi := \sigma \circ i_X \), we then have

\[
\sigma(i_{BP}(s) i_X(x)) = L^\psi(1_s) \psi(z) = \rho^\psi_s(1) \psi_s(a) \psi(z) \\
= \psi(s)(\phi_s(a)) \psi(z) \quad \text{ (Lemma 5.5(3))} \\
= \sigma(i_X^s(\phi_s(a)) i_X(z)),
\]

so \( i_{BP}(s) i_X(x) = i_X^s(\phi_s(a)) i_X(z) \in T_{\text{cov}}(X) \). Since elements of the form \( i_{BP}(s) i_X(x) \) generate \( B_P \rtimes_{\tau,X} P \), this gives \( B_P \rtimes_{\tau,X} P = T_{\text{cov}}(X) \).

If in addition every \( s, t \in P \) have a common upper bound, then by Proposition 5.4 the universal map \( j_X : X \to \mathcal{O}_X \) is Nica covariant; the integrated form \( (j_X)_* : T_{\text{cov}}(X) \to \mathcal{O}_X \) is surjective since it maps generators to generators. \( \square \)

### 7. Faithful representations.

Our strategy for characterizing faithful representations of \( B_P \rtimes_{\tau,X} P \) follows [12, Section 5]. First we use the dual coaction \( \delta \) of \( G \) on \( B_P \rtimes_{\tau,X} P \) and the canonical trace \( \rho \) on \( C^*(G) \) to define a positive linear map \( \delta_\rho := (\text{id} \otimes \rho) \circ \delta \) of norm one of \( B_P \rtimes_{\tau,X} P \) onto the fixed-point algebra \( (B_P \rtimes_{\tau,X} P)^\delta \). When \( X \) is compactly aligned, \( (B_P, P, \tau, X) \) satisfies the spanning condition (6.2),
and \( E_\delta \) is determined by

\[
E_\delta(i_X(x)i_B P(1_s)i_X(y)^*) = \begin{cases} 
  i_X(x)i_B P(1_s)i_X(y)^* & \text{if } p(x) = p(y) \\
  0 & \text{otherwise.}
\end{cases}
\]

(7.1)

**Definition 7.1.** The system \((B P, P, \tau, X)\) is amenable if \( E_\delta \) is faithful on positive elements.

The argument of [17, Lemma 6.5] shows that if \( G \) is an amenable group, then the system \((B P, P, \tau, X)\) is amenable. In Corollary 8.2 we will show that \((B P, P, \tau, X)\) is also amenable when \( X \) is compactly aligned and \( G \) is a free product \(*(G^\lambda, P^\lambda)\) with each \( G^\lambda \) an amenable group.

**Theorem 7.2.** Suppose \((G, P)\) is a quasi-lattice ordered group and \( X \) is a compactly-aligned product system over \( P \) of essential Hilbert \( A \)-\( A \) bimodules such that the system \((B P, P, \tau, X)\) is amenable. Let \( \psi \) be a Nica-covariant Toeplitz representation of \( X \) on a Hilbert space \( \mathcal{H} \). Then \( L^\psi \times \psi \) is a faithful representation of \( B_P \rtimes_{\tau,X} P \) if and only if

\[
(7.2) \quad \text{for every } n \geq 1 \text{ and } s_1, \ldots, s_n \in P \setminus \{e\}, \text{ the subrepresentation}
\]

\[
a \in A \mapsto \psi_e(a) \prod_{k=1}^n \left( 1 - L^\psi(1_{s_k}) \right) \text{ of } \psi_e \text{ is faithful.}
\]

**Proof of necessity of (7.2).** Let \( \pi : A \to B(\mathcal{H}) \) be a faithful nondegenerate representation of \( A \) on a Hilbert space \( \mathcal{H} \), let \( l : X \to \mathcal{L}(F(X)) \) be the Fock representation of \( X \), and let \( \Psi := F(X) - \text{Ind}_A(\mathcal{L}(F(X))) \pi \circ l \); by Lemma 5.3, \( \Psi \) is a Nica-covariant Toeplitz representation of \( X \) on \( F(X) \otimes_A \mathcal{H} \). We claim that

\[
a \in A \mapsto \Psi_e(a) \prod_{k=1}^n \left( 1 - L^\psi(1_{s_k}) \right)
\]

is faithful. Since \( L^\psi(1_{s_k}) = \alpha^\psi_{s_k}(1) \) is the orthogonal projection of \( F(X) \otimes_A \mathcal{H} \) onto \( \bigoplus_{t \in s_k P} X_t \otimes_A \mathcal{H} \) (see the proof of Lemma 5.3), each projection \( 1 - L^\psi(1_{s_k}) \) dominates the projection \( Q_e \) onto the \( \Psi_e \)-invariant subspace \( X_e \otimes_A \mathcal{H} \). To establish the claim it thus suffices to show that the subrepresentation \( Q_e \Psi_e \) of \( \Psi_e \) is faithful. But \( \Psi_e = F(X) - \text{Ind}_A^4 \pi \) decomposes as \( \bigoplus_{t \in P} X_t - \text{Ind}_A^4 \pi \), so \( Q_e \Psi_e = A - \text{Ind}_A^4 \pi \) is unitarily equivalent to \( \pi \), and hence faithful.

Now suppose that \( L^\psi \times \psi \) is faithful and \( a \in A \). Let

\[
T := i_{B P} \left( \prod_{k=1}^n (1 - 1_{s_k}) \right) i_X(a) \in B_P \rtimes_{\tau,X} P.
\]
Then
\[ \|a\| = \left\| \Psi_e(a) \prod_{k=1}^{n} (1 - L^\Psi(1_{s_k})) \right\| = \left\| L^\Psi \times \Psi(T) \right\| \leq \|T\| \]
\[ = \left\| L^\Psi \times \psi(T) \right\| = \left\| \psi_e(a) \prod_{k=1}^{n} (1 - L^\Psi(1_{s_k})) \right\| \leq \|a\|, \]
giving (7.2).

Our proof that (7.2) implies faithfulness of \( L^\psi \times \psi \) is based on the argument of [12, Section 6]: In Proposition 7.5(1) we prove that \( L^\psi \times \psi \) is faithful on \((B_P \times \tau_X P)^\epsilon\), and in Proposition 7.5(2) we construct a spatial version \( E_\psi \) of \( E_\delta \) such that \( (L^\psi \times \psi) \circ E_\delta = E_\psi \circ (L^\psi \times \psi) \). Faithfulness of \( L^\psi \times \psi \) then follows easily: If \( L^\psi \times \psi(b) = 0 \), then
\[ 0 = E_\psi \circ (L^\psi \times \psi)(b^*b) = (L^\psi \times \psi) \circ E_\delta(b^*b), \]
so by Proposition 7.5(1), \( E_\delta(b^*b) = 0 \). The amenability hypothesis then forces \( b^*b = 0 \), and hence \( b = 0 \).

We begin by reviewing some notation and results from [17, Remark 1.5] and [12, Remark 5.2]. Let \( F \) be a finite subset of \( P \). A subset \( C \) of \( F \) is an initial segment of \( F \) if \( c := \sigma C \) is finite and \( C = \{ t \in F : t \leq c \} \). (Recall that \( \sigma C \) is the least upper bound of \( C \); we use the convention that \( \sigma \emptyset = e \).) For each such \( C \) there is a nonzero projection \( Q_C \) in \( B_P \) defined by

\[ Q_C := 1_C \prod_{t \in F : c < t \vee c = \infty} (1 - 1_t), \]

and as \( C \) ranges over the initial segments of \( F \), these projections form a decomposition of the identity in \( B_P \).

**Lemma 7.3.** Suppose \((G, P)\) is a quasi-lattice ordered group, \( X \) is a product system over \( P \) of essential Hilbert \( A - A \) bimodules, \( \psi \) is a Nica-covariant Toeplitz representation of \( X \) on \( \mathcal{H} \), \( F \) is a finite subset of \( P \), \( C \) is an initial segment of \( F \), \( x, y \in \mathcal{X} \) and \( s \in P \). Let \( c = \sigma C \), so that \( C = \{ t \in F : t \leq c \} \).

1. If \( p(x) = p(y) \), then the operator \( \psi(x) L^\psi(1_s) \psi(y)^* \) is in the commutant of \( L^\psi(B_P) \). In particular, it commutes with \( L^\psi(Q_C) \).
2. If \( p(x)s, p(y)s \in F \), then
\[ L^\psi(Q_C) \psi(x)L^\psi(1_s)\psi(y)^*L^\psi(Q_C) = \begin{cases} L^\psi(Q_C)\psi(x)L^\psi(1_{p(x)}-1_e)L^\psi(1_{p(y)}-1_c)\psi(y)^*L^\psi(Q_C) & \text{if } p(x)s \leq c \text{ and } p(y)s \leq c \\ 0 & \text{otherwise.} \end{cases} \]

**Proof.** The proof, based on Lemma 5.11, is identical in form to the proof of [12, Lemma 5.3].\[ \square \]
Lemma 7.4. Suppose $(G,P)$ is a quasi-lattice ordered group, $X$ is a product system over $P$ of essential Hilbert $A$–$A$ bimodules, and $\psi$ is a Nica-covariant Toeplitz representation of $X$ which satisfies (7.2). Suppose further that $F$ is a finite subset of $P$ and $Z$ is a finite sum $\sum \psi(x_k)L^\psi(1_{s_k})\psi(y_k)^*$ such that $p(x_k)s_k = p(y_k)s_k \in F$ for each $k$. Then

\[
\|Z\| = \max\{\|T_C\| : C \text{ is an initial segment of } F\}.
\]

where $T_C$ is the adjointable operator on $X_{\sigma C}$ defined by

\[
T_C := \sum_{p(x_k)s_k \leq \sigma C} \Theta_{x_k,y_k} \otimes_A 1^{p(x_k)^{-1} \sigma C}.
\]

Proof. Since \{\{Q_C : C \text{ is an initial segment of } F\}\} is a decomposition of the identity in $B_P$, and since $L^\psi$ is a unital representation of $B_P$, the projections $L^\psi(Q_C)$ decompose the identity operator. By Lemma 7.3(1), $Z$ commutes with each $L^\psi(Q_C)$, and thus

\[
\|Z\| = \max \left\{ \left\| L^\psi(Q_C)Z \right\| : C \text{ is an initial segment of } F \right\}.
\]

Fix an initial segment $C$, and let $c := \sigma C$. By Lemma 7.3(2) and Lemma 5.5(6),

\[
L^\psi(Q_C)Z = L^\psi(Q_C) \sum \psi(x_k)L^\psi(1_{s_k})\psi(y_k)^*
\]

\[
= L^\psi(Q_C) \sum_{p(x_k)s_k \leq c} \psi(x_k)L^\psi(1_{p(x_k)^{-1}c})\psi(y_k)^*
\]

\[
= L^\psi(Q_C) \sum_{p(x_k)s_k \leq c} p^\psi_c(\Theta_{x_k,y_k} \otimes_A 1)
\]

\[
= L^\psi(Q_C)p^\psi_c(T_C),
\]

so it suffices to show that

\[
\left\| L^\psi(Q_C)p^\psi_c(T_C) \right\| = \|T_C\|.
\]

Let

\[
R_C := \prod_{\{t \in F : 0 < t \vee c < \infty\}} (1 - 1_{e^{-1}(t \vee c)}) \in B_P.
\]

Since $\psi$ satisfies (7.2),

\[
a \mapsto \psi_e(a) \prod_{\{t \in F : 0 < t \vee c < \infty\}} (1 - L^\psi(1_{e^{-1}(t \vee c)})) = \psi_e(a)L^\psi(R_C)
\]

is a faithful representation of $A$. By Lemma 5.5(4), the representation $T \in L(X_e) \mapsto \alpha_e^\psi(L^\psi(R_C))p^\psi_c(T)$ is thus also faithful. But $\alpha_e^\psi(L^\psi(R_C)) = L^\psi(\tau_e(R_C)) = L^\psi(Q_C)$, and hence (7.5) is satisfied. □
Proposition 7.5. Suppose \((G, P)\) is a quasi-lattice ordered group, \(X\) is a compactly-aligned product system over \(P\) of essential Hilbert \(A\-A\) bimodules, and \(\psi\) is a Nica-covariant Toeplitz representation of \(X\) which satisfies (7.2).

1. \(L^\psi \times \psi\) is isometric on \((B_P \rtimes_{\tau, X} P)^\delta\).

2. There is a linear map \(E_\psi\) of norm one of \(L^\psi \times \psi(B_P \rtimes_{\tau, X} P)\) onto \(L^\psi \times \psi((B_P \rtimes_{\tau, X} P)^\delta)\) such that \(E_\psi \circ (L^\psi \times \psi) = (L^\psi \times \psi) \circ E_\delta\).

Proof. (1) Since \(X\) is compactly aligned, the spanning condition (6.2) holds. Since \(E_\delta\) is continuous and maps onto \((B_P \rtimes_{\tau, X} P)^\delta\), we deduce that finite sums

\[
z := \sum i_X(x_k)i_{B_P}(1_{s_k})i_X(y_k)^* \]

in which \(p(x_k) = p(y_k)\) for all \(k\) are dense in \((B_P \rtimes_{\tau, X} P)^\delta\). It therefore suffices to fix such a \(z\) and show that \(\|L^\psi \times \psi(z)\| = \|z\|\).

Let \(\sigma\) be a faithful nondegenerate representation of \(B_P \rtimes_{\tau, X} P\) such that \((\sigma \circ i_{B_P}, \sigma \circ i_X)\) is a covariant representation of \((B_P, P, \tau, X)\). By Proposition 6.1, \(i := \sigma \circ i_X\) is a covariant representation of \(X\) and \(\sigma \circ i_{B_P} = L^i\). Since \(L^i \times i = \sigma\) is faithful, \(i\) satisfies (7.2). Hence with \(F := \{p(x_k)s_k\}\), Lemma 7.4 gives

\[
\|L^\psi \times \psi(z)\| = \left\| \sum \psi(x_k)L^\psi(1_{s_k})\psi(y_k)^* \right\| = \max \{\|T_C\| : C\ is\ an\ initial\ segment\ of\ F\} = \left\| \sum i(x_k)L^i(1_{s_k})i(y_k)^* \right\| = \|L^i \times i(z)\| = \|z\|.
\]

(2) Since \(X\) is compactly aligned, finite sums of the form

\[
w := \sum i_X(x_k)i_{B_P}(1_{s_k})i_X(y_k)^*\]

are dense in \(B_P \rtimes_{\tau, X} P\). We will show that \(\|L^\psi \times \psi(E_\delta(w))\| \leq \|L^\psi \times \psi(w)\|\); it follows that \(E_\psi\) is well-defined on operators of the form \(L^\psi \times \psi(w)\) and extends to the desired linear contraction.

Let \(F := \{p(x_k)s_k\} \cup \{p(y_k)s_k\}\), and let \(Z := L^\psi \times \psi(E_\delta(w))\); by (7.1),

\[
Z = \sum_{p(x_k) = p(y_k)} \psi(x_k)L^\psi(1_{s_k})\psi(y_k)^*.
\]

By Lemma 7.4, there is an initial segment \(C\) of \(F\) such that \(\|Z\| = \|T_C\|\). Let \(c := \sigma C\). We will construct a projection \(R \in B_P\) such that \(a \in A \mapsto \psi_c(a)L^\psi(R)\) is faithful, then define \(Q := L^\psi(\tau_c(R)) = \alpha_c^\psi(L^\psi(R))\), and show that \(Q(L^\psi \times \psi(w))Q = Qp_c^\psi(T_C)\). This will complete the proof, since by Lemma 5.5(4) we then have

\[
\|Z\| = \|T_C\| = \left\| Qp_c^\psi(T_C) \right\| = \left\| Q(L^\psi \times \psi(w))Q \right\| \leq \|L^\psi \times \psi(w)\|.
\]
For each $s, t \in C$ such that $s \neq t$ and $s^{-1}c \lor t^{-1}c < 1$, define $d_{s,t} \in P$ as in \cite[Lemma 3.2]{17}:

$$d_{s,t} = \begin{cases} (s^{-1}c)^{-1}(s^{-1}c \lor t^{-1}c) & \text{if } s^{-1}c < s^{-1}c \lor t^{-1}c \\ (t^{-1}c)^{-1}(s^{-1}c \lor t^{-1}c) & \text{otherwise}, \end{cases}$$

noting in particular that $d_{s,t}$ is never the identity in $P$. Let $R_C$ be as in (7.6), and define

$$R := R_C \prod_{s \neq t \in C, s^{-1}c \lor t^{-1}c < 1} (1 - d_{s,t}).$$

By condition (7.2), $a \in A \mapsto L^\Psi(R)\psi_e(a)$ is faithful. The proof that $Q(L^\Psi \times \psi(w))Q = Q\Phi^\Psi(T_C)$ is exactly as in \cite[Proposition 5.5]{12}, so we omit it. \qed

**Proposition 7.6.** Suppose $(G, P)$ is a quasi-lattice ordered group and $X$ is a compactly-aligned product system over $P$ of essential Hilbert $A$–$A$ bimodules. Let $\pi$ be a nondegenerate representation of $A$ on a Hilbert space $\mathcal{H}$, and let $\Psi$ be the representation $F(X) \cdot \text{Ind}_A^\Psi(X) \circ l$, where $l : X \to \mathcal{L}(F(X))$ is the Fock representation of $X$. There is a projection $E_\Psi$ of norm one of $L^\Psi \times \Psi(B_P \rtimes_{\tau, X} P)$ onto $L^\Psi \times \Psi((B_P \rtimes_{\tau, X} P)\delta)$ such that

$$E_\Psi \circ (L^\Psi \times \Psi) = (L^\Psi \times \Psi) \circ E_\delta;$$

moreover, $E_\Psi$ is faithful on positive operators.

**Proof.** Denote by $Q_t$ the orthogonal projection of $F(X) \otimes_A \mathcal{H}$ onto $X_t \otimes_A \mathcal{H}$. Since the $Q_t$’s are mutually orthogonal, the formula

$$E_\Psi(T) := \sum_{t \in P} Q_t T Q_t \quad \text{for } T \in L^\Psi \times \Psi(B_P \rtimes_{\tau, X} P)$$

defines a completely positive projection of norm one which is faithful on positive operators. We claim that

$$E_\Psi(\Psi(x)L^\Psi(1_s)\Psi(y)^*) = \begin{cases} \Psi(x)L^\Psi(1_s)\Psi(y)^* & \text{if } p(x) = p(y) \\ 0 & \text{otherwise}. \end{cases}$$

Since $X$ is compactly aligned the spanning condition (6.2) holds, and hence (7.7) follows from (7.8) and (7.1).

Suppose $x, y \in X$ and $s \in P$. For each $t \in P$, $\Psi(x)L^\Psi(1_s)\Psi(y)^*$ is zero on $X_t \otimes_A \mathcal{H}$ unless $p(y)s \leq t$, in which case $\Psi(x)L^\Psi(1_s)\Psi(y)^*$ maps $X_t \otimes_A \mathcal{H}$ into $X_{p(x)p(y)s^{-1}} \otimes_A \mathcal{H}$. Thus if $p(x) \neq p(y)$, $Q_t \Psi(x)L^\Psi(1_s)\Psi(y)^*Q_t = 0$ for every $t \in P$, and $E_\Psi(\Psi(x)L^\Psi(1_s)\Psi(y)^*) = 0$. If on the other hand $p(x) = p(y)$,
then $Q_t \Psi(x)L^\Psi(1_s)\Psi(y)^*Q_t = \Psi(x)L^\Psi(1_s)\Psi(y)^*Q_t$ for each $t \in P$, and thus
\[
E_\Psi(\Psi(x)L^\Psi(1_s)\Psi(y)^*) = \sum_{t \in P} Q_t \Psi(x)L^\Psi(1_s)\Psi(y)^*Q_t
= \Psi(x)L^\Psi(1_s)\Psi(y)^* \sum_{t \in P} Q_t = \Psi(x)L^\Psi(1_s)\Psi(y)^*.
\]

\[\square\]

**Corollary 7.7.** Suppose $\pi$ is faithful. Then the system $(B_P, P, \tau, X)$ is amenable if and only if the representation $L^\Psi \times \Psi$ of $B_P \rtimes_{\tau, X} P$ is faithful.

**Proof.** Suppose $L^\Psi \times \Psi$ is faithful. By Proposition 7.6, $(L^\Psi \times \Psi) \circ E_\delta = E_\Psi \circ (L^\Psi \times \Psi)$ is faithful on positive elements, hence so is $E_\delta$; that is, $(B_P, P, \tau, X)$ is amenable. Since $\Psi$ satisfies (7.2) (see the proof of necessity of (7.2)), the converse follows from Theorem 7.2. \[\square\]

8. Amenability.

**Theorem 8.1.** Suppose $\theta : (G, P) \to (\mathcal{G}, \mathcal{P})$ is a homomorphism of quasi-lattice ordered groups such that, whenever $s \vee t < \infty$,
\[
(8.1) \quad \theta(s \vee t) = \theta(s) \vee \theta(t) \quad \text{and} \quad \theta(s) = \theta(t) \implies s = t,
\]
and suppose that $\mathcal{G}$ is amenable. If $X$ is a compactly-aligned product system over $P$ of essential Hilbert $A$-$A$ bimodules, then the system $(B_P, P, \tau, X)$ is amenable.

**Proof.** Our proof is essentially that of [12, Theorem 6.1], suitably modified to handle Hilbert bimodules. The homomorphism $\theta : G \to \mathcal{G}$ induces a coaction $\delta_\theta = (\id \otimes \theta) \circ \delta$ of $\mathcal{G}$ on $B_P \rtimes_{\tau, X} P$, and hence a conditional expectation $E_{\delta_\theta}$ of $B_P \rtimes_{\tau, X} P$ onto the fixed-point algebra $(B_P \rtimes_{\tau, X} P)^{\delta_\theta}$, such that
\[
E_{\delta_\theta}(i_X(x)i_{B_P}(1_s)i_X(y)^*) = \begin{cases} 
i_X(x)i_{B_P}(1_s)i_X(y)^* & \text{if } \theta(p(x)) = \theta(p(y)) \\ 0 & \text{otherwise.} \end{cases}
\]
Since $\mathcal{G}$ is amenable, $E_{\delta_\theta}$ is faithful on positive elements.

Let $l : X \to \mathcal{L}(F(X))$ be the Fock representation of $X$, let $\pi$ be a faithful nondegenerate representation of $A$ on a Hilbert space $\mathcal{H}$, and let $\Psi := F(X) - \text{Ind}_A^{\mathcal{G}(F(X))} \pi \circ l$. By Proposition 7.6, for every $b \in B_P \rtimes_{\tau, X} P$ we have
\[
(\mathcal{L}^\Psi \otimes \Psi) \circ E_\delta = E_\Psi(\mathcal{L}^\Psi \otimes \Psi(E_{\delta_\theta}(b))).
\]
Since $E_{\delta_\theta}$ and $E_\Psi$ are faithful on positive elements, to show that $(B_P, P, \tau, X)$ is amenable it suffices to show that $L^\Psi \times \Psi$ is faithful on $(B_P \rtimes_{\tau, X} P)^{\delta_\theta}$.

Let $\sigma$ be a faithful representation of $B_P \rtimes_{\tau, X} P$ such that $(\sigma \circ i_{B_P}, \sigma \circ i_X)$ is a covariant representation of $(B_P, P, \tau, X)$. By Proposition 6.1, $i = \sigma \circ i_X$ is
a covariant representation of $X$ and $\sigma \circ i_{B_p} = L^i$. Observe that $i$ is isometric since, by Lemma 5.3,

$$\|x\| = \|\Psi(x)\| = \|(L^\Psi \times \Psi) \circ i_X(x)\| \leq \|i_X(x)\| = \|\sigma \circ i_X(x)\| = \|i(x)\| \leq \|x\|.$$  

Let $\mathcal{F}$ be the set of all finite subsets $F$ of $\mathcal{P}$ which are closed under $\vee$ in the sense that $s \vee t \in F$ whenever $s, t \in F$ and $s \vee t < \infty$. Exactly as in the proof of [12, Theorem 6.1], one can use Proposition 5.10 to show that, for each $F \in \mathcal{F}$,

$$\mathcal{U}_F := \overline{\text{span}} \{i_X(x)i_{B_p}(1_s)i_X(y)^* : \theta(p(x)s) = \theta(p(y)s) \in F\}$$

is a $C^*$-subalgebra of $B_p \rtimes_{\tau,X} P$. Applying $\Phi_{\delta_y}$ to both sides of (6.2) gives

$$(B_p \rtimes_{\tau,X} P)^{\delta_y} = \overline{\text{span}} \{i_X(x)i_{B_p}(1_s)i_X(y)^* : \theta(p(x)) = \theta(p(y))\};$$

since $\mathcal{F}$ is directed under set inclusion (see the proof of [17, Lemma 4.1]), we deduce that

$$(B_p \rtimes_{\tau,X} P)^{\delta_y} = \bigcup_{F \in \mathcal{F}} \mathcal{U}_F.$$  

By [2, Lemma 1.3], to prove that $L^\Psi \times \Psi$ is faithful on $(B_p \rtimes_{\tau,X} P)^{\delta_y}$ it is enough to prove that it is faithful on each of the subalgebras $\mathcal{U}_F$. We shall accomplish this by inducting on $|F|$.

First suppose $F = \{r\}$ for some $r \in \mathcal{P}$. Let $W_r$ be the Hilbert $A-A$ bimodule $\bigoplus_{t \in \theta^{-1}(r)} X_t$. We claim that, for each $\text{Nica}$-covariant Toeplitz representation $\psi$ of $X$ on a Hilbert space $\mathcal{K}$, there is a linear map $\psi_r : W_r \to B(\mathcal{K})$ which satisfies $\psi_r(\bigoplus x_t) = \sum \psi_t(x_t)$, and that $(\psi_r, \psi_e)$ is then a Toeplitz representation of $W_r$. First observe that if $x, y \in X$ satisfy $p(x) \neq p(y)$ and $\theta(p(x)) = \theta(p(y)) = r$, then by (8.1) we have $p(x) \vee p(y) = \infty$, and hence $\psi(x)^* \psi(y) = 0$. Now suppose $\bigoplus x_t$ belongs to the algebraic direct sum $\bigoplus_{t \in \theta^{-1}(r)} X_t$; such vectors are dense in $W_r$. Then

$$\left\| \sum_t \psi_t(x_t) \right\|^2 = \left\| \sum_{t,t'} \psi_t(x_t)^* \psi_{t'}(x_{t'}) \right\| = \left\| \sum_t \psi_t(x_t)^* \psi_t(x_t) \right\| = \left\| \sum_t \psi_t((x_t,x_t)_A) \right\| = \left\| \sum_t (x_t,x_t)_A \right\| = \left\| \bigoplus x_t \right\|^2,$$  

ensuring the existence of $\psi_r$. It is routine to check that $(\psi_r, \psi_e)$ is a Toeplitz representation of $W_r$. Write $\alpha^\psi_r$ for the endomorphism of $\psi_r(A)'$ which corresponds to $(\psi_r, \psi_e)$ (Proposition 4.1), and write $\rho^\psi_r$ for the associated representation of $\mathcal{L}(W_r)$ (Lemma 5.5).

Suppose $Z$ is a finite sum $\sum_{k} i_X(x_k)i_{B_p}(1_{s_k})i_X(y_k)^*$ such that $\theta(p(x_k)s_k) = \theta(p(y_k)s_k) = r$ for every $k$; to prove $L^\Psi \times \Psi$ faithful on $\mathcal{U}_{\{r\}}$ we will show
that \( \| L^\Psi \times \Psi(Z) \| = \| Z \| \). For each \( k \), let \( \Theta_{x_k,y_k} \otimes_A 1^x_k \) denote the operator in \( \mathcal{L}(W_r) \) which is the image of

\[ \Theta_{x_k,y_k} \in \mathcal{K}(X_{p(y_k)}, X_{p(x_k)}) \mapsto \Theta_{x_k,y_k} \otimes_A 1^x_k \in \mathcal{L}(X_{p(y_k)1^x_k}, X_{p(x_k)1^x_k}) \subset \mathcal{L}(W_r). \]

Define \( T := \sum \Theta_{x_k,y_k} \otimes_A 1^x_k \in \mathcal{L}(W_r) \). It is routine to check that

\[ \rho^\Psi_T(T) = \sum \Psi(x_k)L^\Psi(1^x_k)\Psi(y_k)^* = L^\Psi \times \Psi(Z), \]

and similarly \( \rho_i^e(T) = L^i \times i(Z) = \sigma(Z) \). Since \( \Psi_e \) and \( i_e \) are faithful representations of \( A \), the representations \( \rho^e_T \) and \( \rho_i^e \) are isometric, and thus

\[ \| L^\Psi \times \Psi(Z) \| = \| \rho^\Psi_T(T) \| = \| T \| = \| \rho_i^e(T) \| = \| \sigma(Z) \| = \| Z \|. \]

For the inductive step, suppose \( F \in \mathcal{F} \) and \( L^\Psi \times \Psi \) is faithful on \( \mathcal{U}_{F'} \), whenever \( F' \in \mathcal{F} \) and \( |F'| < |F| \); we aim to prove that \( L^\Psi \times \Psi \) is faithful on \( \mathcal{U}_{F} \). Since \( F \) is finite it has a minimal element; that is, there exists \( r_0 \in F \) such that \( r_0 < r_0 \lor r \) for each \( r \in F \setminus \{ r_0 \} \). As in the proof of [12, Theorem 6.1] we have \( L^\Psi \times \Psi(\mathcal{U}_{F})P_{r_0} = \{ 0 \} \) for each \( r \in F \setminus \{ r_0 \} \), where \( P_{r_0} \) denotes the orthogonal projection of \( F(X) \otimes_A \mathcal{H} \) onto \( \bigoplus_{t \in \theta^{-1}(r_0)} X_t \otimes_A \mathcal{H} \).

On the other hand, we have already demonstrated that \( L^\Psi \times \Psi \) maps \( \mathcal{U}_{r_0} \) isometrically into the range of \( \rho^e_{r_0} \), and an easy calculation shows that \( P_{r_0} = \alpha^\Psi_{r_0}(Q_e) \), where \( Q_e \) is the orthogonal projection onto \( X_e \otimes_A \mathcal{H} \). Since \( a \mapsto \Psi_e(a)Q_e \) is faithful, by Lemma 5.5(4) the representation \( S \in \mathcal{L}(W_{r_0}) \mapsto P_{r_0}\rho^\Psi_{r_0}(S) \) is also faithful. Hence the map \( Y \in \mathcal{U}_{r_0} \mapsto L^\Psi \times \Psi(Y)P_{r_0} \) is faithful.

Now suppose \( Y \in \mathcal{U}_{F} \) and \( L^\Psi \times \Psi(Y) = 0 \). We will show that \( Y \in \mathcal{U}_{F \setminus \{ r_0 \}} \), from which the inductive hypothesis implies that \( Y = 0 \). Let \( (Y_n) \) be a sequence in

\[ \text{span}\{ i_X(x)i_{B_p}(1)\iota_X(y)^* : \theta(p(x)s) = \theta(p(y)s) \in F \} \]

which converges in norm to \( Y \), and express each \( Y_n \) as a sum \( \sum_{r \in F} Y_{n,r} \), where \( Y_{n,r} \in \mathcal{U}_{(r)} \). For each \( n \),

\[ \| L^\Psi \times \Psi(Y_{n,r_0})P_{r_0} \| = \| L^\Psi \times \Psi(Y_{n,r_0})P_{r_0} \| = \| Y_{n,r_0} \| , \]

and consequently \( Y_{n,r_0} \to 0 \). Thus \( Y_n - Y_{n,r_0} \to Y \), which shows that \( Y \in \mathcal{U}_{F \setminus \{ r_0 \}} \), as claimed.

\[ \square \]

**Corollary 8.2.** Suppose \((G^\lambda, P^\lambda)\) is a quasi-lattice ordered group with \( G^\lambda \) amenable for each \( \lambda \) belonging to some index set \( \Lambda \). If \( X \) is a compactly-aligned product system over \( P := *P^\lambda \), then the system \((B_P, P, \tau, X)\) is amenable.

**Proof.** The group \( \bigoplus G^\lambda \) is amenable, and by [17, Proposition 4.3] the canonical map \( \theta : *G^\lambda \to \bigoplus G^\lambda \) satisfies (8.1). \( \square \)

In Section 3, we associated with each twisted semigroup dynamical system \((A,P,\beta,\omega)\) a product system \(X = X(A,P,\beta,\omega)\) of essential Hilbert \(A\)-\(A\) bimodules over the opposite semigroup \(P^o\) (Lemma 3.2), and we showed that the Cuntz-Pimsner algebra \(\mathcal{O}_X\) is canonically isomorphic to the crossed product \(A \rtimes_{\beta,\omega} P\); we also showed that \(T_X\) has the structure of a certain “Toeplitz” crossed product \(T(A \rtimes_{\beta,\omega} P)\) (Proposition 3.4). Suppose now that \((G^o,P^o)\) is quasi-lattice ordered; this is equivalent to \((G,P)\) being quasi-latticed ordered in its right-invariant partial order \((s \leq t \iff ts^{-1} \in P)\).

Since the left action of \(A\) on each fiber \(X_s\) is by compact operators, \(X\) is compactly aligned (Lemma 5.8) and \(T^{cov}(X) = B_P \rtimes_{\tau,X} P\) (Theorem 6.3). Hence we can apply Theorem 7.2 to characterize the faithful representations of \(T^{cov}(X)\). This is particularly helpful when \((G^o,P^o)\) is a total order since \(T^{cov}(X) = T_X\); more generally, when every \(s,t \in P^o\) have a common upper bound in \(P^o\) (i.e., \(Ps \cap Pt \neq \emptyset\)), the crossed product \(A \rtimes_{\beta,\omega} P = \mathcal{O}_X\) is a quotient of \(T^{cov}(X)\) (Theorem 6.3).

We begin by showing that \(T^{cov}(X)\), too, has a crossed product structure:

**Definition 9.1.** Suppose \(P\) is a subsemigroup of a group \(G\) and \((G^o,P^o)\) is quasi-lattice ordered. A Nica-Toeplitz covariant representation of \((A,P,\beta,\omega)\) is a Toeplitz covariant representation \((\pi,V)\) such that

\[
V^*_s V^*_t V_s V_t = \begin{cases} 
V^*_s V^*_t V_s V_t & \text{if } s \cup t < \infty \\
0 & \text{otherwise},
\end{cases}
\]

where \(s \cup t\) denotes the least upper bound of \(s\) and \(t\) in the right-invariant partial order on \((G,P)\).

The following Proposition establishes the existence of a \(C^*\)-algebra which is universal for such pairs \((\pi,V)\), as in Definition 3.1. We call this algebra the Nica-Toeplitz crossed product of \((A,P,\beta,\omega)\), and denote it \(T^{cov}(A \rtimes_{\beta,\omega} P)\).

Let \(i_X : X \to T^{cov}(X)\) be universal for Nica-covariant Toeplitz representations of \(X\). Lemma 3.3 is easily adapted to this setting, and allows us to define \(i_P : P \to MT^{cov}(X)\) by \(i_P(s) = \lim i_X(s,\beta(s)(a_i))^*\); here \((a_i)\) is an approximate identity for \(A\), and the convergence is strict. We also define \(i_A : A \to T^{cov}(X)\) by \(i_A(a) := i_X(e,a)\).

**Proposition 9.2.** \((T^{cov}(X),i_A,i_P)\) is a Nica-Toeplitz crossed product for \((A,P,\beta,\omega)\).

**Proof.** As in the proof of Proposition 3.4, \(i_A\) is nondegenerate. We verify the obvious analogues of Conditions (a), (b), and (c) in Definition 3.1. For (a), let \(\sigma\) be a nondegenerate representation of \(T^{cov}(X)\) on a Hilbert space \(\mathcal{H}\), let \(\pi := \sigma \circ i_A\), and let \(V := \sigma \circ i_P\); we must show that \((\pi,V)\) is a Nica-Toeplitz covariant representation of \((A,P,\beta,\omega)\). Exactly as in the proof of
Proposition 3.4, $(\pi, V)$ is a Toeplitz covariant representation of $(A, P, \beta, \omega)$, so we need to establish (9.1). Fix $s \in P$. For any $a \in A$ and $h \in \mathcal{H}$ we have
\[
V_s^* \pi(a) h = \sigma(i_P(s)^* i_A(a)) h = \sigma(\lim i_X(s, \beta_s(a)) i_X(e, a)) h
\]
and since $\pi$ is nondegenerate this shows that
\[
V_s^* \mathcal{H} = \text{span}\{\sigma \circ i_X(\xi) h : \xi \in X_s, h \in \mathcal{H}\} = \alpha_s^{\circ i_X}(1).
\]
Since $X$ is compactly aligned, $\sigma \circ i_X$ is Nica covariant (Theorem 6.3 and Proposition 5.9), and (9.1) follows.

For Condition (b), let $(\pi, V)$ be any Nica-Toeplitz covariant representation on $\mathcal{H}$. As in the proof of Proposition 3.4, $\psi(s, x) := V_s^* \pi(x)$ defines a nondegenerate Toeplitz covariant representation $\psi : X \to B(\mathcal{H})$. To see that it is Nica-covariant, let $s \in P$, and note that for any $a \in A$ we have
\[
\psi(s, \overline{\beta_s(1)a}) = \lim \psi(s, \beta_s(a)) a = \lim V_s^* \pi(\beta_s(a)) a
\]
\[
= \lim V_s^* V_s \pi(a) V_s^* \pi(a) = V_s^* \pi(a).
\]
Since $\pi$ is nondegenerate, this implies that $\alpha_s^\psi(1) = V_s^* V_s$, and hence $\psi$ is Nica covariant by (9.1). Defining $\pi \times V := \psi_* : \mathcal{T}^{\text{cov}}(X) \to B(\mathcal{H})$ gives the desired representation satisfying $(\pi \times V) \circ i_A = \pi$ and $\overline{\pi \times V} \circ i_P = V$.

Condition (c) is satisfied since $i_A(a) i_P(s) = i_X(s, \overline{\beta_s(1)a})^*$, and elements of this form generate $\mathcal{T}^{\text{cov}}(X)$.

Let $(G_i, P_i)$ be a collection of abelian lattice-ordered groups. Since $(G_i, P_i)$ is quasi-lattice ordered in both its left and its right-invariant partial order, so is the free product $*(G_i, P_i)$.

**Theorem 9.3.** Suppose $(G, P) = *(G_i, P_i)$ is a free product of abelian lattice-ordered groups and $(\pi, V)$ is a Nica-Toeplitz covariant representation of the twisted semigroup dynamical system $(A, P, \beta, \omega)$ on a Hilbert space $\mathcal{H}$. Then the integrated form $\pi \times V$ is a faithful representation of $\mathcal{T}^{\text{cov}}(A \rtimes_{\beta, \omega} P)$ if and only if

for every $n \geq 1$ and $s_1, \ldots, s_n \in P \setminus \{e\}$,

\[\pi \text{ acts faithfully on the range of } \prod_{k=1}^n (1 - V_{s_k}^* V_{s_k}).\]

**Proof.** Let $\theta$ be the canonical homomorphism of $*(G_i, P_i)$ onto $\bigoplus (G_i, P_i)$. By [17, Proposition 4.3], $\theta$ satisfies the hypotheses of Theorem 8.1; since $X = X(A, P, \beta, \omega)$ is compactly aligned, the system $(B_P, P, \tau, X)$ is therefore amenable. Identifying $\mathcal{T}^{\text{cov}}(A \rtimes_{\beta, \omega} P)$ with $\mathcal{T}^{\text{cov}}(X)$ as in the previous Proposition and defining $\psi(s, x) := V_s^* \pi(x)$, the initial projection $V_s^* V_s$ is precisely $\alpha_s^\psi(1)$, and the result follows from Theorem 7.2. \qed
Nica covariance is automatic when \((G, P)\) is totally ordered:

**Corollary 9.4.** Suppose \((G, P)\) is a totally ordered abelian group and \((\pi, V)\) is a Toeplitz covariant representation of \((A, P, \beta, \omega)\) on a Hilbert space \(H\). Then the integrated form \(\pi \times V\) is a faithful representation of \(T(A \rtimes_{\beta, \omega} P)\) if and only if \(\pi\) acts faithfully on \((V_s^*H)^\perp\) for every \(s \in P \setminus \{e\}\).

**Corollary 9.5.** Suppose \(\beta\) is an extendible endomorphism of \(A\). If \((\pi, V)\) is a Toeplitz representation of \((A, N, \beta)\), then \(\pi \times V\) is a faithful representation of \(T(A \rtimes_{\beta} N)\) if and only if \(\pi\) acts faithfully on \((V^*P)\)^\perp.

**Bicovariance.** Suppose \((G, P)\) is a quasi-lattice ordered group. Following [17], in [12] it was shown that \(B_P \rtimes_{\tau, \omega} P\) is universal for isometric \(\omega\)-representations of \(P\) which are Nica covariant; that is, which satisfy

\[
V_s V_t^* V_s V_t^* = \begin{cases} \v s \w t V_s V_t^* & \text{if } s \vee t < \infty \\ 0 & \text{otherwise.} \end{cases}
\]

(9.2)

Assuming that \((G^\circ, P^\circ)\) is also quasi-lattice ordered, we now show that the Nica-Toeplitz crossed product \(T_{\text{cov}}(B_P \rtimes_{\tau, \omega} P)\) is universal for partial isometric \(\omega\)-representations of \(P\) which are bicovariant in that they satisfy both (9.2) and (9.1). Note that bicovariance is automatic when \((G, P)\) is a totally ordered abelian group.

**Proposition 9.6.** \(i_P : P \to T_{\text{cov}}(B_P \rtimes_{\tau, \omega} P)\) is a bicovariant partial isometric \(\omega\)-representation of \(P\) whose range generates \(T_{\text{cov}}(B_P \rtimes_{\tau, \omega} P)\) as a C*-algebra. Moreover, for every bicovariant partial isometric \(\omega\)-representation \(V\), there is a representation \(V_s\) of \(T_{\text{cov}}(B_P \rtimes_{\tau, \omega} P)\) such that \(V_s \circ i_P = V\).

**Proof.** Let \(\sigma\) be a faithful nondegenerate representation of \(T_{\text{cov}}(B_P \rtimes_{\tau, \omega} P)\). Then \(V := \sigma \circ i_P\) is a partial isometric \(\omega\)-representation of \(P\) which satisfies (9.1), and applying \(\sigma^{-1}\) we see that \(i_P\) is as well. Since \(i_P(s) i_P(s)^* = i_{B_P}(1_s)\) for every \(s \in P\), \(i_P\) also satisfies (9.2), and is hence bicovariant. Since \(\{1_s : s \in P\}\) generates \(B_P\) linearly and \(\{i_{B_P}(a) i_P(t) : a \in B_P, t \in P\}\) generates \(T_{\text{cov}}(B_P \rtimes_{\tau, \omega} P)\) as a C*-algebra, elements of the form \(i_{B_P}(1_s) i_P(t) = i_P(s) i_P(s)^* i_P(t)\) are also generating. If \(V\) is any bicovariant partial isometric \(\omega\)-representation of \(P\), then by [17, Proposition 1.3] there is a representation \(\pi_V\) of \(B_P\) such that \(\pi_V(1_s) = V_s V_s^*\) for every \(s \in P\). For any \(s, t \in P\) the product \(V_t V_s = \omega(t, s) V_{st}\) is a partial isometry; hence by [14, Lemma 2] the projections \(V_s V_s^*\) and \(V_t V_t^*\) commute, and we deduce that \(\pi_V(a) V_t V_s^* = V_t^* V_s^* \pi_V(a)\) for every \(a \in B_P\) and \(t, s \in P\). Further,

\[
\pi_V(\tau_s(1_t)) = \pi_V(1_{st}) = V_{st} V_{st}^* = (\omega(s, t) V_t V_s)(\omega(s, t) V_s V_t)^* = V_s V_t V_s^* = V_s \pi_V(1_t) V_s^* = \pi_V(\tau_s(a)) V_s^*\]

for every \(s \in P\) and \(a \in B_P\). Thus \((\pi_V, V)\) is a Nica-Toeplitz covariant representation of \((B_P, P, \tau, \omega)\). The representation \(V_s := \pi_V \times V\) satisfies \(V_s \circ i_P = V\). \(\square\)
We say that a bicovariant partial isometric \( \omega \)-representation \( V \) is \textit{universal} if, for every bicovariant partial isometric \( \omega \)-representation \( W \), there is a homomorphism of \( C^*\{V_s : s \in P\} \) which maps \( V_s \) to \( W_s \) for each \( s \in P \).

**Theorem 9.7.** Suppose \((G, P) = *\langle G_i, P_i \rangle\) is a free product of abelian lattice-ordered groups and \( V \) is a bicovariant partial isometric \( \omega \)-representation of \( P \). Then \( V \) is universal if and only if

\[
\prod_{l=1}^{m}(V_r V_r^* - V_{rt_l} V_{rt_l}^*) \prod_{k=1}^{n}(1 - V_{s_k}^* V_{s_k}) \neq 0
\]

whenever \( r \in P \), \( m, n \geq 1 \), and \( s_1, \ldots, s_n, t_1, \ldots, t_m \in P \setminus \{e\} \).

**Proof.** \( V \) is universal if and only if the representation \( V_* = \pi_V \times V \) of \( T_{\text{cov}}(B_P \rtimes_{\tau, \omega} P) \) is faithful. By Theorem 9.3, this occurs if and only if \( \pi_V \) acts faithfully on the range of \( \prod_{k=1}^{n}(1 - V_{s_k}^* V_{s_k}) \) whenever \( s_1, \ldots, s_n \in \{\omega \} \setminus \{e\} \), and the result follows from [17, Proposition 1.3].

Let \( F_{\infty} \) be the free group on infinitely many generators \( z_1, z_2, \ldots \), and let \( F_{\infty}^+ \) be the subsemigroup (with identity) generated by the \( z_i \); the pair \((F_{\infty}, F_{\infty}^+)\) is quasi-lattice ordered. In [17], Laca and Raeburn realized the Cuntz algebra \( O_{\infty} \) as the universal \( C^* \)-algebra for covariant isometric representations of \( F_{\infty}^+ \), and used their characterization of the faithful representations of \( B_P \rtimes_{\tau} P \) to derive Cuntz’s simplicity result. We finish by showing that the universal \( C^* \)-algebra for bicovariant partial isometric representations of \( F_{\infty}^+ \) is reminiscent of \( O_{\infty} \), and we derive a Cuntz-Krieger-type uniqueness theorem.

First some notation. For a multi-index \( \mu = (\mu_1, \ldots, \mu_n) \) we write \( z_{\mu} := z_{\mu_1} \cdots z_{\mu_n} \), and we identify \( F_{\infty}^+ \) with the set of multi-indices under concatenation via \( z_{\mu} \leftrightarrow \mu \).

**Proposition 9.8.** Suppose \( S \) is a partial isometric representation of \( F_{\infty}^+ \) in a \( C^* \)-algebra \( B \); that is, \( S \) is a semigroup homomorphism and each \( S_\mu \) is a partial isometry. Then \( C^*\{S_\mu : \mu \in F_{\infty}^+\} \) is generated by \( \{S_\mu : n \in \mathbb{N}\} \), and \( S \) is bicovariant if and only if

(a) the range projections \( s_k s_k^* \) for \( k \in \mathbb{N} \) are pairwise orthogonal, and

(b) the initial projections \( s_k^* s_k \) for \( k \in \mathbb{N} \) are pairwise orthogonal.

**Proof.** The first statement is obvious. In the left-invariant partial order on \( F_{\infty} \), two elements \( \mu, \nu \in F_{\infty}^+ \) have a common upper bound if and only if one is an initial word of the other, and then the least upper bound is the longer of the two words. We will show that (a) holds if and only if

\[
S_\mu S_\nu S_\nu S_\mu = \begin{cases} S_\mu S_\nu^* & \text{if } \nu^{-1} \mu \in F_{\infty}^+, \\ S_\nu S_\nu^* & \text{if } \mu^{-1} \nu \in F_{\infty}^+, \\ 0 & \text{otherwise;} \end{cases}
\]
of course a similar statement holds for (b) using the right-invariant partial order, and together these prove the Proposition.

To begin with, (9.3) implies (a) since distinct generators of $\mathbb{F}_\infty^+$ are not comparable. For the converse, first suppose $\nu^{-1}\mu \in \mathbb{F}_\infty^+; \nu$ is a partial isometry, we then have

$$S_\mu S_\nu S_\mu^* S_\nu^* = S_\mu S_{\nu^{-1}} S_\nu S_\mu^* S_\nu^* = S_\mu S_{\nu^{-1}} S_\nu S_\mu^* = S_\mu S_\mu^*.$$  

The case $\mu^{-1}\nu \in \mathbb{F}_\infty^+$ is similar. Finally, suppose $\mu$ and $\nu$ are not comparable. Then there exists $\sigma, \mu', \nu' \in \mathbb{F}_\infty^+$ such that $\mu = \sigma \mu'$, $\nu = \sigma \nu'$, and $\mu_1 \neq \nu_1$. Condition (a) implies that $S_\mu^* S_\nu^* = 0$, and by [14, Lemma 2] the range projection of $S_\nu$ commutes with the initial projection of $S_\sigma$, so

$$S_\mu^* S_\nu = S_\mu^* S_\sigma S_\nu S_\mu = S_\mu^* S_\sigma S_\sigma S_\nu S_\mu = S_\mu^* S_\nu S_\sigma S_\sigma S_\sigma S_\nu S_\mu = 0.$$  

$\square$

**Theorem 9.9.** A bicovariant partial isometric representation $S$ of $\mathbb{F}_\infty^+$ is universal if and only if each $S_\mu$ is nonzero.

**Proof.** Suppose each $S_\mu$ is nonzero. To see that $S$ is universal, we apply Theorem 9.7. If $\nu \in \mathbb{F}_\infty^+$, then

$$\prod_{l=1}^m (S_\nu S_\nu^* S_\mu S_\mu^*) \prod_{k=1}^n (1 - S_\sigma S_\tau S_\nu S_\mu S_\mu^* S_\sigma S_\tau) \geq S_\nu S_\nu^* S_\mu S_\mu^* S_\sigma S_\tau S_\nu S_\mu S_\mu^* S_\sigma S_\tau = S_\nu S_\nu^* S_\mu S_\mu^* S_\sigma S_\tau S_\nu S_\mu S_\mu^* S_\sigma S_\tau,$$

is nonzero since $S_\nu S_\nu^* S_\mu S_\mu^* S_\sigma S_\tau S_\nu S_\mu S_\mu^* S_\sigma S_\tau \neq 0$. Hence $S$ is universal.

Now define $T : \mathbb{F}_\infty^+ \rightarrow B(\ell^2(\mathbb{F}_\infty^+) \otimes \ell^2(\mathbb{F}_\infty^+))$ by

$$T_\mu (\delta_\sigma \otimes \delta_\nu) = \begin{cases} \delta_\sigma \otimes \delta_\mu & \text{if } \sigma \text{ ends in } \mu \nu \\ 0 & \text{otherwise.} \end{cases}$$

Then $T$ is a bicovariant partial isometric representation of $\mathbb{F}_\infty^+$, in which each $T_\mu$ is nonzero. If $S$ is universal, then $S_\mu \mapsto T_\mu$ extends to a homomorphism of $C^* \{ S_\mu \}$, and hence each $S_\mu$ must be nonzero. $\square$
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THE PRODUCT FORMULA FOR THE SPHERICAL FUNCTIONS ON SYMMETRIC SPACES IN THE COMPLEX CASE

P. Graczyk and P. Sawyer

In this paper, we prove the existence of the product formula for the spherical functions in the complex case and we study properties of the integral kernel of this formula.

1. Introduction.

Let $G$ be a semisimple noncompact Lie group with finite center and $K$ a maximal compact subgroup of $G$ and $X = G/K$ the corresponding Riemannian symmetric space of noncompact type. We have a Cartan decomposition $\mathfrak{g} = \mathfrak{k} + \mathfrak{p}$ and we choose a maximal abelian subalgebra $\mathfrak{a}$ of $\mathfrak{p}$. In what follows, $\Sigma$ corresponds to the root system of $\mathfrak{g}$ and $\Sigma^+$ to the positive roots. We have the root space decomposition $\mathfrak{g} = \mathfrak{g}_0 + \sum_{\alpha \in \Sigma} \mathfrak{g}_\alpha$. Let $\mathfrak{n} = \sum_{\alpha \in \Sigma^+} \mathfrak{g}_\alpha$. Denote the groups corresponding to the Lie algebras $\mathfrak{a}$ and $\mathfrak{n}$ by $A$ and $N$ respectively. We have the Cartan decomposition $G = KAK$ and the Iwasawa decomposition $G = KAN$. Let $\mathfrak{a}^+ = \{ H \in A : \alpha(H) > 0 \ \forall \ \alpha \in \Sigma^+ \}$ and $A^+ = \exp(\mathfrak{a}^+)$. If $\lambda$ is a complex-valued functional on $\mathfrak{a}$, the corresponding spherical function is

$$\phi_\lambda(e^H) = \int_K e^{(i\lambda - \rho)(\mathcal{H}(e^Hk))} dk$$

where $g = k e^{\mathcal{H}(\eta)} n \in KAN$. A spherical function, like any $K$-biinvariant function, can also be considered as a $K$-invariant function on the Riemannian symmetric space of noncompact type $X = G/K$. Naturally, such a function is completely determined by its values on $A$ (or on $A^+$). The books [6, 7] constitute a standard reference on these topics.

Let us assume throughout the paper that $X, Y \in \mathfrak{a}^+$ and that the symmetric space $G/K$ is irreducible.

In [7, (32), page 480], Helgason shows that if $X \neq 0$, $Y \neq 0$ and $Y \not\in W \cdot \{-X\}$ (or equivalently that $X \not\in W \cdot \{-Y\}$) then there exists a Weyl-invariant measure $\mu_{X,Y}$ on the Lie algebra $\mathfrak{a}$ such that

$$\phi_\lambda(e^X) \phi_\lambda(e^Y) = \int_\mathfrak{a} \phi_\lambda(e^H) d\mu_{X,Y}(H)$$
The support of the measure $\mu_{X,Y}$ is shown to be included in $C(X) + C(Y)$ where $C(H)$ is the convex hull of the orbit of $H$ under the action of the Weyl group $W$.

The measures $\delta_{eX}$ and $\delta_{eY}$ are not $K$-invariant on $G$, except in the excluded cases $X, Y = 0$. If $\delta_K$ denotes the Haar measure on $K$, then define the $K$-biinvariant probability measures $\delta^{\sharp}_{eX}$ and $\delta^{\sharp}_{eY}$ by convolving the Dirac masses with $\delta_K$ on both sides. Comparing the spherical Fourier transforms we see that

$$\mu_{X,Y} = \delta^{\sharp}_{eX} \ast \delta^{\sharp}_{eY}.$$  

It is known [7] that

$$\phi_\lambda(e^X) \phi_\lambda(e^Y) = \int_K \phi_\lambda(e^X k e^Y) dk.$$

The measure $\mu_{X,Y}$ is then to satisfy

$$\int_K f(e^X k e^Y) dk = \int_a f(e^H) d\mu_{X,Y}(H)$$

for all functions $f$ which are biinvariant under the action of $K$.

The natural question is whether the measure $\mu_{X,Y}$ is absolutely continuous with respect to the Lebesgue measure on $a$, i.e., whether we have a “product formula”

$$\phi_\lambda(e^X) \phi_\lambda(e^Y) = \int_a \phi_\lambda(e^H) k(H, X, Y) dH$$

where $k(H, X, Y)$ is Weyl invariant in each of the variables. Helgason also discusses this measure and some partial results in [8].

The question of existence of the density of the measure $\mu_{X,Y}$ is related to the question of absolute continuity of the measure $\nu_X$ on $a$ defined by

$$\int_K f(\mathcal{H}(e^X k)) dk = \int_a f(H) d\nu_X(H), \quad f \in \mathcal{C}_c(a),$$

answered positively by Flensted-Jensen and Ragozin ([3]) when $G/K$ is irreducible and $X \neq 0$.

Following the general idea of their proof one can prove the absolute continuity of $\mu_{X,Y}$ when $X, Y \in a^+$ and in some boundary cases $X, Y \in \partial a^+$ ([5]). This requires however considerable care due to the non-analyticity of the Cartan decomposition. Moreover, this general approach does not allow us to obtain the density explicitly or even to study its basic properties.

Koornwinder gave explicit formulae for the function $k(H, X, Y)$ for the rank one case in [11]. In fact, he gives a product formula for a larger class of special functions, namely the Jacobi functions. The formulae given can be
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derived using an addition formula which is not currently available in higher rank situations. The reader may also wish to consult [1, 2, 9, 10, 11, 12, 13].

In this paper, we show directly the product formula (1) for symmetric spaces in the complex case, which is easy, as opposed to the general case. We also give a lot of information on the kernel $k$ and its support.

Our formula has applications in special functions theory and multivariate statistics because it may be equivalently expressed in terms of the Schur or zonal polynomials on Hermitian positive definite matrices.

There are also important relations between product formulae for spherical functions and arithmetic of probability measures. Ostrovskii ([14]) and Trukhina ([15]) showed that the only measures without indecomposable factors (in the sense of convolution product), respectively in the set of radial measures on $R^n$ and in the set of $K$-invariant measures on real hyperbolic spaces, are the Gaussian measures. Also Voit ([16]) studied this question on some hypergroups. The main tool of all this research is a product formula (1) with some information on its kernel. We think that our formula will give similar characterization of Gaussian measures on symmetric spaces with $G$ complex.

Two more intrinsic applications of (1) are given in the end of Section 2.

We thank Tom Koornwinder for helpful remarks and Amos Nevo for pointing out to us the application of the product formula given in the Corollary 2.6. We thank the referee for helpful comments.

2. The product formula on complex Lie groups.

We consider the spherical functions on complex groups.

We require some preliminaries.

We first note that there exists a function $K(X, H)$ which is Weyl-invariant in both of its arguments such that

\begin{equation}
\phi_\lambda(e^X) = \int_{C(X)} e^{i\langle \lambda, H \rangle} K(X, H) \, dH
\end{equation}

($K$ is defined for $X \neq 0$).

The existence of the kernel $K(X, H)$ in (2) is shown in [7, p. 479]. It is simply the kernel of the Abel transform. This is valid for every symmetric space of noncompact type.

If we use the Cartan decomposition, the integration on $G$ can be written in polar coordinates. With suitable normalization, we have

\[
\int_G f(g) \, dg = \int_K \int_K \int_{a^+} f(k_1 e^H k_2) \delta(H) \, dH \, dk_1 \, dk_2
\]

where $\delta(H) = \prod_{\alpha \in \Sigma^+} \sinh^{m_\alpha} \alpha(H)$ and $m_\alpha$ denotes the multiplicity of the root $\alpha$. 
In the complex case $m_\alpha = 2$ for each $\alpha$ and we have
\begin{equation}
\delta^{1/2}(X) = \sum_{w \in W} \epsilon(w) e^{(w \rho, X)}.
\end{equation}

It is worthwhile to mention that as it is written in \textcolor{red}{(3)}, the function $\delta^{1/2}$ is skew Weyl-invariant i.e., $\delta^{1/2}(w \cdot H) = \epsilon(w) \delta^{1/2}(H)$.

Still in the complex case, we have
\begin{equation}
\phi_\lambda(e^X) = \frac{\pi(\rho)}{\pi(i\lambda)} \sum_{w \in W} \epsilon(w) e^{(iw, \lambda, X)} \epsilon(w) \delta^{1/2}(X).
\end{equation}

**Theorem 2.1.** Suppose $G$ is a complex Lie group. Then we have the following product formula
\begin{equation}
\phi_\lambda(e^X) \phi_\lambda(e^Y) = \int_a \phi_\lambda(e^H) k(H, X, Y) \delta(H) dH
\end{equation}
where
\begin{equation}
k(H, X, Y) = \frac{1}{\delta^{1/2}(H) \delta^{1/2}(Y)} \frac{1}{|W|} \sum_{w \in W} \epsilon(w) K(X, w \cdot H - Y).
\end{equation}

**Proof.** We observe first that
\begin{align*}
\int_{C(X)} \phi_\lambda(e^{H+Y}) \frac{K(X, H) \delta^{1/2}(H+Y)}{\delta^{1/2}(Y)} dH &= \frac{\pi(\rho)}{\pi(i\lambda)} \sum_{w \in W} \epsilon(w) \int_{C(X)} e^{(iw, \lambda, H+Y)} \frac{K(X, H) \delta^{1/2}(H+Y)}{\delta^{1/2}(H+Y) \delta^{1/2}(Y)} dH \\
&= \frac{\pi(\rho)}{\pi(i\lambda)} \sum_{w \in W} \epsilon(w) e^{(iw, \lambda, Y)} \frac{1}{\delta^{1/2}(Y)} \int_{C(X)} e^{(iw, \lambda, H)} K(X, H) dH \\
&= \frac{\pi(\rho)}{\pi(i\lambda)} \sum_{w \in W} \epsilon(w) e^{(iw, \lambda, Y)} \frac{1}{\delta^{1/2}(Y)} \phi_{w, \lambda}(e^X) \\
&= \phi_\lambda(e^X) \phi_\lambda(e^Y)
\end{align*}
(we note first that $\phi_{w, \lambda} = \phi_\lambda$ and then we add over $w$).

Hence,
\begin{align*}
\int_{C(X)+Y} \phi_\lambda(e^H) \frac{K(X, H-Y)}{\delta^{1/2}(H) \delta^{1/2}(Y)} \delta(H) dH &= \int_{C(X)} \phi_\lambda(e^{H+Y}) \frac{K(X, H) \delta^{1/2}(H+Y)}{\delta^{1/2}(Y)} dH = \phi_\lambda(e^Y) \phi_\lambda(e^X).
\end{align*}

We finish by ensuring that the kernel is Weyl-invariant in every argument. □

**Corollary 2.2.** Suppose $G$ is a complex group.
1) The support of the measure \( \mu_{X,Y} \) is contained in
\[
(\cup_{w \in W} w \cdot (C(X) + Y)) \cap (\cup_{w \in W} w \cdot (C(Y) + X)) \subset C(X) + C(Y).
\]
2) \( 0 \not\in \text{support}(\mu_{X,Y}) \) if and only if \( Y \not\in W \cdot \{-X\} \).

\textbf{Proof.}  
1) We note that \( K(X, H) \) is strictly positive for \( H \in C(X)^o \) and 0
on the complement of \( C(X) \) and we use the symmetry of the product
formula in \( X \) and \( Y \).

2) Suppose that \( 0 \in \text{support}(\mu_{X,Y}) \). Then \( 0 \in C(Y) + X \) and \( 0 \in C(X) + Y \)
which means that \( -X \in C(Y) \) and \( X \in -C(Y) = C(-Y) \). In the
same way, \( Y \in C(-X) \). This is only possible when \( Y \) belongs to the
\( W \)-orbit of \( -X \). The converse is clear. \( \Box \)

\textbf{Corollary 2.3.} \( X + Y \in \text{support}(\mu_{X,Y}) \).

\textbf{Proof.} Without loss of generality we suppose that \( X, Y \in a^+ \).

Naturally, \( X + Y \in C(X) + Y \). Suppose that \( X + Y \in C(X) + w \cdot Y \)
for \( w \in W \). This means that \( X - v = w \cdot Y - Y \) for a vector \( v \in C(X) \).
Let \( \mathfrak{a}^+ = \{ H \in \mathfrak{a}; H = \sum_{i=1}^{n} c_i \alpha_i, c_i > 0 \} \) where \( \alpha_1, \ldots, \alpha_n \) are the simple
roots. Recall that if \( H \in \mathfrak{a}^+ \) and \( w \in W \) then \( H - w \cdot H = \tau_a(H) \) ([7, Chapter
IV]). It follows that \( X - v \in \mathfrak{a}^+ \) and \( w \cdot Y - Y \in -\mathfrak{a}^+ \cap \mathfrak{a}^+ = \{0\} \), so
\( w \cdot Y = Y \). As \( Y \in \mathfrak{a}^+ \), we deduce that \( w = \text{id} \).

The sets \( C(X) + w \cdot Y \) being closed and bounded, it follows that
a nonempty neighbourhood \( U \) of \( X + Y \) is disjoint with all \( C(X) + w \cdot Y \)
except for \( w = \text{id} \).

By Theorem 2.1, for any \( H \in U \cap (C(Y) + X)^o \) the function
\[
k(H, X, Y) = \frac{1}{\delta^{1/2}(H) \delta^{1/2}(Y)} \frac{1}{|W|} K(X, H - Y) > 0.
\]
Hence \( X + Y \in \text{support}(k(\cdot, X, Y)) \). \( \Box \)

\textbf{Remark 2.4.} If we convolve two uniform distributions on centered spheres
of radii \( 0 < r < s \) in \( \mathbb{R}^n \), we obtain an absolutely continuous measure
supported by the annulus of radii \( s - r \) and \( s + r \). Our results show that
a similar property holds on symmetric spaces with \( G \) complex; however the
description of the support of \( \delta_{\mathfrak{a}^+} \ast \delta_{\mathfrak{a}^+} \), the symmetric space analogue of the
annulus, is more complicated.

Let us give two simple applications of our product formula.

\textbf{Corollary 2.5.} Let \( G \) be a complex semisimple Lie group and let \( \mu, \nu \) be
two \( K \)-biinvariant finite measures on \( G \) such that \( \mu(eK) = \nu(eK) = 0 \) and
\( \mu(K \partial A^+ K) = 0 \) or \( \nu(K \partial A^+ K) = 0 \). Then the measure \( \mu \ast \nu \) is absolutely
continuous.
Proof. We identify $K$-biinvariant measures on $G$ with $W$-invariant measures on $a$. Observe that the spherical Fourier transform of $\mu \ast \nu$ is equal to
\[
\int_a \int_a \phi_\lambda(e^X) \phi_\lambda(e^Y) d\mu(X) d\nu(Y) = \hat{\gamma}(\lambda)
\]
where $\gamma$ is a $K$-biinvariant measure with density
\[
d\gamma(H) = \int_a \int_a k(H,X,Y) d\mu(X) d\nu(Y).
\]
The use of the Fubini theorem is justified by
\[
\int_a k(H,X,Y) \delta(H) dH = 1
\]
which is the product formula for $\lambda = -i \rho$ and by the boundedness of $\phi_\lambda$. \hfill \square

Corollary 2.6. Let $G$ be a simple complex Lie group and let $g \in K A^+ K$. Then the orbit $K g K$ generates $G$.

Proof. Let $g = k_1 e^X k_2$ with $X \in a$. The existence of a continuous density of $\delta^R_X \ast \delta^R_X = \mu_{X,X}$ implies that $K g K g K$ contains a nonempty $K$-biinvariant open set. \hfill \square

3. An explicit product formula for the complex groups.

The result [4, Proposition 2] give us a method to construct the Abel kernel $K$ in (2) and therefore the product formula kernel $k$ in (1).

Suppose $\alpha_1, \ldots, \alpha_q$ are the positive roots and $\alpha_1, \ldots, \alpha_n$ are the simple positive roots. We have integers $a_{kj} \geq 0$ such that
\[
\alpha_k = \sum_{j=1}^{n} a_{kj} \alpha_j
\]
for $k = n + 1, \ldots, q$. For $y_1 \geq 0, \ldots, y_n \geq 0$, define
\[
\Delta(y_1, \ldots, y_n) = \{ (y_{n+1}, \ldots, y_q) : y_{n+1}, \ldots, y_q \geq 0 \text{ and } \sum_{k=1}^{n} a_{kj} y_k \leq y_j, \ j = 1, \ldots, n \}.
\]

We then define
\[
\Psi(y_1, \ldots, y_n) = \int_{\Delta(y_1, \ldots, y_n)} dy_{n+1} \cdots dy_q \quad \text{and} \quad T(y_1 \alpha_1 + \cdots + y_n \alpha_n) = \Psi(y_1, \ldots, y_n).
\]
The support of $T$ is $\overline{a} = \{ H \in a : H = y_1 \alpha_1 + \cdots + y_n \alpha_n, \ y_i \geq 0, \ i = 1, \ldots, n \}$. If the rank is 1, then $T$ jumps from 1 (inside its support) to 0 (outside its support). When the rank is greater than 1, $T$ is continuous.
It is not difficult to see that $\Psi$ will be locally a polynomial of degree $q - n$ in $y_1, \ldots, y_n$.

Note that $T$ is the distribution on $\mathfrak{a}$ which satisfies

$$(T, f) = \int_{\mathbb{R}^q_+} f \left( \sum_{\alpha \in \Sigma^+} x_k \alpha_k \right) dx_1 \ldots dx_q.$$ 

We have $\partial(\pi) T = \delta_0$ and, in particular, $\mathcal{L}(T)(\lambda) = \frac{1}{\pi(\lambda)}$.

Then

$$K(X, H) = \frac{\pi(\rho)}{\delta^{1/2}(X)} \sum_{w \in W} \epsilon(w) T(w X - H).$$

One of the drawbacks of the formula (4) is that it is not immediately clear that $k(H, X, Y) = k(H, Y, X)$ for every $X$ and $Y \in \mathfrak{a}$ (it is clear from (1) that this should be the case). The following result makes this symmetry explicit.

**Proposition 3.1.** Suppose $G$ is a complex Lie group. Then the kernel $k(H, X, Y)$ of Theorem 2.1 can be written as

$$k(H, X, Y) = \frac{\pi(\rho)}{\delta^{1/2}(X)} \sum_{w \in W} \epsilon(v) \epsilon(w) T(v X + w Y - H).$$

**Proof.** We have

$$k(H, X, Y) = \frac{1}{\delta^{1/2}(H) \delta^{1/2}(Y)} \frac{1}{|W|} \sum_{w \in W} \epsilon(w) K(X, w \cdot H - Y)$$

$$= \frac{1}{\delta^{1/2}(H) \delta^{1/2}(Y)} \frac{1}{|W|} \sum_{w \in W} \epsilon(w) K(X, H - w^{-1} \cdot Y)$$

$$= \frac{1}{\delta^{1/2}(H) \delta^{1/2}(Y)} \frac{1}{|W|} \sum_{w \in W} \epsilon(w) \frac{\pi(\rho)}{\delta^{1/2}(X)}$$

$$\cdot \sum_{v \in W} \epsilon(v) T(v X - (H - w^{-1} \cdot Y))$$

$$= \frac{\pi(\rho)}{|W| \delta^{1/2}(H) \delta^{1/2}(X) \delta^{1/2}(Y)} \sum_{v, w \in W} \epsilon(v) \epsilon(w) T(v X + w Y - H).$$

□

**Definition 3.2.** We will say that the function $F$ is piecewise polynomial if there is a finite partition of support$(F)$ into domains $P$ satisfying $\overline{P^c} = P$ on which $F$ is given by a fixed polynomial.
We will say that the function $F$ is piecewise continuous if there is a finite partition of support($F$) into domains $P$ satisfying $\overline{P} = P$ on which $F$ is given by a continuous function.

**Corollary 3.3.** The function $(H, X, Y) \rightarrow \delta^{1/2}(H) \delta^{1/2}(X) \delta^{1/2}(Y) k(H, X, Y)$ is a piecewise polynomial continuous function on its support.

**Remark 3.4.** It is interesting to note that $k(-H, X, -Y) = k(Y, X, H)$ (refer to (4)) and, in particular, that $k$ is symmetric in $H$, $X$ and $Y$ if $-\text{id} \in W$ which is the case when $G = \text{SL}(2, \mathbb{C})$. It is not difficult to find examples that show that this symmetry is not true when $G = \text{SL}(3, \mathbb{C})$.

**Proposition 3.5.** Suppose $G$ is a complex Lie group of rank greater than 1.

1) When $X \in \mathfrak{a}^+$, the function $H \rightarrow K(X, H)$ is continuous. When $X \in \partial \mathfrak{a}^+ \setminus \{0\}$, the function $H \rightarrow K(X, H)$ is piecewise continuous. Moreover, if $\Delta_X$ denotes the set of all positive roots annihilating $X$ then

$$K(X, H) = \frac{\pi(\rho)}{W} \prod_{\alpha \in \Delta_X} D_{\alpha} U(X, H) \prod_{\alpha \in \Delta_X} \|\alpha\|^2 \prod_{\beta \in \Delta^+ \setminus \Delta_X} \sinh \langle \beta, X \rangle$$

where $U(X, H) = \sum_{w \in W} \epsilon(w) T(w X - H)$ and $D_{\alpha}$ denotes the derivative in the direction of $\alpha$.

2) When $X, Y \in \mathfrak{a}^+$, the function $H \rightarrow k(H, X, Y)$ is continuous on $\mathfrak{a}^+$ and piecewise continuous on $\partial \mathfrak{a}^+ \setminus \{0\}$. When $X \in \partial \mathfrak{a}^+ \setminus \{0\}$ and $Y \in \mathfrak{a}^+$ (or vice-versa), the function $H \rightarrow k(H, X, Y)$ is piecewise continuous. Moreover, in the first case, when $H \in \mathfrak{a}^+$

$$k(H, X, Y) = \frac{\pi(\rho)}{W} \prod_{\alpha \in \Delta_X} D_{\alpha} X V(H, X, Y) \delta^{1/2}(H) \prod_{\alpha \in \Delta_X} \|\alpha\|^2 \prod_{\beta \in \Delta^+ \setminus \Delta_X} \sinh \langle \beta, X \rangle \prod_{\beta \in \Delta^+} \sinh \langle \beta, Y \rangle$$

where $V(H, X, Y) = \sum_{v, w \in W} \epsilon(v) \epsilon(w) T(v X + w Y - H)$.

**Proof.** 1) The only case to be considered is $X \in \partial \mathfrak{a}^+ \setminus \{0\}$, i.e., $X$ belongs to a wall of $\mathfrak{a}^+$. In the formula we have for $K$:

$$K(X, H) = \frac{\pi(\rho)}{\delta^{1/2}(X)} U(X, H),$$

there is a singularity when $\delta^{1/2}(X) = 0$.

As written in [4, (8)], the (ordinary) Fourier transform of $H \rightarrow U(X, H)$ is equal, up to a constant $\frac{1}{\pi(\alpha^\vee)}$, to the numerator

$$\sum_{w \in W} \epsilon(w) e^{i w \cdot X}$$
of the formula for the spherical function $\phi_\lambda$ which is equal to
\[ \frac{1}{\pi(\rho)} \delta^{1/2}(X) \phi_\lambda(e^X). \]

The injectivity of Fourier transform and the properties of spherical functions imply that $U(X, H) = 0$ for all $H$ if and only if $\alpha(X) = 0$ for a positive root $\alpha$.

We know that $T$ is continuous and piecewise polynomial, and therefore, so is $U(X, H)$. From this, one may deduce that in a neighbourhood of $X$, the function $U(\cdot, H)$ is a product of $\prod_{\alpha \in \Delta_X} \langle \alpha, \cdot \rangle$ and a piecewise polynomial function. The formula (6) then follows.

2) The proof is similar, using Proposition 3.1 and Remark 3.4.

□

The following examples are instructive.

1) Let $G = SL(3, \mathbb{C})$. For $X = A\alpha_1 + B\alpha_2 = [A, B - A, -B]$ and $H = u\alpha_1 + v\alpha_2 = [u, v-u, -v]$ in $a^+$, we have
\[ K(X, H) = \frac{\min^+ \{2A - B, A - u, B - v, 2B - A\}}{\sinh(2A - B) \sinh(2B - A) \sinh(A + B)}. \]

Note also that if $H \in C(X) \circ$, we have $u < A$ and $v < B$ (see Lemma 4.1).

Now, take any $X \neq 0$ in $\{\alpha_1 = 0\} \cap \overline{a^+}$. We then have $X = x\alpha_1 + 2x\alpha_2$ with $x > 0$. If we fix $H \in \mathfrak{a}^+$ with $u < x$ and $v < 2x$, Proposition 3.5 tells us that
\[ K(X, H) = \frac{1}{\sinh^2(3x)}. \]

That shows that $H \mapsto K(X, H)$ is not continuous on $\partial C(X)$ since $K(X, H) = 0$ for $H$ outside $C(X)$.

2) When $X, Y \in \mathfrak{a}^+$, $H \mapsto k(H, X, Y)$ may not be continuous on $\overline{\mathfrak{a}^+}$ (consider for example $X = [4, 3, -7], Y = [6, -2, -4]$ and $H = [2, 2, -4]$ on $SL(3, \mathbb{C})/SU(3)$).

Let us now consider an example where $K$ and $k$ are easy to compute. If $G = SL(2, \mathbb{C})$, we have $T(X) = 1$ if $X \in \mathfrak{a}^+$ and 0 otherwise. This means that for $X$ and $H \in \mathfrak{a}^+$, we have
\[ K(X, H) = \frac{\pi(\rho)}{\delta^{1/2}(X)} (T(X - H) - T(-X - H)), \]
\[ = \frac{\pi(\rho)}{\delta^{1/2}(X)} \quad \text{if } X_2 \leq H_1 < X_1 \text{ and 0 otherwise.} \]
and therefore if \( X, Y \) and \( H \in \mathfrak{a}^+ \),
\[
k(H, X, Y) = \frac{\pi(\rho)}{\delta^{1/2}(H) \delta^{1/2}(X) \delta^{1/2}(Y)}
\]
if \(|X_1 - Y_1| < |H_1| \leq X_1 + Y_1\) and 0 otherwise.

This formula is given in [8, p. 369].

However, even for \( \text{SL}(n, \mathbb{C}) \), the computations become quickly onerous when \( n > 3 \). We will discuss the case \( \text{SL}(3, \mathbb{C}) \) in the next section.

4. The support in the case of \( \text{SL}(3, \mathbb{C}) \).

In this section, we will assume throughout that \( G = \text{SL}(3, \mathbb{C}) \). In this case, we have \( T(X) = \min \{X_1, -X_3\} \) \((n = 2 \text{ and } q = 3)\) which brings
\[
K(X, H) = \frac{\pi(\rho)}{\delta^{1/2}(X)} \min \{X_1 - X_2, X_2 - X_3, X_1 - H_2, X_1 - H_3, H_1 - X_3, H_2 - X_3, X_3 - Y_3\}.
\]

Pictures of the support of the measure \( \mu_{X,Y} \) are shown in Figure 1 (two cases are shown).

\[-7.0, Y = [3.0, 1.0, -4.0] \quad \text{and} \quad -7.0, Y = [3.0, -1.0, -2.0]
\]

Figure 1. The support of \( \mu_{X,Y} \).

The following result will be used repeatedly in what follows to determine under which conditions an element \( H \) belongs to a set of the form \( C(X) + Y \) with \( X \in \mathfrak{a}^+ \).

**Lemma 4.1.** Suppose \( X \in \mathfrak{a}^+ \). Then \( C(X) = \{H \in \mathfrak{a}: X_3 \leq H_i \leq X_1, \ i = 1, 2, 3\} \) and \( C(X)^\circ = \{H \in \mathfrak{a}: X_3 < H_i < X_1, \ i = 1, 2, 3\} \).
Proof. The sides of \( C(X) \cap a^+ \) which do not lie on the axes of symmetry belonging to \( W \) are given by \( H_3 = X_3 \) and \( H_1 = X_1 \). Since the coordinates of the origin satisfy \( 0 > X_3 \) and \( 0 < X_1 \), we have \( a^+ \cap C(X) = \{ H \in a^+ : H_3 \geq X_3, H_1 \leq X_1 \} \). The result follows by invariance under \( W \); the elements of \( W \) act on \( H = (H_1, H_2, H_3) \) by permuting the indices. \( \square \)

Lemma 4.2. Suppose \( X \) and \( Y \in a^+ \). Then

\[
(\cup_{w \in W} w \cdot (C(X) + Y)) \cap (\cup_{w \in W} w \cdot (C(Y) + X)) \cap a^+ = (C(X) + Y) \cap (C(Y) + X) \cap a^+.
\]

Proof. Clearly, the set on the right hand side is included in the set on the left hand side.

Let \( H \in (\cup_{w \in W} w \cdot (C(X) + Y)) \cap (\cup_{w \in W} w \cdot (C(Y) + X)) \cap a^+ \). We have

\[
X_3 \leq H_i - Y_{w(i)} \leq X_1, \quad Y_3 \leq H_i - X_{v(i)} \leq Y_1
\]

where \( i = 1, \ldots, 3 \) and \( w \) and \( v \in W = S_3 \). Recall that \( H_1 > H_2 > H_3 \), \( X_1 > X_2 > X_3 \) and \( Y_1 > Y_2 > Y_3 \). We have:

1) \( H_1 - Y_1 \leq H_1 - Y_{v(1)} \leq X_1 \).
2) \( H_2 - Y_2 \leq H_2 - Y_{v(2)} \leq X_1 \) if \( v(2) = 2 \) or \( 3 \). If \( v(2) = 1 \) then \( v(1) = 2 \) or \( 3 \). We then have \( H_2 - Y_2 \leq H_1 - Y_{v(1)} \leq X_1 \).
3) Let \( i \) be such that \( v(i) = 3 \). Then \( H_3 - Y_3 \leq H_1 - Y_{v(i)} \leq X_1 \).

Using a similar approach, we show that \( H_i - Y_i \geq X_3 \) for each \( i \) and therefore, \( H \in C(X) + Y \). In the same manner, \( H \in C(Y) + X \). \( \square \)

Note that

\[
((C(X) + Y) \cap (C(Y) + X) \cap a^+) = (C(X) + Y) \cap (C(Y) + X) \cap a^+.
\]

Lemma 4.3. Let \( X, Y \in a^+ \). Suppose \( H \in (C(X)^\circ + Y) \cap (C(Y)^\circ + X) \cap a^+ \). Then one of the following is true.

1) \( H \) belongs to no other \( C(X)^\circ + w \cdot Y \).
2) \( H \) belongs to no other \( C(Y)^\circ + v \cdot X \).
3) \( H \) belongs to exactly one other \( C(X)^\circ + w \cdot Y, w \in W \).
4) \( H \) belongs to exactly one other \( C(Y)^\circ + v \cdot X, v \in W \).

Proof. Suppose the result is not true. This means that we can find \( H \in (C(X)^\circ + Y) \cap (C(X)^\circ + w_1 \cdot Y) \cap (C(X)^\circ + w_2 \cdot Y) \cap (C(Y)^\circ + X) \cap (C(Y)^\circ + v_1 \cdot X) \cap (C(Y)^\circ + v_2 \cdot X) \cap a^+ \) with \( w_1 \neq e, w_2 \neq e, w_1 \neq w_2 \) and \( v_1 \neq e, v_2 \neq e, v_1 \neq v_2 \).

In that case, we can find \( i < 3 \) such that \( w_1(i) = 3 \) or \( w_2(i) = 3 \) (aside from the identity, there is only one element of \( W = S_3 \) that fixes any given index). In the same way, we can find \( j > 1 \) such that \( v_1(j) = 1 \) or \( v_2(j) = 1 \).
To simplify the notation, assume that \( w_1(i) = 3 \) and \( v_1(j) = 1 \). This means that \( i \leq j \).

We have \( H_i - Y_3 = H_i - Y_{w_1(i)} < X_1 \) since \( H \in C(X)^o + w_1 \cdot Y \) and \( H_j - X_1 = H_j - X_{v_1(j)} > Y_3 \) since \( H \in C(Y)^o + v_1 \cdot X \). This means that \( X_1 < H_j - Y_3 \), therefore \( X_1 < H_j - Y_3 \leq H_i - Y_3 < X_1 \) (recall that \( i \leq j \)) which is absurd. \( \square \)

**Proposition 4.4.** Suppose \( X, Y \in a^+ \). Let

\[
S = (C(X)^0 + Y) \cap (C(Y)^o + X) \cap a^+.
\]

Let \( H \in a^+ \). Then \( k(H, X, Y) \) is nonzero (and therefore strictly positive) if and only if \( H \in S \cap \{H_3 < X_2 + Y_2\} \cap \{H_1 > X_2 + Y_2\} \).

Note that if \( X \) and \( Y \) are both above \( \rho \) (i.e., \( X_2 \geq 0 \) and \( Y_2 \geq 0 \)) then the condition \( H_3 < X_2 + Y_2 \) is automatically satisfied for \( H \in a^+ \). In the same manner, if \( X \) and \( Y \) are both below \( \rho \) (i.e., \( X_2 \leq 0 \) and \( Y_2 \leq 0 \)) then the condition \( H_1 > X_2 + Y_2 \) is automatically satisfied for \( H \in a^+ \).

**Proof.** If we refer to Corollary 2.2 and to Lemma 4.2, we can assume that \( H \in (C(X) + Y) \cap (C(Y)^0 + X) \cap a^+ \) since otherwise \( k(H, X, Y) = 0 \).

Let \( S_0 \) be the set consisting of \( H \in (C(X)^0 + Y) \cap (C(Y)^0 + X) \cap a^+ \) such that \( H \) belongs to no other \( C(X)^0 + w \cdot Y \) or to no other \( C(Y)^0 + v \cdot X \), \( v, w \in W \). For \( i = 1 \) and \( 2 \), let \( S_i \) be the set consisting of \( H \notin S_0 \) and \( H \in (C(X) + Y)^o \cap (C(Y) + X)^o \cap (C(X)^o + w_1 \cdot Y) \cap (C(Y)^o + w_1 \cdot X) \cap a^+ \) where \( w_1 = (1 \rightarrow 1, 2 \rightarrow 3, 3 \rightarrow 2) \) and \( w_2 = (1 \rightarrow 2, 2 \rightarrow 1, 3 \rightarrow 3) \in W \).

We will show that for \( H \in a^+ \), \( k(H, X, Y) > 0 \) if and only if

\[
H \in S_0 \cup (S_1 \cap \{H_3 < X_2 + Y_2\}) \cup (S_2 \cap \{H_1 > X_2 + Y_2\}).
\]

This will prove the result once we observe the following two facts:

1) If \( H \in (C(X) + Y) \cap (C(Y) + X) \cap a^+ \) does not belong to \( S_1 \) then \( H_3 < X_2 + Y_2 \).

It is sufficient to prove that \( H \in (C(X) + Y) \cap (C(Y) + X) \cap a^+ \) and \( H_3 \geq X_2 + Y_2 \) imply that \( H \in C(Y)^o + w_1 \cdot X \). Then, by symmetry of the above expressions in \( X \) and \( Y \), we will also have \( H \in C(X) + w_1 \cdot Y \) and therefore \( H \in S_1 \).

We note that \( H \in C(Y)^o + w_1 \cdot X \) is equivalent to the inequalities:

\[
Y_3 < H_1 - X_1 < Y_1, \quad Y_3 < H_2 - X_3 < Y_1 \quad \text{and} \quad Y_3 < H_3 - X_2 < Y_1.
\]

The first inequality is obvious since \( H \in C(Y) + X^o \), \( Y_3 < H_2 - X_3 \) is true since \( H_2 > H_3 \geq X_2 + Y_2 > X_3 + Y_3 \). Suppose \( H_2 - X_3 < Y_1 \) is false. Then \( -H_1 - H_3 = H_2 \geq X_3 + Y_1 \) and \( H_3 \leq -X_3 - Y_1 - H_1 \) which combined with \( H_3 \geq X_2 + Y_2 \) yields \( X_2 + Y_2 \leq -X_3 - Y_1 - H_1 \) or \( X_2 + X_3 + Y_1 + Y_2 \leq -H_1 \), i.e., \( -X_1 - Y_3 \leq -H_1 \) which contradicts \( H_1 - X_1 > Y_3 \) since \( H \in C(Y) + X \). Finally, \( H_3 - X_2 < Y_1 \) holds because \( H_3 - X_2 < H_2 - X_2 < Y_1 \).
2) If \( H \in (C(X) + Y) \cap (C(Y) + X) \cap a^+ \) does not belong to \( S_2 \) then \( H_1 > X_2 + Y_2 \).

The proof is similar.

Consider now Lemma 4.3. If Cases 1) or 2) are verified, then \( H \in S_0 \). In that case, we either have
\[
\frac{1}{H^2} \frac{1}{w} K(X, H - Y) > 0
\]
or
\[
\frac{1}{H^2} \frac{1}{w} K(Y, H - X) > 0.
\]

If \( H \notin S_0 \) then \( H \) satisfies Cases 3) and 4) of Lemma 4.3 and we have \( H \in (C(X) + Y)^o \cap (C(Y) + X)^o \cap (C(X)^o + w \cdot Y) \cap (C(Y)^o + v \cdot X) \cap a^+ \). Note that we cannot have \( w(1) = 3 \) or \( w(3) = 1 \) (and similarly for \( v \)). Indeed, if \( w(1) = 3 \) then \( H_1 - Y_3 < X_1 \) which means that \( H_1 - X_1 < Y_3 \) which is absurd while if \( w(3) = 1 \) then \( H_3 - X_1 > Y_3 \) which means that \( H_3 - Y_3 > X_1 \) which is absurd. Therefore, the only possibilities for \( w \) and \( v \) are \( w_1 \) and \( w_2 \). We also have \( v = w \). Indeed, if we had \( v \neq w \), it is not difficult to see by inspection (say by taking \( w = w_1 \) and \( v = w_2 \)) that we would reach a contradiction by using a similar argument. We then have
\[
k(H, X, Y) = \frac{1}{H^2} \frac{1}{w} (K(X, H - Y) - K(X, H - w_1 \cdot Y)) > 0
\]
and that for \( H \in S_1 \), \( k(H, X, Y) > 0 \) if and only if \( H_3 < X_2 + Y_2 \) and that for \( H \in S_2 \), \( k(H, X, Y) > 0 \) if and only if \( H_1 > X_2 + Y_2 \).

Since the reasoning in the two cases are very similar, we will show only the first case.

Suppose \( H \in S_1 \). We deduce easily that \( X_1 + Y_3 - H_2 \) is strictly smaller than \( X_1 - X_2, X_1 + Y_2 - H_3, X_1 + Y_3 - H_3 \) and \( X_1 + Y_2 - H_3 \) while \( H_3 - Y_2 - X_3 \) is strictly smaller than \( X_1 + Y_1 - H_1, H_2 - Y_2 - X_3, H_3 - Y_3 - X_3 \) and \( H_2 - Y_3 - X_3 \). This implies that \( K(X, H - Y) - K(X, H - w_1 \cdot Y) > 0 \) is equivalent to
\[
\min\{X_2 - X_3, H_1 - Y_1 - X_3\} > \min\{X_1 + Y_3 - H_2, H_3 - Y_2 - X_3\}.
\]

Note that \( X_2 - X_3 > H_3 - Y_2 - X_3 \) and \( H_1 - Y_1 - X_3 > X_1 + Y_3 - H_2 \) are both equivalent to \( H_3 < X_2 + Y_2 \). The latter inequality is therefore sufficient for (7) to be true. It remains to show that it is necessary.

Now, we get down to several cases:

1) Suppose \( X_1 - X_2 \leq X_2 - X_3 \) and \( Y_1 - Y_2 \leq Y_2 - Y_3 \) (i.e., \( X_2 \geq 0 \) and \( Y_2 \geq 0 \)). Since \( H \in a^+ \), the condition \( H_3 < X_2 + Y_2 \) is satisfied and there is nothing to prove.

2) Suppose \( X_1 - X_2 \leq X_2 - X_3 \) and \( Y_1 - Y_2 > Y_2 - Y_3 \) (i.e., \( X_2 \geq 0 \) and \( Y_2 < 0 \)).

Suppose \( H_1 - Y_1 - X_3 > \min\{X_1 + Y_3 - H_2, H_3 - Y_2 - X_3\} \) and \( H_3 \geq X_2 + Y_2 \). That is only possible if \( H_1 - Y_1 > H_3 - Y_2 \).

We have \( H_1 - Y_1 > H_3 - Y_2 \geq X_2 + Y_2 - Y_2 = X_2 \geq 0 \). Now, \( H_3 \geq X_2 + Y_2 \) if and only if \( -Y_2 \geq -H_3 + X_2 \) which implies \( Y_1 + Y_3 = -Y_2 > -H_3 = H_1 + H_2 \) which is equivalent to \( Y_1 > H_1 + (H_2 - Y_3) > H_1 \).
since \( H_2 - Y_3 > X_2 \geq 0 \) (\( H_2 - X_2 > Y_3 \) since \( H \in C(Y)^o + X \)). This contradicts \( H_1 - Y_1 > 0 \).

3) By symmetry, we do not have to consider the case \( Y_1 - Y_2 \leq Y_2 - Y_3 \) and \( X_1 - X_2 > X_2 - X_3 \).

4) Suppose \( X_1 - X_2 > X_2 - X_3 \) and \( Y_1 - Y_2 > Y_2 - Y_3 \) (i.e., \( X_2 < 0 \) and \( Y_2 < 0 \)).

Suppose that (7) is true and that \( H_3 \geq X_2 + Y_2 \). This means that \( X_2 - X_3 \leq H_3 - Y_2 - X_3 \) and \( H_1 - Y_1 - X_3 \leq X_1 + Y_3 - H_2 \).

We consider two cases:

a) \( H_1 - Y_1 - X_3 \geq X_2 - X_3 > X_1 + Y_3 - H_2 \):

We have \( H_1 - Y_1 - X_3 \geq X_2 - X_3 \) if and only if \( H_1 - Y_1 \geq X_2 \). On the other hand, \( H_3 \geq X_2 + Y_2 \) if and only if \( -X_2 + Y_1 + Y_3 \geq H_1 + H_2 \).

To this last inequality, we apply \( X_2 - X_3 > X_1 + Y_3 - H_2 \) if and only if \( H_2 > X_1 + Y_3 - X_2 + X_3 \). We obtain \( -X_2 + Y_1 + Y_3 > H_1 + X_1 + Y_3 - X_2 + X_3 \) if and only if \( Y_1 > H_1 + X_1 + X_3 = H_1 - X_2 \) if and only if \( X_2 > H_1 - Y_1 \). This contradicts \( H_1 - Y_1 \geq X_2 \).

b) \( X_2 - X_3 > H_1 - Y_1 - X_3 > H_3 - Y_2 - X_3 \):

We have \( X_2 - X_3 > H_1 - Y_1 - X_3 \) if and only if \( X_2 > H_1 - Y_1 \).

On the other hand, \( H_1 - Y_1 - X_3 > H_3 - Y_2 - X_3 \) if and only if \( -H_3 > -H_1 + Y_1 - Y_2 \). We have \( H_3 \geq X_2 + Y_2 \) if and only if \( -X_2 > -H_3 + Y_2 > -H_1 + Y_1 - Y_2 + Y_2 = -H_1 + Y_1 \) which is equivalent to \( X_2 < H_1 - Y_1 \). This contradicts \( X_2 > H_1 - Y_1 \).

□

Remark 4.5. Let \( H, X \) and \( Y \in a^+ \). We note that computing \( k(H, X, Y) \) requires one evaluation of \( K \) when \( H \in S_0 \) while it requires taking the difference of two values of \( K \) when \( H \in S_1 \cap \{ H_3 < X_2 + Y_2 \} \) or \( H \in S_2 \cap \{ H_1 > X_2 + Y_2 \} \).

Remark 4.6. When we refer to Figure 1, we can describe the support in a more informal and more concrete manner:

\[
\text{support}(\mu_{X,Y}) = C \setminus (D_1 \cup D_2)
\]

where \( C = (\cup_{w \in W} w \cdot (C(X) + Y)) \cap (\cup_{w \in W} w \cdot (C(Y) + X)) \) and \( D_1, D_2 \) are either empty or equilateral triangles in the plane \( \mathbb{R}^2 \) such that 0 is their centre and such that a side is, respectively, on the line \( -v_H = H_3 = X_2 + Y_2 < 0 \) (i.e., \( u_H = H_1 = X_2 + Y_2 > 0 \)).

Naturally, \( D_1 = W \cdot (\{ H_3 > X_2 + Y_2 \} \cap a^+) \) and \( D_2 = W \cdot (\{ H_1 < X_2 + Y_2 \} \cap a^+) \).

5. The function \( T \) in the case of \( SL(n, \mathbb{C}) \).

By Proposition 3.1, in order to know the kernel \( k(H, X, Y) \) of the product formula, it is sufficient to know explicitly the function \( T \) defined in Section 3.
We give here some more information available about the function $T$ in the case $G = \text{SL}(n, \mathbb{C})$.

Note that when writing $\lambda \in \mathfrak{a}^*$ in terms of the simple positive roots, i.e., $\lambda = \sum_{i=1}^{n-1} a_i \alpha_i$, we find that

$$\pi(\lambda) = \prod_{\alpha > 0} \langle \lambda, \alpha \rangle = \prod_{i=1}^{n-1} \left[ a_i (a_i + a_{i+1}) \ldots (a_i + \cdots + a_{n-1}) \right].$$

Using Maple, it is possible to compute the function $T$ for $\text{SL}(4, \mathbb{C})$ since it is simply a matter of computing the Laplace inverse transform of $\frac{1}{\pi(\lambda)}$.

Recall that $T(y_1 \alpha_1 + y_2 \alpha_2 + y_3 \alpha_3) = 0$ unless all $y_i$’s are positive. Let $x_+ = \max \{0, x\}$. We find

$$T(y_1 \alpha_1 + y_2 \alpha_2 + y_3 \alpha_3) =
\begin{cases}
y_2^3 & 0 \leq y_2 \leq \min\{y_1, y_3\} \\
-2y_1^3 + 3y_1^2 y_2 & 0 \leq y_1 \leq y_2 \leq y_3 \\
-2y_2^3 + 3y_2^2 y_3 & 0 \leq y_3 \leq y_2 \leq y_1 \\
-2y_1^3 + 3y_1^2 y_3 - (y_1 + y_2 - y_3)^3 & 0 \leq y_1 \leq y_3 \leq y_2 \\
-2y_2^3 + 3y_2^2 y_1 - (y_1 + y_2 - y_3)^3 & 0 \leq y_3 \leq y_1 \leq y_2.
\end{cases}$$

Here is a more general result for the function $T$:

**Proposition 5.1.** The function $T$ for $\text{SL}(n, \mathbb{C})$ is given by

$$T(y_1 \alpha_1 + \cdots + y_{n-1} \alpha_{n-1}) = \prod_{y_i \leq y_{i+1}} \delta(y_1, \ldots, y_{n-1}) \delta_0(dy)$$

where

$$\frac{1}{\pi(\lambda)} = \prod_{k=1}^{n-1} \frac{1}{a_k (a_{k-1} + a_k) (a_{k-2} + a_{k-1} + a_k) \cdots (a_1 + a_2 + \cdots + a_{k-1} + a_k)}$$

and then compute the inverse Laplace transform of each factor.

**Lemma 5.2.** If $X \in \mathfrak{a}^+$ then $C(X) = \{ H: \sum_{i=1}^{r} H_{k_i} \leq \sum_{i=1}^{r} X_{i}, (k_i) \in S_{n, r \leq n-1} \}$.

**Proof.** Similar to the proof of Lemma 4.1.

**Corollary 5.3.** On $\text{SL}(n, \mathbb{C})$, the convex envelope of the support of $\mu_{X,Y}$ is $C(X + Y) = C(X) + C(Y)$.
Proof. One observes easily that $C(X + Y) = C(X) + C(Y)$ using the above lemma. We then use Corollary 2.2, Corollary 2.3 and the fact that the support is Weyl invariant. □
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DISCRETE BISPECTRAL DARBOUX
TRANSFORMATIONS FROM JACOBI OPERATORS

F. ALBERTO GRÜNBAUM AND MILEN YAKIMOV

We construct families of bispectral difference operators of the form $a(n)T + b(n) + c(n)T^{-1}$ where $T$ is the shift operator. They are obtained as discrete Darboux transformations from appropriate extensions of Jacobi operators. We conjecture that along with operators previously constructed by Grünbaum, Haine, Horozov and Iliev they exhaust all bispectral regular (i.e., $a(n) \neq 0, c(n) \neq 0, \forall n \in \mathbb{Z}$) operators of the form above.

1. Introduction.

Back in 1929 S. Bochner [6] posed and solved the problem of isolating all families of orthogonal polynomials that are also eigenfunctions of a fixed, but arbitrary, second order differential operator. He found that they were given by what are nowadays called “the classical orthogonal polynomials”, i.e., those of Jacobi, Hermite, Laguerre and (the less known) Bessel. Many developments in the last few years which establish rich links between classical function theory at one end and differential algebra at the other, can be seen as the result of looking for answers to questions that are variants of that of Bochner. Some of these developments are alluded to in the rest of the introduction. Before going into details it is probably worth noticing that while the original paper of Bochner poses and solves the problem in a few pages, the extensions that have been considered in the last 15 years or so are still awaiting complete resolution. This paper takes a step in that direction.

The bispectral problem, as originally formulated by Duistermaat and Grünbaum [7], asks for a description of all situations where a pair of differential operators in the variables $x$ and $z$ have a common eigenfunction $\Psi(x, z)$

\begin{align}
\tag{1.1} L(x, \partial_x)\Psi(x, z) &= \lambda(z)\Psi(x, z), \\
\tag{1.2} B(z, \partial_z)\Psi(x, z) &= \theta(x)\Psi(x, z).
\end{align}

For simplicity we say that $L$, or $B$, or $\Psi$, are bispectral when the situation above holds.

The results in [7] already revealed a number of interesting connections with a variety of topics ranging from the Korteweg–deVries equation to
the problem of isomonodromic deformations for differential operators with rational coefficients. Later even more unexpected connections with different areas of pure mathematics were found. These include automorphisms and ideal structure of the Weyl algebra in one variable \([5, 3]\), representations of the \(W_{1+\infty}\) algebra \([2]\), Calogero–Moser system \([25]\), Huygens’ principle \([4]\), traces of intertwiners for representations of (quantized) simple Lie algebras \([8, 9]\) (the last two in the multivariable case).

In \([7]\) all bispectral differential operators \(L(x, \partial_x)\) of second order were classified. Notice that if one insists that \(B(z, \partial_z)\) should also be of order two then one is necessarily dealing with the Bessel or Airy cases. In that paper very explicit use was made of the Darboux transformation mapping a given second order differential operator into another one. When starting from an appropriate bispectral \(L(x, \partial_x)\) this was shown to produce another such, with a different \(B(z, \partial_z)\). Wilson \([24]\) approached the problem from the viewpoint of commutative algebras of differential operators. He classified all maximal bispectral algebras of rank one (which by definition is the greatest common divisor of the orders of all operators in the algebra). In \([1, 18]\) the idea of applying Darboux transformations to commutative algebras of differential operators was developed. This allowed for a unification of the apparently unrelated methods in \([7, 24]\) and an extension of them to the higher rank case. Further interesting results in this direction were obtained in \([17]\).

Grünbaum and Haine considered \([10]\) a discrete–differential version of the above problem when the variable \(x\) runs over the integer lattice \(\mathbb{Z}\) and accordingly one replaces the differential operator \(L(x, \partial_x)\) by a difference operator

\[
L(n, T) = \sum_{i=p}^{q} b_i(n) T^i, \quad b_p(n), b_q(n) \neq 0
\]

acting on a function \(f(n): \mathbb{Z} \to \mathbb{C}\) by

\[
(Lf)(n) = \sum_{i=p}^{q} b_i(n) f(n + i).
\]

Following \([23, 22]\), we define the support of \(L(n, T)\) to be the ordered pair \([p, q]\). Such a difference operator will be called regular if the first and the last coefficients \(b_q(n)\) and \(b_p(n)\) are nowhere vanishing functions on \(\mathbb{Z}\).

As indicated above, this problem is a generalization of the problem of classifying orthogonal polynomials which are eigenfunctions of differential operators. The point is that the standard three term recursion relation gives rise to a very special type of difference operator, represented by a semiinfinite tridiagonal matrix. In \([10]\), Grünbaum and Haine showed that all instances of difference operators with support \([-1, 1]\) and second order
differential operators satisfying (1.1)-(1.2) result by replacing the variable \( n \) in the classical cases of the Hermite, Laguerre, Jacobi, and Bessel polynomials (discovered by Bochner, see [6]) by a variable \( n + \varepsilon \) with \( n \) running over the integer lattice and \( \varepsilon \) arbitrary (see Section 2.2 for precise definitions). The differential operator in \( z \) is the celebrated hypergeometric second order differential operator of Gauss. It is worth noting that the corresponding eigenfunctions \( \Psi(n, z) \) are no longer polynomials. For a recent survey of this area, see [14].

Recently Haine and Iliev considered the classification problem for maximal bispectral difference algebras of rank one [15]. Their treatment is a beautiful extension of Wilson’s work [24] where the Grassmannians associated to Darboux transformations on differential operators are substituted with flag varieties coming from such transformations on difference operators. Among these some algebras that contain an operator with support \([-1, 1]\) were isolated in [16], where they were conjectured to be all of this type.

The aim of this paper is to make progress in obtaining a discrete–continuous analog of the result of [7], namely a classification of all discrete bispectral operators of the form \( a(n)T + b(n) + c(n)T^{-1} \) (referred to as the extended Bochner–Krall problem in [14]). In [12] the Darboux process was applied to a biinfinite extension of the Laguerre difference operators considered in [10]. A large class of bispectral difference operators of the form above was thus constructed and many properties of the resulting objects were analyzed in detail. It is fair to say that the results in [12] provide a general treatment of the Laguerre case. The case of Jacobi difference operators has so far not been amenable to a similar treatment and only some special cases of Darboux maps were proved to preserve the bispectral property. The goal of the present paper is to provide such a general treatment in the Jacobi case and to state a conjecture for the classification problem above.

The rest of the introduction describes our results.

We take as a starting point the following natural extensions of the Jacobi polynomials, constructed in [10]:

\[
p_{\varepsilon}^{\alpha, \beta}(n, z) = \frac{(\varepsilon + \alpha + 1)_n}{(\varepsilon + 1)_n} F\left(-(n + \varepsilon), n + \varepsilon + \alpha + \beta + 1, \alpha + 1, (1 - z)/2\right).
\]

Here and later we use \( F \) for Gauss’ \( \text{2F}_1 \) hypergeometric function. For negative integer values of \( \alpha \), see (2.17). They are no longer polynomials but are still eigenfunctions of a biinfinite difference operator \( L_{\alpha, \beta; \varepsilon}(n, T) \) of the form \( a_0(n)T + b_0(n) + c_0(n)T^{-1} \) and a differential operator \( B_{\alpha, \beta}(z, \partial_z) \):

\[
L_{\alpha, \beta; \varepsilon}(n, T)p_{\varepsilon}^{\alpha, \beta}(n, z) = \lambda_{\varepsilon}(n)p_{\varepsilon}^{\alpha, \beta}(n, z),
\]

\[
B_{\alpha, \beta}(z, \partial_z)p_{\varepsilon}^{\alpha, \beta}(n, z) = \lambda_{\varepsilon}(n)p_{\varepsilon}^{\alpha, \beta}(n, z).
\]

The operator \( L_{\alpha, \beta; \varepsilon}(n, T) \) is obtained by the formal change of variables \( n \mapsto n + \varepsilon \) from the standard (difference) Jacobi operator and is explicitly defined
in (2.9). The operator $B_{\alpha,\beta}(z, \partial_z)$ and the spectral function $\lambda_{\varepsilon}(n)$ are given in Equations (2.5) and (2.12).

The sets of difference operators that we consider are obtained by the following version of the Darboux map starting from the operators $L_{\alpha,\beta;\varepsilon}(n, T)$. Let $P(n, T)$ be a regular difference operator whose kernel is preserved by $L_{\alpha,\beta;\varepsilon}(n, T)$. Then there exists a (unique) difference operator $L(n, T)$ such that

$$L(n, T)P(n, T) = P(n, T)L_{\alpha,\beta;\varepsilon}(n, T)$$

which we refer to as a Darboux transformation from $L_{\alpha,\beta;\varepsilon}(n, T)$. The advantage of this version is that this $L(n, T)$ is necessarily of the same form as $L_{\alpha,\beta;\varepsilon}(n, T)$, i.e., $L(n, T) = a(n)T + b(n) + c(n)T^{-1}$ for some functions $a(n), b(n), c(n), n \in \mathbb{Z}$.

If $q(x)$ denotes the characteristic polynomial of the endomorphism $L(n, T)$ acting on the finite dimensional space $\ker P(n, T)$, then

$$\ker P(n, T) \subset \ker q(L_{\alpha,\beta;\varepsilon}(n, T)) .$$

In view of this it is natural to parametrize the sets of operators $L(n, T)$ by the Grassmannians of special subspaces of $\ker q(L_{\alpha,\beta;\varepsilon}(n, T))$ that can occur as $\ker P(n, T)$. Denote the set of difference operators $L(n, T)$ corresponding to characteristic polynomial $q(x) = (x - 1)^k(x + 1)^l$ by

$$\mathcal{D}_{\alpha,\beta;\varepsilon}^{(k,l)} .$$

The operators in $\mathcal{D}_{\alpha,\beta;\varepsilon}^{(k,l)}$ are the main objects of study in this paper. Their explicit form is given in Section 3.3. Restricting to $q(x)$ with roots at $\pm 1$ guarantees that $L(n, T)$ will have rational coefficients. This is an important feature of bispectral operators. See [7] in the differential case.

It is an easy consequence of (1.3) that the function

$$\Psi(n, z) = P(n, T)\psi_{\alpha;\beta;\varepsilon}(n, z)$$

is an eigenfunction of the operator $L(n, T)$, namely we have

$$L(n, T)\Psi(n, z) = z\Psi(n, z) .$$

Our main result is:

**Theorem 1.1.** The difference operators $L(n, T)$ from the sets $\mathcal{D}_{\alpha,\beta;\varepsilon}^{(k,l)}$ are bispectral (or more precisely the functions $\Psi(n, z)$ (1.4) are eigenfunctions of differential operators in the variable $z$) in the following cases:

1) $\alpha \in \mathbb{Z}$ and $k \leq |\alpha|$, $l = 0$,

2) $\beta \in \mathbb{Z}$ and $l \leq |\beta|$, $k = 0$,

3) $\alpha, \beta \in \mathbb{Z}$ and $k \leq |\alpha|$, $l \leq |\beta|$.
When \( \varepsilon = 0 \), and \( k = 1 \) and (or) \( l = 1 \) these results were established in [19, 27]. All this work starts with the classical paper of H.L. Krall, [20].

The proof of Theorem 1.1 is based on a general result of Bakalov, Horozov and Yakimov [3] which guarantees that a Darboux transformation preserves the bispectral property under some conditions on the operator \( P(n, T) \). We will soon see that its application to the present situation is highly nontrivial and requires, in particular, an intrinsic characterization of a space of difference operators.

We will need some notation from [3], see Section 4.1 for more details.

Denote by \( B^{\alpha,\beta}_{\varepsilon} \) the algebra of difference operators \( S(n, T) \) with rational coefficients for which there exists a differential operator \( G(z, \partial_z) \) (also having rational coefficients) satisfying

\[
S(n, T)p^{\alpha,\beta}_{\varepsilon}(n, z) = G(z, \partial_z)p^{\alpha,\beta}_{\varepsilon}(n, z).
\]

All such operators \( S(z, \partial_z) \) form a “dual” algebra \( B'^{\alpha,\beta}_{\varepsilon} \). The map

\[
b: B^{\alpha,\beta}_{\varepsilon} \to B'^{\alpha,\beta}_{\varepsilon}, \quad b(R(n, T)) = S(z, \partial_z)
\]

is an antiisomorphism of associative algebras. Let \( K^{\alpha,\beta}_{\varepsilon} \) and \( K'^{\alpha,\beta}_{\varepsilon} \) be the subalgebras of \( B^{\alpha,\beta}_{\varepsilon} \) and \( B'^{\alpha,\beta}_{\varepsilon} \) consisting of rational functions. Bispectrality of \( p^{\alpha,\beta}_{\varepsilon}(n, z) \) is equivalent to \( K^{\alpha,\beta}_{\varepsilon} \) and \( K'^{\alpha,\beta}_{\varepsilon} \) being both nontrivial. Finally we arrive at the most important object for our consideration, namely the space

\[
R^{\alpha,\beta}_{\varepsilon} = \{(\mu(n))^{-1}P_0(n, T) \mid \mu(n) \in K^{\alpha,\beta}_{\varepsilon}, P_0(n, T) \in B^{\alpha,\beta}_{\varepsilon},
\text{and the operator } (\mu(n))^{-1}P_0(n, T) \text{ does not have poles at } n \in \mathbb{Z}\}.
\]

According to Theorem 1.2 of [3], \( \Psi(n, z) \) is an eigenfunction of a differential operator in the variable \( z \), if

\[
P(n, T) \in R^{\alpha,\beta}_{\varepsilon}.
\]

Thus to prove Theorem 1.1 we need a good description of the space \( K^{\alpha,\beta}_{\varepsilon} \) which can be used to check whether the operators \( P(n, T) \) from (1.3) belong to \( R^{\alpha,\beta}_{\varepsilon} \). This is the hardest step in our paper. Let \( \Delta \) denote the algebra of abstract difference operators with rational coefficients of the form

\[
\sum_{i=p}^{q} b_i(n)T^i
\]

with rational functions \( b_i(n) \) (possibly having poles in \( \mathbb{Z} \)). The key point of our approach is to consider the involution \( I \) of \( \Delta \) acting on rational functions \( h(n) \) by

\[
(Ih)(n) := h(-(n + 2\varepsilon + \alpha + \beta + 1))
\]

and on the shift operator \( T \) by \( I(T) := T^{-1} \). In Section 4.2 we prove that \( R^{\alpha,\beta}_{\varepsilon} \) consists of those difference operators from \( \Delta \) that do not have poles
in \( \mathbb{Z} \) and after conjugation with the function
\[
\phi(n) = \frac{(\varepsilon + \alpha + 1)n}{(\varepsilon + 1)n}
\]
become \( I \)-invariant.

The final step of the proof of Theorem 1.1 is to show that the hypothesis guarantees that the kernel of the operator \( P(n,T) \) (defining \( L(n,T) \)) has a basis of functions \( f(n) \) for which the ratio \( f(n)/\phi(n) \) is an (almost) \( I \)-invariant rational function in \( n \). This is done in Section 5.1. Finally Section 5.2 recapitulates the strategy of the proof of Theorem 1.1 for the special case of the set \( D^{(2,0)}_{\alpha,\beta,\varepsilon} \). The reader may find it useful to consult this section while reading the paper.

Let us also note that in the case of Laguerre polynomials the situation simplifies a lot due to a presence of a relation of the type (1.5) with a difference operator \( S(n,T) \) of the form \( s_1(n)T + s_0(n) \) and a first order differential operator \( G(z,\partial_z) \) (see expressions (2.3) and (2.8) in [12]). It is not hard to show that as a consequence of this the analog of \( R_{\alpha,\beta,\varepsilon} \) in that case is simply the space of difference operators with rational coefficients.

Comparing with the differential case [7], it is natural to conjecture that all second order regular bispectral difference operators (i.e., having support \([-1,1]\)) are exhausted by the families of operators constructed in [10, 12, 16] and in this article. The operators in [16] are obtained as Darboux transformations from the operators \( L_{\alpha,\beta,\varepsilon}(n,T) \) for half integer values of the parameters \( \alpha, \beta \) and are the analogs of “KdV family” in the differential case [7].

For later use we introduce some convenient notation. If \( f(n): \mathbb{Z} \to \mathbb{C} \) is a nowhere vanishing function and \( D_1(n,T), D_2(n,T) \) are difference operators we denote
\[
\text{Ad}_{f(n)}D_1(n,T) := f(n)D_1(n,T)f(n)^{-1},
\]
\[
\text{ad}_{D_2(n,T)}D_1(n,T) := D_2(n,T)D_1(n,T) - D_1(n,T)D_2(n,T).
\]

2. Biinfinite Jacobi operators.

In the first part of this section we review some properties of the classical Jacobi polynomials \( p_{n}^{\alpha,\beta}(z) \). The second one discusses certain functions \( p_{\varepsilon}^{\alpha,\beta}(n,z) \) which are eigenfunctions of biinfinite analogs \( L_{\alpha,\beta,\varepsilon}(n,T) \) of the Jacobi difference operators. The third part describes Darboux maps between the operators \( L_{\alpha,\beta,\varepsilon}(n,T) \) with shifted indices \( \alpha, \beta \).

2.1. Jacobi polynomials. The Jacobi polynomials are the orthogonal polynomials for the measure \( (1 - z)^{\alpha}(1 + z)^{\beta}dz \) on the interval \([-1,1]\),
$(\alpha, \beta > -1)$, normalized by

$$p_n^{\alpha,\beta}(1) = 2^{-n} \binom{n + \alpha}{n}, \quad n \in \mathbb{Z}_{\geq 0}.$$  

They are given by

$$(2.1) \quad p_n^{\alpha,\beta}(z) = \binom{n + \alpha}{n} F(-n, n + \alpha + \beta + 1; \alpha + 1; (1 - z)/2)$$

where $F(\alpha, \beta; c; x)$ denotes the Gauss’ hypergeometric function. The reader can consult [21, pp. 209–217] for other explicit formulas and a list of major relations for $p_n^{\alpha,\beta}(z)$. Let

$$(2.2) \quad p^{\alpha,\beta}(n, z) = \begin{cases} p_n^{\alpha,\beta}(z), & \text{for } n \in \mathbb{Z}_{\geq 0} \\ 0, & \text{for } n \in \mathbb{Z}_{<0}. \end{cases}$$

Now $p^{\alpha,\beta}(n, z)$ are functions of a discrete parameter $n$ and a continuous parameter $z$. They satisfy a three term recursion relation

$$(2.3) \quad L_{\alpha,\beta}(n, T)p^{\alpha,\beta}(n, z) = zp^{\alpha,\beta}(n, z)$$

where $L_{\alpha,\beta}(n, T)$ are the difference operators

$$(2.4) \quad L_{\alpha,\beta}(n, T) = \frac{2(n + 1)(n + \alpha + \beta + 1)}{(2n + \alpha + \beta + 1)(2n + \alpha + \beta + 2)} T + \frac{\beta^2 - \alpha^2}{(2n + \alpha + \beta)(2n + \alpha + \beta + 2)} + \frac{2(n + \alpha)(n + \beta)}{(2n + \alpha + \beta)(2n + \alpha + \beta + 1)} T^{-1}$$

called *Jacobi operators*. In addition $p^{\alpha,\beta}(n, z)$ are eigenfunctions of the differential operators $B_{\alpha,\beta}(z, \partial_z)$ given by

$$(2.5) \quad B_{\alpha,\beta}(z, \partial_z) = (z^2 - 1)\partial_z^2 + (\alpha - \beta + (\alpha + \beta + 2)z)\partial_z,$$

i.e.,

$$(2.6) \quad B_{\alpha,\beta}(z, \partial_z)p^{\alpha,\beta}(n, z) = \lambda(n)p^{\alpha,\beta}(n, z)$$

for

$$(2.7) \quad \lambda(n) = n(n + \alpha + \beta + 1).$$

In view of (2.3) and (2.6), $p^{\alpha,\beta}(n, z)$ are discrete–continuous bispectral functions and $L_{\alpha,\beta}(n, T), B(z, \partial_z)$ bispectral difference (differential) operators.
2.2. The functions $p_{\varepsilon}^{\alpha,\beta}(n, z)$. In a study of the relation between the so-called “associated Jacobi polynomials” and the discrete-continuous bispectral problem Grünbaum and Haine, see [10, 11, 13], introduced the functions

$$p_{\varepsilon}^{\alpha,\beta}(n, z) = \frac{(-\varepsilon + \alpha + 1)_{n}}{(\varepsilon + 1)_{n}} F(-(n + \varepsilon), n + \varepsilon + \alpha + \beta + 1; \alpha + 1; (1 - z)/2)$$

(n ∈ Z, z ∈ C, |z| < 1) defined for those $\varepsilon, \alpha, \beta \in C$ such that $\alpha \notin \mathbb{Z}_{<0}$, and $\varepsilon \notin \mathbb{Z}_{<0}, \varepsilon + \alpha \notin \mathbb{Z}_{>0}$. We will see later that the first restriction can be lifted.

The functions $p_{\varepsilon}^{\alpha,\beta}(n, z)$ are no longer polynomials but satisfy relations, similar to the ones for $p^{\alpha,\beta}(n, z)$. In particular they are eigenfunctions of the following difference operators with support $[-1, 1]$

$$L_{\alpha,\beta;\varepsilon}(n, T) = \frac{2(n + \varepsilon + 1)(n + \varepsilon + \alpha + \beta + 1)}{(2n + 2\varepsilon + \alpha + \beta + 1)(2n + 2\varepsilon + \alpha + \beta + 2)} T$$

$$+ \frac{\beta^{2} - \alpha^{2}}{(2n + 2\varepsilon + \alpha + \beta)(2n + 2\varepsilon + \alpha + \beta + 2)} + \frac{2(n + \varepsilon + \alpha)(n + \varepsilon + \beta)}{(2n + 2\varepsilon + \alpha + \beta)(2n + 2\varepsilon + \alpha + \beta + 1)} T^{-1}$$

and of the differential operators $B_{\alpha,\beta}(z, \partial_{z})$, Equation (2.5). The corresponding relations are

$$L_{\alpha,\beta;\varepsilon}(n, T) p_{\varepsilon}^{\alpha,\beta}(n, z) = z p_{\varepsilon}^{\alpha,\beta}(n, z),$$

$$B_{\alpha,\beta}(z, \partial_{z}) p_{\varepsilon}^{\alpha,\beta}(n, z) = \lambda_{\varepsilon}(n) p_{\varepsilon}^{\alpha,\beta}(n, z),$$

where

$$\lambda_{\varepsilon}(n) = (n + \varepsilon)(n + \varepsilon + \alpha + \beta + 1).$$

The difference operators $L_{\alpha,\beta;\varepsilon}(n, T)$ will still be called Jacobi operators. Further we will only deal with the case when they are regular, i.e., when their coefficients of $T$ and $T^{-1}$ do not vanish for $n \in \mathbb{Z}$. This amounts to the conditions

$$\varepsilon, \varepsilon + \alpha, \varepsilon + \beta, \varepsilon + \alpha + \beta, 2\varepsilon + \alpha + \beta \notin \mathbb{Z}.$$

It may be useful to stress here that these will eventually be the only restrictions on our parameters $\alpha, \beta, \varepsilon$.

The operators $L_{\alpha,\beta;\varepsilon}(n, T)$ do satisfy certain “transformation properties”. For instance the following relations hold

$$L_{-\alpha, -\beta;\varepsilon + \alpha + \beta}(n, T) = L_{\alpha,\beta;\varepsilon}(n, T),$$

$$Ad_{(-1)^{n}} L_{\beta,\alpha;\varepsilon}(n, T) = Ad_{(-1)^{n}} L_{-\beta, -\alpha;\varepsilon + \alpha + \beta}(n, T) = -L_{\alpha,\beta;\varepsilon}(n, T).$$
It is tempting to use (2.14) to limit attention to the case \( \alpha \geq 0 \). However, this would eventually bring an undesirable degree of asymmetry in the treatment of the parameters \( \alpha \) and \( \beta \). For this reason we prefer to introduce the appropriate functions \( p_{\alpha,\beta}^\varepsilon(n, z) \) for \( \alpha \in \mathbb{Z}_{<0} \) (and \( \varepsilon, \varepsilon+\beta, \varepsilon+\alpha, \varepsilon+\alpha+\beta \not\in \mathbb{Z} \)) by using (2.8) and recalling, see [21, p. 38] that for \( m \in \mathbb{Z}_{\geq0} \)

\[
\lim_{c\to-m} \frac{1}{\Gamma(c)} F(a, b; c; z) = \frac{(a)_{m+1} (b)_{m+1}}{(m+1)!} z^{m+1} F(a+m+1, b+m+1; m+2; z).
\]

We see below that this leads to the following expression for \( p_{\alpha,\beta}^\varepsilon(n, z) \) with \( \alpha \in \mathbb{Z}_{<0} \) (as long as (2.13) is satisfied)

\[
C \cdot (\varepsilon + \beta + 1)_n \cdot (n + \varepsilon + \alpha + \beta + 1)_n
\cdot \frac{1}{2^{-\alpha}} F(-n + \varepsilon + \alpha, n + \varepsilon + \beta + 1; -\alpha + 1; (1-z)/2)
\]

where the constant \( C = C(\alpha, \beta, \varepsilon) \) is explicitly given by

\[
C = C(\alpha, \beta, \varepsilon) = \frac{(-1)^\alpha (-\varepsilon)_{-\alpha} (\varepsilon + \alpha + \beta + 1)_{-\alpha}}{(-\alpha - 1)! (-\alpha)!}.
\]

It is easy to check that the assumptions (2.13) imply that \( C(\alpha, \beta, \varepsilon) \) is well-defined and does not vanish.

The expression above can be derived by a continuity argument using (2.8) and (2.16) when \( \alpha \) approaches a value in \( \mathbb{Z}_{<0} \). To see this it is important to notice that for \( \alpha \in \mathbb{Z}_{<0} \) the identities

\[
\frac{(\varepsilon + \alpha + 1)_n}{(\varepsilon + 1)_n} = \frac{(-\varepsilon)_{-\alpha}}{(-n + \varepsilon + \alpha)_{-\alpha}} \quad \text{and} \quad \frac{(\varepsilon + \beta + 1)_n}{(\varepsilon + \alpha + \beta + 1)_n} = \frac{n + \varepsilon + \alpha + \beta + 1}_{-\alpha}
\]

allow one to rewrite the factor

\[
\frac{(\varepsilon + \alpha + 1)_n}{(\varepsilon + 1)_n} \cdot \frac{(-n + \varepsilon + \alpha + \beta + 1)_{-\alpha}}{(-\alpha)!}
\]

as

\[
\frac{(-\alpha - 1)!}{(-1)^\alpha} \cdot C(\alpha, \beta, \varepsilon) \cdot \frac{(\varepsilon + \beta + 1)_n}{(\varepsilon + \alpha + \beta + 1)_n}
\]

which except for the first constant is the factor in front of (2.17).

Then conditions (2.13) guarantee that \( p_{\alpha,\beta}^\varepsilon(n, z) \) is well-defined (see (2.8) and (2.17)) and satisfies (2.10) and (2.11). It was proved in [10] that the
space of common solutions of (2.10) and (2.11) in a domain $\Omega \subset \mathbb{C}$, not containing $\pm 1$, is two dimensional. Notice also that (2.13) excludes, in particular, the original operators $L_{\alpha,\beta}(n, z)$ ($\varepsilon = 0$) since their leading coefficient vanishes for $n = -1$.

Finally we explain how (2.10) follows from (2.3). Conjugate the operator $L_{\alpha,\beta}(n, T)$ with $(n+\alpha)/n = (\alpha + 1)n$. The resulting difference operator has rational coefficients and the eigenfunction $F(-n, n + \alpha + \beta + 1; \alpha + 1; (1-z)/2)$, cf. (2.1). The operator obtained from it by the formal change $n \mapsto n + \varepsilon$ has the eigenfunction $F(-n - \varepsilon, n + \varepsilon + \alpha + \beta + 1; \alpha + 1; (1-z)/2)$ and all we need to do is conjugate it with $(\varepsilon + 1)/n$. The result is the operator $L_{\alpha,\beta;\varepsilon}(n, T)$ which proves (2.10) in the case $\alpha \notin \mathbb{Z}_{<0}$. The case $\alpha \in \mathbb{Z}_{<0}$ follows from the definition (2.8) using the limit (2.16).

2.3. Darboux maps between Jacobi operators. There are four difference relations connecting the values of the Jacobi polynomials $p^{\alpha,\beta}(n, z)$ with shifted indices:

$$
p^{\alpha-1,\beta}(n, z) = \left(\frac{n + \alpha + \beta}{2n + \alpha + \beta} - \frac{n + \beta}{2n + \alpha + \beta} T^{-1}\right) p^{\alpha,\beta}(n, z),
$$

$$
p^{\alpha,\beta}(n, z) = \frac{1}{z - 1} \left(\frac{2(n + 1)}{2n + \alpha + \beta + 1} T - \frac{2(n + \alpha)}{2n + \alpha + \beta + 1}\right) p^{\alpha-1,\beta}(n, z),
$$

and

$$
p^{\alpha,\beta-1}(n, z) = \left(\frac{n + \alpha + \beta}{2n + \alpha + \beta} + \frac{n + \alpha}{2n + \alpha + \beta} T^{-1}\right) p^{\alpha,\beta}(n, z),
$$

$$
p^{\alpha,\beta}(n, z) = \frac{1}{z + 1} \left(\frac{2(n + 1)}{2n + \alpha + \beta + 1} T + \frac{2(n + \beta)}{2n + \alpha + \beta + 1}\right) p^{\alpha,\beta-1}(n, z),
$$

(see for instance, [21, Eqs. pp. 209–219]). Similarly to the proof of (2.10) at the end of the previous subsection, one shows the following analogs of these identities for $p^{\alpha,\beta;\varepsilon}(n, z)$

$$
p^{\alpha-1,\beta;\varepsilon}(n, z) = D_{\alpha}^{-}(n, T)p^{\alpha,\beta;\varepsilon}(n, z),
\quad p^{\alpha+1,\beta;\varepsilon}(n, z) = \frac{1}{z - 1} D_{\alpha}^{+}(n, T)p^{\alpha,\beta;\varepsilon}(n, z),
$$

$$
p^{\alpha,\beta-1;\varepsilon}(n, z) = D_{\alpha}^{-}(n, T)p^{\alpha,\beta;\varepsilon}(n, z),
\quad p^{\alpha,\beta+1;\varepsilon}(n, z) = \frac{1}{z + 1} D_{\alpha}^{+}(n, T)p^{\alpha,\beta;\varepsilon}(n, z),
$$

(2.19)
where the operators \( D_\pm^\alpha(n, T) \) and \( D_\pm^\beta(n, T) \) are given by

\[
D_\pm^\alpha(n, T) = \left( \frac{\varepsilon + \alpha}{\alpha} \right) \left( \frac{n + \varepsilon + \alpha + \beta}{2n + 2\varepsilon + \alpha + \beta} - \frac{n + \varepsilon + \beta}{2n + 2\varepsilon + \alpha + \beta} T^{-1} \right),
\]

\[
D_\pm^\beta(n, T) = \left( \frac{\alpha + 1}{\varepsilon + \alpha + 1} \right) \left( \frac{2(n + \varepsilon + 1)}{2n + 2\varepsilon + \alpha + \beta + 2} T - \frac{2(n + \varepsilon + \alpha + 1)}{2n + 2\varepsilon + \alpha + \beta + 2} \right),
\]

\[
D_\pm^\beta(n, T) = \left( \frac{n + \varepsilon + \alpha + \beta}{2n + 2\varepsilon + \alpha + \beta} + \frac{n + \varepsilon + \alpha}{2n + 2\varepsilon + \alpha + \beta} T^{-1} \right),
\]

The constant in (2.17) was chosen to make the relations (2.19)-(2.20) hold for all \( \alpha \in \mathbb{C} \). We show only the dependence on the index \( \alpha \) of the operators \( D_\pm^\alpha(n, T) \) because the index \( \beta \) is unchanged in both sides of Equation (2.19), similarly for the operators \( D_\pm^\beta(n, T) \). Equations (2.19)-(2.20) and (2.10) imply the following factorizations

\[
(2.21) \quad L_{\alpha, \beta; \varepsilon}(n, T) - 1 = D_\pm^{\alpha-1}(n, T) D_\pm^\alpha(n, T) = D_\pm^{\alpha+1}(n, T) D_\pm^\alpha(n, T),
\]

\[
(2.22) \quad L_{\alpha, \beta; \varepsilon}(n, T) + 1 = D_\pm^{\beta-1}(n, T) D_\pm^\beta(n, T) = D_\pm^{\beta+1}(n, T) D_\pm^\beta(n, T).
\]

Hence the operators \( L_{\alpha \pm 1, \beta; \varepsilon}(n, T) \), \( L_{\alpha, \beta \pm 1; \varepsilon}(n, T) \) are Darboux transformations from \( L_{\alpha, \beta; \varepsilon}(n, T) \) and Equations (2.19) and (2.20) represent the Darboux maps \( p_{\alpha, \beta}^\varepsilon(n, z) \mapsto p_{\alpha, \beta}^{\varepsilon+1}(n, z) \) and \( p_{\alpha, \beta}^\varepsilon(n, z) \mapsto p_{\alpha, \beta}^{\varepsilon-1}(n, z) \).

### 3. Darboux transformations from Jacobi operators.

The first part of this section contains some general facts about discrete Darboux transformations in the form in which they will be used later (see, for instance, [26] for the differential case). The goal of the second part is an explicit description of the kernels of the operators \( (L_{\alpha, \beta; \varepsilon} - 1)^k (L_{\alpha, \beta; \varepsilon} + 1)^l \). Based on it, in the third part we construct Darboux transformations from \( L_{\alpha, \beta; \varepsilon}(n, T) \) which are the main objects of study in the rest of the paper. The conditions (2.13) are assumed throughout Sections 3.2-3.3.

#### 3.1. General remarks on Darboux transformations.

One says that the difference operator \( L(n, T) \) is obtained by a Darboux transformation from the difference operator \( L_0(n, T) \) if there exists an operator \( P(n, T) \) such that

\[
(3.1) \quad L(n, T) P(n, T) = P(n, T) L_0(n, T).
\]

Assume that \( L_0(n, T) \) has an eigenfunction \( \Psi_0(n, z) \), i.e.,

\[
(3.2) \quad L_0(n, T) \Psi_0(n, T) = g_0(z) \Psi_0(n)
\]
for some function $g_0(z)$. Then
\[\Psi(n, z) := P(n, T)\Psi_0(n, z)\]
is an eigenfunction of $L(n, T)$:
\[L(n, T)\Psi(n, T) = g_0(z)\Psi(n)\tag{3.3}\]
The map $\Psi_0(n, T) \mapsto \Psi(n, T)$ is also called a Darboux transformation.

An important feature of the transformation (3.1) for a regular difference operator $P(n, T)$ is that the operator $L(n, T)$ has the same support as $L_0(n, T)$. Besides this $L(n, T)$ is regular if and only if $L_0(n, T)$ is regular.

Given a difference operator $L_0(n, T)$, all transformations of the type (3.1) with a regular difference operator $P(n, T)$ can be described in terms of the kernel of $P(n, T)$.

**Proposition 3.1.**

(i) For a regular difference operator $P(n, T)$ there exists an operator $L(n, T)$ for which (3.1) holds if and only if
\[L_0(n, T)(\text{Ker} P(n, T)) \subset \text{Ker} P(n, T)\tag{3.4}\]
The operator $L(n, T)$ satisfying (3.1) is unique.

(ii) Let $P(n, T)$ be a regular difference operator satisfying (3.4) and $q(x)$ be the characteristic polynomial of the linear map $L_0(n, T)$ acting in the space $\text{Ker} P(n, T)$. Then $\text{Ker} P(n, T) \subset q(L_0(n, T))$ and there exists an operator $Q(n, T)$ such that
\[q(L_0(n, T)) = Q(n, T)P(n, T),\tag{3.5}\]
\[q(L(n, T)) = P(n, T)Q(n, T).\tag{3.6}\]

Note that the kernel of a regular difference operator $P(n, T)$ is finite dimensional. More precisely, if $P(n, T)$ has support $[m_1, m_2]$ for some $m_i \in \mathbb{Z}$, then $\text{dim Ker} P(n, T) = m_2 - m_1$. For any $j \in \mathbb{Z}$ the map
\[f \mapsto (f(j + 1), \ldots, f(j + m_2 - m_1)), \text{ for } f : \mathbb{Z} \to \mathbb{C}\tag{3.7}\]
provides an isomorphism between $\text{Ker} P(n, T)$ and $\mathbb{C}^{m_2 - m_1}$.

The transformation $Q(n, T)P(n, T) \mapsto P(n, T)Q(n, T)$ is a more traditional version of the Darboux map. Although it is a special case of the transformation $L_0(n, T) \mapsto L(n, T)$ from Equation (3.1) and Proposition 3.1 shows that there always exists a polynomial $q(x)$ for which $q(L_0(n, T)) \mapsto q(L(n, T))$ is a Darboux map in this sense.

**Proof of Proposition 3.1.** (i) If $P(n, T)$, $L(n, T)$ satisfy (3.1) and $f(n) \in \text{Ker} P(n, T)$ then
\[P(n, T)(L_0(n, T)f(n)) = L(n, T)P(n, T)f(n) = 0\]
which proves (3.4).
In the opposite direction, let us notice that a comparison of the coefficients of the two sides of Equation (3.1) for a fixed value of \( n \) gives a finite system for the corresponding coefficients of the unknown operator \( L(n, T) \) having the same support as \( L_0(n, T) \). One shows that it has a solution using the standard linear algebra fact that for a finite matrix \( A \) the system \( Au = b \) has a solution if and only if \( v^Tb = 0, \forall v \in \text{Ker}A^T \). In the particular case which we consider the last condition is fulfilled because of (3.4).

The regularity of the difference operator \( P(n, T) \) implies the uniqueness of the operator \( L(n, T) \) satisfying (3.1). Indeed if there are two such operators \( L(n, T) \) and \( L'(n, T) \) one can subtract the resulting equalities (3.1). This gives \( (L(n, T) - L'(n, T))P(n, T) = 0 \) which is a contradiction.

(ii) The relation \( \text{Ker}P(n, T) \subset q(L_0(n, T)) \) follows from the definition of \( q(x) \). Similarly to Part (i), this implies the existence of an operator \( Q(n, T) \) satisfying (3.5). Equations (3.1) and (3.5) imply

\[
q(L(n, T))P(n, T) = P(n, T)q(L_0(n, T)) = (P(n, T)Q(n, T))P(n, T)
\]

and as a consequence of this (3.6).

A regular difference operator is reconstructed from its kernel by the following lemma.

**Lemma 3.2.** Assume that \( P(n, T) \) is a regular difference operator with support \([m_1, m_2]\) and leading coefficient 1. Let \( \text{Ker}P(n, T) = \text{Span}\{f^{(i)}(n)\}_{i=1}^m \) where \( m = m_2 - m_1 \). Then the function

\[
det(n) := \det(f^{(i)}(n - j))_{i,j=1,m_1}^{m,m_2-1}
\]
does not vanish for \( n \in \mathbb{Z} \) and

\[
P(n, T) = \frac{1}{\text{det}(n)} \begin{vmatrix}
  f^{(1)}(n + m_1) & \cdots & f^{(m)}(n + m_1) & T^{m_1} \\
  \cdots & \cdots & \cdots & \cdots \\
  f^{(1)}(n + m_2) & \cdots & f^{(m)}(n + m_2) & T^{m_2}
\end{vmatrix}
\]

where the determinant is expanded from left to right (the shift operator \( T \) does not commute with function multiplication).

**Proof.** The fact that the map (3.7) is an isomorphism between \( \text{Ker}P(n, T) \) and \( \mathbb{C}^m \) implies that \( \text{det}(n) \) does not vanish for \( n \in \mathbb{Z} \). Clearly the functions \( f^{(i)}(n) \) belong to the kernel of the operator in the r.h.s. of (3.8). It has leading term 1 and the nonvanishing of \( \text{det}(n) \) implies (3.8).

**Remark 3.3.** The composition of two Darboux transformations \( L_0(n, T) \mapsto L_1(n, T) \) and \( L_1(n, T) \mapsto L_2(n, T) \) of the type (3.1) is Darboux transformation \( L_0(n, T) \mapsto L_2(n, T) \) of the same type. Indeed if

\[
L_i(n, T)P_i(n, T) = P_i(n, T)L_{i-1}(n, T), \quad i = 1, 2,
\]

then

\[
L_2(n, T)P_2(n, T)P_1(n, T) = P_2(n, T)P_1(n, T)L_0(n, T).
\]
3.2. Description of $\text{Ker}(L_{\alpha,\beta;\varepsilon} - 1)^k(L_{\alpha,\beta;\varepsilon} + 1)^l$. The main idea is to first find some functions $\varphi(n, z)$ (depending on $\alpha, \beta,$ and $\varepsilon$) such that

$$L_{\alpha,\beta;\varepsilon}(n, T)\varphi(n, z) = z\varphi(n, z)$$

and then to consider the derivatives

$$\varphi^{(i)}_{\pm}(n) = \frac{1}{i!}\partial_z^i\varphi(n, z)\bigg|_{z=\pm 1}, \ i \in \mathbb{Z}_{\geq 0}.$$ 

They satisfy

$$(L_{\alpha,\beta;\varepsilon}(n, T) \mp 1)^{i}\varphi^{(i)}_{\pm}(n) = \varphi^{(i-1)}_{\pm}(n), \ \forall \ i \in \mathbb{Z}_{\geq 0}$$

with $\varphi^{(-1)}_{\pm}(n) = 0$. As a consequence of this

$$(L_{\alpha,\beta;\varepsilon}(n, T) \mp 1)^{j}\varphi^{(j)}_{\pm}(n) = 0, \ \forall \ i \in \mathbb{Z}_{>0}, \ j = 0, \ldots, i - 1.$$

Before stating the results from this subsection we recall a relation for the hypergeometric function that is a consequence of Gauss’ relations between contiguous hypergeometric functions. Denote $F = F(a, b; c; (1-z)/2)$, $TF = F(a - 1, b + 1; c; (1-z)/2)$, and $T^{-1}F = F(a + 1, b - 1; c; (1-z)/2)$. Then for $c \notin \mathbb{Z}_{\leq 0}$

$$\frac{2(c-a)b}{(b-a)(b-a+1)}TF + \frac{2(a+b-1)(-2c+a+b+1)}{(b-a-1)(b-a+1)}F + \frac{2a(c-b)}{(b-a)(b-a-1)}T^{-1}F = zF.$$ 

This can also be checked directly using the standard expansion of $F(a, b; c, x)$ for $|x| < 1$, $c \notin \mathbb{Z}_{\leq 0}$

$$F(a, b; c, x) = \sum_{j=0}^{\infty} \frac{(a)_j(b)_j}{j!(c)_j} x^j.$$ 

Lemma 3.4. The four functions

$$\varphi_{\pm}(n, z) = \frac{(\varepsilon + \alpha + 1)_n}{(\varepsilon + 1)_n} \cdot F(-(n + \varepsilon), n + \varepsilon + \alpha + \beta + 1; \alpha + 1; (1-z)/2),$$

$$\psi_{\pm}(n, z) = \frac{(\varepsilon + \beta + 1)_n}{(\varepsilon + \alpha + \beta + 1)_n} \cdot F(-(n + \varepsilon + \alpha + \beta), n + \varepsilon + 1; -\alpha + 1; (1-z)/2),$$
Proof. The relation (3.17) for \( \varphi_+(n, z) \) holds because \( \varphi_+(n, z) = p_{\alpha, \beta}^\varepsilon(n, z) \).

To check the one for \( \psi_+(n, z) \), we conjugate \( L_{\alpha, \beta; \varepsilon}(n, T) \) by \( (\varepsilon + \beta + 1) / (\varepsilon + \alpha + \beta + 1) \) (the factor in front of the r.h.s. of (3.14)).

The result is

\[
\text{Ad}_{(\varepsilon + \beta + 1) / (\varepsilon + \alpha + \beta + 1)} L_{\alpha, \beta; \varepsilon}(n, T) = \frac{2(n + \varepsilon + 1)(n + \varepsilon + \beta + 1)}{(2n + 2\varepsilon + \alpha + \beta + 1)(2n + 2\varepsilon + \alpha + \beta + 2)} T + \frac{\beta^2 - \alpha^2}{(2n + 2\varepsilon + \alpha + \beta)(2n + 2\varepsilon + \alpha + \beta + 2)} + \frac{2(n + \varepsilon + \alpha)(n + \varepsilon + \alpha + \beta)}{(2n + 2\varepsilon + \alpha + \beta)(2n + 2\varepsilon + \alpha + \beta + 1)} T^{-1}.
\]

This is the difference operator from the l.h.s. of (3.11) with \( a = -(n + \varepsilon + \alpha + \beta), \) \( b = n + \varepsilon + 1, \) and \( c = -\alpha + 1 \) which gives the proof of (3.17) for \( \psi_+(n, z) \). The cases of \( \varphi_-(n, z) \) and \( \psi_-(n, z) \) are handled in a similar fashion.

Next we consider the derivatives of \( \varphi_+(n, z), \psi_+(n, z) \) at \( z = 1 \) and of \( \varphi_-(n, z), \psi_-(n, z) \) at \( z = -1 \):

\[
\varphi_{\pm}^{(i)}(n) := \frac{1}{i!} \partial_z^i \varphi_{\pm}(n, z) \bigg|_{z = \pm 1},
\]

\[
\psi_{\pm}^{(i)}(n) := \frac{1}{i!} \partial_z^i \psi_{\pm}(n, z) \bigg|_{z = \pm 1},
\]

\( i \in \mathbb{Z}_{\geq 0} \) (with the restrictions on \( \alpha \) and \( \beta \) made at the end of Lemma 3.4).
Using the expansion (3.12) of the hypergeometric function, we obtain the following explicit formulas for \( \varphi_{\pm}^{(i)}(n) \) and \( \psi_{\pm}^{(i)}(n) \)

\[
\varphi_+^{(i)}(n) = \frac{(\varepsilon + \alpha + 1)n}{(\varepsilon + 1)n} \cdot \frac{(-n + \varepsilon)_i(n + \varepsilon + \alpha + \beta + 1)_i}{(-2)^i! (\alpha + 1)_i}, \tag{3.18}
\]

\[
\psi_+^{(i)}(n) = \frac{(\varepsilon + \beta + 1)n}{(\varepsilon + \alpha + \beta + 1)n} \cdot \frac{(-n + \varepsilon + \alpha + \beta)_i(n + \varepsilon + 1)_i}{(-2)^i! (-\alpha + 1)_i}, \tag{3.19}
\]

\[
\varphi_-^{(i)}(n) = \frac{(-1)^n(\varepsilon + \beta + 1)n}{(\varepsilon + 1)n} \cdot \frac{(-n + \varepsilon)_i(n + \varepsilon + \alpha + \beta + 1)_i}{2^i!(\beta + 1)_i}, \tag{3.20}
\]

\[
\psi_-^{(i)}(n) = \frac{(-1)^n(\varepsilon + \alpha + 1)n}{(\varepsilon + \alpha + \beta + 1)n} \cdot \frac{(-n + \varepsilon + \alpha + \beta)_i(n + \varepsilon + 1)_i}{2^i!(-\beta + 1)_i}. \tag{3.21}
\]

We define \( \varphi_+^{(i)}(n) \) (\( \psi_+^{(i)}(n) \)) for \( \alpha \in \mathbb{Z}_{<0} \) (\( \alpha \in \mathbb{Z}_{>0} \)), \( i < |\alpha| \) by (3.18), (3.19) and \( \varphi_-^{(i)}(n) \) (\( \psi_-^{(i)}(n) \)) for \( \beta \in \mathbb{Z}_{<0} \) (\( \beta \in \mathbb{Z}_{>0} \)), \( i < |\beta| \) by (3.20), (3.21). (Note that these cases were excluded in Lemma 3.4.)

**Theorem 3.5.** Assuming (2.13) the following relations

\[
(L_{\alpha, \beta, \varepsilon}(n, T) - 1)\varphi_+^{(i)}(n) = \varphi_+^{(i-1)}(n), \tag{3.22}
\]

\[
(L_{\alpha, \beta, \varepsilon}(n, T) - 1)\psi_+^{(i)}(n) = \psi_+^{(i-1)}(n), \tag{3.23}
\]

hold for all \( i \in \mathbb{Z}_{\geq 0} \) if \( \alpha \notin \mathbb{Z} \) and for \( i = 0, \ldots, |\alpha| - 1 \) if \( \alpha \in \mathbb{Z} \). Similarly, one has

\[
(L_{\alpha, \beta, \varepsilon}(n, T) + 1)\varphi_-^{(i)}(n) = \varphi_-^{(i-1)}(n), \tag{3.24}
\]

\[
(L_{\alpha, \beta, \varepsilon}(n, T) + 1)\psi_-^{(i)}(n) = \psi_-^{(i-1)}(n), \tag{3.25}
\]

for all \( i \in \mathbb{Z}_{\geq 0} \) if \( \beta \notin \mathbb{Z} \) and for \( i = 0, \ldots, |\beta| - 1 \) if \( \beta \in \mathbb{Z} \). (We set \( \varphi_{\pm}^{(-1)}(n) = \psi_{\pm}^{(-1)}(n) = 0 \).

The kernels of \( (L_{\alpha, \beta, \varepsilon}(n, T) - 1)^k \) and \( (L_{\alpha, \beta, \varepsilon}(n, T) + 1)^l \) are given by

\[
\text{Ker}(L_{\alpha, \beta, \varepsilon}(n, T) - 1)^k = \text{Span}\{\varphi_+^{(i)}(n), \psi_+^{(i)}(n)\}_{i=0}^{k-1}, \tag{3.26}
\]

\[
\text{Ker}(L_{\alpha, \beta, \varepsilon}(n, T) + 1)^l = \text{Span}\{\varphi_-^{(i)}(n), \psi_-^{(i)}(n)\}_{i=0}^{l-1}, \tag{3.27}
\]

for \( k \leq |\alpha| \) if \( \alpha \in \mathbb{Z} \), for \( l \leq |\beta| \) if \( \beta \in \mathbb{Z} \), and for all \( k, l \geq 0 \) if \( \alpha, \beta \notin \mathbb{Z} \).

**Proof.** In the case \( \alpha \notin \mathbb{Z} \), the functions \( \varphi_+(n, z) \) and \( \psi_+(n, z) \) are well-defined. From the remark in the beginning of this subsection it follows that (3.17) and the definitions of \( \varphi_+^{(i)}(n) \), \( \psi_+^{(i)}(n) \) imply (3.22), (3.23). The case \( \alpha \in \mathbb{Z} \), \( i < |\alpha| \) follows by continuity on \( \alpha \).

The inclusion \( \supset \) in (3.26), (3.27) clearly follows from (3.22)-(3.25). Because \( (L_{\alpha, \beta, \varepsilon}(n, T) - 1)^k \) is a regular difference operator with support \([-k, k]\), to prove (3.26) it suffices to show that the functions \( \varphi_+^{(i)}(n) \), \( \psi_+^{(i)}(n) \), \( i = 0, \ldots, k - 1 \) are linearly independent.
Assume that
\[ \sum_{i=0}^{k_0} \left( a_i \varphi_+^{(i)}(n) + b_i \psi_+^{(i)}(n) \right) = 0, \quad \forall n \in \mathbb{Z} \]
for some complex numbers \( a_0, \ldots, a_{k_0}, b_0, \ldots, b_{k_0} \) such that \( a_{k_0} \neq 0 \) or \( b_{k_0} \neq 0 \) (\( k_0 \leq k - 1 \)). Applying \((L_{\alpha,\beta;\varepsilon}(n,T))^{k_0-1}\) to this equality and using (3.22), (3.23), we get
\[ a_{k_0} \varphi_+^{(0)}(n) + b_{k_0} \psi_+^{(0)}(n) = 0, \quad \forall n \in \mathbb{Z}, \]
i.e.,
\[ a_{k_0} \frac{(\varepsilon + \alpha + 1)n}{(\varepsilon + 1)n} = -b_{k_0} \frac{(\varepsilon + \beta + 1)n}{(\varepsilon + \alpha + \beta + 1)n}, \quad \forall n \in \mathbb{Z}. \]
For \( n = 0 \) this gives \( a_{k_0} = -b_{k_0} (\neq 0) \). Dividing the two sides of Equation (3.28) for two consecutive values of \( n \), we get
\[ (\varepsilon + \alpha + n)(\varepsilon + \alpha + \beta + n) = (\varepsilon + n)(\varepsilon + \beta + n), \quad \forall n \in \mathbb{Z}. \]
This gives \( \alpha = 0 \) which is a contradiction. Equation (3.27) is proved analogously. \( \square \)

**Remark 3.6.** It is clear that
\[ \text{Ker}(L_{\alpha,\beta;\varepsilon} - 1)^k \cap \text{Ker}(L_{\alpha,\beta;\varepsilon} + 1)^l = \emptyset. \]
Therefore
\[ \text{Ker}(L_{\alpha,\beta;\varepsilon} - 1)^k(L_{\alpha,\beta;\varepsilon} + 1)^l = \text{Ker}(L_{\alpha,\beta;\varepsilon} - 1)^k \oplus \text{Ker}(L_{\alpha,\beta;\varepsilon} + 1)^l \]
and Theorem 3.5 describes the kernel of the operator \((L_{\alpha,\beta;\varepsilon} - 1)^k(L_{\alpha,\beta;\varepsilon} + 1)^l\) in the cases specified there.

### 3.3. The sets \( D^{(k,l)}_{\alpha,\beta;\varepsilon} \) of Darboux transformations from \( L_{\alpha,\beta;\varepsilon}(n,z) \).

Let us fix two nonnegative integers \( k \) and \( l \) and choose \( 2(k+l) \) complex numbers
\[ A_i, B_i, \ i = 0, \ldots, k - 1, \]
\[ C_j, D_j, \ j = 0, \ldots, l - 1. \]
If \( k > 0 \ (l > 0) \) we will assume \( \alpha \neq -k+1, \ldots, k-1 \) (\( \beta \neq -l+1, \ldots, l-1 \)). Set
\[ f^{(i)}(n) = \begin{cases} 
\sum_{r=0}^{i} \left( A_r \varphi_+^{(i-r)}(n) + B_r \psi_+^{(i-r)}(n) \right), & \text{for } i = 0, \ldots, k - 1 \\
\sum_{r=0}^{i-k} \left( C_r \varphi_-^{(i-k-r)}(n) + D_r \psi_-^{(i-k-r)}(n) \right), & \text{for } i = k, \ldots, k + l - 1.
\end{cases} \]
The values of the parameters $A, B, C, D \in \mathbb{C}$ for which
\begin{equation}
\det(n) = \det(f(i)(n + j))_{i,j=0,-k,-l}^{k+l-1,-1} \neq 0, \ \forall n \in \mathbb{Z},
\end{equation}
will be called *admissible*. For such values we define the operator
\begin{equation}
P(n, T) = \frac{1}{\det(n)} \begin{vmatrix}
f^{(0)}(n - k - l) & \cdots & f^{(k+l-1)}(n - k - l) & T^{-(k+l)} \\
\vdots & \ddots & \vdots & \vdots \\
f^{(0)}(n) & \cdots & f^{(k+l-1)}(n) & 1
\end{vmatrix}.
\end{equation}
By expanding (3.30) along the last column one sees that the term of $T^{-(k+l)}$ is given by
\begin{equation}
\frac{\det(n + 1)}{\det(n)} \neq 0
\end{equation}
hence $P(n, T)$ is a regular difference operator. As a consequence of properties (3.22)–(3.25) we obtain
\begin{equation}
(L_{\alpha,\beta}\epsilon(n, T) - 1)f^{(i)}(n) = 0, \quad (L_{\alpha,\beta}\epsilon(n, T) - 1)f^{(i-1)}(n)
\end{equation}
for $i = 1, \ldots, k - 1$ and
\begin{equation}
(L_{\alpha,\beta}\epsilon(n, T) + 1)f^{(k)}(n) = 0, \quad (L_{\alpha,\beta}\epsilon(n, T) + 1)f^{(j-1)}(n)
\end{equation}
for $j = k + 1, \ldots, k + l - 1$. Thus Ker$P(n, T) = \text{Span}\{f^{(i)}(n)\}_{i=0}^{k+l-1}$ is preserved by $L_{\alpha,\beta}\epsilon(n, T)$ and according to Proposition 3.1 there exists a difference operator $L(n, T)$ with support $[-1, 1]$ such that
\begin{equation}
L(n, T)P(n, T) = P(n, T)L_{\alpha,\beta}\epsilon(n, T).
\end{equation}
The set of all difference operators $L(n, T)$ for admissible values of the parameters $A, B, C, D$ will be denoted by
\begin{equation}
\mathcal{D}_{\alpha,\beta}\epsilon.
\end{equation}
All operators $L(n, T) \in \mathcal{D}_{\alpha,\beta}\epsilon$ are Darboux transformations from $L_{\alpha,\beta}\epsilon(n, T)$ and $k, l$ refer to the multiplicity of the eigenvalues $1$ and $-1$ of $L_{\alpha,\beta}\epsilon(n, T)$ in Ker$P(n, T)$, see Equations (3.31) and (3.32). (Recall from part (i) of Proposition 3.1 that $L_{\alpha,\beta}\epsilon(n, T)$ preserves Ker$P(n, T)$.) Every $L(n, T) \in \mathcal{D}_{\alpha,\beta}\epsilon$ is a regular difference operator with eigenfunction
\begin{equation}
\Psi(n, z) = P(n, T)p_{\epsilon}^\alpha\beta(n, z),
\end{equation}
more precisely:
\begin{equation}
L(n, T)\Psi(n, z) = z\Psi(n, z).
\end{equation}
The admissibility condition (3.29) holds for almost all values of $A, B, C, D \in \mathbb{Z}$. The complement of the corresponding set in $\mathbb{C}^{2(k+l)}$ consists of the zeros of countably many polynomials, obtained from det$(n)$ for fixed $n \in \mathbb{Z}$.
$\mathbb{Z}$ (recall (3.29)). The latter do not vanish identically due to the linear independence of the set of functions $\{\psi^{(i)}_{\pm}(n)\}_{i=0}^{k-1} \cup \{\psi^{(j)}_{\pm}(n)\}_{j=0}^{l-1}$ (see the proof of Theorem 3.5) and the regularity of $L_{\alpha,\beta,\varepsilon}(n,T)$.

There are in fact $k + l$ free parameters in the definition of an element $L(n,T) \in \mathcal{D}^{(k,l)}_{\alpha,\beta,\varepsilon}$ since the operator $P(n,T)$ (see (3.30)) only depends on the choice of the space $\text{Span}\{f^{(i)}(n)\}_{i=0}^{k+j-1} (= \text{Ker} P(n,T))$, and not on the choice of the individual functions $f^{(i)}(n)$. Using again the linear independence of $\{\psi^{(i)}_{\pm}(n)\}_{i=0}^{k-1} \cup \{\psi^{(j)}_{\pm}(n)\}_{j=0}^{l-1}$, the choice of span is equivalent to a choice of flags:

$$V_0 \subset V_1 \subset \ldots \subset V_{k-1} \text{ and } W_0 \subset W_1 \subset \ldots \subset W_{l-1}$$

where $V_i = \text{Span} \{f^{(r)}(n)\}_{i=0}^{r}$ and $W_j = \text{Span} \{f^{(r)}(n)\}_{r=k}$, cf. [12].

The relations (2.14) and (2.15) for $L_{\alpha,\beta,\varepsilon}(n,T)$ imply similar relations for the sets $\mathcal{D}^{(k,l)}_{\alpha,\beta,\varepsilon}$:

\[ \mathcal{D}^{(k,l)}_{-\alpha,-\beta,\varepsilon + \alpha + \beta} = \mathcal{D}^{(k,l)}_{\alpha,\beta,\varepsilon}, \]

\[ \text{Ad}(-1)^n \mathcal{D}^{(l,k)}_{\beta,\alpha,\varepsilon} = \text{Ad}(-1)^n \mathcal{D}^{(l,k)}_{-\beta,\alpha,\varepsilon + \alpha + \beta} = -\mathcal{D}^{(k,l)}_{\alpha,\beta,\varepsilon}. \]

Here, in addition to (2.14) and (2.15), we use that the change of parameters $\alpha \rightarrow -\alpha, \beta \rightarrow -\beta, \varepsilon \rightarrow \varepsilon + \alpha + \beta$ exchanges $\varphi^{(i)}_{\pm}(n)$ with $\psi^{(i)}_{\pm}(n)$ and $\varphi^{(i)}_{\pm}(n)$ with $\psi^{(i)}_{\pm}(n)$. Analogously the change of parameters $\alpha \rightarrow \beta, \beta \rightarrow \alpha, \varepsilon \rightarrow \varepsilon$ exchanges $\varphi^{(i)}_{\pm}(n)$ with $(-1)^n \varphi^{(i)}_{\pm}(n)$ and $\psi^{(i)}_{\pm}(n)$ with $(-1)^n \psi^{(i)}_{\pm}(n)$.

The Darboux maps between Jacobi functions (operators) represented by the first identities in (2.19), (2.20) and Remark 3.3 imply the following inclusion relations:

\[ \text{Ad}_{2n+2\varepsilon + \alpha + \beta}^{2n+2\varepsilon + \alpha + \beta} \mathcal{D}^{(k,l)}_{\alpha-1,\beta,\varepsilon} \subset \mathcal{D}^{(k,l)}_{\alpha,\beta,\varepsilon}, \]

\[ \text{Ad}_{2n+2\varepsilon + \alpha + \beta}^{2n+2\varepsilon + \alpha + \beta} \mathcal{D}^{(k,l-1)}_{\alpha,\beta-1,\varepsilon} \subset \mathcal{D}^{(k,l)}_{\alpha,\beta,\varepsilon}. \]

The function $(n + \varepsilon + \alpha + \beta)/(2n + 2\varepsilon + \alpha + \beta)$ is the leading coefficient of the the operators $D^\alpha_{\cdot}(n,T)$ and $D^\beta_{\cdot}(n,T)$, see Section 2.3. Recall that the operator $P(n,T)$ is normalized to have leading coefficient 1.

**Remark 3.7.** Note that (3.31), (3.32) imply that for the operator $P(n,T)$ (3.30) defining an element $L(n,T)$ in $\mathcal{D}^{(k,l)}_{\alpha,\beta,\varepsilon}$ the endomorphism $L_{\alpha,\beta,\varepsilon}(n,T)$ on $\text{Ker} P(n,T)$ has two Jordan blocks with eigenvalues 1 and $-1$ and lengths $k$ and $l$, respectively. Insisting on multiple blocks with equal eigenvalues does not produce larger sets of transformations since the operator $L_{\alpha,\beta,\varepsilon}(n,T)$ has a two dimensional kernel. Allowing $k > |\alpha|$ or $l > \beta$ in the cases $\alpha \in \mathbb{Z}$ or $\beta \in \mathbb{Z}$ causes the operators $P(n,T)$ and $L(n,T)$ to have nonrational coefficients which does lead to bispectrality of $L(n,T)$ as was noted in the introduction.
At the end of this subsection we compute explicitly the coefficients of the operators $L(n, T)$ in $\mathcal{D}_{\alpha, \beta; \varepsilon}^{(k, l)}$. Set
\begin{equation}
L(n, T) = a(n)T + b(n) + c(n)T^{-1}
\end{equation}
for some functions $a(n)$, $b(n)$, and $c(n)$ (the dependence on $A, B, C, D$ will not be shown). For convenience we denote the coefficients of the operator $L_{\alpha, \beta; \varepsilon}(n, T)$ by $a_0(n)$, $b_0(n)$, and $c_0(n)$:
\begin{equation}
L_{\alpha, \beta; \varepsilon}(n, T) = a_0(n)T + b_0(n) + c_0(n)T^{-1}
\end{equation}
(cf. Equation (2.9) for their values). Set also
\begin{equation}
\det_{-r}(n) := \det(f^{(j)}(n + j))_{i=0, \ldots, k+t-1}^{j=-k-l, \ldots, -r, \ldots, 0}
\end{equation}
for $r = 0, \ldots, k + l$.
Note that
\begin{equation}
\det_0(n) = \det(n) \quad \text{and} \quad \det_{k+l}(n) = \det_0(n + 1) = \det(n + 1).
\end{equation}
Expanding the determinant (3.30) defining $P(n, T)$ along the last column gives
\begin{equation}
P(n, T) = \sum_{r=0}^{k+l} (-1)^r \frac{\det_{-r}(n)}{\det(n)} T^{-r}.
\end{equation}

Proposition 3.8. The coefficients $a(n)$, $b(n)$, and $c(n)$ of an operator $L(n, T) \in \mathcal{D}_{\alpha, \beta; \varepsilon}^{(k, l)}$ are expressed in terms of the coefficients $a_0(n)$, $b_0(n)$, and $c_0(n)$ of $L_{\alpha, \beta; \varepsilon}(n, T)$ and the functions $f^{(i)}(n)$ (see (3.42)) by the following formulas:
\begin{align}
a(n) &= a_0(n), \\
b(n) &= b_0(n) + a_0(n) \frac{\det_{-1}(n + 1)}{\det(n + 1)} - a_0(n - 1) \frac{\det_{-1}(n)}{\det(n)}, \\
c(n) &= c_0(n - k - l) \frac{\det(n - 1)\det(n + 1)}{(\det(n))^2}.
\end{align}

Proof. We compare the coefficients of $T$ and $1$ in (3.33) and use the expression (3.44) for the operator $P(n, T)$. This gives the formulas
\begin{align}
a(n) &= a_0(n), \\
b(n) - a(n) \frac{\det_{-1}(n + 1)}{\det(n + 1)} &= b_0(n) - a_0(n - 1) \frac{\det_{-1}(n)}{\det(n)},
\end{align}
which are equivalent to (3.45) and (3.46).
Similarly comparing the coefficients of $T^{-k-l-1}$ in (3.33) gives
\begin{align}
c(n) \frac{\det_{-(k+l)}(n - 1)}{\det(n - 1)} &= c_0(n - k - l) \frac{\det_{-(k+l)}(n)}{\det(n)}
\end{align}
which implies (3.47), taking into account (3.43). \hfill \Box
4. Bispectral Darboux transformation and an involution.

This section is a preparation for the next one where we show that the difference operators from $D_{\alpha, \beta, \varepsilon}^{(k,l)}$ are bispectral under some natural conditions on $\alpha$ and $\beta$. Our proof is based on a result of [3] on Darboux transformations that preserve the bispectral property. Its application to the situation under consideration is nontrivial and requires an intrinsic characterization of a certain space of difference operators. This is done in terms of an involution of the algebra of difference operators with rational coefficients.

4.1. A theorem on bispectral Darboux transformations. For a fixed choice of the parameters $\alpha, \beta, \varepsilon$ we define $B_{\alpha, \beta, \varepsilon}$ as the algebra of difference operators $S(n,T)$ with rational coefficients for which there exists a differential operator $G(z, \partial_z)$ (also with rational coefficients) such that

\begin{equation}
S(n,T)p_{\alpha, \beta, \varepsilon}^\alpha(n,z) = G(z, \partial_z)p_{\alpha, \beta, \varepsilon}^\alpha(n,z).
\end{equation}

(4.1)

The set of all such operators $G(z, \partial_z)$ is an algebra which will be denoted by $B'_{\alpha, \beta, \varepsilon}$. It is clear that $b(S(n,T)) := G(z, \partial_z)$

correctly defines a map

\begin{equation}
b : B_{\alpha, \beta, \varepsilon} \rightarrow B'_{\alpha, \beta, \varepsilon}
\end{equation}

(4.3)

which is an antiisomorphism of algebras. In this setting Equations (2.10) and (2.11) mean that $\lambda_{\varepsilon}(n), L_{\alpha, \beta, \varepsilon}(n, T) \in B_{\alpha, \beta, \varepsilon}, z, B_{\alpha, \beta}(z, \partial_z) \in B'_{\alpha, \beta, \varepsilon}$, and

\begin{equation}
b(\lambda_{\varepsilon}(n)) = B_{\alpha, \beta}(z, \partial_z),
\end{equation}

(4.4)

\begin{equation}
b(L_{\alpha, \beta, \varepsilon}(n, T)) = z.
\end{equation}

(4.5)

The triple $(B_{\alpha, \beta, \varepsilon}, B'_{\alpha, \beta, \varepsilon}, b)$ is an example of a bispectral triple in the sense of [3]. Denote

\begin{equation}
K_{\alpha, \beta, \varepsilon} = B_{\alpha, \beta, \varepsilon} \cap \mathbb{C}(n),
\end{equation}

(4.6)

\begin{equation}
K'_{\alpha, \beta, \varepsilon} = B'_{\alpha, \beta, \varepsilon} \cap \mathbb{C}(z),
\end{equation}

(4.7)

where $\mathbb{C}(n)$ and $\mathbb{C}(z)$ stand for the algebras of rational functions in the variables $n$ and $z$, respectively. Let

\begin{equation}
A_{\alpha, \beta, \varepsilon} = b^{-1}(K'_{\alpha, \beta, \varepsilon}),
\end{equation}

(4.8)

\begin{equation}
A'_{\alpha, \beta, \varepsilon} = b(K_{\alpha, \beta, \varepsilon}).
\end{equation}

(4.9)

It is obvious that

\begin{equation}
K'_{\alpha, \beta, \varepsilon} = \mathbb{C}[z],
\end{equation}

(4.10)

\begin{equation}
A'_{\alpha, \beta, \varepsilon} = \mathbb{C}[B_{\alpha, \beta}(z, \partial_z)],
\end{equation}

(4.11)
and
\begin{equation}
\mathcal{K}_{\alpha,\beta;\varepsilon} \supseteq \mathbb{C}[\lambda(n)],
\end{equation}
\begin{equation}
\mathcal{A}_{\alpha,\beta;\varepsilon} \supseteq \mathbb{C}[L_{\alpha,\beta;\varepsilon}(n,T)].
\end{equation}

Later in Remark 4.3 we will show that the inclusions in (4.12) and (4.13) can be strengthened to give two equalities.

As was noted in Section 3.1, if a difference operator \(q(L_{\alpha,\beta;\varepsilon}(n,T)) \in \mathcal{A}_{\alpha,\beta;\varepsilon}(q(x) \in \mathbb{C}[x])\) is factorized as a product of two operators \(Q(n,T)\) and \(P(n,T)\)
\[q(L_{\alpha,\beta;\varepsilon}(n,T)) = Q(n,T)P(n,T),\]
then the function
\[
\Psi(n,z) = P(n,T)p^{\alpha,\beta}(n,z)
\]
is an eigenfunction of the difference operator \(P(n,T)Q(n,T):\)
\[P(n,T)Q(n,T)\Psi(n,z) = q(z)\Psi(n,z),\]
We will give a version of Theorem 1.2 from [3] which provides general sufficient conditions on the operators \(P(n,T)\) and \(Q(n,T)\) under which \(\Psi(n,z)\) is also an eigenfunction of a differential operator in the variable \(z\). (The original result of [3] deals with “bispectral” Darboux transformations in an arbitrary associative algebra but in the form to be used, needs an additional refinement.)

**Theorem 4.1.** Assume that the operator \(q(L_{\alpha,\beta;\varepsilon}(n,T)) \in \mathcal{A}_{\alpha,\beta;\varepsilon}\) is factorized as
\begin{equation}
q(L_{\alpha,\beta;\varepsilon}(n,T)) = (Q_0(n,T)\nu(n)^{-1})(\mu(n)^{-1}P_0(n,T))
\end{equation}
for some difference operators \(P_0(n,T), Q_0(n,T) \in \mathcal{B}_{\alpha,\beta;\varepsilon}\) and rational functions \(\mu(n), \nu(n) \in \mathcal{K}_{\alpha,\beta;\varepsilon}\), such that the coefficients of the operators \(\mu(n)^{-1}P_0(n,T), Q_0(n,T)\nu(n)^{-1}\) are correctly defined for \(n \in \mathbb{Z}\). Then the function
\begin{equation}
\Psi(n,z) = (\mu^{-1}(n)P_0(n,T))p^{\alpha,\beta}(n,z)
\end{equation}
satisfies the relations
\begin{equation}
(\mu(n)^{-1}P_0(n,T))(Q_0(n,T)\nu(n)^{-1})\Psi(n,z) = q(z)\Psi(n,z),
\end{equation}
\begin{equation}
b(P_0)(z,\partial_z)b(Q_0)(z,\partial_z)q(z)^{-1}\Psi(n,z) = \mu(n)\nu(n)\Psi(n,z),
\end{equation}
i.e., it is bispectral.

Note that in Theorem 4.1 we do not assume that the rational functions \(\mu(n)^{-1}\) and \(\nu(n)^{-1}\) are well-defined for \(n \in \mathbb{Z}\), but only that the “ratios” \(\mu(n)^{-1}P_0(n,T)\) and \(Q_0(n,T)\nu(n)^{-1}\) are. Because of this a small modification of the original proof from [3] is necessary.
First of all since the algebra $\mathcal{B}'_{\alpha,\beta;\varepsilon}$ has no zero divisors, Equation (4.14) implies (see [3])
\begin{equation}
(b\nu)(z, \partial_z)(b\mu)(z, \partial_z) = (bP_0)(z, \partial_z)q(z)^{-1}(bQ_0)(z, \partial_z).
\end{equation}
For all values of $n$ for which $\mu(n)$ does not vanish we have
\[\Psi(n, z) = \mu(n)^{-1}(bP_0)(z, \partial_z)p_{\varepsilon}^{\alpha,\beta}(n, z)\]
and (4.17) holds, as a consequence of (4.18). The validity of (4.17) for all $n \in \mathbb{Z}$ follows from the definition (4.15) of $\Psi(n, z)$ and the fact that $p_{\varepsilon}^{\alpha,\beta}(n, z)$ has an expansion in $z$ around $z = 1$ with coefficients that are rational functions in $n$ (recall (3.12)).

Returning to the sets $\mathcal{D}_{\alpha,\beta;\varepsilon}^{(k,l)}$ of Darboux transformations from the operators $L_{\alpha,\beta;\varepsilon}(n, T)$, we need to find which of the operators $P(n, T)$ from Equation (3.30) can be expressed in the form $\mu(n)^{-1}P_0(n, T)$ with $\mu(n)$ and $P_0(n, T)$ as above. According to Theorem 4.1 the corresponding operators $L(n, T) \in \mathcal{D}_{\alpha,\beta;\varepsilon}^{(k,l)}$ will be bispectral with bispectral eigenfunction (3.34) (see also (4.15)). For this we need an invariant description of the linear space of difference operators
\begin{equation}
\mathcal{R}_{\alpha,\beta;\varepsilon} = \text{Span}\{\mu(n)^{-1}S(n, T) \mid S(n, T) \in \mathcal{B}_{\alpha,\beta;\varepsilon}, \mu(n) \in \mathcal{K}_{\alpha,\beta;\varepsilon},
\end{equation}
such that $\mu(n)^{-1}S(n, T)$ is well-defined for $n \in \mathbb{Z}$.

This will be obtained in the next subsection. Here we would like to note that the dual object – the linear space of differential operators
\begin{equation}
\mathcal{R}'_{\alpha,\beta;\varepsilon} = \text{Span}\{g(z)^{-1}G(z, \partial_z) \mid G(z, \partial_z) \in \mathcal{B}'_{\alpha,\beta;\varepsilon}, g(z) \in \mathcal{K}'_{\alpha,\beta;\varepsilon}\}
\end{equation}
is much easier to describe. It is just the space of differential operators with rational coefficients. This is a consequence of the fact that the commutator
\[ [B_{\alpha,\beta}(z, \partial_z), z] = 2(z^2 - 1)\partial_z + ((\alpha - \beta) + (\alpha + \beta + 2)z)\]
is a first order differential operator that belongs to $\mathcal{B}'_{\alpha,\beta;\varepsilon}$ and $z \in \mathcal{K}'_{\alpha,\beta;\varepsilon}$ (see Equation (4.10)). Unfortunately for our proof of the fact that the operators from $\mathcal{D}_{\alpha,\beta;\varepsilon}^{(k,l)}$ are bispectral we need the space $\mathcal{R}_{\alpha,\beta;\varepsilon}$, and not the space $\mathcal{R}'_{\alpha,\beta;\varepsilon}$.

4.2. Description of $\mathcal{R}_{\alpha,\beta;\varepsilon}$. Denote by $\Delta$ the abstract algebra of difference operators $M(n, T)$ with rational coefficients; that is the algebra over $\mathbb{C}$, generated by rational functions in $n$, the shift operator $T$, and its inverse $T^{-1}$, subject to the relation
\[Th(n) = h(n + 1)T, \text{ for all rational functions } h(n).\]
Here we do not require that the coefficients of an operator $M(n, T)$ in $\Delta$ be well-defined for $n \in \mathbb{Z}$. More explicitly these coefficients could have poles at some $n \in \mathbb{Z}$. The subspace of $\Delta$ consisting of operators having this extra regularity property will be denoted by $\Delta^\text{reg}$. We will identify the space of
difference operators with rational coefficients acting on functions \( f : \mathbb{Z} \to \mathbb{C} \) with \( \Delta^{\text{reg}} \). In particular, \( \tilde{B}_{\alpha,\beta;\varepsilon} \subset \tilde{R}_{\alpha,\beta;\varepsilon} \subset \Delta^{\text{reg}} \).

Define an involution \( I \) in the algebra \( \Delta \) acting on rational functions \( h(n) \) by
\[
(Ih)(n) = h(-(n + 2\varepsilon + \alpha + \beta + 1))
\]
(4.21) and on the shift operator \( T \) by
\[
I(T) = T^{-1}.
\]
The involution \( I \) is correctly defined since
\[
I(T) (Ih)(n) = (Ih)(n + 1) I(T).
\]
Denote the fixed points of \( I \) in \( \Delta \) by \( \Delta^I \):
\[
\Delta^I = \{ M(n,T) \in \Delta \mid I(M(n,T)) = M(n,T) \}.
\]
(4.22)

Let \( \phi(n) = (\varepsilon + \alpha + 1)n \) (4.23)
(c.f. the definition (2.8) of \( p_{\alpha,\beta;\varepsilon}(n,z) \) for \( \alpha \notin \mathbb{Z}_{<0} \)).

**Theorem 4.2.** The space of difference operators \( \mathcal{R}_{\alpha,\beta;\varepsilon} \) defined in (4.19) is characterized by
\[
\mathcal{R}_{\alpha,\beta;\varepsilon} = \text{Ad}_{\phi(n)}(\Delta^I \cap \Delta^{\text{reg}}),
\]
i.e., after conjugation by \( \phi(n)^{-1} \) all operators from \( \tilde{R}_{\alpha,\beta;\varepsilon} \) are \( I \)-invariant.

**Proof.** Consider first the case \( \alpha \notin \mathbb{Z}_{<0} \). Let
\[
\tilde{p}_{\alpha,\beta;\varepsilon}(n,z) = \phi(n)^{-1} p_{\alpha,\beta;\varepsilon}(n,z).
\]
The expression (2.8) implies
\[
\tilde{p}_{\alpha,\beta;\varepsilon}(n,z) = F(-(n + \varepsilon), n + \varepsilon + \alpha + \beta + 1; \alpha + 1; (1 - z)/2).
\]
(4.26)

Let \( \tilde{B}_{\alpha,\beta;\varepsilon}, \tilde{B}'_{\alpha,\beta;\varepsilon}, \tilde{K}_{\alpha,\beta;\varepsilon}, \tilde{K}'_{\alpha,\beta;\varepsilon}, \tilde{R}_{\alpha,\beta;\varepsilon}, \tilde{R}'_{\alpha,\beta;\varepsilon} \), denote the \( B, K \) and \( R \) objects associated with the functions \( \tilde{p}_{\alpha,\beta;\varepsilon}(n,z) \) (see the beginning of Section 4.1 and Equations (4.6), (4.7), (4.19) and (4.20) for the appropriate definitions). Obviously
\[
\tilde{R}_{\alpha,\beta;\varepsilon} = \text{Ad}_{\phi(n)} R_{\alpha,\beta;\varepsilon}, \quad \tilde{B}_{\alpha,\beta;\varepsilon} = \text{Ad}_{\phi(n)} B_{\alpha,\beta;\varepsilon},
\]
and \( \tilde{K}_{\alpha,\beta;\varepsilon} = K_{\alpha,\beta;\varepsilon}, \quad \tilde{R}'_{\alpha,\beta;\varepsilon} = R'_{\alpha,\beta;\varepsilon}, \quad \tilde{K}'_{\alpha,\beta;\varepsilon} = K'_{\alpha,\beta;\varepsilon}, \quad \tilde{B}'_{\alpha,\beta;\varepsilon} = B'_{\alpha,\beta;\varepsilon} \). In this notation, the statement of the theorem is equivalent to
\[
\tilde{R}_{\alpha,\beta;\varepsilon} = \Delta^I \cap \Delta^{\text{reg}}.
\]
(4.27)

To prove that the l.h.s. of (4.27) is contained in the r.h.s., let us fix an operator \( \tilde{R}(n,T) \in \mathcal{R}_{\alpha,\beta;\varepsilon} \). There exists a difference operator \( \tilde{S}(n,T) \in \mathcal{R}_{\alpha,\beta;\varepsilon} \)
\( \mathcal{B}_{\alpha,\beta;\varepsilon} \) and a function \( \tilde{\mu}(n) \in \mathcal{K}_{\alpha,\beta;\varepsilon} \) such that \( \tilde{R}(n, T) = \tilde{\mu}(n)^{-1}\tilde{S}(n, T) \). We will prove that all operators from \( \mathcal{B}_{\alpha,\beta;\varepsilon} \) are \( I \)-invariant. This in particular shows that all functions from \( \mathcal{K}_{\alpha,\beta;\varepsilon} \subset \mathcal{B}_{\alpha,\beta;\varepsilon} \) are \( I \)-invariant and so are all operators from \( \mathcal{R}_{\alpha,\beta;\varepsilon} \).

If \( \tilde{S}(n, T) \in \mathcal{B}_{\alpha,\beta;\varepsilon} \), then there exists a differential operator \( G(z, \partial_z) \) for which

\[
\tilde{S}(n, T)p_{\varepsilon}^{\alpha,\beta}(n, z) = G(z, \partial_z)p_{\varepsilon}^{\alpha,\beta}(n, z).
\]

The fact that the hypergeometric function \( F(a, b; c; x) \) is symmetric with respect to \( a \) and \( b \), and formula (4.26) for \( p_{\varepsilon}^{\alpha,\beta}(n, z) \) imply

\[
I\left( \tilde{S}(n, T) \right)p_{\varepsilon}^{\alpha,\beta}(n, z) = G(z, \partial_z)p_{\varepsilon}^{\alpha,\beta}(n, z).
\]

Combining (4.28) and (4.29), we conclude that

\[
\left( \tilde{S}(n, T) - I\left( \tilde{S}(n, T) \right) \right)p_{\varepsilon}^{\alpha,\beta}(n, z) = 0.
\]

This is only possible if

\[
I\left( \tilde{S}(n, T) \right) = \tilde{S}(n, T).
\]

The harder part of the proof of (4.27) is to show that any \( I \)-invariant difference operator from \( \Delta_{\text{reg}} \) belongs to \( \mathcal{R}_{\alpha,\beta;\varepsilon} \). It is sufficient to prove that for any \( \tilde{R}(n, T) \in \Delta^I \) there exists \( \tilde{S}(n, T) \in \mathcal{B}_{\alpha,\beta;\varepsilon} \) and \( \tilde{\mu}(n) \in \mathcal{K}_{\alpha,\beta;\varepsilon} \) such that

\[
\tilde{R}(n, T) = \tilde{\mu}(n)^{-1}\tilde{S}(n, T).
\]

First let us write formulas (2.10) and (2.11) in terms of \( p_{\varepsilon}^{\alpha,\beta}(n, z) \). Equation (2.11) remains unchanged:

\[
\lambda_{\varepsilon}(n)p_{\varepsilon}^{\alpha,\beta}(n, z) = B_{\alpha,\beta}(z, \partial_z)p_{\varepsilon}^{\alpha,\beta}(n, z),
\]

while Equation (2.10) becomes

\[
\tilde{L}_{\alpha,\beta;\varepsilon}(n, T)p_{\varepsilon}^{\alpha,\beta}(n, z) = zp_{\varepsilon}^{\alpha,\beta}(n, z)
\]

with

\[
\tilde{L}_{\alpha,\beta;\varepsilon}(n, T) = \phi(n)^{-1}L_{\alpha,\beta;\varepsilon}(n, T)\phi(n)
\]

\[
= \frac{2(n + \varepsilon + \alpha + 1)(n + \varepsilon + \alpha + \beta + 1)}{(2n + 2\varepsilon + \alpha + \beta + 1)(2n + 2\varepsilon + \alpha + \beta + 2)}T
\]

\[
+ \frac{\alpha^2 - \beta^2}{(2n + 2\varepsilon + \alpha + \beta)(2n + 2\varepsilon + \alpha + \beta + 2)}
\]

\[
+ \frac{2(n + \varepsilon)(n + \varepsilon + \beta)}{(2n + 2\varepsilon + \alpha + \beta)(2n + 2\varepsilon + \alpha + \beta + 1)}T^{-1}.
\]
The algebra $\Delta$ has a natural $\mathbb{Z}_{\geq 0}$ filtration where $\Delta_d$ consists of all operators from $\Delta$ with support $[-d, d]$. Denote $\Delta^I_d = \Delta^I \cap \Delta_d$.

We will prove that any difference operator $R^I_d(n, T) \in \Delta^I_d$ can be decomposed as a sum

$$R^I_d(n, T) = \tilde{\mu}(n)^{-1} \tilde{S}(n, T) + R^I_{d-1}(n, T)$$

where

$$\tilde{S}(n, T) \in \tilde{B}_{\alpha,\beta;\varepsilon}, \tilde{\mu}(n) \in \tilde{K}_{\alpha,\beta;\varepsilon},$$

$$R^I_{d-1}(n, T) \in \Delta^I_{d-1}.$$  

Since $\Delta^I_0 = \mathbb{C}(\lambda_e(n))$ (any $I$-invariant rational function in $n$ is a rational function in $\lambda_e(n)$), by induction on $d$ Equation (4.33) implies that $R^I_d(n, T) \in \tilde{R}_{\alpha,\beta;\varepsilon}$.

A straightforward computation yields

$$\text{ad}_{\lambda_e}(n)T^d = (\lambda_e(n) - \lambda_e(n + d))T^d = -d(2n + 2\varepsilon + \alpha + \beta + d + 1)T^d,$$

and thus

$$\text{ad}_{\lambda_e}(n)(\text{ad}_{\lambda_e}(n) + 1)\tilde{L}_{\alpha,\beta;\varepsilon} = 2(\text{Id} + I)((n + \varepsilon + \alpha + 1)(n + \varepsilon + \alpha + \beta + 1)T).$$

So

$$\left(\text{ad}_{\lambda_e}(n)(\text{ad}_{\lambda_e}(n) + 1)\tilde{L}_{\alpha,\beta;\varepsilon}\right)^d = 2^d(\text{Id} + I)\left(\prod_{i=1}^{d} (n + \varepsilon + \alpha + i)(n + \varepsilon + \alpha + \beta + i)T\right)^d + U_{d-1}$$

for some $U_{d-1} \in \Delta^I_{d-1}$. (Here we use the $I$-invariance of $L_{\alpha,\beta;\varepsilon}(n, T)$.) Denote for simplicity

$$c_d(n) = 2^d \prod_{i=1}^{d} ((n + \varepsilon + \alpha + i)(n + \varepsilon + \alpha + \beta + i))$$

and let

$$R^I_d(n, T) = \sum_{i=-d}^{d} \frac{a_i(n)}{b_i(n)} T^i, \quad a_i(n), b_i(n) \in \mathbb{C}[n].$$
Using (4.36) and (4.37) we obtain

\begin{equation}
(4.38)\quad a_d \left( -\frac{1}{2d} \text{ad}_{\lambda_e(n)} - \frac{\alpha + \beta + d + 1}{2} - \varepsilon \right) \\
\cdot b_d \left( \frac{1}{2d} \text{ad}_{\lambda_e(n)} - \frac{\alpha + \beta - d + 1}{2} - \varepsilon \right) \\
\cdot c_d \left( \frac{1}{2d} \text{ad}_{\lambda_e(n)} - \frac{\alpha + \beta - d + 1}{2} - \varepsilon \right) \left( \text{ad}_{\lambda_e(n)}(\text{ad}_{\lambda_e(n)} + 1) \tilde{L}_{\alpha,\beta,\varepsilon} \right)^d \\
= (\text{Id} + I) \left( b_d(n) \left( I b_d(n) c_d(n) (I c_d(n) a_d(n)) \frac{b_d(n)}{b_d(n)} T^d \right) \right) + U_{d-1}
\end{equation}

for some other \( U_{d-1} \in \Delta_{d-1}^I \). There exists a polynomial \( q_d(n) \) for which

\[ b_d(n) \left( I b_d(n) c_d(n) (I c_d(n) a_d(n) = q_d(\lambda_e(n)) \right) \]

because the polynomial in the l.h.s. is clearly \( I \)-invariant. Denote by \( \tilde{S}(n, T) \) the difference operator in (4.38). The l.h.s. of (4.38) implies that \( \tilde{S}(n, T) \) belongs to \( \tilde{B}_{\alpha,\beta,\varepsilon} \) and the r.h.s. implies

\[ R^I_d(n, T) - (q(\lambda_e(n)))^{-1} \tilde{S}(n, T) \in \Delta_{d-1}^I \]

which completes the proof of Theorem 4.2. \( \square \)

**Remark 4.3.** Any function \( \tilde{\mu}(n) \in \tilde{K}_{\alpha,\beta,\varepsilon} \) is \( I \)-invariant and therefore is a rational function in \( \lambda_e(n) \). In fact \( \tilde{\mu}(n) \) should be a polynomial in \( \lambda_e(n) \). Indeed if \( \tilde{\mu}(n) = p(\lambda_e(n))/q(\lambda_e(n)) \) for two polynomials \( p(x), q(x) \in \mathbb{C}[x] \) such that \( q(x) \not\mid p(x) \), then there exists a differential operator \( G(z, \partial_z) \) with rational coefficients such that

\[ G(z, \partial_z) \tilde{p}_{\alpha,\beta}^e(n, z) = \frac{p(\lambda_e(n))}{q(\lambda_e(n))} \tilde{p}_{\alpha,\beta}^e(n, z) \]

which implies

\begin{equation}
(4.39) \quad p(B_{\alpha,\beta}(z, \partial_z)) = G(z, \partial_z) q(B_{\alpha,\beta}(z, \partial_z)).
\end{equation}

This is impossible; if \( z_0 \) is a root of \( q(x) \) and \( p(x) \) of multiplicities \( d_1 > d_2 \), then there exist a holomorphic function \( g(z) \) in a domain \( \Omega \subset \mathbb{C} \) such that

\[ (B_{\alpha,\beta}(z, \partial_z) - z_0)^{d_1} g(z) = 0 \] and \( q(B_{\alpha,\beta}(z, \partial_z) - z_0) g(z) \neq 0 \)

which contradicts with (4.39). Since \( K_{\alpha,\beta,\varepsilon} = \tilde{K}_{\alpha,\beta,\varepsilon} \) we finally obtain

\[ K_{\alpha,\beta,\varepsilon} = \mathbb{C}[\lambda_e(n)], \]
\[ A'_{\alpha,\beta,\varepsilon} = \mathbb{C}[B_{\alpha,\beta}(z, \partial_z)], \]

as promised following (4.12) and (4.13).
Remark 4.4. The second order bispectral differential operators of the even case of Duistermaat–Gr"unbaum’s classification [7] are obtained as Darboux transformations from the Bessel operators
\[ L_k(x, \partial_x) = \partial^2_x - \frac{k(k-1)}{x^2}, \quad k \in \mathbb{Z} + \frac{1}{2} \]
in the sense of (3.1). More precisely for each operator \( L(x, \partial_x) \) of this family there exists a differential operator with rational coefficients \( P(x, \partial_x) \) such that
\[ L(x, \partial_x)P(x, \partial_x) = P(x, \partial_x)L_k(x, \partial_x). \]
In addition, the operator \( P(x, \partial_x) \) satisfies
\[ P(x, \partial_x) = P(-x, -\partial_x). \]
(4.40)

Let \( I \) denote the involution of the algebra of differential operators with rational coefficients induced by the diffeomorphism \( x \mapsto -x \) of \( \mathbb{C} \) (i.e., \( (IS)(x, \partial_x) = S(-x, -\partial_x) \)). Then (4.40) means that \( P(x, \partial_x) \) is invariant under \( I \). This gives the relation of the approach of this paper via the involution \( I \) and the space \( R_{\alpha,\beta;\varepsilon} \) to the construction of [7].

5. Bispectrality of \( \mathcal{D}_{\alpha,\beta;\varepsilon}^{(k,l)} \).

In this section we prove our main result: When the parameters \( \alpha \) and \( \beta \) are subject to certain natural integrality conditions, the difference operators from \( \mathcal{D}_{\alpha,\beta;\varepsilon}^{(k,l)} \) are bispectral. As an example, for each \( L(n, T) \in \mathcal{D}_{2,0;\varepsilon}^{(2,0)} \) we find a dual differential operator of order 10.

The conditions (2.13) on \( \alpha, \beta, \varepsilon \) are assumed throughout this section.

5.1. Proof of the main result. The conjugation by the function \( \phi(n) \) (see (4.23)), used in Theorem 4.2, leads us to consider the functions \( \Phi^{(i)}_{\pm}(n) := \varphi^{(i)}_{\pm}(n)/\phi(n), \Psi^{(i)}_{\pm}(n)/\phi(n) \). Because of Equations (3.18)–(3.21) they are explicitly given by the formulas
\[ \Phi^{(i)}_{+}(n) = \frac{(-(n+\varepsilon))_i(n+\varepsilon+\alpha+\beta+1)_i}{(\alpha+1)_i(-2)^i}, \]
(5.1)
\[ \Phi^{(i)}_{-}(n) = \frac{(\varepsilon+\beta+1)_n(\varepsilon+1)_n}{(-1)^n(\varepsilon+\alpha+1)_n} \frac{(-(n+\varepsilon+\alpha+\beta))_i(n+\varepsilon+1)_i}{(\beta+1)_i(-2)^i}, \]
(5.2)
\[ \Psi^{(i)}_{+}(n) = \frac{(\varepsilon+\beta+1)_n(\varepsilon+1)_n}{(\varepsilon+\alpha+1)_n(\varepsilon+\alpha+\beta+1)_n} \frac{(-(n+\varepsilon+\alpha+\beta))_i(n+\varepsilon+1)_i}{(-\alpha+1)_i(-2)^i}, \]
(5.3)
(5.4) \[
\Psi_-(i) = \frac{(\varepsilon + 1)n}{(\varepsilon + \alpha + \beta + 1)n} \frac{(-n + \varepsilon + \alpha + \beta)_i(n + \varepsilon + 1)_i}{(-\beta + 1)_i 2^i}.
\]

**Lemma 5.1.** If \(\alpha \in \mathbb{Z}\), then for \(i \leq |\alpha| - 1\), \(\Phi_+(i)\) and \(\Psi_+(i)\) are \(I\)-invariant rational functions of \(n\).

If \(\alpha \in \mathbb{Z}\) and \(\beta \in \mathbb{Z}\), then for \(i \leq |\alpha| - 1\), \(\Phi_+(i)\), \(\Psi_+(i)\), \((-1)^n\Phi_-(j)\), and \((-1)^n\Psi_-(j)\) are rational functions of \(n\), \(\Phi_+(i)\), \(\Psi_+(i)\) are \(I\)-invariant, and

\[(5.5) \quad I((-1)^n\Phi_-(j)) = (-1)^{\alpha + \beta}((-1)^n\Phi_+(n)),\]

\[(5.6) \quad I((-1)^n\Psi_-(j)) = (-1)^{\alpha + \beta}((-1)^n\Psi_+(n)).\]

**Proof.** First note that
\[
(-n + \varepsilon)_i(n + \varepsilon + \alpha + \beta + 1)_i = \prod_{r=0}^{i-1} (-n + \varepsilon + r)(n + \varepsilon + \alpha + \beta + 1 + r)
\]

\[= (-1)^b \prod_{r=0}^{i-1} (\lambda(n) - r(\alpha + \beta + 1 + r))
\]

and similarly
\[
(-n + \varepsilon + \alpha + \beta)_i(n + \varepsilon + 1)_i = (-1)^i \prod_{r=0}^{i-1} (\lambda(n) - (\alpha + \beta - r)(r + 1))
\]

are \(I\)-invariant polynomials in \(n\).

To prove the first statement of the lemma we use a similar computation. Restricting to the case \(\alpha \in \mathbb{Z}_{>0}\):

\[
\frac{(\varepsilon + \beta + 1)_n(\varepsilon + 1)_n}{(\varepsilon + \alpha + 1)_n(\varepsilon + \alpha + \beta + 1)_n} = \frac{(\varepsilon + 1)_\alpha(\varepsilon + \beta + 1)_\alpha}{(n + \varepsilon + 1)_\alpha(n + \varepsilon + \beta + 1)_\alpha}
\]

\[= \prod_{r=1}^{\alpha} (n + \varepsilon + r)(n + \varepsilon + \beta + \alpha + 1 - r)
\]

\[= \prod_{r=1}^{\alpha} (\lambda(n) + r(\alpha + \beta + 1 - r)).
\]

The proof of the second statement is analogous. Assuming \(\alpha, \beta \in \mathbb{Z}_{>0}\) and \(\beta \geq \alpha\) we obtain

\[
\frac{(\varepsilon + \beta + 1)_n}{(\varepsilon + \alpha + 1)_n} = \frac{(\varepsilon + \alpha + n + 1)_{\beta - \alpha}}{(\varepsilon + \alpha + 1)_{\beta - \alpha}}
\]
\[ q(n) = \begin{cases} 1, & \text{if } \beta + \alpha \text{ is even} \\ n + \varepsilon + (\alpha + \beta + 1)/2, & \text{if } \beta + \alpha \text{ is odd} \end{cases} \]

(Since \( \alpha \in \mathbb{Z} \), the first condition is equivalent to \( 2 \mid (\beta - \alpha) \) and the second one to \( 2 \nmid (\beta - \alpha) \).) To finish the proof of (5.5) we just observe that

\[ I(n + \varepsilon + (\alpha + \beta + 1)/2) = -(n + \varepsilon + (\alpha + \beta + 1)/2). \]

The remaining cases for \( \alpha, \beta \in \mathbb{Z} \) are treated analogously.

The identity (5.6) follows from the analogous formula

\[ \frac{(\varepsilon + 1)_n}{(\varepsilon + \alpha + \beta + 1)_n} = \frac{(\varepsilon + 1)_{\alpha + \beta}}{q(n) \prod_{r=1}^{[\frac{\beta - \alpha}{2}]} (\lambda(n) + r(\alpha + \beta + 1 - r))} \]

and Equation (5.7).

Throughout this proof, for a real number \( x \) by \([x]\) we denote its integer part. \( \square \)

**Theorem 5.2.** Assuming (2.13), the following sets consist of bispectral difference operators:

1) \( D^{(k,0)}_{\alpha,\beta;\varepsilon} \) if \( \alpha \in \mathbb{Z} \) and \( k \leq |\alpha| \),
2) \( D^{(0,l)}_{\alpha,\beta;\varepsilon} \) if \( \beta \in \mathbb{Z} \) and \( l \leq |\beta| \),
3) \( D^{(k,l)}_{\alpha,\beta;\varepsilon} \) if \( \alpha, \beta \in \mathbb{Z} \) and \( k \leq |\alpha|, \ l \leq |\beta| \).

When the conditions (2.13) are not met but the operator \( L_{\alpha,\beta;\varepsilon}(n,T) \) is still well-defined the arguments below can be adapted properly. We do not pursue that here.

**Proof.** Because of the relation (3.37) the second case follows from the first one.

Let us restrict to instances 1) and 3) of the theorem above. In each of them we can assume that \( k + l \) is even using (3.38). Fix an operator \( L(n,z) \in D^{(k,l)}_{\alpha,\beta;\varepsilon} \), determined by a choice of the functions \( \{ f^{(i)}(n) \}_{i=0}^{k+l-1} \), i.e., a choice of admissible values of the complex parameters \( A, B, C, D \) (see Section 3.3). It has the eigenfunction \( \Psi(n,z) \) defined in (3.34)

\[ L(n,T)\Psi(n,z) = z\Psi(n,z), \]
implies that
gives
for some function \( \theta(n) \).

Define the functions
\[
F^{(i)}(n) = f^{(i)}(n)/\phi(n), \quad i = 0, \ldots, k + l - 1.
\]

Let us put \( s := (k + l)/2 \) and consider the operator
\[
\tilde{P}(n, T) = (-1)^{nl} \begin{vmatrix}
F^{(0)}(n - s) & \cdots & F^{(k+l-1)}(n - s) & T^{-s} \\
\vdots & \ddots & \vdots & \vdots \\
F^{(0)}(n + s) & \cdots & F^{(k+l-1)}(n + s) & T^s
\end{vmatrix}.
\]

It is a regular difference operator with kernel given by \( \text{Span}\{F^{(i)}(n)\}_{i=0}^{k+l-1} \). Hence it is related to the operator \( P(n, T) \) (recall Equation (3.30)) by
\[
P(n, T) = d(n)^{-1} \phi(n)^{-1} T^{-s} \tilde{P}(n, T) \phi(n)
\]

where
\[
d(n) = (-1)^{nl} \det(F^{(i)}(n + j))_{i,j=0,-k-l}^{k+l-1,-1}
\]
is the leading coefficient of \( T^{-s} \tilde{P}(n, T) \). Lemma 5.1 implies that \( F^{(0)}(n), \ldots, F^{(k-1)}(n), \) and \( (-1)^{n} F^{(k)}(n), \ldots, (-1)^{n} F^{(k+l-1)}(n) \) are rational functions in \( n \). This implies that for \( i = k, \ldots, k + l - 1 \) and for all \( j \in \mathbb{Z} \), \( (-1)^{n} F^{(i)}(n + j) \) are also rational functions in \( n \) and thus \( \tilde{P}(n, T) \) has rational coefficients. In addition Lemma 5.1 gives
\[
I \left( F^{(i)}(n + j) \right) = F^{(i)}(n - j), \quad i = 0, \ldots, k - 1, \quad j \in \mathbb{Z}
\]

and
\[
I \left( (-1)^{n} F^{(i)}(n + j) \right) = (-1)^{(\alpha + \beta)/2} \left( (-1)^{n} F^{(i)}(n - j) \right), \quad i = k, \ldots, k + l - 1, \quad j \in \mathbb{Z}.
\]

Taking into account that \( I(T) = T^{-1} \) we obtain
\[
I \left( \tilde{P}(n, T) \right) = (-1)^{s} (-1)^{(\alpha + \beta)l} \tilde{P}(n, T)
\]

where the factor \((-1)^{s}\) comes from exchanging the pairs of rows \((1, k + l + 1), \ldots, (s, s + 2)\). Set
\[
q(n) = \begin{cases} 
1, & \text{if } s + (\alpha + \beta)l \text{ is even} \\
(n + \varepsilon + (\alpha + \beta + 1)/2), & \text{if } s + (\alpha + \beta)l \text{ is odd}
\end{cases}
\]

and consider the operator
\[
\tilde{P}(n, T) = q(n) \tilde{P}(n, T).
\]
Because of the conditions (2.13), \( q(n) \) does not vanish for \( n \in \mathbb{Z} \). Taking into account (5.9) one sees that \( \mathcal{P}(n, T) \) is related to \( P(n, T) \) by

\[
P(n, T) = \frac{d(n)\phi(n-s)}{q(n-s)\phi(n)} T^{-s} \phi(n)^{-1} \mathcal{P}(n, T) \phi(n).
\]

Since \( \mathcal{P}(n, T) \) is a regular difference operator and \( \phi(n) \) does not vanish for \( n \in \mathbb{Z} \) (recall (2.13)), there exists a difference operator with rational coefficients \( \mathcal{Q}(n, T) \) such that

\[
(L_{\alpha,\beta,\varepsilon}(n, T) - 1)^k (L_{\alpha,\beta,\varepsilon}(n, T) + 1)^l
= (\phi(n)^{-1} \mathcal{Q}(n, T) \phi(n)) (\phi(n)^{-1} \mathcal{P}(n, T) \phi(n)).
\]

From Equations (5.10) and (5.11) it follows that \( \mathcal{P}(n, T) \) is \( I \)-invariant. Finally combining this with the \( I \)-invariance of \( \phi(n)^{-1} L_{\alpha,\beta,\varepsilon}(n, T) \phi(n) = \tilde{L}_{\alpha,\beta,\varepsilon}(n, T) \) (see (4.32)) implies the \( I \)-invariance of the operator \( \mathcal{Q}(n, T) \). Theorem 4.2 now gives

\[
\phi(n)^{-1} \mathcal{P}(n, T) \phi(n), \phi(n)^{-1} \mathcal{Q}(n, T) \phi(n) \in \mathcal{R}_{\alpha,\beta,\varepsilon}.
\]

Applying Theorem 4.1 we obtain that the function

\[
\Psi(n, z) = \phi(n) \mathcal{P}(n, T) \phi(n)^{-1} p_{\varepsilon,\beta}(n, z)
\]

is an eigenfunction of a differential operator \( B(z, \partial_z) \)

\[
B(z, \partial_z) \Psi(n, z) = h(\lambda_{\varepsilon}(n)) \Psi(n, z),
\]

for some polynomial \( h(x) \). Because of (5.12) our original function \( \Psi(n, z) \in \mathcal{D}_{\alpha,\beta,\varepsilon}^{(k,l)} \) is related to \( \Psi(n, z) \) by

\[
\Psi(n, z) = P(n, T)p_{\varepsilon,\beta}^\alpha(n, z) = \frac{d(n)\phi(n-s)}{q(n-s)\phi(n)} T^{-(k+l)/2} \Psi(n, z).
\]

Equation (5.14) implies that \( \Psi(n, z) \) is an eigenfunction of the same operator \( B(z, \partial_z) \) with eigenvalue \( T^{-(k+l)/2} h(\lambda_{\varepsilon}(n)) \):

\[
B(z, \partial_z) \Psi(n, z) = h(\lambda_{\varepsilon}(n - (k + l)/2)) \Psi(n, z).
\]

\[
\square
\]

5.2. An example: The set \( \mathcal{D}_{2,0,\varepsilon}^{(2,0)} \). In this final subsection we consider in detail the case \( \alpha = 2, \beta = 0, k = 2, l = 0 \) and use this example for two different purposes. First we give the reader a guided tour through the results in this paper: We start with the function \( p_{\varepsilon,0}^{2,0}(n, z) \) from (2.8), give the ingredients needed to build the difference operator \( P(n, T) \) (3.30) and the corresponding eigenfunction \( \Psi(n, z) \) (3.34), and end with a description of the strategy used in the construction of a differential operator in the variable \( z \) giving a bispectral situation. The algebra of possible differential operators in \( z \) contains some whose order is lower than the one resulting from
this construction. We close this subsection with an explicit expression for the (essentially unique) bispectral operator of minimal order and material related to this operator.

The functions \( \varphi^+_i(n) \) and \( \psi^+_i(n) \) \((i = 0, 1)\) from \((3.18)-(3.19)\) are given by

\[
\begin{align*}
\varphi^+_0(n) &= \frac{(n + \varepsilon + 1)}{\kappa}, \quad \varphi^+_1(n) = \frac{(n + \varepsilon)}{6\kappa}, \\
\psi^+_0(n) &= \frac{\kappa}{(n + \varepsilon + 1)}, \quad \psi^+_1(n) = -\frac{\kappa}{2},
\end{align*}
\]

where

\[
(5.19) \quad \kappa = (\varepsilon + 1)(\varepsilon + 2).
\]

The conditions \((2.13)\) reduce to \(\varepsilon \notin \mathbb{Z}\).

An element \(L(n, T) \in \mathcal{D}^{2,0}_\varepsilon\) is determined by a choice of the functions

\[
\begin{align*}
f^{(0)}(n) &= A_0\varphi^+_0(n) + B_0\psi^+_0(n), \\
f^{(1)}(n) &= A_1\varphi^+_0(n) + B_1\psi^+_0(n) + A_0\varphi^+_1(n) + B_0\psi^+_1(n),
\end{align*}
\]

cf. Section 3.3. We will restrict to the generic case when \(A_0 \neq 0\). In this case we can assume that \(A_0 = 1\) and \(A_1 = 0\) by dividing \(f^{(0)}(n)\) by \(A_0\) and then subtracting from \(f^{(1)}(n)\) the term \(A_1 f^{(0)}(n)\). Recall that \(L(n, T)\) depends only on \(\text{Span}\{f^{(0)}(n), f^{(1)}(n)\}\). Once this space has been specified by the choice of \(B_0, B_1\) we can build the difference operator \(P(n, T)\) as in \((3.30)\) and we get the eigenfunction \(\Psi(n, z)\) of \(L(n, T)\) from \((3.34)\).

The theory developed in Sections 4 and 5 makes it convenient to introduce the difference operators \(\overline{P}(n, T)\), see \((5.8)\), and \(\overline{P}(n, T)\), see \((5.11)\), related to \(P(n, T)\) by \((5.9)\) and \((5.12)\).

The main point in the proof of Theorem 5.2 is that the operator \(\overline{P}(n, T)\) defined in \((5.11)\) (see also \((5.8)\)) is \(I\)-invariant and thus \(\phi(n)\overline{P}(n, T)\phi(n)^{-1} \in \mathcal{R}_{2,0;\varepsilon}\). This implies that the function

\[
\overline{\Psi}(n, z) = \phi(n)\overline{P}(n, T)\phi(n)^{-1}p^{0,\beta}_\varepsilon(n, z)
\]

(see \((5.13)\)) can be expressed as

\[
(5.20) \quad \overline{\Psi}(n, z) = \mu(n)^{-1}G(z, \partial_z)p^{0,\beta}_\varepsilon(n, z)
\]

for some differential operator with rational coefficients \(G(z, \partial_z)\) and some polynomial \(\mu(n)\) (recall the definition \((4.19)\) of \(\mathcal{R}_{2,0;\varepsilon}\)). Now any operator \(B(z, \partial_z)\) that is a Darboux transformation from \(h(B_{2,0}(z, \partial_z))\) for some \(h(x) \in \mathbb{C}[x]\) via the operator \(G(z, \partial_z)\), i.e.,

\[
(5.21) \quad B(z, \partial_z)G(z, \partial_z) = G(z, \partial_z)h(B_{2,0}(z, \partial_z))
\]

will satisfy

\[
B(z, \partial_z)\overline{\Psi}(n, z) = h(\lambda_\varepsilon(n))\overline{\Psi}(n, z)
\]
(a differential analog of \((3.3)\)). The function \(\Psi(n, z)\) is related to \(\overline{\Psi}(n, z)\) by \((5.15)\) and is also an eigenfunction of \(B(z, \partial_z)\) but with eigenvalue \(h(\lambda(n-1))\)

\[ B(z, \partial_z)\Psi(n, z) = h(\lambda(n) - 1))\Psi(n, z), \]

see \((5.16)\). Combined with \((3.35)\)

\[ L(n, T)\Psi(n, z) = z\Psi(n, z) \]

this gives the desired bispectral pair \((L(n, T), B(z, \partial_z))\).

The \(I\)-invariance of the operator \(\mathcal{P}(n, T)\) in this special case can be observed directly. Because of \((5.17)\), \((5.18)\) the functions \(F(i)(n) = f(i)(n)/\phi(n), i = 0, 1\), see \((4.23)\), are given in terms of \(\lambda(\varepsilon(n)) = n + \varepsilon(n + \varepsilon + 3)\)

by

\[ F(0)(n) = 1 + \frac{B_0\lambda(n)}{6\kappa}, \]

\[ F(1)(n) = \frac{B_1\lambda(n)}{6\kappa} + \frac{\kappa}{\lambda(n+1)} \left( \frac{\kappa}{\lambda(n+1)} - \frac{B_0}{2} \right). \]

The operator \(\mathcal{P}(n, T)\) is given by

\[ \mathcal{P}(n, T) = \begin{pmatrix} F(0)(n-1) & F(1)(n-1) & T^{-1} \\ F(0)(n) & F(1)(n) & 1 \\ F(0)(n+1) & F(1)(n+1) & T \end{pmatrix} \]

and it is \(I\)-invariant because of the \(I\)-invariance of \(\lambda(n)\) and the skew invariance of the factor in front compensating the effect of the exchange of first and third row. An operator \(G(z, \partial_z)\) satisfying \((5.20)\) is generated from the proof of Theorem 4.2. It is of high order and the one of minimal order 10 has the following form

\[ G(z, \partial_z) = (z - 1)^6(z + 1)^5\partial_z^10 + (z - 1)^5(z + 1)^4(5z^7 + 7)\partial_z^9 \]

\[ + 4(z - 1)^4(z + 1)^3(311z^2 + 68z - 43)\partial_z^8 \]

\[ + (3B_0\kappa^2(z - 1)^2(z + 1)^2 \]

\[ + 2(18793z^4 + 5796z^3 - 15734z^2 - 3636z + 1501))\partial_z^7 + \cdots. \]

Theorem 4.1 guarantees that \((5.21)\) is satisfied for some polynomial \(h(x)\). It also generates such a polynomial but it is again of high order. The one of minimal order 5 is given by

\[ h(x - 2) = x^5 - 5x^4 + (10B_0\kappa^2 + 8)x^3 \]

\[ - (30B_1\kappa^2 + 20B_0\kappa^2 + 4)x^2 - 15B_0^2\kappa^4x. \]
Given \( G(z, \partial_z) \) Equation (5.21) determines the dual bispectral operator \( B(z, \partial_z) \) of \( L(n,T) \) of minimal order uniquely. It is given by

\[
B(z, \partial_z) = (z - 1)^5(z + 1)^5 \partial_z^{10} + 5(z - 1)^4z(z + 1)^4 \partial_z^9 \\
+ 5(z - 1)^3(z + 1)^3(11z - 5)(17z + 7) \partial_z^8 \\
+ 160(z - 1)^2(z + 1)^2(52z^3 - 7z^2 - 28z + 1) \partial_z^7 \\
+ (30B_0^2 \kappa^4 z + 120B_1 \kappa^2(z - 1) + 120B_0 \kappa^2) \partial_z^6 \\
+ (180B_0 \kappa^2(z - 1)^2 z(z + 1)^2 \\
+ 240(z - 1)^2(337z^3 + 504z^2 + 141z - 30)) \partial_z^5 \\
+ (-30B_1 \kappa^2(z - 1)^2(z + 1)^2 + +120B_0 \kappa^2(z - 1)(z + 1)(8z^2 - z - 3) \\
+ 120(z - 1)^2(641z^2 + 758z + 161)) \partial_z^4 \\
+ (-240B_1 \kappa^2(z - 1)z(z + 1) + 240B_0 \kappa^2(7z^3 - 3z^2 - 7z + 1) \\
+ 960(z - 1)^2(26z + 19)) \partial_z^3 \\
+ (-60B_1 \kappa^2(z - 1)(7z + 5) + 120B_0 \kappa^2(2z + 1)(3z - 5) + 1440(z - 1)^2) \partial_z^2 \\
- (30B_0^2 \kappa^4 z + 120B_1 \kappa^2(z - 1) + 120B_0 \kappa^2) \partial_z.
\]

In the cases \( k = 1, l = 0,1 \) and \( \varepsilon = 0 \) the dual bispectral operator of minimal order was determined in [19, 27].
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PARAHORIC FIXED SPACES IN UNRAMIFIED PRINCIPAL SERIES REPRESENTATIONS

JOSHUA M. LANSKY

Let $k$ be a non-archimedean locally compact field and let $G$ be the set of $k$-points of a connected reductive group defined over $k$. Let $W$ be the relative Weyl group of $G$, and let $\mathcal{H}(G, B)$ be the Hecke algebra of $G$ with respect to an Iwahori subgroup $B$ of $G$. We compute the effects of $\mathcal{H}(G, B)$ and $W$ on the $B$-fixed vectors of an unramified principal series representation $I$ of $G$. We use this computation to determine the dimension of the space of $K$-fixed vectors in $I$, where $K$ is a parahoric subgroup of $G$.

1. Introduction.

Let $G$ be a reductive group defined over a non-archimedean locally compact field $k$ and let $G = G(k)$. Let $P$ be a minimal parabolic subgroup of $G$ with Levi decomposition $P = MN$, and let $P^− = MN^−$ be the corresponding decomposition of the opposite parabolic $P^−$. Let $B$ be an Iwahori subgroup of $G$ with an Iwahori decomposition with respect to $P$ and $M$, i.e., $B = (B \cap P)(B \cap M)(B \cap P^−)$. Denote by $W$ the relative Weyl group of $G$. Let $\chi$ be an unramified character of $M$ (i.e., $\chi$ is trivial on $M_0$). Since $M \cong P/N$, $\chi$ extends to a character of $P$ which we will also denote by $\chi$. Let $\delta$ be the modulus character of $P$. Define $I(\chi)$ to be the unramified principal series representation of $G$ induced by $\chi$, i.e., the space of all locally constant functions $G \to \mathbb{C}$ such that $f(pg) = \chi^{\delta^{1/2}(p)}f(g)$ for all $p$ in $P$, $g$ in $G$ on which $G$ acts by right translation. It is well-known that the space $I(\chi)^B$ of $B$-fixed vectors in $I(\chi)$ has dimension $\dim I(\chi)^B = |W|$ [3, Prop. 2.1]. In this paper, we generalize this result to the fixed space $I(\chi)^K$ where $K$ is a parahoric subgroup of $G$ containing $B$.

Let $A$ be a maximal split torus in $M$ and let $\mathcal{N}$ be its normalizer in $G$. If $M_0$ is the maximal compact subgroup of $M$ and $\overline{W} = \mathcal{N}/M_0$, then we have a surjection $\nu : \overline{W} \to W = \mathcal{N}/M$. Let $K$ be a parahoric subgroup of $G$ containing $B$ and let $W_K$ be the finite Coxeter subgroup of $\overline{W}$ such that $K = BW_KB$ (see [4, §1]). We will prove the following:
Theorem 1.1. The dimension of $I(\chi)^K$ is $|W/\nu(W_K)|$.

As a Coxeter group, $W_K$ is generated by a canonical finite set $S$ of reflections. Thus

$$I(\chi)^K = \bigcap_{s \in S} I(\chi)^{\langle B, s \rangle}.$$ 

In Section 3, we explicitly determine the effects of reflections $s \in S$ on $I(\chi)^B$ (Theorem 3.1) and as a corollary the actions of the generators of the Iwahori-Hecke algebra $\mathcal{H}(G, B)$ on $I(\chi)^B$ (Corollary 3.2). We then compute the subspaces $I(\chi)^{\langle B, s \rangle}$ in terms of the usual basis of $I(\chi)$ as given in [3, Prop. 2.1]. Then in Section 4, we complete the proof of Theorem 1.1 by showing that the dimension of the intersection of the $I(\chi)^{\langle B, s \rangle}$ is $|W/\nu(W_K)|$.

Let $\mathcal{H}(G, K)$ be the Hecke algebra of compactly supported functions $G \to \mathbb{C}$, bi-invariant by $K$. Let $E$ be a simple $\mathcal{H}(G, K)$-module. It is known that there is an irreducible admissible representation $V$ of $G$ such that $E$ is isomorphic as a $\mathcal{H}(G, K)$-module to the space $V^K$ of $K$-fixed vectors [1, 2.10]. Since $V^B \supset V^K = E \neq 0$, it follows from a well-known result that $V$ embeds inside some unramified principal series representation $I$ of $G$ so that $\dim E = \dim V^K \leq \dim I^K$. Thus Theorem 1.1 has the following corollary:

Corollary 1.2. If $K$ is a parahoric subgroup of $G$ and $E$ is a simple module over $\mathcal{H}(G, K)$, then

$$\dim E \leq |W/\nu(W_K)|.$$ 

Moreover, this bound is sharp.

The sharpness of this bound is a result of the fact that there exist irreducible unramified principal series representations (see e.g., [2, Theorem 3.3]) and that for such a representation $I$, the $\mathcal{H}(G, K)$-module $I^K$ is simple [1, 2.10] and, by Theorem 1.1, of dimension $|W/\nu(W_K)|$.

Remark 1.3. While Theorem 1.1 is needed to prove the sharpness in Corollary 1.2, the inequality itself can be proved by a simpler argument. Indeed, it is easily demonstrated that $\dim I(\chi)^K \leq |P \backslash G/K|$ by noting that

$$\dim I(\chi)^K \leq |P \backslash G/K|$$

and

$$|P \backslash G/K| = |W/\nu(W_K)|.$$ 

I would like to express my gratitude to both Benedict Gross and David Pollack for their many helpful suggestions for this paper.

2. Preliminaries.

See [6] or [3, §1] as a reference for much of the material in this section. In the following, we let $k$ be a non-archimedean locally compact field. We denote by $G$ a connected reductive algebraic group defined over $k$ with group of
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$k$-points $G$. Similarly, throughout this section, if $H$ is any algebraic group defined over $k$, we will denote its $k$-points by the corresponding non-bold letter $H$.

Let $P$ be a fixed minimal parabolic subgroup of $G$ containing a maximal split torus $A$ of $G$. Denote by $N$ the unipotent radical of $P$, and by $M$ the centralizer of $A$. Then $P$ has Levi decomposition $MN$. Let $\Phi'$ denote the set of roots of $G$ relative to $A$ and $\Phi'_{nd}$ the subset of non-divisible roots. Also, let $W$ be the relative Weyl group.

Denote by $\mathcal{B} = \mathcal{B}(G, k)$ the Bruhat-Tits building of $G$ over $k$ and by $A$ the apartment of $\mathcal{B}$ stabilized by $A$. The normalizer $\mathcal{N}$ of $A$ in $G$ is then the stabilizer of $A$ and the maximal compact subgroup $M_0$ of $M$ is the kernel of the map $\mathcal{N} \to \text{Aut}(A)$. Let $\tilde{W} = \mathcal{N}/M_0$. Denote by $\Phi_{\text{aff}}$ the canonical affine root system on $A$ and by $W_{\text{aff}}$ the corresponding affine Weyl group. Then $W_{\text{aff}}$ may be identified with a normal subgroup of $\tilde{W}$.

Fix a special point $x_0$ in $\mathcal{B}$ and let $\Phi$ be the set of affine roots vanishing at $x_0$. Then $\Phi$ is a reduced root system, and we have a bijection between $\Phi$ and $\Phi'_{nd}$ corresponding to the choice of $x_0$. We let $\Phi^+$ be the subset of positive affine roots corresponding to $P$ and $\Delta$ the subset of simple roots.

Let $C$ be the unique chamber in $A$ containing $x_0$ with the property that every $\alpha$ in $\Phi^+$ takes positive values on $C$. Denote by $B$ the Iwahori subgroup of $G$ fixing $C$ pointwise and by $K_0$ the special maximal compact subgroup fixing $x_0$. Then $W = \mathcal{N}/M_0$. We will identify these groups throughout. We denote by $\nu$ the surjection $\tilde{W} \to W$. The kernel of $\nu$ is the group of translations in $\tilde{W}$.

For each $\alpha$ in $\Phi_{\text{aff}}$, denote by $N(\alpha)$ the pointwise stabilizer of the half-apartment $\{ x \in A | \alpha(x) \geq 0 \}$. We note that

$$B = M_0 \cdot \prod_{\alpha \in \Phi^+} N(\alpha) \cdot \prod_{\alpha \in \Phi^-} N(\alpha + 1).$$

Let $P_0 \subset P$ be the compact subgroup

$$P \cap K_0 = M_0 \cdot \prod_{\alpha \in \Phi^+} N(\alpha).$$

Let $\Phi = \bigcup \Phi_i$ be the decomposition of $\Phi$ into irreducible root systems. Denote by $\tilde{\Delta}$ the set containing the highest root $\tilde{\alpha}_i$ of $\Phi_i$ for each $i$. Let

$$\Delta_{\text{aff}} = \{ \alpha \in \Phi_{\text{aff}} | \alpha \in \Delta \text{ or } \alpha = \tilde{\alpha} - 1 \text{ for some } \tilde{\alpha} \in \tilde{\Delta} \}.$$ 

For $\alpha$ in $\Delta_{\text{aff}}$, let $w_\alpha$ be the reflection in $\text{Aut}(A)$ through the vanishing hyperplane of $\alpha$. Then $S_{\text{aff}} = \{ w_\alpha | \alpha \in \Delta_{\text{aff}} \}$ is a set of involutive generators for the Coxeter group $W_{\text{aff}}$.

For $\alpha$ in $\Phi$, let $a_\alpha$ be the translation $w_\alpha w_{\alpha - 1}$ on $A$. We note that

$$a_{-\alpha} = a_{\alpha}^{-1} \text{ for any } \alpha \text{ in } \Phi.$$
We let $K$ be a fixed parahoric subgroup of $G$ containing $B$. Since the triple $(G, B, N)$ is a generalized Tits system (see [4, §1]), there exists a special subgroup $W_K$ of $W_{\text{aff}}$ such that $K = BW_K B$; $W_K$ is finite as $K$ is compact. We denote by $S$ the subset of $S_{\text{aff}}$ generating $W_K$.

For any $w$ in $W$, we denote by $q(w)$ the index $[BwB : B]$. Also for $\alpha$ in $\Phi_{\text{aff}}$, we let $q_\alpha$ be the index $[N(\alpha - 1) : N(\alpha)]$. We note that $q_{\alpha + 2} = q_\alpha$. Since (cf. [5, Cor. 2.7])

\begin{equation}
Bw_\alpha B = N(\alpha)w_\alpha B \text{ for } \alpha \text{ in } \Delta, \\
Bw_{\tilde{\alpha} - 1} B = N(-\tilde{\alpha} + 1)w_{\tilde{\alpha} - 1} B \text{ for } \tilde{\alpha} \text{ in } \tilde{\Delta},
\end{equation}

it follows that

$q(w_\alpha) = q_{\alpha + 1}$ for $\alpha$ in $\Delta$, \quad $q(w_{\tilde{\alpha} - 1}) = q_{\tilde{\alpha} + 2} = q_{\tilde{\alpha}}$ for $\tilde{\alpha}$ in $\tilde{\Delta}$.

If $\alpha \in \Delta$, we denote by $B_\alpha$ the group $B \cap w_\alpha Bw_\alpha$, and if $\tilde{\alpha} \in \tilde{\Delta}$, $B_{\tilde{\alpha} - 1}$ denotes the group $B \cap w_{\tilde{\alpha} - 1} B w_{\tilde{\alpha} - 1}$.

Let $dx$ be the Haar measure on $G$ for which $B$ has volume 1. We denote by $\mathcal{H}(G, B)$ the Iwahori-Hecke algebra of compactly supported functions $G \to \mathbb{C}$ bi-invariant by $B$. The product on $\mathcal{H}(G, B)$ is given by convolution with respect to $dx$. Fix an unramified character $\chi$ of $M$ and let $\delta$ be the modulus character of $P$. Denote by $I(\chi)$ the induced representation $\text{Ind}_{P}^{G}(\chi \delta^{1/2})$, i.e., the unramified principal series representation induced by $\chi$ as described in Section 1. If $x$ is an element of $G$, we will denote the action of $x$ on $u \in I(\chi)$ by $u \mapsto x \cdot u$. Note that if $w \in \tilde{W}$ then the expression $w \cdot x$ is well-defined for $u \in I(\chi)^B$ as $w$ is determined modulo $M_0 \subset B$. A function $h \in \mathcal{H}(G, B)$ acts on $I(\chi)^B$ by the formula

$h \cdot u = \int_{G} (x \cdot u) h(x) \, dx,$

where $v \in I(\chi)^B$.

Let $C_c^{\infty}(G)$ be the space of locally constant, compactly supported functions $G \to \mathbb{C}$. The map $\mathcal{P}_{\chi} : C_c^{\infty}(G) \to I(\chi)$ defined by

$\mathcal{P}_{\chi}(f)(g) = \int_{P} \chi^{-1} \delta^{1/2}(p) f(pg) \, dp$

(where $dp$ is the left Haar measure on $P$ giving $P_0$ measure 1) is a $G$-equivariant surjection. The functions $\phi_{w, \chi} = \mathcal{P}_{\chi}(\text{ch}_{BwB})$ ($w$ in $W$) form a basis of the subspace of $B$-fixed vectors $I(\chi)^B$ [3, Prop. 2.1]. Concretely, for $p \in P, w' \in W$ and $b \in B$, $\phi_{w, \chi}(pw'b)$ equals $\chi \delta^{1/2}(p)$ if $w' = w$ and is zero otherwise.
3. The effect of $W_{\text{aff}}$ on $I(\chi)^B$.

The goal of this section is to compute the effect of $s \in S_{\text{aff}}$ on $I(\chi)^B$. This will be important for the proof in the following section since we will need to determine the space $I(\chi)^{B,s}$ of vectors in $I(\chi)^B$ fixed by $s$.

**Theorem 3.1.** Suppose that $w \in W$, $\alpha \in \Delta$ and $\tilde{\alpha} \in \tilde{\Delta}$. Then

$$w_{\alpha} \cdot \phi_{w,\chi} = \begin{cases} \text{ch}_{Pw\alpha,B} \phi_{w\alpha,\chi} & \text{if } w\alpha \in \Phi^+ \\ \phi_{w\alpha,\chi} + \text{ch}_{Pw(B-B_\alpha)} \phi_{w,\chi} & \text{if } w\alpha \in \Phi^- \end{cases},$$

$$w_{\tilde{\alpha}-1} \cdot \phi_{w,\chi} = \begin{cases} \chi^{\delta^{1/2}(a_{w\tilde{\alpha}})} \text{ch}_{Pw\tilde{\alpha},B_{\tilde{\alpha}-1}} \phi_{w\tilde{\alpha},\chi} & \text{if } w\tilde{\alpha} \in \Phi^- \\ \chi^{\delta^{1/2}(a_{w\tilde{\alpha}})} \phi_{w\tilde{\alpha},\chi} + \text{ch}_{Pw(B-B_{\tilde{\alpha}-1})} \phi_{w,\chi} & \text{if } w\tilde{\alpha} \in \Phi^+. \end{cases}$$

**Proof.** For any $s$ in $S_{\text{aff}}$, $g \in G$,

$$(s \cdot \phi_{w,\chi})(g) = \phi_{w,\chi}(gs).$$

The Iwasawa decomposition enables us to write $g = p'w'b'$ for some $p'$ in $P$, $w'$ in $W$, and $b'$ in $B$. We will evaluate $\phi_{w,\chi}(gs) = \phi_{w,\chi}(p'w'b's)$ by determining the double coset in which $p'w'b's$ lies.

We first consider $s = w_{\alpha}$ for $\alpha \in \Delta$. Now if $w'\alpha \in \Phi^+$ then by (1)

$$p'w'b'w_{\alpha} \subset p'w'Bw_{\alpha} \quad = \quad p'w'N(\alpha)w_{\alpha}B \quad = \quad p'N(w'\alpha)w'w_{\alpha}B \quad \subset \quad (p'N)w'w_{\alpha}B.$$  

Since $\chi^{\delta^{1/2}}$ is trivial on $N$, it follows that $\phi_{w,\chi}(p'w'b'w_{\alpha})$ equals $\chi^{\delta^{1/2}}(p')$ if $w = w'w_{\alpha}$ and 0 otherwise.

If, on the other hand, $w'\alpha \in \Phi^-$ then suppose first that $b' \in B_{\alpha}$. Then

$$p'w'b'w_{\alpha} \in p'w'b'w_{\alpha}B = p'w'w_{\alpha}B$$

since $w_{\alpha}B_{\alpha}w_{\alpha} \subset B$. Thus $\phi_{w,\chi}(p'w'b'w_{\alpha})$ equals $\chi^{\delta^{1/2}}(p')$ if $w = w'w_{\alpha}$ and 0 otherwise.

Lastly, suppose that $w'\alpha \in \Phi^-$ and $b' \in B - B_{\alpha}$. It is easily deduced from $w'\alpha \in \Phi^-$ that

$$Pw'Bw_{\alpha} = Pw'w_{\alpha}B \cup Pw'B.$$  

Moreover, one can show that $p'w'b'w_{\alpha} \in Pw'B$ if and only if $b'$ is an element of $B - B_{\alpha}$. Thus $Pw'b'w_{\alpha} = pw'b$ for some $p \in P$, $b \in B$. Since

$$p^{-1}p' = w'bw_{\alpha}b'^{-1}w'^{-1} \in P \cap K_0 = P_0$$

and since $\chi^{\delta^{1/2}}$ is trivial on $P_0$, we have that $\chi^{\delta^{1/2}}(p) = \chi^{\delta^{1/2}}(p')$. Therefore, $\phi_{w,\chi}(p'w'b'w_{\alpha})$ equals $\chi^{\delta^{1/2}}(p')$ if $w = w'$ and 0 otherwise.
Assume first that \( w' \alpha \in \Phi^\pm \) if and only if \( w'w_\alpha \alpha = -w' \alpha \in \Phi^\mp \). Using this, we assemble the preceding cases to obtain that

\[
(w_\alpha \cdot \phi_{w, \chi})(p'u'b') = \begin{cases} 
\chi^{1/2}(p') & \text{if } w_\alpha \in \Phi^+, \ w' = ww_\alpha, \ b' \in B_\alpha \\
\chi^{1/2}(p') & \text{if } w_\alpha \in \Phi^-, \ w' = ww_\alpha \\
\chi^{1/2}(p') & \text{if } w_\alpha \in \Phi^-, \ w' = w, \ b' \in B - B_\alpha \\
0 & \text{otherwise.} 
\end{cases}
\]

This immediately implies the first result of the theorem.

We now prove the second formula by calculating \( w_{\bar{\alpha} - 1} \cdot \phi_{w, \chi} \) for \( \bar{\alpha} \in \bar{\Delta} \). Assume first that \( w' \bar{\alpha} \in \Phi^- \). Then by (2)

\[
p'w'b'w_{\bar{\alpha} - 1} \in p'w'Bw_{\bar{\alpha} - 1} \subseteq p'w'N(-w_{\bar{\alpha} - 1} + 1)w_{\bar{\alpha} - 1}B = p'w'(w_{\bar{\alpha} - 1}B = (p'a_{-w_{\bar{\alpha}}})w'w_{\bar{\alpha}}B
\]

Since \( \chi \) is trivial on \( N \), it follows that \( \phi_{w, \chi}(p'w'b'w_{\bar{\alpha} - 1}) \) equals \( \chi^{1/2}(p'a_{-w_{\bar{\alpha}}}) \) if \( w = w'w_{\bar{\alpha}} \) and 0 otherwise.

Now suppose that \( w' \bar{\alpha} \in \Phi^+ \) and that \( b' \in B_{\bar{\alpha} - 1} \). Then

\[
p'w'b'w_{\bar{\alpha} - 1} \in p'w'Bw_{\bar{\alpha} - 1}B = p'w'w_{\bar{\alpha} - 1}B = (p'a_{-w_{\bar{\alpha}}})w'w_{\bar{\alpha}}B
\]

since \( w_{\bar{\alpha} - 1}B_{\bar{\alpha} - 1}w_{\bar{\alpha} - 1} \subseteq B \). It follows that \( \phi_{w, \chi}(p'w'b'w_{\bar{\alpha} - 1}) \) is equal to \( \chi^{1/2}(p'a_{-w_{\bar{\alpha}}}) \) if \( w = w'w_{\bar{\alpha}} \) and 0 otherwise.

Finally, suppose that \( b' \in B - B_{\bar{\alpha} - 1} \). As before, it can be shown that

\[
Pw'Bw_{\bar{\alpha} - 1}B = Pw'w_{\bar{\alpha}}B \cup Pw'B,
\]

and furthermore that \( p'w'b'w_{\bar{\alpha} - 1} \in Pw'B \) if and only if \( b' \) is an element of \( B - B_{\bar{\alpha} - 1} \). Hence \( p'w'b'w_{\bar{\alpha} - 1} = pw'b \) for some \( p \in P, b \in B \). It is easily shown that this forces \( p^{-1}p' \in NP_0 \) so that \( \chi^{1/2}(p) = \chi^{1/2}(p') \). Thus \( \phi_{w, \chi}(p'w'b'w_{\bar{\alpha} - 1}) \) equals \( \chi^{1/2}(p') \) if \( w = w' \) and 0 otherwise.

Noting that \( w' \bar{\alpha} \in \Phi^\mp \) if and only if \( w'w_{\bar{\alpha}} \bar{\alpha} = -w' \bar{\alpha} \in \Phi^\mp \), we obtain

\[
(w_\alpha \cdot \phi_{w, \chi})(p'u'b') = \begin{cases} 
\chi^{1/2}(a_{w_{\bar{\alpha}}}) \chi^{1/2}(p') & \text{if } w_{\bar{\alpha}} \in \Phi^-, \ w' = ww_{\bar{\alpha}}, \ b' \in B_{\bar{\alpha} - 1} \\
\chi^{1/2}(a_{w_{\bar{\alpha}}}) \chi^{1/2}(p') & \text{if } w_{\bar{\alpha}} \in \Phi^+, \ w' = ww_{\bar{\alpha}} \\
\chi^{1/2}(p') & \text{if } w_{\bar{\alpha}} \in \Phi^+ \land w' = w, \ b' \in B - B_{\bar{\alpha} - 1} \\
0 & \text{otherwise.} 
\end{cases}
\]

The second result follows.

Theorem 3.1 has the following corollary giving the action of \( \text{ch}_{B \times B} \) for \( s \) in \( S_{\text{aff}} \).
**Corollary 3.2.** Suppose that \( w \in W, \alpha \in \Delta \) and \( \tilde{\alpha} \in \tilde{\Delta} \). Then

\[
\text{ch}_{Bw\alpha}B \cdot \phi_{w,\chi} = \begin{cases} 
\phi_{ww\alpha,\chi} & \text{if } w\alpha \in \Phi^+ \\
q_{\alpha+1}\phi_{ww\alpha,\chi} + (q_{\alpha+1} - 1)\phi_{w,\chi} & \text{if } w\alpha \in \Phi^-,
\end{cases}
\]

\[
\text{ch}_{Bw_{\tilde{\alpha}}1}B \cdot \phi_{w,\chi} = \begin{cases} 
\chi^{1/2}(aw)\phi_{ww\tilde{\alpha},\chi} & \text{if } w\tilde{\alpha} \in \Phi^- \\
\chi^{1/2}(aw)q_{\tilde{\alpha}}\phi_{ww\tilde{\alpha},\chi} + (q_{\tilde{\alpha}} - 1)\phi_{w,\chi} & \text{if } w\tilde{\alpha} \in \Phi^+.
\end{cases}
\]

**Proof.** We prove the first formula in the case \( w\alpha \in \Phi^- \). The other cases are handled similarly. For \( g \in G \) we have

\[
(ch_{Bw\alpha}B \cdot \phi_{w,\chi})(g) = \int_G \phi_{w,\chi}(gx)\text{ch}_{Bw\alpha}B(x)dx
\]

\[
= \int_{Bw\alpha}B \phi_{w,\chi}(gx)dx
\]

\[
= \sum_n \phi_{w,\chi}(gnw) \]

\[
= \sum_n (w_\alpha \cdot \phi_{w,\chi})(gn),
\]

where \( n \) ranges over a set of representatives in \( N(\alpha) \) for \( N(\alpha)/N(\alpha + 1) \).

If \( g \in Pww\alpha B \) then so is \( gn \) for each of the \( q_{w_\alpha} = q_{\alpha+1} \) representatives \( n \). On the other hand, if \( g \in PwB \), then \( gn \in Pw(B - B_\alpha) \) for precisely \( q_{\alpha+1} - 1 \) of the representatives \( n \). Thus

\[
(ch_{Bw\alpha}B \cdot \phi_{w,\chi})(g) = \sum_n (w_\alpha \cdot \phi_{w,\chi})(gn)
\]

\[
= \sum_n [\phi_{ww\alpha,\chi}(gn) + \text{ch}_{Pw(B-B_\alpha)}(gn)\phi_{w,\chi}(gn)]
\]

\[
= q_{\alpha+1}\phi_{ww\alpha,\chi}(g) + (q_{\alpha+1} - 1)\phi_{w,\chi}(g).
\]

\( \square \)

The following corollary of Theorem 3.1 gives a basis for \( I(\chi)^{(B,s)}, s \in S_{aff} \).

**Corollary 3.3.** Suppose \( \alpha \in \Delta \) and \( \tilde{\alpha} \in \tilde{\Delta} \). Then

(i) \( \{ \phi_{w,\chi} + \phi_{ww\alpha,\chi} \mid w \in W, w\alpha \in \Phi^+ \} \) is a basis for the fixed space \( I(\chi)^{(B,w_\alpha)} \).

(ii) \( \{ \phi_{w,\chi} + \chi^{1/2}(aw)\phi_{ww\tilde{\alpha},\chi} \mid w \in W, w\tilde{\alpha} \in \Phi^+ \} \) is a basis for the fixed space \( I(\chi)^{(B,w_{\tilde{\alpha}}-1)} \).

**Proof.** Let \( s \in S_{aff} \). Note that

\[
s \cdot I(\chi)^B \cap I(\chi)^B = I(\chi)^{sBs} \cap I(\chi)^B = I(\chi)^{(sBs,B)} = I(\chi)^{(B,s)}.
\]
Thus \( I(\chi)^{(B,s)} \) is precisely the set of vectors in \( I(\chi)^B \) sent to \( I(\chi)^B \) by \( s \). It is clear from Theorem 3.1 that if \( s = w_\alpha \) this set is spanned by
\[
\{ \phi_w,\chi + \phi_{ww_\alpha,\chi} \mid w \in W, w_\alpha \in \Phi^+ \},
\]
and if \( s = w_{\tilde{\alpha}}^{-1} \) this set is spanned by
\[
\{ \phi_w,\chi + \chi_1^{1/2}(a_{w_{\tilde{\alpha}}})\phi_{ww_{\tilde{\alpha}},\chi} \mid w \in W, w_{\tilde{\alpha}} \in \Phi^+ \}.
\]

\[\square\]

4. Proof of Theorem 1.1.

We now prove that the dimension of
\[
I(\chi)^K = I(\chi)^{BW_K} = \bigcap_{s \in S} I(\chi)^{(B,s)}
\]
is equal to \( |W/\nu(W_K)| \).

Suppose that \( f = \sum_{w \in W} c(w)\phi_w,\chi \) is a vector in \( I(\chi)^B \) with the \( c(w) \in \mathbb{C} \). Then it is easily deduced from Corollary 3.3 that \( f \in \bigcap_{s \in S} I(\chi)^{(B,s)} \) if and only if for all \( w \in W \),
\[
(3) \quad c(ww_\alpha) = c(w) \text{ for all } \alpha \in \Delta \text{ with } w_\alpha \in S
\]
\[
(4) \quad c(ww_\beta) = \chi^{1/2}(a_{w_{\tilde{\alpha}}})c(w) \text{ for all } \tilde{\alpha} \in \tilde{\Delta} \text{ with } w_{\tilde{\alpha}}^{-1} \in S.
\]
Let \( V \) be the space of functions \( c : W \to \mathbb{C} \) satisfying (3) and (4). Then \( \dim I(\chi)^K = \dim V \). Since \( \nu(w_{\beta^{-1}}) = \nu(w_\beta) = w_\beta \) for all \( \beta \in \Phi \), it follows that \( c(w) \) determines \( c(ww') \) for all \( w' \in \langle \nu(s) \mid s \in S \rangle = \nu(W_K) \) so
\[
\dim V \leq |W/\nu(W_K)|.
\]
We will prove that \( \dim V = |W/\nu(W_K)| \).

Remark 4.1. We note that if \( W_K \subset W \) (i.e., if \( K \subset K_0 \)) then it is clear that \( \dim V = \dim I(\chi)^K = |W/\nu(W_K)| \) since in this case only the relations in (3) appear.

Since \( W_K \) is finite, it contains no non-trivial translations so \( \nu \) is injective on \( W_K \). Thus \( \nu(W_K) \cong W_K \), and \( \nu(W_K) \) is generated as a Coxeter group by \( \nu(S) \). We will denote the element of \( W_K \) corresponding to \( t \in \nu(S) \) by \( \nu^{-1}(t) \). Define recursively a function [ ] from the set of finite sequences of elements of \( \nu(S) \) to \( \text{aff} \). Let \( t_1, \ldots , t_n \in \nu(S) \). For the empty sequence \( \emptyset \), let \( [\emptyset] = e \). Define
\[
[t_1] = \begin{cases} 
\quad e & \text{if } \nu^{-1}(t_1) = w_\alpha, \alpha \in \Delta \\
\quad a_{\tilde{\alpha}} & \text{if } \nu^{-1}(t_1) = w_{\tilde{\alpha}}, \tilde{\alpha} \in \tilde{\Delta},
\end{cases}
\]
and then set
\[
[t_1, \ldots , t_n] = \begin{cases} 
[t_1, \ldots , t_{n-1}] & \text{if } \nu^{-1}(t_n) = w_\alpha, \alpha \in \Delta \\
[t_1, \ldots , t_{n-1}]a_{t_1 \ldots t_{n-1} \tilde{\alpha}} & \text{if } \nu^{-1}(t_n) = w_{\tilde{\alpha}}, \tilde{\alpha} \in \tilde{\Delta}.
\end{cases}
\]
It follows easily from the definition of $[]$ that
\begin{equation}
[t_1, \ldots, t_k](t_1 \cdots t_k)[t_{k+1}, \ldots, t_n](t_1 \cdots t_k)^{-1} = [t_1, \ldots, t_n].
\end{equation}

We claim that the element $[t_1, \ldots, t_n]$ of $W_{aff}$ depends only on the product $t_1 \cdots t_n$ and not on the particular sequence $t_1, \ldots, t_n$.

**Lemma 4.2.** Let $t_1, \ldots, t_n, u_1, \ldots, u_m$ be elements of $\nu(S)$ such that
\[ t_1 \cdots t_n = u_1 \cdots u_m. \]
Then $[t_1, \ldots, t_n] = [u_1, \ldots, u_m]$.

**Proof.** Since $(\nu(W_K), \nu(S))$ is a Coxeter group, the word $t_1 \cdots t_n$ obtainable from $u_1 \cdots u_m$ via the basic Coxeter group relations among the elements of $\nu(S)$, i.e., those of the form $(tu)^{m(t,u)} = e$, where $t, u \in \nu(S)$ and $m(t,u)$ is some number in $\{1, 2, 3, 4, 6\}$ (see e.g. [5, 1.6]). Therefore, it suffices to show that $[]$ remains unchanged when a subsequence of consecutive terms in a sequence $t_1, \ldots, t_n$ is deleted according to such a relation. In fact, due to (5) one need only show that
\begin{equation}
[w_\alpha u, t, u, \ldots, t, u]_{m(t,u)} = [e] = e
\end{equation}
for each basic relation $(tu)^{m(t,u)} = e$ among the elements of $\nu(S)$.

It is clear that (6) holds if $\nu^{-1}(t), \nu^{-1}(u) \in W$. Therefore we shall consider only those relations which involve some reflection $t \in \nu(S)$ such that $\nu^{-1}(t) \notin W$. Such a $t$ is necessarily of the form $w_\alpha = \nu(w_{\alpha-1})$ for some $\alpha \in \Delta$. The basic relations involving $w_\alpha$ are of the form
\begin{equation}
(w_\alpha u)^m = e
\end{equation}
where $u \in \nu(S)$ and $m \in \{1, 2, 3, 4\}$. (It is never the case that $m = 6$.)

First consider the case $m = 1$. Here $u$ must equal $w_\alpha$ so (6) holds as
\[ [w_\alpha, w_\alpha] = a_{w_\alpha} a_{w_\alpha} = a_{w_\alpha} = e. \]

Now suppose that $m > 1$ and $\nu^{-1}(u) \in W$ in (7). Then
\[ [w_\alpha, u, \ldots, w_\alpha, u] = a_{w_\alpha} \ldots a_{w_\alpha u} a_{w_\alpha u} = e. \]

Since $w_\alpha u$ is a rotation of order $m$, $\alpha + \ldots + (w_\alpha u)^{m-1} = 0$ so (6) holds as
\[ a_{w_\alpha} \ldots a_{w_\alpha u} a_{w_\alpha u} = e. \]

Finally, suppose $m > 1$ and $\nu^{-1}(u) \notin W$ in (7). In this case, it follows that $m = 2$ and $u = w_\beta$ for some $\beta \in \Delta$. Then $w_{\beta}(\alpha) = \alpha$ and $w_{\beta}(\beta) = \beta$. It follows that (6) holds again as
\[ [w_\alpha, w_\beta, w_\alpha, w_\beta] = a_{w_\alpha} a_{w_\alpha w_\beta w_\alpha} a_{w_\alpha w_\beta w_\alpha} a_{w_\alpha w_\beta w_\alpha} = a_{w_\alpha} a_{w_\alpha} a_{w_\alpha} = e. \]
\[ \square \]
Let \( t_1, \ldots, t_n \in \nu(S) \). Since \([t_1, \ldots, t_n]\) depends only on the product \( t_1 \cdots t_n \), \([\ ]\) gives a function \( \nu(W_K) \to W_{\text{aff}} \), which we will also denote by \([\ ]\). Explicitly, for \( w \in \nu(W_K) \), \([w] = [t_1, \ldots, t_n]\) for any \( t_1, \ldots, t_n \in \nu(S) \) with \( w = t_1 \cdots t_n \). Note that \([\ ]\) is a 1-cocycle from \( \nu(W_K) \) to the group of translations in \( W_{\text{aff}} \).

**Proposition 4.3.** The space \( V \) of functions \( W \to \mathbb{C} \) satisfying (3) and (4) has dimension \( |W/\nu(W_K)| \).

**Proof.** Let \( R \) be a set of representatives for the left cosets of \( \nu(W_K) \) in \( W \). For each \( \sigma \in R \), define the function \( c_\sigma : W \to \mathbb{C} \) by setting

\[
 c_\sigma(w) = \begin{cases} 
 \chi \delta^{1/2}([w']) & \text{if } w = \sigma w' \in \sigma \nu(W_K) \\
 0 & \text{if } w \not\in \sigma \nu(W_K).
\end{cases}
\]

The \( c_\sigma \) are clearly linearly independent and are \( |W/\nu(W_K)| \) in number. It suffices then to show that the \( c_\sigma \) are in \( V \).

Fix \( \sigma \in R \). Let \( \alpha \) be an element of \( \Delta \) such that \( w_\alpha \in S \). If \( w \not\in \sigma \nu(W_K) \) then \( ww_\alpha \not\in \sigma \nu(W_K) \) so

\[
 c_\sigma(w) = 0 = c_\sigma(ww_\alpha).
\]

If \( w = \sigma w' \in \sigma \nu(W_K) \) then

\[
 c_\sigma(ww_\alpha) = c_\sigma(\sigma w' w_\alpha) = \chi \delta^{1/2}([w' w_\alpha]) = \chi \delta^{1/2}([w']) = c_\sigma(w).
\]

Thus (3) holds for \( c_\sigma \).

Now let \( \tilde{\alpha} \) be an element of \( \tilde{\Delta} \) such that \( w_{\tilde{\alpha} - 1} \in S \). As before, if \( w \not\in \sigma \nu(W_K) \) then

\[
 c_\sigma(w) = 0 = \chi \delta^{1/2}(a_{w_{\tilde{\alpha}}})c_\sigma(ww_{\tilde{\alpha}}).
\]

And if \( w = \sigma w' \in \sigma \nu(W_K) \) then

\[
 c_\sigma(ww_{\tilde{\alpha}}) = c_\sigma(\sigma w' w_{\tilde{\alpha}}) = \chi \delta^{1/2}([w' w_{\tilde{\alpha}}]) = \chi \delta^{1/2}([w']) = \chi \delta^{1/2}((a_{w_{\tilde{\alpha}}}) c_\sigma(w).
\]

Thus \( c_\sigma \) satisfies (4) and lies in \( V \). \( \square \)

It follows that \( \dim I(\chi)^K = \dim V = |W/\nu(W_K)| \).
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A SPLITTING THEOREM FOR ALEXANDROV SPACES

Yukihiro Mashiko

We use a notion of differentiability for functions on Alexandrov spaces and prove a splitting theorem for Alexandrov spaces admitting affine functions with such differentiability.

0. Introduction.

A classical result of Toponogov [12] states that if a complete Riemannian manifold $M$ with nonnegative sectional curvature contains a straight line, then $M$ is isometric to the metric product of a nonnegatively curved manifold and a line. We then know that the Busemann function associated with the straight line is an affine function, namely, a function which is affine on each unit speed geodesic in the one variable sense. After the theorem, many generalizations were proved. Cheeger-Gromoll’s theorem [2] is the most excellent one among them.

An Alexandrov space with curvature bounded below by $\kappa \in \mathbb{R}$ is a locally compact, complete and path connected inner metric space on which the triangle comparison theorem holds (see [1]). For simplicity, we denote by $\text{curv} \geq \kappa$ the lower curvature bound. The direct generalization of the Toponogov theorem for Alexandrov spaces with $\text{curv} \geq 0$ was proved early in 1967 by A. Milka [8]. We see that this is essentially implied by the rigidity of geodesic triangles and hinges in the Global Comparison Theorem (see Fact 1.0).

The author has shown in [7] that if a 2-dimensional Alexandrov space $X$ with $\text{curv} \geq -\kappa^2$ without boundary admits a nontrivial affine function, then $X$ is isometric to flat $\mathbb{R}^2$ or flat $S^1 \times \mathbb{R}$. In the present paper, we extend this to higher dimensional Alexandrov spaces, possibly with nonempty boundary, admitting affine functions with a new notion of differentiability. Innami [6] showed that every complete Riemannian manifold admitting a nontrivial affine function splits isometrically into the metric product of a line and a Riemannian manifold. Affine functions on complete Riemannian manifolds naturally possess the differentiability introduced in this paper.

We shall define some notion needed to state our main theorem. Let $X$ be an $n$-dimensional Alexandrov space with $\text{curv} \geq -\kappa^2$ and $n \geq 2$, $\kappa > 0$. We denote by $pq$ a minimal geodesic from $p$ to $q$ and by $|p, q|$ the distance.
between \( p \) and \( q \). We put
\[
\tilde{\Sigma}_p X := \{ pq \mid q \in X - \{ p \} \}/\sim,
\]
where the equivalence relation \( \sim \) is defined such that \( pq \sim pr \) iff \( pq \subset pr \) or \( pq \supset pr \). Then the space of directions \( \Sigma_p X \) at \( p \) in \( X \) is defined to be the metric completion of \( \tilde{\Sigma}_p X \). For \( u \in \Sigma_p X \) we denote by \( \gamma_u \) the geodesic tangent to \( u \) with \( \gamma_u(0) = p \) if it exists. For a function \( f : X \to R \), we define the directional derivative \( \tilde{d}_p f : \tilde{\Sigma}_p X \to R \) at \( p \) by \( \tilde{d}_p f(u) := (f \circ \gamma_u)'(0) \) if the right-hand derivative exists. We denote by \( d_p f : \Sigma_p X \to R \) the continuous extension of \( \tilde{d}_p f \) if it exists. Remarking that \( \Sigma_p X \) is an Alexandrov space with \( \text{curv} \geq 1 \), we consider the composition \( \tilde{d}_{u_1} \circ d_p \) of the two operators \( \tilde{d}_{u_1} \) and \( d_p \) for \( p \in X \) and \( u_1 \in \Sigma_p X \). We put \( \tilde{d}f_{p,u_1} := \tilde{d}_{u_1} \circ d_p f \) and denote by \( df_{p,u_1} : \Sigma_{u_1} \Sigma_p X \to R \) the continuous extension of \( \tilde{d}f_{p,u_1} : \tilde{u}_1 \Sigma_p X \to R \). Repeating the procedure, we define for \( k \) with \( 1 \leq k < n = \dim X \),
\[
\Sigma^k X := \{ (p, u_1, u_2, \ldots, u_k) \mid p \in X, u_i \in \Sigma_p X, u_i \in \Sigma_{u_{i-1}} \Sigma_{u_{i-2}} \cdots \Sigma_{u_1} \Sigma_p X (i = 2, \ldots, k) \},
\]
\[
\tilde{d}f_{p,u_1,u_2,\ldots,u_k} := \tilde{d}_{u_k} \circ \cdots \circ d_{u_2} \circ d_{u_1} \circ d_p f : \tilde{\Sigma}_{u_k} \tilde{\Sigma}_{u_{k-1}} \cdots \tilde{\Sigma}_{u_1} \Sigma_p X \to R
\]
for a function \( f : X \to R \) and for \( (p, u_1, u_2, \ldots, u_k) \in \Sigma^k X \).

**Definition 0.1.** A function \( f : X \to R \) belongs to the class \( D^r (1 \leq r \leq n = \dim X) \), or simply, \( f \) is of \( D^r \) class if \( df_{p,u_1,u_2,\ldots,u_{k-1}} \) is defined and has the continuous extension}
\[
df_{p,u_1,u_2,\ldots,u_{k-1}} : \Sigma_{u_{k-1}} \Sigma_{u_{k-2}} \cdots \Sigma_{u_1} \Sigma_p X \to R
\]
for all \( (p, u_1, u_2, \ldots, u_{k-1}) \in \Sigma^{k-1} X \) and for all \( k \) with \( 1 \leq k \leq r \). We agree that a function \( f : X \to R \) is of \( D^1 \) class if and only if \( \tilde{d}f_p \) has the continuous extension \( df_p \).

To control the behavior of the directional derivatives, we introduce a quantity associated with \( f : X \to R \) as follows:
\[
\Delta_1 f(p) := \frac{1}{\mathcal{H}^{n-1}(\Sigma_p X)} \int_{\Sigma_p X \ni u} df_p(u) d\mathcal{H}^{n-1}(u), \quad \text{for} \ p \in X,
\]
where \( \mathcal{H}^{n-1} \) denotes the \((n - 1)\)-dimensional Hausdorff measure on \( \Sigma_p X \). This means the total flow of the gradient of \( f \) at the point \( p \). If \( f \) is a differentiable function on a Riemannian manifold, then \( f \) is of \( D^n \) class and \( \Delta_1 f(p) = 0 \) at every point \( p \). On the other hand, there exists an Alexandrov space on which \( \Delta_1 f(p) \neq 0 \) at some singular point \( p \) for an affine function \( f \) of \( D^3 \) class and the whole space does not split (see Example 1.4). To avoid this case, we need the following definition.
Definition 0.2. A function $f : X \to R$ is of $D^{r,s}$ class, $s \leq r$, iff $f$ is of $D^r$ class and

$$\Delta_1df_{p,u_1,u_2,\ldots,u_{k-1}}(u_{k-1}) = 0$$

for all $(p,u_1,u_2,\ldots,u_{k-1}) \in \Sigma^{k-1}X$ and for all $k$ with $1 \leq k \leq s$.

With these definitions, we now state our main theorem of this paper:

**Theorem A.** Let $X$ be an $n$-dimensional Alexandrov space with $\text{curv} \geq -\kappa^2$. Then, $X$ admits a nontrivial affine function $\varphi : X \to R$ of $D^{2,2}$ class if and only if $X$ is isometric to the metric product $\tilde{X} \times R$, where $\tilde{X}$ is an $(n-1)$-dimensional Alexandrov space with $\text{curv} \geq -\kappa^2$.

Since every constant function on $X$ is an affine function of $D^{2,2}$ class, the dimension of the space of all affine functions on $X$ of $D^{2,2}$ class is at least one. Thus we obtain the following corollary:

**Corollary B.** The linear space of all affine functions on $X$ of $D^{2,2}$ class is of dimension $k+1$ if and only if $X$ is isometric to $\tilde{X} \times R^k$, where $\tilde{X}$ does not admit any nontrivial affine function of $D^{2,2}$ class.

For the proof of Theorem A, it suffices to show that, for each minimal geodesic $\gamma$ in $X$, there exists a totally geodesic and flat strip including $\gamma$. Under the assumption that $X$ admits an affine function of $D^{2,2}$ class, we will show in Proposition 4.3 that the strip is spanned by the gradient curves of $\varphi$. Recently, G. Perelman and A. Petrunin [10] considered the existence of gradient curves in more general situation. The arguments in this paper is more elementary than theirs, and the author believes that his arguments will be shortend by their existence theorem.

1. Preliminaries and examples.

Throughout this paper, let $X$ be an Alexandrov space with $\text{curv} \geq -\kappa^2$ for $\kappa > 0$.

1.0. Global Comparison Theorem. The most basic tool in Alexandrov geometry is the following theorem.

**Fact 1.0** (Global Comparison Theorem). (See [1, §3], [5, Theorem 1.1] and [4, Appendix].) If $Z$ is an $n$-dimensional Alexandrov space, $n \geq 2$, with $\text{curv} \geq k$, then the following holds:

1. For any triple $(p_0,p_1,p_2)$ in $Z$ there is a unique (up to isometry) triple $(\tilde{p}_0,\tilde{p}_1,\tilde{p}_2)$ in $M^2(k)$ with $|p_i,p_j| = |\tilde{p}_i,\tilde{p}_j|$. Moreover, for any segment $p_1p_2$ and $0 \leq t \leq |p_1,p_2|

\begin{align*}
\text{(a)} &\quad |p_0,p_1p_2(t)| \geq |\tilde{p}_0,\tilde{p}_1\tilde{p}_2(t)|.
\end{align*}

(If $k > 0$ we must also assume that $|p_0,p_1|+|p_1,p_2|+|p_2,p_0| < 2\pi/\sqrt{k}.$)
(ii) If equality holds in (a) for some $0 < t_0 < |p_1, p_2|$ and $c_{t_0}$ is a segment from $p_0$ to $p_1 p_2(t_0)$, then $c_{t_0}(s), 0 < s < |p_0, p_1 p_2(t_0)|$, is joined their limit segments from $p_0$ to $p_1$ and $p_2$, form a surface which has totally geodesic interior and which is isometric to the triangular surface in $M^2(k)$ with vertices $\bar{p}_0, \bar{p}_1, \bar{p}_2$.

(iii) For any hinge $(p_0 p_1, p_0 p_2)$ in $Z$ with $0 < \angle(p_0 p_1, p_0 p_2) < \pi$ we have

$$|p_1, p_2| \leq |\bar{p}_1, \bar{p}_2|,$$

where $(\bar{p}_0 \bar{p}_1, \bar{p}_0 \bar{p}_2)$ is the corresponding hinge in $M^2(k)$.

(iv) If equality holds in (b), then $(p_0 p_1, p_0 p_2)$ spans a surface which has totally geodesic interior and which is isometric to the triangular surface in $M^2(k)$ spanned by $(\bar{p}_0 \bar{p}_1, \bar{p}_0 \bar{p}_2)$. In fact, any such surface is determined uniquely by a segment in $Z$ between interior points of $p_0 p_1$ and $p_0 p_2$.

1.1. Directional derivative $Df$ and the tangent cone. We denote by $K(\cdot)$ the Euclidean cone over a metric space (see [1, §4] for the definition of the Euclidean cone). The following fact is well-known:

**Fact 1.1.** The pointed Hausdorff limit $\lim_{\varepsilon \to 0}(\varepsilon^{-1}X, p)$ of the $(\varepsilon^{-1})$-scaling of the metric around $p$ is isometric to the Euclidean cone $K(\Sigma_p X)$ for every $p \in X$.

We set $K_p X := K(\Sigma_p X)$ and call it the tangent cone at $p$ in $X$. Let $p^*$ denote the vertex of $K_p X$ and $\alpha u$, for $\alpha \geq 0$ and $u \in \Sigma_p X$, the point in $K_p X$ such that $|\alpha u, p^*| = \alpha$ and $p r(\alpha u) = u$, where $p r : K_p X \setminus \{p^*\} \to \Sigma_p X$ is the projection.

Let $f : X \to R$ be a function of $D^r$ class and $1 \leq k \leq r$. Then we obtain the extension

$$Df_{p, u_1, u_2, \ldots, u_{k-1}} : K_{u_{k-1}} K_{u_{k-2}} \cdots K_{u_1} K_p X \to R$$

of $df_{p, u_1, u_2, \ldots, u_{k-1}} : \Sigma_{u_{k-1}} \Sigma_{u_{k-2}} \cdots \Sigma_{u_1} \Sigma_p X \to R$ with the condition described as follows. We see that $K_{u_{k-1}} K_{u_{k-2}} \cdots K_{u_1} K_p X$ splits isometrically into the product

$$K(\Sigma_{u_{k-1}} \Sigma_{u_{k-2}} \cdots \Sigma_{u_1} \Sigma_p X) \times \langle u_1, u_2, \ldots, u_{k-1} \rangle$$

for every $(p, u_1, u_2, \ldots, u_{k-1}) \in \Sigma^{k-1} X$, where $\langle \cdot \rangle$ denotes the linear span. Under this identification, we have for $u = (\alpha_k u_k, \alpha_{k-1} u_{k-1} + \alpha_{k-2} u_{k-2} + \cdots + \alpha_1 u_1) \in K(\Sigma_{u_{k-1}} \Sigma_{u_{k-2}} \cdots \Sigma_{u_1} \Sigma_p X) \times \langle u_1, u_2, \ldots, u_{k-1} \rangle$

(†) $Df_{p, u_1, u_2, \ldots, u_{k-1}}(u) = \sqrt{\alpha_k^2 df_{p, u_1, u_2, \ldots, u_{k-1}}(u_k)^2 + \cdots + \alpha_1^2}.$

In particular for $k = 1$ in (†), we agree that $Df_{p}(\alpha_1 u_1) = \alpha_1 df_{p}(u_1)$ for all $\alpha_1 u_1 \in K_p X$ and $u_1 \in \Sigma_p X$. 
1.2. Generalized gradient and gradient curves. Let $f : X \to R$ be a function of $D^1$ class. Then by the compactness of $\Sigma_p X$, $df_p : \Sigma_p X \to R$ attains the maximum and minimum values on $\Sigma_p X$ for each $p \in X$. We denote by $M(df_p)$ the maximum level set of $df_p$ and by $m(df_p)$ the minimum level set of $df_p$. If $M(df_p)$ consists of only one element, we express it by $\hat{\nabla} f(p)$ and put $\nabla f := |\nabla f|(p) \cdot \hat{\nabla} f(p) \in K_p X$, where $|\nabla f|(p) := \max_{u \in \Sigma_p X} df_p(u)$. We call $\nabla f(p)$ the generalized gradient of $f$ at $p$. In this notation, if $m(df_p)$ consists of only one element, $\hat{\nabla} (-f)(p)$ coincides with the element of $m(df_p)$.

A curve $c : [a, b] \to X$ by definition has the right (left) tangent direction $v \in \Sigma_{c(t)}$ at $t \in [a, b]$ (resp. $t \in (a, b)$) if any initial direction of any minimal segment from $c(t + h)$ to $c(t)$ converges to $v$ as $h \to 0$ (resp. $h \uparrow 0$). The gradient curve $c : [a, b] \to X$ of a function $g$ on $X$ is defined such that $c$ has the right tangent $\hat{\nabla} g(c(t))$ for every $t \in [a, b]$.

**Example 1.3.** Let $\bar{X}$ be an Alexandrov space with $\text{curv} \geq -\kappa^2$. Then the metric product $X := \bar{X} \times R$ is an Alexandrov space with $\text{curv} \geq -\kappa^2$. Define $\eta : X \to R$ by $\eta((\bar{p}, t)) := t$. Then $\eta$ is a nontrivial affine function of $D^{2,2}$ class (see Proposition 3.2). Then $\Sigma_p X$ is the spherical suspension of $\Sigma_p \bar{X}$ with its suspension points $\nabla \eta(p) (= \nabla \eta(p))$ and $\nabla (-\eta)(p) (= \hat{\nabla} (-\eta)(p))$ for every $p \in X$. If $\bar{X}$ has singular points, then so does $X = \bar{X} \times R$.

**Example 1.4.** Let $C$ be an unbounded convex body in $R^n$ with nonempty interior and with boundary. Then $C$ is a noncompact $n$-dimensional Alexandrov space with $\text{curv} \geq 0$ (with boundary). We take an arbitrary unit vector $z \in R^n$ and denote by $h_z : C \to R$ the height function in the direction $z$, i.e., $h_z(p) := \langle z, p \rangle$, where $\langle \cdot , \cdot \rangle$ is the cannonical inner product in $R^n$. Then $h_z$ is affine. If there is a point on the boundary of $C$ such that the diameter of $\Sigma_p$ is less than $\pi$, then $C$ does not split into the product of a line and a space, and then $h_z$ is of $D^n$ class but not of $D^{n,1}$ class.

2. Affine functions of $D^1$ class.

Throughout this section we assume that $\varphi : X \to R$ is an affine function of $D^1$ class. We first prove the following lemma, which will frequently be used in this paper.

**Lemma 2.1.** Fix an arbitrary point $p \in X$. Then $D\varphi_p : K_p X \to R$ becomes an affine function again. In other words, we have

$$\sin(|u,v|) d\varphi_p(\sigma(t)) = \sin(|u,v| - t) d\varphi_p(u) + \sin t d\varphi_p(v)$$

for all $u, v \in \Sigma_p X$, for every minimal geodesic $\sigma : [0, |u,v|] \to \Sigma_p X$ from $u$ to $v$ and for every $t \in [0, |u,v|]$.

Differentiating $(\ast)$ in $t$ at $t = 0$ yields the following:
Corollary 2.2. We have the directional derivative of second order at \((p,u)\in\Sigma X\),

\[(**)
\sin|u,v|\tilde{d}\varphi_{p,u}(\sigma(0)) = d\varphi_p(v) - d\varphi_p(u)\cos|u,v|,
\]
where \(\sigma(0)\) is the initial direction of \(\sigma\).

Proof of Lemma 2.1. From the continuity of \(d\varphi_p\), it suffices to show \((*)\) for all \(u,v\in\Sigma_pX\) with \(0 < |u,v| < \pi\) and for \(t \in (0,|u,v|)\). Identifying \(u,v\) with two unit vectors in \(R^2\) which makes angle \(|u,v|_{\Sigma_pX}\), we define a number \(\lambda = \lambda(t)\in(0,1)\) such that \(\angle(u,(1-\lambda)u+\lambda v) = t\). Let \(\gamma_u\) and \(\gamma_v\) be the geodesics tangent to \(u\) and \(v\) respectively and \(\{s_i\}\) a sequence of numbers such that \(s_i \searrow 0\) as \(i \to \infty\). We can choose an appropriate subsequence \(\{s_j\} \subset \{s_i\}\) so that a sequence \(\{\tau_j : [0,1] \to (1/s_j)X\}\) of minimal geodesics in \((1/s_j)X\) from \(\gamma_u(s_j)\) to \(\gamma_v(s_j)\) tends to a segment \(\tau\) on \(K_pX\) as \(j \to \infty\). Here each \(\tau_j\) is parameterized proportionally to arclength, and the segment \(\tau\) is projected to a minimal geodesic \(\sigma : [0,|u,v|] \to \Sigma_pX\) from \(u\) to \(v\).

Let \(\alpha_j : [0,|p,\tau_j(\lambda)|] \to X\) be a minimal geodesic from \(p\) to \(\tau_j(\lambda)\). By the continuity of \(d\varphi_p\) and Fact 1.1, we have \(d\varphi_p(\alpha_j(0)) \to d\varphi_p(\sigma(t))\) as \(j \to \infty\). Using Fact 1.1 and the definition of affine functions, we obtain

\[d\varphi_p(\sigma(t)) = \lim_{j \to \infty} d\varphi_p(\alpha_j(0)) = [(1-\lambda)d\varphi_p(u) + \lambda d\varphi_p(v)] \frac{\sin t}{\lambda \sin |u,v|}.
\]

In elementary Euclidean geometry, we have \((1-\lambda)/\lambda = \sin(|u,v| - t)/\sin t\). Thus we obtain \((*)\).

For the first assertion, we need to prove that \(d\varphi_p(u) = -d\varphi_p(v)\) for \(u,v\in\Sigma_pX\) with \(|u,v| = \pi\). This is obvious from the continuity of \(d\varphi_p\) and \((*)\). Hence this completes the proof. \(\square\)

Lemma 2.3. If \(\max_{u\in\Sigma_pX} d\varphi_p(u) > 0 \ (\min_{u\in\Sigma_pX} d\varphi_p(u) < 0)\) at some point \(p \in X\), then the maximum level set \(M(d\varphi_p)\) of \(d\varphi_p\) (resp. the minimum level set \(m(d\varphi_p)\) of \(d\varphi_p\)) consists of only one element. In particular, the generalized gradient \(\nabla\varphi(p)\) (resp. \(\nabla(-\varphi)(p)\)) is defined for all \(p \in X\) with \(\varphi(p) < \sup X \varphi\) (resp. \(\varphi(p) > \inf X \varphi\)).

Proof. We prove this lemma only in the case \(\max_{u\in\Sigma_pX} d\varphi_p(u) > 0\). Suppose that \(M(d\varphi_p)\) contains two elements \(u_1\) and \(u_2\) under the assumption \(\max d\varphi_p > 0\). If \(|u_1,u_2| = \pi\), then we have \(d\varphi_p(u_1) = -d\varphi_p(u_2)\) by Lemma 2.1. Hence \(d\varphi_p(u_1) = \max d\varphi_p = 0\), a contradiction to the assumption. Otherwise, if \(|u_1,u_2| \neq \pi\), we have, for \(t = |u_1,u_2|/2\) in \((*)\) along some minimal geodesic \(\sigma : [0,|u_1,u_2|] \to \Sigma_pX\) from \(u_1\) to \(u_2\), \(d\varphi_p(u_1) = \max d\varphi_p < d\varphi_p(\sigma(|u_1,u_2|/2))\). This contradicts the choice of \(u_1\). \(\square\)
We discuss the zero level set \((d\varphi_p)^{-1}(0)\) of \(d\varphi_p\). For simplicity, we put

\[ O(d\varphi_p) := (d\varphi_p)^{-1}(0). \]

If \(o_1, o_2 \in O(d\varphi_p)\) satisfy \(0 < |o_1, o_2| < \pi\), then Lemma 2.1 implies that all minimal geodesics from \(o_1\) to \(o_2\) are contained entirely in \(O(d\varphi_p)\). Thus we obtain the following lemma:

**Lemma 2.4.** \(O(d\varphi_p)\) is locally convex.

We deal with a point \(p \in X\) such that \(\varphi(p) < \sup X \varphi\), or equivalently, \(\max d\varphi_p > 0\). Then by Lemma 2.3, the generalized gradient \(\nabla \varphi(p)\) is defined. For such point \(p\), we investigate \(\widehat{\nabla} \varphi(p)\) and \(O(d\varphi_p)\) in the following proposition:

**Proposition 2.5.** Let \(p\) be a point of \(X\) with \(\varphi(p) < \sup X \varphi\). Then the following (i) and (ii) hold:

(i) For every \(o \in O(d\varphi_p)\), we have \(|\widehat{\nabla} \varphi(p), o| \leq \pi/2\).

(ii) If there are elements \(o_1\) and \(o_2\) of \(O(d\varphi_p)\) such that \(0 < |o_1, o_2| < \pi\) and \(|\widehat{\nabla} \varphi(p), o_1| = |\widehat{\nabla} \varphi(p), o_2| = \pi/2\), then the triple \((\widehat{\nabla} \varphi(p), o_1, o_2)\) spans a totally geodesic triangular surface of constant curvature 1.

**Remark 2.6.** Since \(-\varphi\) is also affine, the same assertions as above hold for \(p \in X\) with \(\varphi(p) > \inf X \varphi\) and for \(\widehat{\nabla} (-\varphi)(p)\) instead of \(\widehat{\nabla} \varphi(p)\).

**Proof of Proposition 2.5.** (i) We want to use (**\*) in Corollary 2.2 for \(u = \widehat{\nabla} \varphi(p)\) and \(v = o \in O(d\varphi_p)\). If \(|\widehat{\nabla} \varphi(p), o| = \pi\), then it follows from Lemma 2.1 that \(\max_{u \in \Sigma_p X} d\varphi_p(u) = d\varphi_p(\widehat{\nabla} \varphi(p)) = -d\varphi_p(o) = 0\), a contradiction. Thus \(\widehat{\nabla} \varphi(p), o| \neq \pi\). Applying (**\*) to \(\widehat{\nabla} \varphi(p)\) and \(o\) along some minimal geodesic from \(\widehat{\varphi}(p)\) to \(o\) and using \(d\varphi_p, \widehat{\nabla} \varphi(p) \leq 0\), we have

\[ d\varphi_p(o) - |\nabla \varphi|(p) \cos |\widehat{\nabla} \varphi(p), o| \leq 0. \]

Hence \(|\widehat{\nabla} \varphi(p), o| \leq \pi/2\).

(ii) Draw a comparison triangle \(\Delta(\overline{\nabla \varphi}(p), \overline{o_1}, \overline{o_2})\) in the unit sphere \(S^2(1)\) corresponding to a geodesic triangle \(\Delta(\overline{\nabla \varphi}(p), o_1, o_2)\) in \(\Sigma_p X\). Take a point \(o_3\) in the interior of the edge \(o_1o_2\) and a point \(\overline{o_3}\) in the edge \(\overline{o_1}\overline{o_2}\) corresponding to \(o_3\). Then the Global Comparison Theorem implies that \(|\widehat{\nabla} \varphi(p), o_3| \geq |\overline{\nabla \varphi}(p), \overline{o_3}| = \pi/2\) (see Fact 1.0). Since \(o_3 \in O(d\varphi_p)\) by Lemma 2.4, it follows from (i) that \(|\widehat{\nabla} \varphi(p), o_3| \leq \pi/2\). Hence \(|\widehat{\nabla} \varphi(p), o_3| = |\overline{\nabla \varphi}(p), \overline{o_3}|\). Therefore (ii) follows from the rigidity of geodesic triangle in the Global Comparison Theorem. \(\square\)
3. Affine functions of $D^{2,2}$ class.

Proposition 3.1. If $\varphi : X \rightarrow R$ is a nontrivial affine function of $D^{2,2}$ class, then the following (i)-(v) hold:

(i) $\Sigma_pX$ is the spherical suspension of $O(d\varphi_p)$ with its suspension points $\hat{\nabla}\varphi(p)$ and $\hat{\nabla}(-\varphi)(p)$ for every $p \in X$.

(ii) We have

$$d\varphi_p(u) = |\nabla\varphi|(p) \cos \hat{\nabla}\varphi(p), u|_{\Sigma_pX}$$

for every $p \in X$ and for every $u \in \Sigma_pX$, or equivalently,

$$D\varphi_p(u) = |\nabla\varphi|(p)|u| \cos \angle_{p*}(\nabla\varphi(p), u)$$

for every $u \in K_pX$. Here $\angle_{p*}$ denotes the angle distance at the vertex $p*$.

(iii) Fix two arbitrary numbers $a, b \in \varphi(X)$ with $a < b$. Then for every $q \in \varphi^{-1}(a)$ and for every minimal geodesic $\sigma_q : [0, l(q)] \rightarrow X$ from $q$ to $\varphi^{-1}(b)$, we have

$$\dot{\sigma}_q(0) = \hat{\nabla}\varphi(q)$$

and

$$(\sigma_q^{-1})(0) = \hat{\nabla}(-\varphi)(\sigma_q^{-1}(0)),$$

where $\sigma_q^{-1} : [0, l(q)] \rightarrow X$ is defined by $\sigma_q^{-1}(t) := \sigma_q(l(q) - t)$, $t \in [0, l(q)]$.

(iv) There is a unique complete gradient curve $\phi : R \rightarrow X$ of $\varphi$ passing through $p$ parameterized by $\varphi \circ \phi(t) = \varphi(p) + t$, $t \in R$, for every $p \in X$. Moreover, it satisfies

$$\frac{|\varphi(\phi(t_1)) - \varphi(\phi(t_2))|}{|\phi(t_1), \phi(t_2)|} = |\nabla\varphi|(\phi(t)) = |\nabla\varphi|(p)$$

for all $t, t_1, t_2 \in R$, and in particular $\phi$ is a straight line.

(v) $|\nabla\varphi|(p)$ is constant for all $p \in X$.

Proof. (i) Fix a point $p \in X$ arbitrarily. Since $\varphi$ is nontrivial, either $\max d\varphi_p > 0$ or $\min d\varphi_p < 0$ holds. If $\max d\varphi_p > 0$, then $\min d\varphi_p < 0$ since $\varphi$ is particularly of $D^{2,1}$ class. Similarly, we have $\max d\varphi_p > 0$ if $\min d\varphi_p < 0$. Thus $\hat{\nabla}\varphi(p)$ and $\hat{\nabla}(-\varphi)(p)$ at $p$ are defined.

By Proposition 2.5 (ii), it suffices to show the following:

Assertion. $|\hat{\nabla}\varphi(p), o|_{\Sigma_pX} = |\hat{\nabla}(-\varphi)(p), o|_{\Sigma_pX} = \pi/2$ for all $o \in O(d\varphi_p)$.

Suppose that there is $o \in O(d\varphi_p)$ such that $|\hat{\nabla}\varphi(p), o| \neq \pi/2$. Then by Proposition 2.5 (i), $|\hat{\nabla}\varphi(p), o| < \pi/2$. Apply (**) to $\hat{\nabla}\varphi(p)$ and $o$ along a minimal geodesic $\sigma : [0, |\hat{\nabla}\varphi(p), o|] \rightarrow \Sigma_pX$ from $\hat{\nabla}\varphi(p)$ to $o$. Then we have $d\varphi_p(\sigma(0)) < 0$. Since $\varphi$ is particularly of $D^2$ class, there is a neighborhood $W$ of $\sigma(0)$ in $\Sigma_pX$ such that $d\varphi_p(w) < 0$ for every
$w \in \overline{W}$. Since $d\varphi_{p,\nabla\varphi(p)} \leq 0$ and $\overline{W}$ is of positive measure with respect to $(n-2)$-dimensional Hausdorff measure, we obtain

$$\int_{\Sigma\nabla\varphi(p) \Sigma_{p,\varphi} \Sigma_{\overline{W}}} d\varphi_{p,\nabla\varphi(p)}(w) \, d\mathcal{H}^{n-2}(w) < 0.$$  

This contradicts the assumption that $\varphi$ is of $D^{2,2}$ class.

(ii) It suffices to show the equation for $u \in \Sigma_p X \setminus \{\nabla\varphi(p), \nabla(-\varphi)(p)\}$. By (i), any such $u$ is contained in a minimal geodesic $\tau : [0, \pi] \rightarrow \Sigma_p X$ joining two suspension points. Applying (**) to $\nabla\varphi(p)$ and $\tau(\pi/2)$ along $\tau$, we have $d\varphi_{p,\nabla\varphi(p)}(\tau(0)) = 0$. Using again (**) for $\nabla\varphi(p)$ and $u$ along $\tau$, we obtain $d\varphi_{p}(u) = |\nabla\varphi(p)| \cos |\nabla\varphi(p), u|$.

(iii) Suppose that $\hat{\sigma}_q(0) \neq \nabla\varphi(q)$ for some minimal geodesic $\sigma_q : [0, l(q)] \rightarrow X$ from $q$ to $\varphi^{-1}(b)$. Then we can find a broken geodesic

$$\xi = \bigcup_i \gamma_i : [0, l(\xi)] \rightarrow X$$

such that $(\varphi \circ \xi)'(s) > d\varphi_q(\hat{\sigma}_q(0))$ for every $s \in [0, l(\xi))$ and $\xi(0) = q$, $\xi(l(\xi)) \in \varphi^{-1}(b)$. The construction of $\xi$ is achieved in the same way as in 2-dimensional Alexandrov space (see [7, Lemma 2(2)]). Since $\varphi \circ \xi$ is almost everywhere differentiable, we conclude that $l(q) > l(\xi)$. This contradicts the minimizing property of $\sigma_q$.

(iv) Choose a double-ended sequence $\{a_j\}_{j \in Z}$ such that $a_0 = \varphi(p)$, $a_j /\sup_X \varphi$ as $j \rightarrow \infty$ and $a_j \setminus \inf_X \varphi$ as $j \rightarrow -\infty$. We start from $p \in \varphi^{-1}(a_0)$ and repeat the same construction by minimal projections as in (iii). That is, let $p_0 := p$ and $p_{j+1}$ denote the foot of the (unique) minimal geodesic from $p_j$ to $\varphi^{-1}(a_{j+1})$ for $j \geq 0$. For $j \leq 0$, let $p_{j-1}$ denote the foot of the (unique) minimal geodesic from $p_j$ to $\varphi^{-1}(a_{j-1})$. Then we obtain the curve

$$\phi := \bigcup_{j \in Z} p_j p_{j+1} : \left( \inf_X \varphi - \varphi(p), \sup_X \varphi - \varphi(p) \right) \rightarrow X$$

parameterized by $\varphi \circ \phi(t) = \varphi(p) + t$. By the construction, we see that every subarc from $\phi(t_1)$ to $\phi(t_2)$ of $\phi$ is a minimal geodesic and

$$\frac{|\varphi(\phi(t_1)) - \varphi(\phi(t_2))|}{|\phi(t_1), \phi(t_2)|} = |\nabla\varphi(\phi(t))| = |\nabla\varphi(p)|$$

for all $t, t_1, t_2 \in (\inf_X \varphi - \varphi(p), \sup_X \varphi - \varphi(p))$.

Once $\sup_X \varphi = \infty$ and $\inf_X \varphi = -\infty$ are established, the proof of (iv) is completed. Suppose that $\sup_X \varphi < \infty$. Then the sequence $\{p_j\}_{j=0,1,\ldots}$ accumulates to some point $p_\infty$. (i) implies that $\max_d \varphi_{p_\infty} > 0$ also at $p_\infty$. This is a contradiction to $\varphi(p_\infty) = \sup_X \varphi$. Therefore $\sup_X \varphi = \infty$. On the other hand, $\inf_X \varphi = -\infty$ follows from which $-\varphi$ is also affine.
Choose two points \( p_0 \) and \( p_1 \) arbitrarily. Let \( \phi_0, \phi_1 : R \to X \) be two gradient curves passing through \( p_0, p_1 \) respectively obtained by (iv). We may assume from (iv) that \( \varphi(p_0) = \varphi(p_1) \) and \( \phi_0 \neq \phi_1 \). It is easily seen from (i) and (iv) that \( \angle_{p_1}(p_1p_0, p_1\phi_1(t)) = \pi/2, |p_1, \phi_1(t)| = t/|\nabla\varphi|(p_1) \) and \( |\nabla\varphi|(p_0) \geq (\varphi(\phi_1(t)) - \varphi(p_0))/|p_0, \phi_1(t)| = t/|p_0, \phi_1(t)| \) for all \( t \in [0, \infty) \).

For every \( t \in [0, \infty) \), draw a comparison hinge \( \langle \vec{p}_1\vec{p}_0, \vec{p}_1\phi_1(t) \rangle \) of a hinge \( (p_1p_0, p_1\phi_1(t)) \) in hyperbolic surface \( H^2(-\kappa^2) \) of constant curvature \( -\kappa^2 \). Then the Global Comparison Theorem and the cosine formula in \( H^2(-\kappa^2) \) implies that

\[
|p_0, \phi_1(t)| \leq |\vec{p}_0, \phi_1(t)| = \frac{1}{\kappa} \cosh^{-1}\left[ \cosh(\kappa|p_0, p_1|) \cosh(\kappa|p_1, \phi_1(t)|) \right].
\]

Therefore we have

\[
|\nabla\varphi|(p_0) \geq \cosh^{-1}\left[ \cosh(\kappa|p_0, p_1|) \cosh(\kappa \cdot t/|\nabla\varphi|(p_1)) \right].
\]

Taking \( t \to \infty \) and applying L’Hospital’s formula, we obtain \( |\nabla\varphi|(p_0) \geq |\nabla\varphi|(p_1) \). The symmetric property of the above discussion implies the reverse inequality. This completes the proof. \( \square \)

We now assume that \( \varphi : X \to R \) is a nontrivial affine function of \( D^1 \) class satisfying the condition of the assertion (i) of Proposition 3.1. Then all other assertions (ii)-(v) follow. More precisely, the following holds:

**Proposition 3.2.** Let \( \varphi : X \to R \) be a nontrivial affine function of \( D^1 \) class. If \( \varphi \) satisfies the condition that \( \Sigma pX \) forms the spherical suspension with its suspension points \( \nabla\varphi(p) \) and \( \nabla(-\varphi)(p) \) for every \( p \in X \), then \( \varphi \) is of \( D^{n,n} \) class, \( n = \dim X \).

**Remark 3.3.** It is easily seen that \( \eta \) in Example 1.3 is of \( D^1 \) class and satisfies the assumption of Proposition 3.2. Hence \( \eta \) is of \( D^{2,2} \) class.

**Proof of Proposition 3.2.** We first prove that \( \varphi \) is of \( D^{1,1} \) class. Fix a point \( p \in X \) arbitrarily. Since \( \Sigma pX \) is a spherical suspension with its suspension points \( \nabla\varphi(p) \) and \( \nabla(-\varphi)(p) \), there is a unique point \( u \in \Sigma pX \) for every \( u \in \Sigma pX \) such that \( |\nabla\varphi(p)\}, u) = \|u, \nabla(-\varphi)(p)) \) and that \( u, u \) are lying on a common minimal geodesic joining suspension points. The correspondence \( u \mapsto u \) is an isometry between \( d\varphi_p^+ := \{v \in \Sigma pX|d\varphi_p(v) \geq 0\} \) and \( d\varphi_p^- := \{v \in \Sigma pX|d\varphi_p(v) \leq 0\} \). Note that Proposition 3.1 (ii) is valid under the assumption of Proposition 3.2. Hence by Proposition 3.1 (ii), we have
\[ d\varphi_p(u) = -d\varphi_p(u) \] for every \( u \in \Sigma_p X \). A direct computation implies that
\[
\int_{\Sigma_p X \ni u} d\varphi_p(u) \, dH^{n-1}(u) = \int_{d\varphi_p \ni u} d\varphi_p(u) \, dH^{n-1}(u) = 0.
\]
That is, \( \varphi \) is of \( D^{1,1} \) class.

We next show that \( \varphi \) is of \( D^{2,2} \) class. For every \( w \in \Sigma_{\hat{\nabla}\varphi(p)} \Pi_p X \), there is a minimal geodesic \( \sigma_w : [0, \pi] \rightarrow \Sigma_p X \) from \( \hat{\nabla}\varphi(p) \) to \( \hat{\nabla}(-\varphi)(p) \) tangent to \( w \). Applying (**) to \( \hat{\nabla}\varphi(p) \) and \( \sigma_w(\pi/2) \) along \( \sigma_w \). Then we have
\[
\frac{d\varphi_w \hat{\nabla}\varphi(p)(w)}{d\varphi_w \hat{\nabla}\varphi(p)} = 0 \text{ for all } w \in \Sigma_{\hat{\nabla}\varphi(p)} \Pi_p X.
\]
Therefore we conclude that \( \varphi \) is of \( D^{2,2} \) class at \( (p, \hat{\nabla}\varphi(p)) \). Similarly, \( \varphi \) is of \( D^{2,2} \) class at \( (p, \hat{\nabla}(-\varphi)(p)) \) for all \( p \in X \).

Therefore it suffices to show the \( D^{2,2} \) condition for all \( w \in \Sigma_p X \setminus \{\hat{\nabla}\varphi(p), \hat{\nabla}(-\varphi)(p)\} \). Such \( u \) is contained in a minimal geodesic from \( \hat{\nabla}\varphi(p) \) to \( \hat{\nabla}(-\varphi)(p) \). Letting \( d\varphi \hat{\nabla}\varphi : \Sigma_p X \rightarrow R \) denote the distance function from \( \hat{\nabla}\varphi(p) \), we see that \( \Sigma_w \Sigma_p X \) is also a spherical suspension with its suspension points \( \nabla(-d\varphi u)(u) \) and \( \nabla d\varphi u \). For every \( w \in \Sigma_w \Sigma_p X \) let \( \sigma_w : [0, l(w)] \rightarrow \Sigma_p X \) be a geodesic tangent to \( w \) and put \( \theta_w := \angle(\nabla(-d\varphi(u), w) \).

Then by a direct computation, we have
\[
\tilde{d}\varphi_{p,u}(w) = \frac{d}{dt}(d\varphi_w(\sigma_w(t)))|_{t=0} = |\nabla\varphi'(p)| \sin(\nabla\varphi(p), u) \cos \theta_w.
\]
This means that \( \tilde{d}\varphi_{p,u} \) has the continuous extension \( d\varphi_{p,u} : \Sigma_u \Sigma_p X \rightarrow R \). Therefore \( \varphi \) is of \( D^{2,1} \) class. Moreover, the \( D^{2,2} \) condition at \( (p, u) \in \Sigma X \) is implied by the same computation as in the proof of the \( D^{1,1} \) condition of \( \varphi \).

Repeating the above computation, we see that \( \varphi \) is of \( D^{n,n} \) class.

4. Totally geodesic flat strip spanned by gradient curves.

In this section we prove Theorem A. Throughout this section let \( \varphi : X \rightarrow R \) be a nontrivial affine function of \( D^{2,2} \) class.

Let \( p_0 \) and \( p_1 \) be two arbitrary points with \( \varphi(p_0) = \varphi(p_1) = a \) and \( \gamma : [0, 1] \rightarrow X \) a minimal geodesic from \( p_0 \) to \( p_1 \) parameterized to be proportional to arclength. By Proposition 3.1 (iv), there is a unique gradient curve \( \phi_\lambda : R \rightarrow X \) passing through \( \gamma(\lambda) \) for every \( \lambda \in [0, 1] \).

We will prove in Proposition 4.3 that
\[
S := \bigcup_{\lambda \in [0, 1]} \phi_\lambda(R)
\]
is totally geodesic and flat. Once this is established, Theorem A easily follows.
We first prove the following lemma:

**Lemma 4.1.** Fix $\lambda_1, \lambda_2 \in [0, 1]$ and $s_0 \in R$ arbitrarily. Setting $l(s, t) := |\phi_{\lambda_1}(s), \phi_{\lambda_2}(t)|$ for all $s, t \in R$, we have

$$\lim_{h \to 0} \frac{l(s_0 + h, s_0 + h) - l(s_0, s_0)}{h} = 0.$$ 

**Proof.** Let $\tau_{st} : [0, l(s, t)] \to X$ be a minimal geodesic from $\phi_{\lambda_1}(s)$ to $\phi_{\lambda_2}(t)$ and $\theta_i(s, t) := \angle(\tau_{st}, \nabla \varphi(\phi_{\lambda_i}))$, $i = 1, 2$. We note that $\theta_i(s, t)$, $i = 1, 2$, is independent of the choice of the minimal geodesic $\tau_{st}$. Actually, Proposition 3.1 (ii) implies that $|\nabla \varphi| \cos \theta_1(s, t) = d\varphi_{\phi_{\lambda_1}(s)}(\tau_{st}(0)) = d\varphi_{\phi_{\lambda_1}(s)}(\tau'_{st}(0)) = |\nabla \varphi| \cos \theta'_1(s, t)$ for every other minimal geodesic $\tau'_{st}$ from $\phi_{\lambda_1}(s)$ to $\phi_{\lambda_2}(t)$ and for $\theta'_2(s, t) = \angle(\tau'_{st}, \nabla \varphi(\phi_{\lambda_2}))$. Similarly, we have $\theta'_2(s, t) = \theta_2(s, t)$ for $\theta'_2(s, t) = \angle(\tau'_{st}, \nabla \varphi(\phi_{\lambda_2}))$. Therefore it follows from the first variation formula ([9, Theorem 3.5]) that for all $s, t \in R$, the partial derivatives $\frac{\partial}{\partial s}(s, t)$ and $\frac{\partial}{\partial s}(s, t)$ exist and equal $(-1/|\nabla \varphi|) \cos \theta_1(s, t)$ and $(-1/|\nabla \varphi|) \cos \theta_2(s, t)$ respectively. Thus we obtain for every $h \in R$,

$$|l(s_0 + h, s_0 + h) - l(s_0 + h, s_0)| = \frac{1}{|\nabla \varphi|} \left| \int_0^{|h|} \cos \theta_2(s_0 + h, s_0 + t) dt \right|$$

and

$$|l(s_0 + h, s_0) - l(s_0, s_0)| = \frac{1}{|\nabla \varphi|} \left| \int_0^{|h|} \cos \theta_1(s_0 + t, s_0) dt \right|.$$ 

Proposition 3.1 implies that for every $\varepsilon > 0$ there is $\delta = \delta(\varepsilon) > 0$ such that $|\theta_1(s, t) - \pi/2|, |\theta_2(s, t) - \pi/2| \leq \varepsilon$ for all $s, t \in [s_0 - \delta, s_0 + \delta]$. Therefore we have for all $h \in [-\delta, \delta]$,

$$|l(s_0 + h, s_0 + h) - l(s_0, s_0)| \leq \frac{2}{|\nabla \varphi|} |h| \left| \cos \left( \frac{\pi}{2} \pm \varepsilon \right) \right|.$$ 

Since $\delta(\varepsilon) \to 0$ as $\varepsilon \to 0$, we obtain the desired equality. \hfill \Box

Define $c_s : [0, 1] \to S$ by $c_s(s) := \phi_\lambda(s)$ for an arbitrarily fixed $s \in R$. Then the following holds:

**Corollary 4.2.** The curve $c_s$ is minimal for every $s \in R$.

**Proof.** Let $pr_a : X \to \varphi^{-1}(a)$ be the minimal projection to $\varphi^{-1}(a)$ and $\tau$ a minimal geodesic from $\phi_0(s)$ to $\phi_1(s)$. Then Lemma 4.1 implies that

$$L(c_s) \geq L(\tau) = L(pr_a \circ \tau) \geq L(\gamma) = L(pr_a \circ c_s) = L(c_s),$$

where $L(\cdot)$ means the length of a curve. This completes the proof. \hfill \Box

The proof of Theorem A is completed by the following:

**Proposition 4.3.** The strip $S$ is totally geodesic and flat.
Proof. Let $y_0, y_1$ be two points in $S$ and $\tau : [0, 1] \rightarrow X$ a minimal geodesic from $y_0$ to $y_1$ parameterized proportionally to arclength. We may assume that $y_0 \in \phi_0(R)$ and $y_1 \in \phi_1(R)$. Moreover, we may assume from Corollary 4.2 that $\varphi(y_0) < \varphi(y_1)$. We define a curve $c : [0, 1] \rightarrow S$ by $c(\lambda) := \phi_\lambda((1-\lambda)\varphi(y_0) + \lambda\varphi(y_1))$. Then $\varphi \circ c$ is an affine function. We will calculate the length of $c$. We denote by $pr_{\phi_\lambda} : X \rightarrow \phi_\lambda(R)$ the minimal projection to $\phi_\lambda(R)$ and put $y'_1 := pr_{\phi_1}(y_0)$. Fix $\lambda \in (0, 1)$ arbitrarily and let $h \in R\setminus \{0\}$ be a number such that $|h|$ is sufficiently small. We consider the triangle $\triangle(c(\lambda), c(\lambda + h), pr_{\phi_{\lambda+h}}(c(\lambda)))$ whose sides are all minimal if $h > 0$ (if $h < 0$ consider $\triangle(c(\lambda), c(\lambda + h), pr_{\phi_{\lambda}}(c(\lambda + h)))$). This is a right triangle on $X$. By Lemma 4.1 and the parameterization of $c$, we have for $h > 0$,

$$|c(\lambda), pr_{\phi_{\lambda+h}}(c(\lambda))| = L(\gamma)|h| \quad \text{and} \quad |pr_{\phi_{\lambda+h}}(c(\lambda)), c(\lambda + h)| = |y_1, y'_1||h|,$$

and for $h < 0$, $|c(\lambda), pr_{\phi_{\lambda}}(c(\lambda + h))| = L(\gamma)|h|$ and $|pr_{\phi_{\lambda}}(c(\lambda + h)), c(\lambda + h)| = |y_1, y'_1||h|$. Note that $c(\lambda)$ is a point of the straight line $\phi_\lambda$. Fact 1.0 together with this imply that $|c(\lambda), c(\lambda + h)| = \sqrt{L(\gamma)^2|h|^2 + |y_1, y'_1|^2|h|^2 + o(|h|)}$. Equivalently,

$$|\dot{c}(\lambda)| := \lim_{h \to 0} \frac{|c(\lambda), c(\lambda + h)|}{|h|} = \sqrt{L(\gamma)^2 + |y_1, y'_1|^2}$$

for all $\lambda \in (0, 1)$. This implies that $c$ is a Lipschitz curve. Therefore $L(c)$ is calculated as

$$L(c) = \int_0^1 |\dot{c}(\lambda)| d\lambda = \sqrt{L(\gamma)^2 + |y_1, y'_1|^2}.$$

A similar calculation shows that $L(pr_{\alpha} \circ \tau) = \sqrt{L(\tau)^2 - |y_1, y'_1|^2}$, where $pr_{\alpha}$ is the same as in the proof of Corollary 4.2. Thus we obtain

$$L(c)^2 \geq L(\tau)^2 = L(pr_{\alpha} \circ \tau)^2 + |y_1, y'_1|^2 \geq L(\gamma)^2 + |y_1, y'_1|^2 = L(c)^2.$$

This completes the proof. \hfill \square
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THE SECOND COHOMOLOGY OF SMALL IRREDUCIBLE MODULES FOR SIMPLE ALGEBRAIC GROUPS

GEORGE J. McNINCH

Let $G$ be a connected, simply connected, quasisimple algebraic group over an algebraically closed field of characteristic $p > 0$, and let $V$ be a rational $G$-module such that $\dim V \leq p$. According to a result of Jantzen, $V$ is completely reducible, and $H^1(G, V) = 0$. In this paper we show that $H^2(G, V) = 0$ unless some composition factor of $V$ is a nontrivial Frobenius twist of the adjoint representation of $G$.

1. Introduction.

Let $G$ be a quasisimple, connected, simply connected algebraic group over the algebraically closed field $k$ of characteristic $p > 0$. By a $G$-module $V$, we always understand a rational $G$-module (one given by a morphism of algebraic groups $G \to \text{GL}(V)$). In this paper, we study the cohomology of a $G$-module $V$ such that $\dim V \leq p$. By results of Jantzen [Jan96] one knows that $V$ is semisimple and that $H^1(G, V) = 0$.

Recall that the Lie algebra $\mathfrak{g}$ of $G$ is a $G$-module via the adjoint action. Our main result is:

**Theorem A.** Let $V$ be a $G$-module with $\dim V \leq p$. Then $H^2(G, V) \neq 0$ if and only if $V$ has a composition factor isomorphic with a Frobenius twist $\mathfrak{g}^d$ of $\mathfrak{g}$ for some $d \geq 1$.

Differentiating the representation of $G$ on $V$ gives a representation for the Lie algebra $\mathfrak{g}$ on $V$. Assume that $V^G = 0$. Then the theorem says that $H^2(G, V) = 0$. For $V$ of this sort, the vanishing of $H^2$ is a consequence of the linkage principle for $G$ together with results in Section 2 which give estimates for the dimensions of Weyl modules whose high weights are simultaneously in the low alcove and in the orbit $W_p \bullet 0$. In fact, the same argument shows that $H^i(G, V) = 0$ for all $i \geq 1$; see Proposition 5.2. It was pointed out to me that an earlier version of this manuscript contained an overly complicated proof of this observation.

The crucial case for Theorem A is when $V$ is simple, nontrivial and $V^\mathfrak{g} = V$. There is a unique $d \geq 1$ such that the “Frobenius untwist” $V^{[-d]}$ is a $G$-module on which $\mathfrak{g}$ acts nontrivially. We have already seen that
\( H^i(G, V[-d]) = 0 \) for \( i = 1, 2 \), so Theorem A follows from the following two results (see 5.4). [We denote by \( h \) the Coxeter number of the group \( G \).]

**Theorem B.** Suppose that \( p \geq h \) and that \( W \) is a \( G \)-module for which \( H^i(G, W) = 0 \) for \( i = 1, 2 \). Then \( H^2(G, W[d]) \simeq \text{Hom}_G(g, W) \) for all \( d \geq 1 \).

**Theorem C.** If \( p > h \), \( \dim H^2(G, g[d]) = 1 \) for all \( d \geq 1 \). For any \( p \), there is a \( d_0 \geq 1 \) so that \( H^2(G, g[d]) \neq 0 \) for all \( d \geq d_0 \).

Theorem B is proved in 5.3; it immediately implies the first assertion of Theorem C (see 5.5). We give a proof of the second assertion of Theorem C in Section 5.6.

We end the paper by applying the results of Section 2 to calculations of cohomology groups \( H^i(G_1, L) \), where \( G_1 \) is the Frobenius kernel, and \( L \) is a simple \( G_1 \) module with \( \dim L \leq p \); see Proposition 6.

We make now the following remark concerning our hypothesis on \( G \). Suppose that \( G \) is quasisimple, but not necessarily simply connected, and let \( \pi : G \rightarrow G \) denote the isogeny from the corresponding simply connected covering group. Then any \( G \) representation \( V \) is also a \( G \) representation, and the kernel of \( \pi \) is a diagonalizable group scheme. It follows that \( \pi \) induces an isomorphism \( H^i(G, V) \simeq H^i(G, V) \) for each \( i \geq 0 \); see [CPSvdK77, Remark (2.7)]. I thank W. van der Kallen for pointing this out to me. One may check using Lemma 4.1(A) and Proposition 5.1 that \( \text{Lie}(G) \) and \( \text{Lie}(G) \) are isomorphic simple \( G \) representations whenever \( \dim G \leq p \). Thus the conclusion of Theorem A remains true for \( G \).

We conclude this introduction by remarking that the result of Jantzen [Jan96] cited above is one of several recent results studying the semisimplicity of low dimensional representations of groups in characteristic \( p \). See [Ser94], [McN98], [McN99], [Gur99] and [McN00] for related work.

The author would like to acknowledge the hospitality of Bob Guralnick and the University of Southern California during a visit in June 1999; in particular, questions of Guralnick encouraged the author to consider the problems addressed in this paper, and several conversations inspired some useful ideas.

## 2. Root systems.

### 2.1.

We denote by \( R \) an indecomposable root system in its weight lattice \( X \) with simple roots \( S \subset R^+ \). For each \( \alpha \in S \), there is a fundamental dominant weight \( \varpi_\alpha \in X \); the \( \varpi_\alpha \) form a \( \mathbb{Z} \) basis of \( X \).

We write \( \alpha_0 \) for the dominant short root, and \( \tilde{\alpha} \) for the dominant long root in \( R \) (these coincide in case there is only one root length).

The Coxeter number of \( R \) is given by

\[
 h - 1 = \sup_{\alpha \in R^+} \{ \langle \rho, \alpha^\vee \rangle \} = \langle \rho, \alpha_0^\vee \rangle.
\]
For $m \in \mathbb{Z}$ and $\alpha \in R$, let $s_{\alpha,m}$ denote the affine reflection of $X_\mathbb{R} = X \otimes_{\mathbb{Z}} \mathbb{R}$ in the hyperplane $H_{\alpha,m} = \{ x \in X_\mathbb{R} : \langle x, \alpha^\vee \rangle = m \}.$

Let $l > h$ be an integer. The affine Weyl group $W_l$ is the group of affine transformations of $X_\mathbb{R}$ generated by all $s_{\alpha,n}$ for $n \in \mathbb{Z}$. According to [Bou72, Ch. VI, §2.1, Prop. 1] $W_l$ is isomorphic to the semidirect product of $W$ (the finite Weyl group) with $l \mathbb{Z}$. The normalizer of $W_l$ in the full affine transformation group of $X_\mathbb{R}$ contains all translations by $lX$, hence $W_l$ is a normal subgroup of $\hat{W}_l$, the semidirect product of $W$ and $lX$. Moreover, $\hat{W}_l/W_l \simeq lX/l\mathbb{Z} \simeq X/\mathbb{Z}R$ is the fundamental group of $R$, which we will denote by $\pi$.

Let $\rho = \frac{1}{2} \sum_{\alpha \in S} \alpha$. We always consider the dot action of $\hat{W}_l$ (also of $W$ and $W_l$) on $X$: For $w \in \hat{W}_l$ and $\lambda \in X$, this is given by $w \cdot \lambda = w(\lambda + \rho) - \rho$.

The closure of the subset $C_l$ of $X_\mathbb{R}$ given by

$$C_l = \{ \lambda \in X_\mathbb{R} \mid 0 < \langle \lambda + \rho, \alpha^\vee \rangle < l \text{ for each } \alpha \in R^+ \}$$

is a fundamental domain for the dot action of $\hat{W}_l$ on $X$; the conjugates of $C_l$ under $W_l$ are known as alcoves, and $C_l$ is the lowest alcove. Since $\hat{W}_l$ normalizes $W_l$, [Bou72, Ch. VI, §2.1] shows that $\hat{W}_l$ permutes the alcoves.

Let $\Omega$ be the stabilizer in $\hat{W}_l$ of $C$. Since $\hat{W}_l$ permutes the alcoves simply transitively, one deduces that $\hat{W}_l$ is the semidirect product of $\Omega$ and $W_l$. Thus $\Omega \simeq \hat{W}_l/W_l \simeq \pi$.

Since $l > h$, the intersection $C_l \cap X^+$ is nonempty. [Note that if $l \leq h$ had been allowed, we would have $C_l \cap X^+ = \{0\}$ in case $l = h$, and $C_l \cap X^+ = \emptyset$ if $l < h$.] It is then clear that $\hat{W}_l \cdot 0 \cap C_l = \{ \omega \cdot 0 \mid \omega \in \Omega \}$.

### 2.2.

Let $I$ index the simple roots $S = \{ \alpha_i \}$, write $\alpha_0^\vee = \sum_{i \in I} n_i \alpha_i^\vee$, and put $J = \{ i \in I \mid n_i = 1 \}$. A dominant weight $0 \neq \varpi \in X$ is minuscule if whenever $\lambda \leq \varpi$ and $\lambda$ is a dominant weight, then $\varpi = \lambda$. According to [Bou72, Ch. VI, Exerc. 23, 24], $\varpi$ is minuscule just in case $\varpi = \varpi_i$ for some $i \in J$.

For $i \in I \cup \{ 0 \}$, let $S_i = S \setminus \{ \alpha_i \}$ (so $S_0 = S$). Write $R_i \subset R$ for the root subsystem determined by $S_i$, and $W_i$ for the parabolic subgroup of $W$ associated with $R_i$. Let $w_i \in W_i$ be the unique element which makes all positive roots in $R_i$ negative.

For $x \in X$, let $t(x)$ denote the affine translation by $x$; for $i \in J$, let $\gamma_i = t(l\varpi_i)w_0w_i \in \hat{W}_l$. Note that $\gamma_i$ represents $\varpi_i \in X/\mathbb{Z}R \simeq lX/l\mathbb{Z} \simeq \hat{W}_l/W_l$.

Applying [Bou72, Ch. VI, §2.2 Prop. 6 and Cor.] one obtains:

**Proposition.**

(a) Each non-$0$ coset of $\mathbb{Z}R$ in $X$ is uniquely represented by a minuscule weight. In particular, $|\pi| = |J| + 1$. 


(b) The nonidentity elements of $\Omega$ are precisely the $\gamma_i$ for $i \in J$. We have
\[
\hat{W}_l \cdot 0 \cap C_l = \{0\} \cup \{\gamma_i \cdot 0 = (l - h)w_i \mid i \in J\}.
\]

### 2.3. For a dominant weight $\lambda$, let
\[
d(\lambda) = \prod_{\alpha > 0} \frac{\langle \lambda + \rho, \alpha^\vee \rangle}{\langle \rho, \alpha^\vee \rangle}
\]
be the value of Weyl’s degree formula at $\lambda$.

**Proposition.** Let $\lambda = (l - h)w_i$ for some $i \in J$.

(a) $d(\lambda) \geq \binom{l-1}{l-h}$, with equality if and only if $h - 1 = \ell(w_0w_i)$.

(b) If $l - h \geq 2$ and $h \geq 3$, then $d(\lambda) > l$.

**Proof.** For $1 \leq k \leq h - 1$, let $e(k)$ be the number of $\alpha \in R^+ \setminus R_i^+$ with $\langle \rho, \alpha^\vee \rangle = k$. The argument in the remark on p. 520-521 of [Ser94] (following Prop. 6) shows that $e(k) \geq 1$ for each $1 \leq k \leq h - 1$. Thus, we have
\[
d(\lambda) = \prod_{k=1}^{h-1} \left(\frac{l - h + k}{k}\right)^{e(k)} \geq \prod_{k=1}^{h-1} \frac{l - h + k}{k} = \binom{l-1}{l-h}.
\]

If $\ell(w_0w_i) = |R^+| - |R_i^+| = h - 1$, then $e(k) = 1$ for each $1 \leq k \leq h - 1$ and equality holds. This proves (a).

For (b), note that under the given hypothesis we have $l \geq 5$. Since $\binom{l-1}{l-h} \geq \binom{l-1}{2} > l$ for all such $l$, (b) follows immediately. $\square$

**Remark.** Using the table in the proof of Proposition 2.4 below, it is straightforward to verify that equality holds in (a) if and only if either $R = A_r$ and $i \in \{1, r\}$ or $R = C_r$ and $i = 1$. (Since $B_2 = C_2$, the latter case includes $B_2$ and $i = 2$.)

### 2.4. In the following, let me emphasize the standing assumption $l > h$.

**Proposition.** If $0 \neq \lambda \in \hat{W}_l \cdot 0 \cap C$ and $d(\lambda) < l$ then $d(\lambda) = \ell - 1$ and $(R, \lambda)$ is listed in the following table. If the rank of $R$ is $\geq 2$, then $l = h + 1$.

<table>
<thead>
<tr>
<th>$R$</th>
<th>$l$</th>
<th>$\lambda$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1$</td>
<td>any</td>
<td>$(l - 2)w_1$</td>
</tr>
<tr>
<td>$A_{l-2}$</td>
<td>$w_1, w_{l-2}$</td>
<td></td>
</tr>
<tr>
<td>$B_2$</td>
<td>$l = 5$</td>
<td>$w_2$</td>
</tr>
<tr>
<td>$C_{(l-1)/2}$</td>
<td>$l$ odd</td>
<td>$w_1$</td>
</tr>
</tbody>
</table>

**Proof.** The rank 1 situation leads to the item listed in the table. When the rank is at least 2, one applies Proposition 2.3 to obtain $l = h + 1$, whence $\lambda = w_i$ for some $i \in J$; i.e., $\lambda$ is minuscule.
We handle the minuscule cases by classification. For each indecomposable root system $R$ for which $J \neq \emptyset$, we list in the following table the Coxeter number, the set $J$, and the value $d(\varpi_i)$ for each $i \in J$. The simple roots are indexed as in the tables in [Bou72, Planche I-X]; the data recorded here, with the exception of the values $d(\varpi_i)$, may be verified by inspecting those tables as well. The values $d(\varpi_i)$ are well-known (and can anyway be computed from the formula, or by representation theoretic arguments).

<table>
<thead>
<tr>
<th>Type of $R$</th>
<th>$h$</th>
<th>$J$</th>
<th>$d(\varpi_i)$, $i \in J$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_r$</td>
<td>$r + 1$</td>
<td>${1, 2, \ldots, r}$</td>
<td>$\binom{r+1}{i}$</td>
</tr>
<tr>
<td>$B_r, r \geq 2$</td>
<td>$2r$</td>
<td>${r}$</td>
<td>$2^r$</td>
</tr>
<tr>
<td>$C_r, r \geq 2$</td>
<td>$2r$</td>
<td>${1}$</td>
<td>$2r$</td>
</tr>
<tr>
<td>$D_r, r \geq 4$</td>
<td>$2r - 2$</td>
<td>${1, r - 1, r}$</td>
<td>$2r, 2^{r-1}, 2^{r-1}$ respectively</td>
</tr>
<tr>
<td>$E_6$</td>
<td>$12$</td>
<td>${1, 6}$</td>
<td>$27, 27$</td>
</tr>
<tr>
<td>$E_7$</td>
<td>$18$</td>
<td>${7}$</td>
<td>$56$</td>
</tr>
</tbody>
</table>

From this table, one can list all pairs $(R, \lambda)$ for which $R$ has Coxeter number $l - 1$ and $\lambda$ is minuscule. It is a simple matter to see that $d(\lambda) < l$ only when $(R, \lambda)$ is as claimed.

3. The algebraic groups.

3.1. Let $k$ be an algebraically closed field of characteristic $p > 0$, and let $G$ be a connected, simply connected semisimple algebraic $k$-group. The non-0 weights of a maximal torus $T \leq G$ on $\mathfrak{g} = \text{Lie}(G)$ form a root system $R$ of rank $r = \dim T$ in the character group $X = X^*(T)$. Since $G$ is simply connected, $X$ identifies with the full weight lattice of $R$ as in Section 2. We fix a choice of simple roots $S$ and positive roots $R^+$. The dominant weights are denoted $X^+$. The group $G$ is assumed to be quasisimple; i.e., the root system $R$ is indecomposable.

3.2. For each dominant weight $\lambda \in X^+$, the space of global sections of the corresponding line bundle on the flag variety affords an indecomposable rational $G$-module $H^0(\lambda)$ with simple socle. The modules $L(\lambda) = \text{soc} H^0(\lambda)$ comprise all of the simple rational modules for $G$ (and are pairwise non-isomorphic).

The character of each $H^0(\lambda)$ is the same as in characteristic 0; hence in particular $\dim_k H^0(\lambda)$ is given by the Weyl degree formula, whose value at $\lambda$ we denote $d(\lambda)$ as in 2.3.

3.3. Any dominant $\lambda$ may be written as a finite sum $\sum_{i \geq 0} p^i \lambda_i$ with each $\lambda_i$ a restricted weight. Recall that a dominant weight $\mu$ is restricted if $\langle \mu, \alpha^\vee \rangle < p$ for all simple roots $\alpha$. Steinberg’s tensor product theorem says:

$$L(\lambda) \cong L(\lambda_0) \otimes L(\lambda_1)^{[1]} \otimes L(\lambda_2)^{[2]} \otimes \cdots$$
where for a $G$-module $V$, $V^{[m]}$ stands for the $m$-th Frobenius twist of $V$.

For $d \geq 1$, let $G_d$ be the $d$-th Frobenius kernel of $G$. Let $V$ be a rational $G$-module and $m \geq 1$. If there is a rational $G$ module $W$ with $W^{[m]} \simeq V$, we regard $W$ as the Frobenius untwist $W = V^{[-m]}$ of $V$. Now regard $V$ as a module for $G_d$. Since $G_d$ is a normal subgroup scheme, $G$ acts on $V^{G_d}$; since $G_d$ acts trivially on this $G$-module, there is an untwisted rational $G$-module $(V^{G_d})^{[-d]}$. It follows that there is an untwist $H^i(G_d, V)^{[-d]}$ for all $i \geq 0$.

Consider now two $G$-modules $V_1$ and $V_2$, and form $W = V_1 \otimes V_2^{[d]}$. The Frobenius kernel $G_d$ acts trivially on $V_2^{[d]}$, so that

\[(1) \quad H^i(G_d, W)^{[-d]} \simeq H^i(G_d, V_1)^{[-d]} \otimes V_2\]

as $G$-modules for every $i \geq 0$.

3.4. Let $W_p \leq \hat{W}_p$ be as in Section 2 (for $l = p$), let $C = C_p \cap X^+$ denote the dominant weights in the lowest alcove, and let $\hat{C} = \hat{C}_p \cap X^+$ ($\hat{C}_p$ is the closure in $X_\mathbb{R}$).

**Proposition.** Let $\lambda \in X^+$.

(a) If $H^i(G, L(\lambda)) \neq 0$ for some $i \geq 0$, then $\lambda \in \hat{W}_p \cdot 0$.

(b) If $H^i(G_1, L(\lambda)) \neq 0$ for some $i \geq 0$, then $\lambda \in \hat{W}_p \cdot 0$.

(c) $H^i(G, H^0(\lambda)) = 0$ for all $i > 0$.

(d) If $\lambda \in \hat{C}$, then $L(\lambda) = H^0(\lambda)$; in particular, $\dim L(\lambda) = d(\lambda)$.

**Proof.** (a) follows from the linkage principle for $G$ [Jan87, Cor. II.6.17], and (b) from the linkage principle for $G_1$ [Jan87, Lemma II.9.16]. (c) follows from [Jan87, II.4.12]. (d) follows from [Jan87, II.6.13, II.5.10].

4. The Lie algebra and the cohomology of $G_1$.

We want to describe explicitly the cohomology $H^*(G_1, k)$ in degree $\leq 2$. For this, we need some information on the Lie algebra $\mathfrak{g}$.

4.1. Recall that the prime $p$ is bad if not good for the indecomposable root system $R$ if one of the following holds: $p = 2$ and $R$ is not of type $A_r$; $p = 3$ and $R$ is of type $G_2, F_4$, or $E_6$; $p = 5$ and $R$ is of type $E_8$.

The prime $p$ is very good if it is not bad, and in case $R = A_r$, if also $p$ does not divide $r + 1$. Notice that if $p > h$, then $p$ is very good.

Application of the summary in [Hum95, 0.13] yields the following:

**Lemma A.** Assume that $p$ is very good. Then $\mathfrak{g}$ is a simple Lie algebra.

The adjoint $G$-module is simple, self-dual, and isomorphic with $L(\tilde{\alpha})$ where $\tilde{\alpha}$ is the dominant long root.

**Lemma B.** Assume that $p \geq h$. If $W$ is any $G$-module, then $\text{Hom}_G(\mathfrak{g}, W^{[d]}) = 0$ for $d \geq 1$. 

Proof. When \( p > h \) this follows since by the previous lemma \( g \) is a simple \( g \)-module with restricted highest weight. When \( p = h \), we have \( R = A_{p-1} \). Since \( G \) is simply connected, we have \( g = \mathfrak{sl}_p \). Thus \( g \) is an indecomposable \( G \)-module with unique simple quotient \( L(\tilde{\alpha}) \), and the lemma follows. \( \square \)

4.2. Let \( B \) be a Borel subgroup of \( G \), and let \( u \) be the nilradical of \( \text{Lie}(B) \). Regarding \( u^* \) as a \( B \)-module, we get a vector bundle on \( G/B \) which we also write as \( u^* \). According to [AJ84, 3.8], the formal character of the \( G \)-module \( H^0(G/B, u^*) \) is \( \chi(\tilde{\alpha}) = \text{ch}(\mathfrak{g}^*) \).

Let \( \mathcal{N} \subset g \) be the nilpotent cone. There is by [AJ84, 3.9] an injective homomorphism of graded algebras \( k[\mathcal{N}] \to H^0(G/B, Su^*) \).

Lemma. For simply connected, quasisimple algebraic groups \( G \), \( g^* \simeq k[\mathcal{N}]_1 \simeq H^0(G/B, u^*) \).

Proof. Let \( I(\mathcal{N}) \triangleleft k[\mathfrak{g}] = \mathfrak{s}g^* \) be the (homogeneous) defining ideal of the variety \( \mathcal{N} \). We need to show that \( I(\mathcal{N})_1 = 0 \). If not, then \( \mathcal{N} \subset V \subset g \) for some proper \( G \)-submodule \( V \). A look at the summary in [Hum95, 0.13] shows that, since \( G \) is simply connected, the only \( G \)-submodules of \( g \) have dimension 0 or 1. On the other hand, by [Hum95, Theorem 6.19], the variety \( \mathcal{N} \) has codimension \( \text{rank}(G) \) in \( g \) and so clearly can’t be contained in a 1 dimensional linear subspace! \( \square \)

Remarks.

(1) Here is a fancier result which implies the lemma if we assume that the prime \( p \) is good for \( G \). Since \( G \) is simply connected and \( p \) is good, the Springer resolution

\[
\varphi : \tilde{\mathcal{N}} = G \times^B u \to \mathcal{N}
\]

given by \((g, X) \mapsto \text{Ad}(g)(X)\) is a desingularization, hence in particular a birational map; see [Hum95, Theorem 6.3 and Theorem 6.20]. Again since \( G \) is simply connected and \( p \) is good, the variety \( \mathcal{N} \) is normal ([Hum95, Theorem 4.24]). Standard arguments then yield an isomorphism of graded algebras \( k[\mathcal{N}] \xrightarrow{\varphi^*} \Gamma(\tilde{\mathcal{N}}, \mathcal{O}_{\tilde{\mathcal{N}}}) \). Finally, the projection \( \tilde{\mathcal{N}} \to G/B \) is an affine morphism, so that \( \Gamma(\tilde{\mathcal{N}}, \mathcal{O}_{\tilde{\mathcal{N}}}) = H^0(G/B, Su^*) \) as a graded algebra.

(2) On the other hand, if \( G = \text{PGL}_r \), and \( p \nmid r \), one can find a linear form on \( g \) that vanishes on \( \mathcal{N} \); hence there can be no isomorphism \( k[\mathcal{N}]_1 \to H^0(G/B, u^*) \) (compare formal characters). So the lemma can fail when \( G \) is not simply connected. [Note that \( \varphi \) is not birational in this example. One can show that there is a \( G_{sc} \)-isomorphism \( \psi : \tilde{\mathcal{N}}_{sc} \to \tilde{\mathcal{N}} \) (using some obvious notations). We get therefore a commuting
The diagram:

\[ \begin{array}{ccc}
\tilde{N} & \xrightarrow{\phi_{sc}\circ\psi^{-1}} & \tilde{N}_{sc} \\
\downarrow\varphi & & \downarrow\varphi \\
N & \xrightarrow{\gamma} & N
\end{array} \]

The map \( \varphi_{sc} \circ \psi^{-1} \) is birational. Since \( \gamma^*k(N) \subset k(N_{sc}) \) is a proper purely inseparable extension, so too is \( \varphi^*k(N) \subset k(\tilde{N}) \).

**Proposition.**

(1) If \( p \neq 2 \) or if \( R \) is not of type \( C_r \), then \( H^1(G_1, k) = 0 \).

(2) Assume that \( p \geq h \). Then \( H^2(G_1, k)^{-1} \simeq g^* \) as \( G \)-modules.

**Proof.** For (1) see [Jan87, Lemma II.12.1]. For (2), first suppose that \( p > h \). By [AJ84, 3.7, 3.9], there is a \( G \)-equivariant isomorphism of graded rings \( k[N]' \simeq H^*(G_1, k)^{-1} \) where \( k[N]' \) is again the graded coordinate ring of \( N \), but with the linear functions on \( g \) given degree 2. The claim now follows from the lemma.

When \( p = h \), apply [AJ84, Cor. 6.3] to see that \( H^2(G_1, k)^{-1} \simeq H^0(G/B, u^*) \); the claim follows again from the lemma in this case. □

5. Low dimensional modules for \( G \).

5.1. We recall first some facts about low dimensional modules established in [Jan96] and [Ser94].

**Proposition.** Let \( L \) be a simple nontrivial restricted \( G \) module with highest weight \( \lambda \). Suppose that \( \dim L \leq p \).

(a) \( \lambda \in \bar{C} \).

(b) \( \lambda \in C \) if and only if \( \dim_k L < p \).

(c) \( h \leq p \). If moreover \( \dim L < p \), then \( h < p \).

(d) If \( R \) is not of type \( A \) and \( \dim L = p \), then \( h < p \). If \( p = h \) and \( \dim L = p \), then \( R = A_{p-1} \) and \( \lambda = \varpi_i \) with \( i \in \{1, p-1\} \).

**Proof.** (a) follows from [Jan96, Lemma 1.4], and (b) from [Jan96, 1.6], see also [Ser94]. For (c), note first that (a) implies \( \dim L = d(\lambda) \) by Proposition 3.4(d). If \( \lambda \in \bar{C} \setminus C \), then (a) and (b) imply that \( \dim L = p \), whence \( p = h \) follows from Weyl’s degree formula. (c) now follows since \( C \) is empty if \( p < h \) and \( C = \{0\} \) if \( p = h \).

In [Jan96, 1.6], Jantzen made a list of all simple restricted modules for \( G \) with dimension \( p \). Inspecting that list yields (d).

5.2. Vanishing results when \( g \) acts nontrivially. Let \( L \) be a simple module for \( G \).
Proposition. If $G_1$ (equivalently: $\mathfrak{g}$) acts nontrivially on $L$ and $\dim L \leq p$, then $H^i(G, L) = 0$ for all $i \geq 0$.

Proof. Write the highest weight of $L$ as $\lambda = \mu_1 + p\mu_2$ with $\mu_1$ restricted. Since $L^0 = 0$, we have $\mu_1 \neq 0$. Since $p \geq \dim L \geq \dim L(\mu_1)$, Proposition 5.1 implies that $\mu_1 \in \mathcal{C}$ and that $h \leq p$. We have in particular that $L(\mu_1) = H^0(\mu_1)$, hence the proposition will follow from Proposition 3.4 if we show that $\mu_2$ is 0.

If $\dim L = p$, Steinberg’s tensor product theorem gives $\mu_2 = 0$. If $\dim L < p$ then 5.1 shows that $p < h$ and $\mu_1 \in \mathcal{C}$. If $H^i(G, L) \neq 0$ for some $i$, then $\lambda \in W_p \cdot 0$ by the linkage principle, whence $\mu_1 \in W \cdot 0 + pX = \hat{W}_p \cdot 0$. Now Proposition 2.4 applies; it shows that $\dim L(\mu_1) = p - 1$ whence we have $\mu_2 = 0$ by another application of Steinberg’s theorem.

5.3. Second cohomology. Here we prove our main tool for describing second cohomology; first we require the following:

Lemma. Let $E^{p,q}_2 \Rightarrow H^{p+q}$ be a convergent, first quadrant spectral sequence.

(1) If $E^{0,1}_2 = E^{1,1}_2 = E^{0,2}_2 = 0$, then $H^2 \simeq E^{2,0}_2$.
(2) If $E^{2,0}_2 = E^{1,1}_2 = E^{2,0}_2 = 0$, then $H^2 \simeq E^{0,2}_2$.

Proof. We verify (1), the argument for (2) is the same. We must show that $E^{2,0}_2 \simeq E^{2,0}_2$, first note that $E^{2,0}_3$ is the cohomology of the sequence $E^{0,1}_2 \rightarrow E^{2,0}_2 \rightarrow E^{4,-1}_2$

from which we get $E^{2,0}_3 \simeq E^{2,0}_2$. For any first quadrant spectral sequence one has (by similar reasoning) that $E^{2,0}_a \simeq E^{2,0}_{a+1}$ for $a > 2$, so we get the desired isomorphism.

Theorem. Suppose that $p \geq h$. Let $V$ be a $G$-module for which $H^i(G, V) = 0$ for $i = 1, 2$, and let $d \geq 1$.

(1) $H^1(G, V[d]) = 0$, and
(2) $H^2(G, V[d]) \simeq \text{Hom}_G(\mathfrak{g}, V)$.

Proof. The Frobenius kernel $G_1$ is a normal subgroup of $G$; thus there is a Lyndon-Hochschild-Serre spectral sequence computing $H^i(G, V[d])$ which in view of 3.3 (1) has the form

$E^{s,t}_2 = H^s(G, H^t(G_1, V[d])[-1]) = H^s(G, H^t(G_1, k)[-1] \otimes V[d-1])$.

If $t = 1$, $E^{s,t}_2 = 0$ by Proposition 4.2(1).

There is an exact sequence of the form [Jan87, I.4.1(4)]

$0 \rightarrow E^{1,0}_2 \rightarrow H^1(G, V[d]) \rightarrow E^{0,1}_2 = 0.$
Thus \( H^1(G, V[d]) \simeq E_2^{1,0} \simeq H^1(G, V[d-1]) \). We get now (1) by induction on \( d \).

Proposition 4.2(2) shows now that \( H^2(G_1, k) \simeq g^* \). Thus, the only possible non-0 \( E_2 \) terms of total degree 2 are

\[
E_2^{0,2} = H^0(G, g^* \otimes V[d-1]) = \text{Hom}_G(g, V[d-1])
\]

\[
E_2^{2,0} = H^2(G, V[d-1]).
\]

For \( d > 1 \), we apply Lemma 4.1(B) to see that \( E_2^{0,2} = 0 \) whence \( H^2(G, V[d]) \simeq E_2^{2,0} = H^2(G, V[d-1]) \) by part (1) of the lemma; thus (2) will follow provided it holds for \( d = 1 \). In that case, we have \( E_2^{2,0} = 0 \) by assumption, and the result just proved in part (1) shows that \( E_2^{1,0} = 0 \). Thus part (2) of the lemma applies; it shows that \( H^2(G, V[h]) \simeq E_2^{0,2} = \text{Hom}_G(g, V) \) as desired.

5.4. The second cohomology of small modules. Let \( L = L(\lambda) \) be a simple \( G \)-module, and suppose that \( \text{dim} \ L \leq p \). Proposition 5.2 showed that the vanishing of cohomology for \( L \) is a consequence of the linkage principle when \( \lambda \not\in p\mathfrak{X} \). However, if \( \lambda \in p\mathbb{Z}R \), \( \lambda \) is linked to 0, so the linkage principle does not yield vanishing. The following result shows that, despite the linkage of \( \lambda \) and 0 in this case, the second cohomology is usually 0.

**Theorem.** Let \( L \) be a simple \( G \)-module with \( \text{dim} \ L \leq p \). If \( H^2(G, L) \neq 0 \), then \( L \simeq g[d] \) for some \( d \geq 1 \).

**Proof.** Let \( L' \) be such that \( L \simeq (L')^d \) for \( d \geq 0 \), and such that \( g \) acts nontrivially on \( L' \). We have by 5.1 that \( p \geq h \). Also, we have by Proposition 5.2 that \( H^i(G, L') = 0 \) for \( i \geq 1 \). If \( d = 0 \), we are done. If \( d > 1 \), then Theorem 5.3 applies, and we get that

\[ H^2(G, L) \simeq \text{Hom}_G(g, L'). \]

We get by Proposition 5.1 that \( p > h \) unless \( R = A_{p-1} \) and \( L' = L(\varpi_i) \) with \( i \in \{1, p-1\} \). If \( p > h \), then \( g \) is a simple \( G \)-module by Lemma 4.1(A). So if \( \text{Hom}_G(g, L') \neq 0 \) then \( L' \simeq g \) whence \( L \simeq g[d] \) as claimed.

In the remaining case, one must just note that weight considerations yield \( \text{Hom}_G(g, L(\varpi_i)) = 0 \) for \( i = 1, p-1 \), whence \( H^2(G, L) = 0 \).

5.5. The second cohomology of twists of the adjoint module. The first assertion of Theorem C of the introduction follows from the following:

**Proposition.** Assume that \( p > h \). Then \( H^1(G, g[d]) = 0 \) and \( H^2(G, g[d]) \simeq \text{End}_G(g) \) has dimension 1 for \( d \geq 1 \).

**Proof.** Since \( p > h \), Lemma 4.1(A) shows that \( g \) is the simple module with highest weight \( \bar{\alpha} \). It follows that \( g = H^0(\bar{\alpha}) \), and thus that \( H^i(G, g) = 0 \) for \( i \geq 1 \) by Proposition 3.4. The proposition now follows from Theorem 5.3. \( \square \)
Remark. Note that \( \dim \mathfrak{g} > h \) (in fact, \( \dim \mathfrak{g} = (h + 1)r \) where \( r \) is the rank of \( G \)). So we get also: If \( \dim \mathfrak{g} \leq p \), then \( H^2(G, \mathfrak{g}^{[d]}) = 1 \) for \( d \geq 1 \).

5.6. A second proof. Here we give a second proof of the non-vanishing of \( H^2 \) for twists of the adjoint module; the result proved here verifies the remaining assertion of Theorem C of the introduction. We have included the argument since it offers some “explanation” for the non-vanishing.

The group \( G \) arises by base change from a split reductive group scheme \( \mathbf{G} \) over \( \mathbb{Z} \). Let \( \mathbb{Z}_p \) be the complete ring of \( p \)-adic integers, and let \( \mathbb{Q}_p \) be its field of quotients. For any finite field extension \( F \) of \( \mathbb{Q}_p \), let \( \mathfrak{o} \) denote the integers in \( F \). The residue field \( \mathfrak{o}/\mathfrak{m} \) may be identified with the extension \( \mathbb{F}_q \) of \( \mathbb{F}_p \).

Let \( K \) denote the group of points \( \mathbf{G}(\mathfrak{o}) \) regarded as a subgroup of \( \mathbf{G}(F) \). Since \( \mathbf{G} \) is smooth, the reduction homomorphism \( K \rightarrow \mathbf{G}(\mathbb{F}_q) \) is surjective (see \cite[3.4.4]{Tit79}).

For \( n \geq 1 \), let \( K_n \subset K \) be the kernel of the map \( K \rightarrow \mathbf{G}(\mathfrak{o}/\mathfrak{m}^n) \). Note that \( K/K_1 = \mathbf{G}(\mathbb{F}_q) \) acts by conjugation on each quotient \( K_n/K_{n+1} \).

Proposition. (a) There is for each \( m \geq 1 \) a canonical isomorphism \( K_m/K_{m+1} \simeq \mathfrak{g}_{\mathbb{F}_q} \) as representations for \( \mathbf{G}(\mathbb{F}_q) \), where \( \mathfrak{g}_{\mathbb{F}_q} \) is the Lie algebra of \( \mathbf{G}(q) \).

(b) If \( H^2(\mathbf{G}(\mathbb{F}_q), \mathfrak{g}_{\mathbb{F}_q}) = 0 \), the exact sequence of groups

\[
1 \rightarrow K_1 \rightarrow K \rightarrow \mathbf{G}(\mathbb{F}_q) \rightarrow 1
\]

splits.

(c) There is a \( p \)-power \( q_0 \), depending only on the root system \( \mathcal{R} \) of \( G \), such that \( H^2(\mathbf{G}(\mathbb{F}_q), \mathfrak{g}_{\mathbb{F}_q}) \neq 0 \) whenever \( q \geq q_0 \).

(d) There is an integer \( a_0 \geq 1 \) such that \( H^2(G, \mathfrak{g}^{[a]}) \neq 0 \) whenever \( a \geq a_0 \).

Proof. (a) Follows from \cite[II.§4.3]{DG70}. (b) Since \( K_1 \) is a pro-\( p \) group \cite[Lemma 3.8]{PR94}, this follows from \cite[Lemma 3]{Ser67}.

(c) Choose a \( \mathbb{Q}_p \) vectorspace \( V \) and a nontrivial faithful \( \mathbb{Q}_p \)-rational representation \( \mathbf{G}_{\mathbb{Q}_p} \rightarrow \text{GL}(V) \). For each extension \( F \) of \( \mathbb{Q}_p \) with integers \( \mathfrak{a} \), the group \( K = \mathbf{G}(\mathfrak{a}) \) is a subgroup of (the group of \( F \)-points of) \( \text{GL}(V_F) \).

If \( H^2(\mathbf{G}(\mathbb{F}_q), \mathfrak{g}_{\mathbb{F}_q}) = 0 \), the sequence in (b) is split and \( V_F \) is a nontrivial \( F[\mathbf{G}(\mathbb{F}_q)] \)-module.

Since \( F \) has characteristic 0, it is well-known that the minimal dimension of a nontrivial \( F[\mathbf{G}(\mathbb{F}_q)] \) module is bounded below by the value \( f(q) \) of a polynomial \( f \in \mathbb{Q}[x] \), depending only on \( G \), for which \( f(q) \rightarrow \infty \) as \( q \rightarrow \infty \).

We may choose \( q_0 \) such that \( f(q) > \dim_{\mathbb{Q}_p} V \) for each \( q > q_0 \), and (c) follows at once.

(d) now follows from (c) and \cite[Cor. 6.9]{CPSvdK77}. □

Combining results of [KLT99] with the results recorded in 2.4, we obtain some explicit results on $G_1$ cohomology of low dimensional simple modules:

**Proposition.** Let $L$ be a nontrivial simple $G_1$ module with $\dim \leq p$. Assume for some $i \geq 0$ that $H^i(G_1, L) \neq 0$. Then $\dim L = p - 1$. Moreover, there is a quadruple $(R, \lambda, i(0), V)$ in the following table for which $R$ is the root system of $G$, $\lambda$ the high weight of $L$, $i \geq i(0)$ and $H^{i(0)}(G_1, L)[-1] \simeq V$ as $G$-modules.

<table>
<thead>
<tr>
<th>$R$</th>
<th>$\lambda$</th>
<th>$i(0)$</th>
<th>$H^{i(0)}(G_1, L)[-1]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1$</td>
<td>$(p-2)\varpi_1$</td>
<td>1</td>
<td>$L(\varpi_1)$</td>
</tr>
<tr>
<td>$A_{p-2}$</td>
<td>$\varpi_1, \varpi_{p-2}$</td>
<td>$p-2$</td>
<td>$L(\lambda)$</td>
</tr>
<tr>
<td>$C_{(p-1)/2}$</td>
<td>$p$ odd</td>
<td>$\varpi_1$</td>
<td>$p-2$</td>
</tr>
</tbody>
</table>

**Proof.** By [Jan87, Prop. II.3.14], $L = \text{res}_{G_1}^G L(\lambda)$ for some restricted dominant weight $0 \neq \lambda$. Thus $L(\lambda)$ is a restricted, simple $G$ module with dimension $\leq p$. It follows from Proposition 5.1 that $h \leq p$, that $\lambda \in \overline{C}$, and that $L = H^0(\lambda)$ as modules for $G$.

Suppose that $H^i(G_1, L) \neq 0$ for some $i$. By the linkage principle for $G_1$ (Proposition 3.4(b)), we must have $\lambda \in \widehat{W}_p \cdot 0$, hence $\lambda \in C$. This implies that $h < p$. Proposition 2.2 shows that $\lambda = (p-h)\varpi_i = w_0w_i \cdot 0 + p\varpi_i$ for some $i \in J$, and Proposition 2.3 yields $\dim L = p - 1$ and lists the possible pairs $(R, \lambda)$.

For $h < p$, Kumar, Lauritzen and Thomsen [KLT99, Theorem 8] have extended a result of Andersen and Jantzen [AJ84, 3.7]; this result implies in particular that the minimal degree for which $H^*(G_1, L)$ is non-0 is $\ell(w_0w_i)$, and that

$$H^{\ell(w_0w_i)}(G_1, L)[-1] \simeq H^0(\varpi_i).$$

It is straightforward to compute for each pair $(R, \lambda)$ the length $\ell(w_0w_i)$; one gets in this way the result. \hfill $\Box$

**Remark.** The Theorem implies the fact (used by Jantzen in the proof of [Jan96, Lemma 1.7]) that $H^1(G_1, L) = 0$ for all simple $G_1$ modules $L$ with $\dim L \leq p$. The argument used by Jantzen there relied on the calculations of $H^1$ carried out in [Jan91].

**References**
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HOW LIKELY IS BUFFON’S NEEDLE TO FALL NEAR A PLANAR CANTOR SET?

YUVAL PERES AND BORIS SOLOMYAK

Dedicated to the memory of Thomas H. Wolff

Let $\Lambda$ be a compact planar set of positive finite one-dimensional Hausdorff measure. Suppose that the intersection of $\Lambda$ with any rectifiable curve has zero length. Then a theorem of Besicovitch (1939) states that the orthogonal projection of $\Lambda$ on almost all lines has zero length. Consequently, the probability $p(\Lambda, \epsilon)$ that a needle dropped at random will fall within distance $\epsilon$ from $\Lambda$, tends to zero with $\epsilon$. However, existing proofs do not yield any explicit upper bound tending to zero for $p(\Lambda, \epsilon)$, even in the simplest cases, e.g., when $\Lambda = K^2$ is the Cartesian square of the middle-half Cantor set $K$.

In this paper we establish such a bound for a class of self-similar sets $\Lambda$ that includes $K^2$. We also determine the order of magnitude of $p(\Lambda, \epsilon)$ for certain stochastically self-similar sets $\Lambda$. Determining the order of magnitude of $p(K^2, \epsilon)$ is an unsolved problem.

1. Introduction.

Consider $K = \{\sum_{n=1}^{\infty} a_n 4^{-n} : a_n \in \{0, 3\}\}$, the middle-half Cantor set, and the direct product $K^2 = K \times K \subset \mathbb{R}^2$. It is well-known that the one-dimensional Hausdorff measure of $K^2$ satisfies $0 < \mathcal{H}^1(K^2) < \infty$ and that $K^2$ is totally unrectifiable. Therefore, by Besicovitch’s theorem (see [4, Theorem 6.13]), the projection of $K^2$ on almost every line through the origin, has zero length. This can be expressed by saying that the Favard length of $K^2$ equals zero. Recall (see [2, p. 357]) that the Favard length of a planar set $E$ is defined by

$$\text{Fav}(E) = \int_0^\pi |\text{proj}_\theta E| d\theta,$$

where $\text{proj}_\theta$ denotes the orthogonal projection from $\mathbb{R}^2$ onto the line through the origin making angle $\theta$ with the horizontal axis, and $|A|$ denotes the Lebesgue measure of a measurable set $A \subset \mathbb{R}$. The Favard length of a set $E$ in the unit square has a probabilistic interpretation: Up to a constant factor, it is the probability that “Buffon’s needle,” a long line segment dropped at
Figure 1. The Cantor set $K^2$, third stage of the construction.

random, hits $E$. (More precisely, suppose the needle’s length is greater than $\sqrt{8}$, pick the distance $r$ from the origin to the needle uniformly in $[0, \sqrt{2}]$, and locate the center of the needle at a uniformly chosen point on the circle \{|z| = r\}.

Now consider the $n$-th stage of the Cantor set construction for $K$, \n
$$K_n = \left\{ \sum_{k=1}^{\infty} a_k 4^{-k} : \quad a_k \in \{0, 3\} \quad \text{for} \quad 1 \leq k \leq n \quad \text{and} \quad a_k \in \{0, 1, 2, 3\} \quad \text{for} \quad k > n \right\}.$$ \n
Then $K_n^2$ is a union of $4^n$ squares of side $4^{-n}$ (see Figure 1 for a picture of $K_3^2$). Clearly, $\text{Fav}(K^2) = 0$ implies $\lim_{n \to \infty} \text{Fav}(K_n^2) = 0$. We are interested in the behavior of $\text{Fav}(K_n^2)$ as $n \to \infty$. A lower bound $\text{Fav}(K_n^2) \geq c/n$ for some $c > 0$ follows from Mattila [14, 1.4]. Our main result is a quantitative
upper bound. For $y \geq 1$ let

\begin{equation}
\log_* y = \min \left\{ n \geq 0 : \log \log \ldots \log_y \leq 1 \right\}.
\end{equation}

**Theorem 1.1.** There exist $C, a > 0$ such that

$$Fav(K_n^2) \leq C \exp\left[ -a \log_* n \right] \quad \text{for all } n \in \mathbb{N}.$$ 

**Remarks.**

1. The convergence of the upper bound to zero is extremely slow, but it is the best we could get. It is still much better than a purely qualitative convergence statement. The lower bound $\frac{2}{n}$ seems closer to the truth. In Theorem 2.2, proved in Section 6, we analyze a random analog of the Cantor set $K^2$. We show that, with high probability, the Favard length of the $n$-th stage in the construction has upper and lower bounds that are constant multiples of $n^{-1}$.

2. For $\rho \leq 4^{-n}$, the $\rho$-neighborhood $K(\rho) = \{ x : \text{dist}(x, K) \leq \rho \}$ of $K$ can be covered by nine translates of $K_n$, so $Fav(K(\rho)) \leq 9Fav(K_n)$.

3. It follows from the results of Kenyon [9] and Lagarias and Wang [10] that $|\text{proj}_\theta K^2| = 0$ for all $\theta$ such that $\tan \theta$ is irrational. However, this information does not seem to help obtain an upper bound for $Fav(K_n^2)$.

4. The set $K^2$ was one of the first examples of sets of positive length and zero analytic capacity, see [3] for a survey. Recently Mateu, Tolsa and Verdera [12] proved that the analytic capacity of $K_n^2$ is bounded above and below by constant multiples of $n^{-1/2}$. The analytic capacity of certain related sets of non $\sigma$-finite length was determined by Mattila [16]. We consider the Favard length of such sets in Proposition 7.2.

In the next section we state our results for a class of planar self-similar Cantor sets. The method used for estimating the Favard length of the $n$-th stage of the construction also yields some information about gauges in which almost every projection of the Cantor set has zero Hausdorff measure. The proof of the main theorem for homogeneous self-similar sets (such as $K^2$) is presented in Sections 3 and 4. The non-homogeneous case, which is more involved, is dealt with in Section 5. Favard length of random Cantor sets is considered in Section 6. Section 7 contains some further extensions, remarks and unsolved problems.
2. Statement of results.

Consider a self-similar set \( \Lambda \subset \mathbb{R}^2 \), defined as the unique nonempty compact set satisfying
\[
\Lambda = \bigcup_{i=1}^{m} S_i \Lambda \quad \text{where} \quad S_i(x) = r_i x + b_i, \quad \text{with} \quad r_i \in (0, 1) \quad \text{and} \quad b_i \in \mathbb{R}^2.
\]

We assume that the **Strong Separation Condition** (SSC) holds, i.e., that \( S_i(\Lambda) \cap S_j(\Lambda) = \emptyset \) for \( i \neq j \). The similarity dimension is defined as the unique solution \( s \) of the equation
\[
\sum_{i=1}^{m} r_i^s = 1.
\]
It is well-known that the Strong Separation Condition, and even the weaker Open Set Condition, imply that the Hausdorff dimension \( \text{dim}_H \Lambda \) equals the similarity dimension \( s \), and the \( s \)-dimensional Hausdorff measure \( \mathcal{H}^s(\Lambda) \) is positive and finite.

First suppose that \( s = 1 \). Then \( \Lambda \) is an irregular 1-set, and thus by Besicovitch’s theorem (see [4, Theorem 6.13]) \( \text{Fav}(\Lambda) = 0 \). Let \( \Lambda(\rho) = \{ x : \text{dist}(x, \Lambda) \leq \rho \} \) denote the \( \rho \)-neighborhood of the set \( \Lambda \). Clearly, \( \lim_{\rho \to 0} \text{Fav}(\Lambda(\rho)) = 0 \). Mattila [14, 1.4] proved the lower bound
\[
\text{Fav}(\Lambda(\rho)) \geq c \left( \log \left( \frac{1}{\rho} \right) \right)^{-1} \quad \text{for all} \quad \rho > 0,
\]
for some \( c > 0 \). (This lower bound follows from an energy estimate; it does not use self-similarity, but only positivity of \( \mathcal{H}^1(\Lambda) \).) Our main result is the following upper bound.

**Theorem 2.1.** Assuming that the SSC holds and \( s = 1 \), we have for some \( C, a > 0 \)
\[
\text{Fav}(\Lambda(\rho)) \leq C \exp \left[ -a \log \left( \frac{1}{\rho} \right) \right] \quad \text{for all} \quad \rho > 0.
\]

**Remark.** The self-similar set is called **homogeneous** if \( r_i = r \) for all \( i \leq m \). The Cantor set \( K^2 \) in Section 1 is homogeneous. For a homogeneous set \( \Lambda \), it is equivalent (up to uniform multiplicative constants) to consider the Favard length \( \text{Fav}(\Lambda_n) \) of the \( n \)th stage of the construction and \( \text{Fav}(\Lambda(\rho)) \), with \( \rho = r^n \).

We now consider random analogs of the sets \( K^2_n \) from the introduction.

Partition the unit square into four dyadic subsquares of side \( 1/2 \), and in each of these choose, uniformly at random, a dyadic subsquare of side \( 1/4 \). Denote the union of four (closed) squares so obtained \( \mathcal{R}_1 \). Inductively, given \( \mathcal{R}_k \) which is a union of \( 4^k \) dyadic squares of side \( 2^{-2k} \), we partition each of them into four dyadic subsquares of side \( 2^{-2k-1} \), and in each of these \( 4^{k+1} \) squares choose, uniformly at random, a dyadic subsquare of side \( 2^{-2k-2} \), all these choices being independent. Call the union of \( 4^{k+1} \) (closed) squares so obtained \( \mathcal{R}_{k+1} \). An example of \( \mathcal{R}_3 \) is given in Figure 2.
Finally, write $\mathcal{R} = \bigcap_{k=1}^{\infty} \mathcal{R}_k$. Clearly $0 < \mathcal{H}^1(\mathcal{R}) < \infty$, and the arguments of Mattila [14, 1.4] still imply that $\text{Fav}(\mathcal{R}_n) \geq \frac{c}{n}$. Denoting expectation by $E$, we have:

**Theorem 2.2.**

\begin{equation}
E[\text{Fav}(\mathcal{R}_n)] \leq \frac{C}{n} \tag{2.4}
\end{equation}

for some $C < \infty$. Consequently, with probability 1,

\begin{equation}
\liminf_{n \to \infty} n \cdot \text{Fav}(\mathcal{R}_n) < \infty. \tag{2.5}
\end{equation}

Next, we return to consider self-similar sets $\Lambda$ as in (2.1), but only assume that their similarity dimension satisfies $s \leq 1$. Let

$\mathcal{IP}(\Lambda) = \{ \theta \in [0, \pi] : \text{proj}_\theta|\Lambda \text{ is not one-to-one} \}$

(the letters “$\mathcal{IP}$” stand for “intersection parameters”). It is easy to see that if $s = 1$, then $\mathcal{IP}(\Lambda) = [0, \pi]$. (Indeed, if $\text{proj}_\theta|\Lambda$ is one-to-one, then $\text{proj}_\theta(\Lambda)$ is a self-similar set on the real line satisfying the Strong Separation...
Condition. Increasing the contraction rates $r_i$ slightly (maintaining strong separation), we would get a subset of $\mathbb{R}$ with Hausdorff dimension greater than 1, a contradiction.)

It was proved in [18, Theorem 1.2] that if the set $\mathcal{I}P(\Lambda)$ contains a nonempty interval $J$, then $\mathcal{H}^{\phi}(\text{proj}_b\Lambda) = 0$ for a.e. $\theta \in J$. Here we exhibit an explicit gauge function $\phi(t)$ such that $\lim_{t \to 0} \frac{\phi(t)}{t^s} = \infty$ but $\mathcal{H}^{\phi}(\text{proj}_b\Lambda) = 0$ for a.e. $\theta \in J$.

**Theorem 2.3.** If the SSC holds, $s \leq 1$, and there is an interval $J \subset \mathcal{I}P(\Lambda)$, then $\mathcal{H}^{\phi}(\text{proj}_b\Lambda) = 0$ for a.e. $\theta \in J$, where

$$\phi(t) = t^s \exp[L \log_s (1/t)]$$

with $L \in (0, \log 2)$.

Sufficient conditions for the existence of an interval $J \subset \mathcal{I}P(\Lambda)$ were found in [18]. For instance, Theorem 2.3 applies to the planar Cantor set $K^{(r)} \times K^{(r)}$ where $K^{(r)} = \left\{ \sum_{n=1}^{\infty} a_n r^n : a_n \in \{0, 1\} \right\}$, with $r \in (\frac{1}{5}, \frac{1}{4})$. It is shown in [18, Example 6.1] that $J = [\arctan \frac{1-2r}{r}, \arctan \frac{2}{1-3r}] \subset \mathcal{I}P(K^{(r)})$.

**3. Proof of Theorem 2.1 (the homogeneous case).**

Here we prove Theorem 2.1 in the case when $r_i = r$; this includes Theorem 1.1. Note that $s = 1$ implies $r = m^{-1}$. Since some of the lemmas will also be used in the proof of Theorem 2.3, up to a point we allow any value of $s \leq 1$. The more technical proofs of lemmas are postponed until the next section.

Let $m \geq 2$, $A = \{1, \ldots, m\}$ and $A^* = \bigcup_{n \geq 0} A^n$. Write $|u| = n$ for $u \in A^n$ and let $\omega|_n = \omega_1 \ldots \omega_n$ for $\omega \in A^* \cup A^N$, with $|\omega| \geq n$. For $u \in A^n$ we write $S_u = S_{u_1} \circ \ldots \circ S_{u_n}$ and $\Lambda_u = S_u(\Lambda)$. In our homogeneous case we have $S_u(x) = r^n x + b_u$ for some $b_u \in \mathbb{R}^2$. It is convenient to identify the line through the origin with $\mathbb{R}$; formally we just let $\text{proj}_b(x, y) = x \cos \theta + y \sin \theta$.

For $\theta \in [0, \pi]$ and $u \in A^n$ let

$$S_u^\theta(x) = r^n x + b_u^\theta, \quad x \in \mathbb{R}, \quad \text{where} \quad b_u^\theta = \text{proj}_b b_u.$$

Observe that $\Lambda^\theta := \text{proj}_b\Lambda$ is a self-similar set on the real line satisfying $\Lambda^\theta = \bigcup_{n=1}^{\infty} S_{\omega|_n}^\theta(\Lambda^\theta)$. The sets $\Lambda_u^\theta := \text{proj}_b\Lambda_u$ are called the cylinders of the self-similar set $\Lambda^\theta$. The map $\Pi_\theta : A^N \to \Lambda^\theta$ defined by

$$\Pi_\theta(\omega) = \lim_{n \to \infty} S_{\omega|_n}^\theta(0) = \sum_{n=1}^{\infty} r^{n-1} b_{\omega|_n}^\theta,$$

is called the natural projection map. We equip the sequence space $A^N$ with the Bernoulli measure $(\frac{1}{m}, \ldots, \frac{1}{m})^N$. The projection of $\mu$, that is, $\nu_\theta := \mu \circ \Pi_\theta^{-1}$ is called the natural measure on $\Lambda^\theta$. 

**Definition 3.1.** Let \( u, v \) be two words in \( \mathcal{A}^n \) with \(|u| = |v| = n \) and let \( \theta \in [0, \pi] \). We say that \( S^\theta_u \) and \( S^\theta_v \) are \( \varepsilon \)-relatively close if
\[
|S^\theta_u(x) - S^\theta_v(x)| \leq \varepsilon r^n \quad \text{for all } x \in \Lambda^\theta.
\]

This definition is motivated by the work of Bandt and Graf [1]; it was recently used in [17]. In order to develop the setting needed for the proof of both Theorem 2.1 and Theorem 2.3, we fix a nonempty interval \( J \subset \mathcal{I}(\Lambda) \); if \( s = 1 \) then we let \( J = \mathcal{I}(\Lambda) = [0, \pi] \).

**Lemma 3.2.** There exists \( C_1 \geq 1 \) such that for all \( \varepsilon \in (0, 1) \) and all \( n \in \mathbb{N} \), for any interval \( I \subset J \), with \( |I| = C_1 r^n \), there is a subinterval \( I' \subset I \) satisfying:
(i) \( |I'| \geq C_1^{-2} \varepsilon |I| \) and
(ii) for every \( \theta \in I' \) there exist \( u \neq v \) in \( \mathcal{A}^n \) such that \( S^\theta_u \) and \( S^\theta_v \) are \( \varepsilon \)-relatively close.

This is a consequence of “transversality”; the proof is given in Section 4.

**Notation.** Let \( \Psi(n, k, \varepsilon) \) be the set of \( \theta \in J \) such that there is no collection of distinct words \( u_1, \ldots, u_k \), with \(|u_1| = \ldots = |u_k| \leq n \), such that \( S^\theta_{u_j}, j \leq k \), are pairwise \( \varepsilon \)-relatively close.

**Lemma 3.3.** There exist \( c_2 > 0 \) and \( M > 0 \) such that
\[
|\Psi(n, 2, \varepsilon)| \leq Me^{-c_2n\varepsilon} \quad \text{for all } n \in N, \varepsilon \in (0, 1).
\]

This follows from Lemma 3.2; see Section 4 for the proof.

**Lemma 3.4.** If \( n = \ell_0 + j_0 \), with \( \ell_0, j_0 \geq 1 \), and \( k \geq 2 \), then
\[
\Psi(n, 2k, \varepsilon) \subset \Psi(\ell_0, 2, (\varepsilon/2)r^{j_0}) \cup \Psi(j_0, k, (\varepsilon/2)).
\]

**Proof.** Suppose that \( \theta \) is not in the right-hand side of (3.3). Then there exist distinct \( u_1, u_2 \), with \(|u_1| \leq \ell_0 \), such that \( S^\theta_{u_1} \) and \( S^\theta_{u_2} \) are \( \frac{\varepsilon}{2} \)-relatively close, and distinct \( w_1, \ldots, w_k \), with \(|w_q| \leq j_0 \), such that \( S^\theta_{w_1}, \ldots, S^\theta_{w_k} \) are pairwise \( \frac{\varepsilon}{2} \)-relatively close. Let \( 1 \leq p < q \leq k \). By self-similarity, \( S^\theta_{u_1w_p} \) and \( S^\theta_{u_2w_q} \) are \( \frac{\varepsilon}{2} \)-relatively close. Further, \( S^\theta_{u_1w_q} \) and \( S^\theta_{u_2w_q} \) are \( \frac{\varepsilon}{2} \)-relatively close, since \( r^{j_0 + |u_1|} \leq r^{|u_1w_q|} \), for \( i = 1, 2 \). This implies that \( S^\theta_{u_1w_p} \) and \( S^\theta_{u_2w_q} \) are \( \varepsilon \)-relatively close. Thus, we have found 2\( k \) distinct words \( u_iw_q \), with \( i = 1, 2 \) and \( q \leq k \), of length \( \leq n \), such that \( S^\theta_{u_iw_q} \) are pairwise \( \varepsilon \)-relatively close, hence \( \theta \notin \Psi(n, 2k, \varepsilon) \).

Below we denote by \( \log^i \) and \( \exp^i \) the \( i \)-th iterate of \log and \exp respectively, assuming that \( \log^0 \) is the identity map.

**Lemma 3.5.** There exists \( c_3 > 0 \) such that for all \( i \geq 1 \),
\[
|\Psi(n, 2^i, \varepsilon)| \leq M2^{i-1} \exp[-c_3e^{-(i-1)(\log^i n)\varepsilon}] \quad \text{for all } n \in \mathbb{N}, \varepsilon \in (0, 1).
\]
This is proved by induction, using Lemmas 3.3 and 3.4. See Section 4 for details. Now let
\[ n_k = \exp^{k-1}(c_3^{-1}ke^{k-1}), \]
so that, in view of (3.4),
\[ |\Psi(n_k, 2^k, 1)| \leq M2^{k-1}e^{-k}. \]
For \( v, w \in A^* \) we write \( v \sqsubset w \) if \( v \) is a subword of \( w \), more precisely, if \( w = v'v'' \) where \( v' \) and/or \( v'' \) may be empty. Let
\[ N(k) := m^{n_k} \cdot n_k \cdot k. \]
For \( u_1 \in A^* \), with \( |u_1| \leq n_k \), we have
\[ \# \{ u \in A^{N(k)} : u_1 \not\sqsubset u \} \leq (m^{n_k} - 1)^{N(k)/n_k} \]
\[ \leq m^{N(k)}(1 - m^{-n_k})^{m^{n_k} \cdot k} \leq m^{N(k)}e^{-k}. \]

**Lemma 3.6.** For any \( \xi > 0 \) there exists \( C_\xi > 0 \) such that
\[ \log r^{-N(k)} \leq C_\xi + (1 + \xi)k. \]

This is elementary; see Section 4 for a proof.

**Proof of Theorem 2.1 (homogeneous case).** Recall that now \( s = 1 \), so \( r = m^{-1} \). We are going to show that, for some \( c > 0 \) and \( \gamma \in (0, 1) \),
\[ \text{Fav}(\Lambda(\rho)) \leq c_\gamma^k, \quad \text{where } \rho = r^{N(k)}. \]

By Lemma 3.6, this will imply (2.3).

Turning to the proof of (3.9), we note that by (3.6),
\[ \int_{\Psi(n_k, 2^k, 1)} |\text{proj}_\theta \Lambda(\rho)| \ d\theta \leq M2^{k-1}e^{-k}(\text{diam}(\Lambda) + 2). \]

Thus, it suffices to estimate \( |\text{proj}_\theta \Lambda(\rho)| \) from above for \( \theta \not\in \Psi(n_k, 2^k, 1) \).

Fix such a \( \theta \) for the rest of the proof. By definition, this means that there exist words \( u_1, \ldots, u_{2k} \), each of length not greater than \( n_k \), such that \( S_{u_j}, j \leq 2^k \), are pairwise 1-relatively close. We have
\[ \text{proj}_\theta \Lambda(\rho) \subset \bigcup_{|u| = N(k)} \Lambda^\theta_u(\rho) = \bigcup_{|u| = N(k)} \Lambda^\theta_{u_1}(\rho) \cup \bigcup_{|u| = N(k)} \Lambda^\theta_{u_2}(\rho) =: F_1 \cup F_2. \]

Since \( |u| = N(k) \) we have
\[ \text{diam}(\Lambda^\theta_u(\rho)) = \text{diam}(\Lambda^\theta_{u_1}) + 2\rho \leq (2 + \text{diam}(\Lambda))m^{-N(k)}, \]

hence, in view of (3.8),
\[ |F_1| \leq m^{N(k)}e^{-k}(2 + \text{diam}(\Lambda))m^{-N(k)} = (2 + \text{diam}(\Lambda))e^{-k}. \]

It remains to estimate \( |F_2| \). Suppose that \( x \in F_2 \). Then \( x \in \Lambda^\theta_{u_1}(\rho) \) for some \( u \) containing \( u_1 \) as a subword. We have \( u = vu_1w \) for some (possibly empty)
words $v$ and $w$. Then clearly $x \in \Lambda_{vu_1}^\theta (\rho)$. Recall that $\Lambda_{u_1}^\theta, \ldots, \Lambda_{u_{jk}}^\theta$ are pairwise-1 close, hence $S_{vu_1}^\theta, \ldots, S_{vu_{jk}}^\theta$ are pairwise-1 close as well. Let $q = |v| + |u_1|$. Of course, $q \leq N(k)$. It follows that the ball $B(x) := B(x, c_4 r^q)$, with $c_4 = 2 + \text{diam}(\Lambda)$, contains all $\Lambda_{vu_j}^\theta$, for $j \leq 2^k$. Therefore, the natural measure $\nu_\theta$ of the ball satisfies

$$\nu_\theta B(x) \geq 2^k m^{-q} = 2^{k-1} c_4^{-1} |B(x)|.$$  

By a classical covering theorem (see [15, Theorem 2.1]), we can choose a disjoint family $\{B_j\}$ of the balls $\{B(x) : x \in F_2\}$ so that $F_2 \subset \bigcup_j 5B_j$. Thus,

$$|F_2| \leq 5 \sum_j |B_j| \leq 5 c_4 2^{-(k-1)} \sum_j \nu_\theta B_j \leq 5 c_4 2^{-(k-1)},$$

since $\nu_\theta$ is a probability measure. Combining this estimate with (3.10) and (3.11) yields (3.9), with $\gamma = 2/e$, and the proof is complete. \hfill \Box

4. Proof of the lemmas.

Proof of Lemma 3.2. This is an easy “transversality argument”, essentially contained in the proof of [18, Theorem 2.1(i)]. We provide a proof for the reader’s convenience.

By increasing $C_1$ we can assume that $n$ is sufficiently large. Let $\theta_0 \in TP(\Lambda)$. This means, by definition, that $\text{proj}_{\theta_0}(\Lambda)$ is not one-to-one, hence there exist $i \neq j$ such that $\Lambda_{\theta_0}^\theta \cap \Lambda_{\theta_0}^\theta \neq \emptyset$. Fix $\varepsilon > 0$ and $n \in \mathbb{N}$. There exist $u, v \in A^n$ such that $u_1 = i, v_1 = j$, and $\Lambda_{\theta_0}^\theta \cap \Lambda_{\theta_0}^\theta \neq \emptyset$.

Recall that $S_u(x) = r^n x + b_u$, where $x, b_u \in \mathbb{R}^2$, and $S_u(x) = r^\varepsilon x + b_u^\theta$. Consider the function $f(\theta) = b_u^\theta - b_v^\theta = (b_u - b_v) \cdot (\cos \theta, \sin \theta)$. Observe that $S_u^\theta$ and $S_v^\theta$ are $\varepsilon$-relatively close if and only if $|f(\theta)| \leq \varepsilon r^n$. We have $|f(\theta)|^2 + |f'(\theta)|^2 = |b_u - b_v|^2$. Thus,

$$n^2 - |f(\theta)|^2 \leq |f'(\theta)|^2 \leq (\text{diam}(\Lambda))^2 \quad \text{for } \theta \in [0, \pi],$$

where $\eta = \min \{\text{dist}(\Lambda_p, \Lambda_q) : 1 \leq p < q \leq m\}$. Note that $\eta > 0$ by the Strong Separation Condition. Since $\Lambda_{\theta_0}^\theta \cap \Lambda_{\theta_0}^\theta \neq \emptyset$, we have $|f(\theta_0)| \leq \text{diam}(\Lambda_{\theta_0}^\theta) \leq \text{diam}(\Lambda)r^n$, which can be assumed less than $\frac{3}{2}$, since $n$ is large.

Then $|f'(\theta_0)| \geq \frac{\sqrt{3n}}{2} > \frac{3}{2}$ and it follows from (4.1) that there exists $\theta_1$, with $|\theta_1 - \theta_0| \leq \frac{2}{\eta} \text{diam}(\Lambda)r^n$, such that $f(\theta_1) = 0$. Then $\theta_1 \equiv \theta_0$, and for all $\theta \in (\theta_1 - \frac{\varepsilon}{\text{diam}(\Lambda)} r^n, \theta_1 + \frac{\varepsilon}{\text{diam}(\Lambda)} r^n)$, by (4.1), the maps $S_u^\theta$ and $S_v^\theta$ are $\varepsilon$-relatively close. This implies that the interval $[\theta_0 - \frac{2}{\eta} \text{diam}(\Lambda)r^n, \theta_0 + \frac{2}{\eta} \text{diam}(\Lambda)r^n]$ contains a subinterval $I'$ of length $\min \{\frac{\varepsilon}{\text{diam}(\Lambda)}, \frac{4\text{diam}(\Lambda)}{\eta}\} r^n$ which has the property (ii) from the statement of the lemma. The claim for an arbitrary interval $I \subset J$ now follows easily. \hfill \Box
Proof of Lemma 3.3. This proof is analogous to that of [19, Lemma 4.1].

Fix \( \ell \in \mathbb{N} \) so that \( r^\ell \leq \frac{1}{2}(1 - r) \) and \( \ell_0 \) such that \( C_1 r^{\ell_0} \leq |J| \). We are going to construct inductively a family of compact sets \( F_0 \supset F_1 \supset \cdots \supset F_n \), such that \( |F_n| \leq e^{-cn} \) for some \( c > 0 \) and \( F_n \) is a union of \( 2^n \) intervals, each of length at least \( C_1 r^{\ell_0 + n} \). Most importantly, we will have that \( F_n \supset \Psi(\ell_0 + \ell n, 2, \varepsilon) \). (Observe that \( \Psi(k, 2, \varepsilon) \) are nested, decreasing with \( k \), by the definition of these sets, so the desired estimate will follow.)

We can take \( F_0 = J \). Suppose that we already have \( F_n \), for some \( n \geq 0 \), and we need to construct \( F_{n+1} \). Let \( I \) be any of the \( 2^n \) intervals of \( F_n \) and find \( k \leq n \) so that \( C_1 r^k \leq |I| < C_1 r^{k-1} \). By assumption, \( k \leq \ell_0 + \ell n \). Let \( I' \) be the subinterval of \( I \) of length \( C_1 r^{k+1} \) with the same center. By Lemma 3.2, there is a subinterval \( I'' \subset I' \) of length \( \geq C_1^{-1} \varepsilon r^{k+1} \), which misses \( \Psi(k + 1, 2, \varepsilon) \supset \Psi(\ell_0 + \ell(n + 1), 2, \varepsilon) \). Removing the interior of \( I'' \) makes two closed intervals out of \( I \), each of length at least \( \frac{1}{2} C_1 (r^k - r^{k+1}) \geq C_1 r^{k+\ell} \geq C_1 r^{\ell_0 + \ell(n+1)} \). In this way we construct \( F_{n+1} \), a union of \( 2^{n+1} \) intervals. It remains to observe that

\[
|I \setminus I''| \leq |I| - C_1^{-1} \varepsilon r^{k+1} \leq |I|(1 - C_1^{-2} \varepsilon).
\]

Thus, \( |F_{n+1}| \leq (1 - C_1^{-2} \varepsilon)|F_n| \leq e^{-C_1^2 \varepsilon}|F_n| \), and the desired statement follows.

Proof of Lemma 3.5. We are going to prove (3.4) by induction in \( i \). We can assume that \( c_3 \leq c_2 \); then the case \( i = 1 \) is just (3.2). Further, we can assume that \( n \geq N_0 \) and \( \log^{-1} n \geq M_0 \) for any fixed constants \( N_0, M_0 \), since otherwise (3.4) holds trivially for \( c_3 > 0 \) sufficiently small.

Suppose that (3.4) holds for some \( i \geq 1 \). Then by (3.3) and (3.2),

\[
|\Psi(n, 2^{i+1}, \varepsilon)|
\leq |\Psi(\ell_0, 2, (\varepsilon/2) r^j_0)| + |\Psi(j_0, 2^i, (\varepsilon/2))|
\leq M \exp[-c_2 \ell_0 (\varepsilon/2) r^j_0] + M 2^{i-1} \exp[-c_3 e^{-i-1} (\log^{-1} j_0) (\varepsilon/2)]
= M(A_1 + A_2),
\]

where \( n = \ell_0 + j_0 \). Let \( j_0 \) be the smallest integer \( \geq \frac{1}{2} \log n / \log r \). Then we have for \( n \) sufficiently large:

\[
\ell_0 = n - j_0 \geq n - \frac{1}{2} \log n / \log r - 1 \geq \frac{n}{2},
\]

\[
r^j_0 \geq r^{\frac{1}{2} \log n / \log r - 1} = r^{-1} n^{-1/2},
\]

hence

\[
A_1 \leq \exp[-c_2 (n/2) r^{-1} n^{-1/2} (\varepsilon/2)] = \exp[-c_2 (4r)^{-1} n^{1/2} \varepsilon].
\]
Let \( \alpha := 2|\log r| \). Note that \( \alpha > 1 \) since \( r \leq m^{-1} \leq \frac{1}{2} \). Turning to \( A_2 \) in (4.2), we obtain from our choice of \( j_0 \):

\[
A_2 \leq 2^{i-1} \exp[-c_3e^{-(i-1)}\log^{i-1}(\alpha^{-1}\log n) \cdot (\varepsilon/2)].
\]  

If \( i = 1 \), then in (4.2) we could use (3.2) for the second summand as well, in which case

\[
A_2 \leq 2^{i-1} \exp[-c_2\alpha^{-1}\log n \cdot (\varepsilon/2)] \leq 2^{i-1} \exp[-c_3 \log n \cdot (\varepsilon/2)],
\]  

assuming \( c_3 \leq c_2\alpha^{-1} \). For \( i \geq 2 \) we use the elementary inequality

\[
\log(x + y) \leq \log x + y \quad \text{for all} \quad x \geq 1, \quad y \geq 0.
\]  

We can assume that \( \log^{i-1} n \geq \log \alpha + 1 \), since otherwise (3.4) holds trivially for \( c_3 > 0 \) sufficiently small. Then applying (4.6) \( i - 2 \) times to \( \log^2 n = \log(\alpha^{-1}\log n) + \log \alpha \) we obtain

\[
\log^i n \leq \log^{i-1}(\alpha^{-1}\log n) + \log \alpha.
\]  

Combining this with (4.4) and (4.5) yields

\[
A_2 \leq 2^{i-1} \exp[-c_3e^{-(i-1)}(\log^i n - \log \alpha)(\varepsilon/2)] \quad \text{for all} \quad i \geq 1.
\]  

In view of (4.3), the induction step will be finished once we check the inequality

\[
\exp[-c_2(4r)^{-1}n^{1/2}\varepsilon] + 2^{i-1} \exp[-c_3e^{-(i-1)}(\log^i n - \log \alpha)(\varepsilon/2)] \leq 2^i \exp[-c_3e^{-i}(\log^i n)\varepsilon].
\]  

This is equivalent to

\[
1 \geq 2^{-i} \exp[(c_3e^{-i}\log^i n - c_2(4r)^{-1}n^{1/2})\varepsilon] \\
+ 2^{-1} \exp[c_3e^{-(i-1)}(\log^i n \cdot (e^{-1} - 2^{-1}) + 2^{-1}\log \alpha)] =: B_1 + B_2.
\]  

We have

\[
c_3e^{-i}\log^i n - c_2(4r)^{-1}n^{1/2} \leq c_2 \log n - c_2(4r)^{-1}n^{1/2} < 0
\]  

for \( n \) sufficiently large, hence \( B_1 \leq 2^{-i} \). Further, we can assume that

\[
\log^i n > \log \alpha \cdot (1/2 - e^{-1})^{-1};
\]  

then \( B_2 \leq \frac{1}{2} \). This implies (4.7), and the proof of the lemma is complete. \( \square \)

**Proof of Lemma 3.6.** It follows from (4.6) and (1.1) that

\[
\log_*(x + y) \leq \log_* x + \log_*(1 + y) \quad \text{for all} \quad x \geq 1, \quad y \geq 0.
\]
Using this inequality, (3.7), and (3.5), we obtain
\[
\log_s(r^{-N(k)}) \leq 1 + \log_s(\log(r^{-1}) + \log N(k))
\]
\[
\leq \text{const} + \log_s(n_k \log m + \log n_k + \log k)
\]
\[
\leq \text{const} + \log_s n_k
\]
\[
= \text{const} + (k - 1) + \log_s(c_3^{-1}ke^{k-1})
\]
\[
\leq \text{const} + k + \log_s k.
\]

Now the desired statement is immediate. □

5. Non-homogeneous case.

Here we prove Theorem 2.1 in full generality and Theorem 2.3. The proofs follow the same path most of the way. We use the same notation as in Section 3, as much as possible, so the same letters often represent different but analogous objects here and there.

We have \(S_u(x) = r_u x + b_u\) for some \(b_u \in \mathbb{R}^2\), where \(r_u = r_{u_1} \ldots r_{u_n}\).

The natural projection map onto \(\Lambda^\theta\) is defined by \(\Pi_\theta(\omega) = \lim_{n \to \infty} S_{\omega|n}^\theta(0)\).

The natural measure on \(\Lambda^\theta\) is \(\nu_\theta = \mu \circ \Pi_\theta^{-1}\), where \(\mu = (r_1^\theta, \ldots, r_m^\theta)^\mathbb{N}\) and \(s \leq 1\) is the similarity dimension of \(\Lambda\). For \(\delta > 0\) consider the “cut-set” \(W(\delta) = \{u \in \mathcal{A}^* : r_u \leq \delta, r_u' > \delta\}\) where \(u'\) is obtained from \(u\) by dropping the last symbol. Let \(r_{\min} = \min\{r_i : i \leq m\}\) and \(r_{\max} = \max\{r_i : i \leq m\}\).

For \(u, v \in W(\delta)\) we have \(r_{\min} \leq r_u/r_v \leq r_{\max}^{-1}\). Throughout this section we fix a nonempty interval \(J \subset IP(\Lambda)\) (assuming that it exists). Let \(X_\Lambda = [-d_\Lambda, d_\Lambda]\) where \(d_\Lambda = \max\{|x| : x \in \Lambda\}\). Observe that \(S_u^\theta(X_\Lambda) \subset X_\Lambda\) for all \(i \leq m\) and all \(\theta \in [0, \pi]\).

**Definition 5.1.** Let \(\theta \in [0, \pi]\) and \(u, v \in \mathcal{A}^*\). We say that \(S_u^\theta\) and \(S_v^\theta\) are \(\varepsilon\)-relatively close at \(x\) if
\[
|S_u^\theta(x) - S_v^\theta(x)| \leq \varepsilon \min\{r_u, r_v\}.
\]

**Lemma 5.2.** There exists \(C_1 \geq 1\) such that for all \(x \in X_\Lambda\), for all \(\varepsilon \in (0, 1]\) and all \(\delta > 0\), for any interval \(I \subset J\), with \(|I| = C_1\delta\), there is a subinterval \(I' \subset I\) such that \(|I'| \geq C_1^{-2}\varepsilon|I|\) and for every \(\theta \in I'\) there exist \(u \neq v\) in \(W(\delta)\) such that \(S_u^\theta\) and \(S_v^\theta\) are \(\varepsilon\)-relatively close at \(x\).

**Proof.** The proof is analogous to the proof of Lemma 3.2. Let \(g(\theta) = S_u^\theta(x) - S_v^\theta(x) = (r_u - r_v)x + f(\theta)\) where \(f(\theta) = b_u^\theta - b_v^\theta\). If \(\theta_0 \in IP(K)\), then \(|g(\theta_0)| \leq 4\delta d_\Lambda\) which can be assumed small, increasing \(C_1\) if necessary. Since \(g'(\theta) = f'(\theta)\), the rest of the proof of Lemma 3.2 transfers. □

**Notation.** For \(x \in X_\Lambda, k \geq 2, \varepsilon \in (0, 1]\) and \(n \geq 1\) denote by \(\Phi(n, k, x, \varepsilon)\) the set of \(\theta \in J\) such that there is no collection of distinct words \(u_1, \ldots, u_k\), with \(r_u \geq r_{\max}\), such that \(S_{u_j}^\theta, j \leq k\), are pairwise \(\varepsilon\)-relatively close at \(x\). Denote by \(\Phi'(n, k, x, \varepsilon)\) the analogous set where it is required, in addition,
that \( r_{\min} \leq r_{u_i}/r_{u_j} \leq r_{\min}^{-1} \) for \( i, j \leq k \). By the definition, \( \Phi'(n, k, x, \varepsilon) \supset \Phi(n, k, x, \varepsilon) \). Further, let

\[
\Psi(n, k, \varepsilon) = \bigcup_{x \in X_A} \Phi(n, k, x, \varepsilon) \quad \text{and} \quad \Psi'(n, k, \varepsilon) = \bigcup_{x \in X_A} \Phi'(n, k, x, \varepsilon).
\]

**Lemma 5.3.** There exist \( c_2 > 0 \) and \( M > 0 \) such that

\[
|\Psi(n, 2, \varepsilon)| \leq M \varepsilon^{-1} e^{-c_2 n \varepsilon} \quad \text{for all} \ n \in N, \ \varepsilon \in (0, 1].
\]

**Proof.** Using Lemma 5.2 and repeating the proof of Lemma 3.3, we obtain for any fixed \( x \in X_A \) that

\[
|\Phi'(n, 2, x, \varepsilon)| \leq M \varepsilon^{-1} e^{-c_2 n \varepsilon}
\]

for some constants \( \tilde{M}, \tilde{c}_1 > 0 \). Observe that if \( S_{u_i}^\theta \) and \( S_{u_j}^\theta \) are \( \varepsilon \)-relatively close at \( x \) and \( C^{-1} \leq r_{u_i}/r_{u_j} \leq C \), then \( S_{u_i}^\theta \) and \( S_{u_j}^\theta \) are \( \varepsilon \)-relatively close at \( x' \), provided that \( |x' - x| \leq \frac{x \cdot \varepsilon}{2C} \). Taking \( C = r_{\min}^{-1} \) and choosing an \( \varepsilon \)-net \( \mathcal{N} \) of \( X_A \), we obtain

\[
\Psi'(n, 2, \varepsilon) \subset \bigcup_{x \in \mathcal{N}} \Phi'(n, 2, x, \varepsilon/2).
\]

Since \( \#(\mathcal{N}) \leq \text{const} \cdot \varepsilon^{-1} \), this and (5.2) yield (5.1). \( \square \)

**Lemma 5.4.** There exists \( C \geq 1 \) such that for \( n = \ell_0 + j_0 \), with \( \ell_0, j_0 \geq 1 \), and \( k \geq 2 \), we have

\[
\Psi(n, 2k, \varepsilon) \subset \Psi(j_0, k, C^{-1} \varepsilon) \cup \Psi'(\ell_0, 2, C^{-1} r_{\max}^0 \varepsilon).
\]

**Proof.** Fix \( x_0 \in X_A \). We want to show that \( \Phi(n, 2k, x_0, \varepsilon) \) lies in the right-hand side of (5.3). Suppose that \( \theta \) is not in the right-hand of (5.3). Then there exist distinct words \( w_1, \ldots, w_k \), with \( r_{w_i} \geq r_{\max}^0 \) such that \( S_{w_i}^\theta \) are pairwise \( C^{-1} \varepsilon \)-relatively close at \( x_0 \). Without loss of generality, suppose that \( r_{w_j} = \min_{i \leq k} r_{w_i} \). Further, \( \theta \not\in \Psi'(\ell_0, 2, C^{-1} r_{\max}^0 \varepsilon) = \bigcup_{x \in X} \Phi'(\ell_0, 2, x, C^{-1} r_{\max}^0 \varepsilon) \), so there exist distinct \( u_1, u_2 \) such that \( r_{u_1} \geq r_{\max}^0, r_{\min} \leq r_{u_1}/r_{u_2} \leq r_{\min}^{-1} \), and \( S_{u_1}^\theta \) and \( S_{u_2}^\theta \) are \( C^{-1} r_{\max}^0 \varepsilon \)-relatively close at \( S_{u_1}^\theta(x_0) \in X_A \). Then \( u_i w_j \), for \( i = 1, 2 \) and \( j \leq k \), are all distinct and satisfy \( r_{u_i w_j} \geq r_{\max}^0 + j_0 = r_{\max}^n \). We claim that \( S_{u_i w_j}^\theta \) are pairwise \( \varepsilon \)-close at \( x_0 \) if \( C \) is sufficiently large. This will imply that \( \theta \not\in \Phi(n, 2k, x_0, \varepsilon) \), and since \( x_0 \) is arbitrary, the lemma will be proved.

We have for \( i = 1, 2 \) and for all \( j \leq k \),

\[
|S_{u_i w_j}^\theta(x_0) - S_{u_i w_j}^\theta(x_0)| \leq r_{u_i} C^{-1} \varepsilon \min\{r_{w_1}, r_{w_j}\} = C^{-1} \varepsilon r_{u_i w_j}.
\]

Further,

\[
|S_{u_1 w_1}^\theta(x_0) - S_{u_2 w_1}^\theta(x_0)| \leq C^{-1} r_{\max}^0 \varepsilon \min\{r_{u_1}, r_{u_2}\} \leq C^{-1} \varepsilon \min\{r_{u_1 w_1}, r_{u_2 w_1}\}.
\]
Therefore, for \(1 \leq p < q \leq k\),
\[
|S^\theta_{u_1u_p}(x_0) - S^\theta_{u_2u_q}(x_0)| \leq C^{-1} \varepsilon r_{u_1}(r_{u_1} + r_{u_2} + \min\{r_{u_1}, r_{u_2}\}) \\
\leq C^{-1} \varepsilon r_{u_1}(2 + r_{\min}^{-1}) \min\{r_{u_1}, r_{u_2}\} \\
\leq C^{-1}\varepsilon(2 + r_{\min}^{-1}) \min\{r_{u_1u_p}, r_{u_2u_q}\},
\]
and the claim follows with \(C = 2 + r_{\min}^{-1}\). The lemma is proved. \(\square\)

**Lemma 5.5.** There exist \(a > 0\) and \(b > 1\) such that for all \(\varepsilon \in (0, 1]\), \(n \in \mathbb{N}\) and \(i \geq 1\),
\[
|\Psi(n, 2^i, \varepsilon)| \leq M \varepsilon^{-1} b^i \exp[-ae^{-(i-1)}(\log i - 1)n\varepsilon].
\]

**Proof** is analogous to the proof of Lemma 3.5, based on Lemmas 5.3 and 5.4. We leave the details to the reader. \(\square\)

Let
\[
n_k = \exp^{k-1}((\log b + 1)a^{-1}ke^{k-1}),
\]
so that, in view of (5.4),
\[
|\Psi(n_k, 2^k, 1)| \leq Me^{-k}.
\]

Let
\[
N(k) = n_k \cdot \left\lceil \frac{r_{\min}^{-s}}{n_k} \right\rceil \cdot k.
\]

Similarly to the proof of Lemma 3.6, we deduce from (5.5) and (5.7) that
\[
\log_4(r_{\min}^{-N(k)}) \leq C_4 + (1 + \xi)k,
\]
for any \(\xi > 0\). For any \(u_1 \in A^\ast\), with \(|u_1| \leq n_k\), we have
\[
\sum_{|u| = N(k)} r_u^s \leq (1 - r_{\min}^s)^{N(k)/n_k} \leq e^{-k}.
\]

Now suppose that \(\theta \not\in \Psi(n_k, 2^k, 1)\) and \(x_0 \in A^\theta\). Then \(\theta \not\in \Phi(n_k, 2^k, x_0, 1)\), so we can find distinct words \(u_1, \ldots, u_{2^k}\), with \(r_{u_i} \geq r_{\min}^n\), such that
\[
|S_{u_i}(x_0) - S_{u_j}(x_0)| \leq \min\{r_{u_i}, r_{u_j}\} \quad \text{for all} \ i, j \leq 2^k.
\]

Without loss of generality, assume that \(r_{u_1} = \min\{r_{u_i} : i \leq 2^k\}\). We have
\[
\Lambda^\theta = \bigcup_{|u| = N(k)} \Lambda^\theta_u = \bigcup_{|u| = N(k)} \Lambda^\theta_{u_1 \sqcup u} \cup \bigcup_{|u| = N(k)} \Lambda^\theta_{u_1} =: Y_{u_1} \cup Z_{u_1}.
\]

We claim that for some \(C \geq 1\),
\[
\forall x \in Z_{u_1}, \exists t \in [C^{-1}r_{\min}^{-N(k)}, C_{r_{u_1}}] : \nu_B(x, t) \geq C^{-2} 2^kt^s.
\]

Indeed, suppose that \(x \in \Lambda^\theta_u\) for some \(u \in A^{N(k)}\) such that \(u_1 \sqsubseteq u\). Then \(u = vu_1w\) for some (possibly empty) words \(v\) and \(w\). Let \(\omega \in A^\ast\) be such that \(x_0 = \Pi_\theta(\omega)\). For each \(u_j\), with \(2 \leq j \leq 2^k\), there exists a unique
\( q = q_j \in \mathbb{N} \cup \{0\} \) such that \( \tilde{u}_j := u_j \omega_j'q \in W(r_{u_j}) \). Notice that \( S_{u_j}(x_0) \in \Lambda_{\tilde{u}_j}^\theta \) whence \( S_{v_{u_1}}^{\theta}(x_0) \in \Lambda_{v_{u_1}}^\theta \). By (5.10), we have \( |S_{v_{u_1}}^{\theta}(x_0) - S_{v_{u_1}}^{\theta}(x_0)| \leq r_{v_{u_1}} \).

Finally, \( x \in \Lambda_{v_{u_1}}^\theta \), which implies that the distance from \( x \) to \( \Lambda_{v_{u_1}}^\theta \) is at most \( \text{diam}(\Lambda_{v_{u_1}}^\theta) + r_{v_{u_1}} \). Since \( r_{v_{u_1}} = r_{v}r_{\tilde{u}_j} \leq r_{v_{u_1}} \), we obtain that

\[(5.13) \quad B(x, C'r_{v_{u_1}}) \supset \Lambda_{v_{u_1}}^\theta \cup \bigcup_{j=2}^{2^k} \Lambda_{v_{u_1}}^{\theta}, \quad \text{where} \quad C' = 1 + 2\text{diam}(\Lambda).\]

Therefore,

\[(5.14) \quad \nu_B(x, C'r_{v_{u_1}}) \geq r_{v_{u_1}}^s + \sum_{j=2}^{2^k} r_{v_{u_1}}^s \geq 2^kr_{\min}^{-s}r_{v_{u_1}}^s.\]

This implies (5.12) since \( r_{\min}^{-N(k)} \leq r_u \leq r_{v_{u_1}} \leq r_{u_1} \).

**Proof of Theorem 2.1.** Recall that now \( s = 1 \). By (5.8), it suffices to show that for some \( c > 0 \) and \( \gamma \in (0, 1) \), we have

\[\text{Fav}(\Lambda(\rho)) \leq c\gamma^k, \quad \text{where} \quad \rho := r_{\min}^{-N(k)}.\]

In view of (5.6), it is sufficient to estimate \( |\Lambda^\theta(\rho)| \) from above for \( \theta \not\in \Psi(n_k, 2^k, 1) \). Fix such a \( \theta \), \( x_0 \in \Lambda^\theta \), and the words \( u_1, \ldots, u_{2^k} \) as before, satisfying (5.10), and let \( u_1 \) be the word with the minimal \( r_{u_1} \). By (5.11) we have \( \Lambda^\theta(\rho) = Y_{u_1}(\rho) \cup Z_{u_1}(\rho) \). Clearly, \( \text{diam}(\Lambda^\theta(\rho)) \leq (2 + \text{diam}(\Lambda))r_u \) for any \( u \in \mathcal{A}^{N(k)} \), so (5.9), with \( s = 1 \), implies that \( |Y_{u_1}(\rho)| \leq \text{const} \cdot e^{-k} \).

Since \( t \geq C^{-1}\rho \) in (5.12), the balls \( B(x, (1 + C)t) \), for \( x \in Z_{u_1} \), cover the \( \rho \)-neighborhood \( Z_{u_1}(\rho) \). Now (5.12) implies \( |Z_{u_1}(\rho)| \leq \text{const} \cdot 2^{-k} \), by repeating the argument at the end of Section 3, and the proof is finished. \( \square \)

**Proof of Theorem 2.3.** We use the same setting as in the proof of Theorem 2.1, except that now \( s \leq 1 \) and \( J \subset TP(\Lambda) \) is a nonempty interval. In view of (5.6), the Borel-Cantelli Lemma implies that the set

\[E := \bigcup_{n=1}^{\infty} \bigcap_{k \geq n} (J \setminus \Psi(n_k, 2^k, 1))\]

has full Lebesgue measure in \( J \). Thus, it is enough to show that \( \mathcal{H}^\phi(\Lambda^\theta) = 0 \) for all \( \theta \in E \).

Suppose that \( \theta \in E \); then \( \theta \in J \setminus \Psi(n_k, 2^k, 1) \) for all \( k \) sufficiently large. We fix \( x_0 \in \Lambda^\theta \) and find \( u_1 = u_1(k) \) as above (now we have to make the dependence on \( k \) explicit). For \( \rho_k = r_{\min}^{-N(k)} \) we have the decomposition (5.11) \( \Lambda^\theta = Y_{u_1(k)} \cup Z_{u_1(k)} \). We can write \( \Lambda^\theta = \Omega_1 \cup \Omega_2 \) where \( \Omega_1 \) is the set of \( x \) which belong to infinitely many \( Y_{u_1(k)} \) and \( \Omega_2 \) is the set of \( x \) which
belong to all $Z_u(k)$ for $k$ sufficiently large. Recall that $Y_u(k) = \bigcup_{|u|=N(k)} \Lambda_u^\theta$
and diam$(\Lambda_u^\theta) \leq$ diam$(\Lambda) \cdot r_u$. Thus,
$\mathcal{H}^\theta(\Omega_1) \leq \text{const} \cdot \lim_{k \to \infty} \sum_{|u|=N(k)} \phi(r_u)$
$= \text{const} \cdot \lim_{k \to \infty} \sum_{|u|=N(k)} r_u^s \exp[L \log_*(r_u^{-1})]$ 
$\leq \text{const} \cdot \lim_{k \to \infty} \sum_{|u|=N(k)} r_u^s \exp[L \log_*(\rho^{-1}_k)]$ 
$\leq \text{const} \cdot \lim_{k \to \infty} e^{-k} e^{L(1+\xi)k} = 0,$
using (5.9) and (5.8), with $0 < \xi < L^{-1} - 1$, in the last estimate. Recall 
that $L < \log 2 < 1$.

It remains to prove that $H^\phi(\Omega_2) = 0$. For any $x \in Z_u(k)$ we have by 
(5.12), with $t = t_k \geq C^{-1} \rho_k$,

\begin{align}
\nu_0 B(x, t_k) \geq \frac{\nu_0 B(x, t_k)}{\phi(t_k)} & \geq \text{const} \cdot 2^k t_k^s \\
& \geq \text{const} \cdot 2^k e^{-L(1+\xi)k} \to \infty, \text{ as } k \to \infty.
\end{align}

In the last line we used (5.8) with $0 < \xi < L^{-1} \log 2 - 1$. Notice that $t_k \leq r_u(k) \to 0$, as $k \to \infty$ (since $r_u(k)$ is the smallest among $r_u(k)$, $i \leq 2^k$, 
and all $u_i(k)$ are distinct). Thus, (5.15) implies 
$D_\phi(\nu_0, x) := \limsup_{t \to 0} \frac{\nu_0 B(x, t)}{\phi(2t)} = \infty$ for all $x \in \Omega_2$, 
and hence $H^\phi(\Omega_2) = 0$ by the Rogers-Taylor Density Theorem, see [20].

The proof of Theorem 2.3 is complete. $\Box$

6. Random Cantor sets.

The proof of Theorem 2.2 is inspired by an argument of Lyons [11] involving 
percolation on trees; the negative dependence in the construction of $R_k$ 
that arises from choosing exactly one of the four dyadic subsquares in the 
inductive step of the construction, makes the proof here a little more delicate.

Denote by $G_k$ the collection of $4^k$ (closed) dyadic subsquares of the unit 
rectangle $[0,1]^2$ having side length $2^{-k}$. We consider all dyadic subsquares as a 
rooted tree, with $[0,1]^2$ being the root and $G_k$ being the set of nodes at the
\( k \)th level. For each node there are four edges leading to nodes at the next level, (its “children”).

Let \( \ell \) be a line intersecting \([0, 1]^2\), that does not go through any of the vertices of the squares in \( \mathcal{G}_{2^n} \). Further, let

\[
A_n(\ell) = \# \{ B \in \mathcal{G}_{2^n} : B \cap \ell \neq \emptyset \}.
\]

Observe that

\[
A_n(\ell) \leq 2^{2^n+1}.
\]  

(6.1)

To verify this we may assume, using symmetry, that \( \ell \) forms an angle \( \alpha \in [0, \pi/4] \) with the horizontal. Then \( \ell \) intersects at most two squares in each of the \( 2^{2^n} \) columns of \( \mathcal{G}_{2^n} \), and (6.1) follows.

Below \( P(E) \) denotes the probability of an event \( E \).

**Lemma 6.1.** Suppose that the line \( \ell \) does not hit any vertices of the squares in \( \mathcal{G}_{2^n} \). Then

\[
P(\mathcal{R}_n \cap \ell \neq \emptyset) \leq \frac{C_1}{n}
\]

for some constant \( C_1 > 0 \) independent of \( \ell \) and \( n \).

**Proof of Theorem 2.2 assuming Lemma 6.1.** Let \( \theta \in [0, \pi] \) be such that the line \( y \cos \theta = x \sin \theta \) is orthogonal to \( \ell \), and let \( n \) be the unit normal vector for \( \ell \). Then by Fubini’s Theorem and Lemma 6.1,

\[
E[|\text{proj}_\theta \mathcal{R}_n|] = \int_{\mathbb{R}} P(\mathcal{R}_n \cap (\ell + tn) \neq \emptyset) \, dt \leq \sqrt{2} \frac{C_1}{n},
\]

and (2.4) follows by integrating over \( \theta \).

Finally, (2.5) follows directly from (2.4) by Fatou’s lemma.

**Proof of Lemma 6.1.** We label the four dyadic subsquares of a square as in Figure 3.

\[ 
\begin{array}{cc}
3 & 2 \\
0 & 1 \\
\end{array}
\]

**Figure 3.** Labeling subsquares.

This labeling induces a natural addressing scheme for each dyadic square \( B \in \mathcal{G}_k \). The address has length \( k \) and the symbols are from \( \{0, 1, 2, 3\} \); we write it as \( \omega(B) = \{\omega_i(B)\}_{i=1}^k \). Recall that we arrange all dyadic squares in a tree. The construction of the random set is such that at even levels we take all children, but at odd levels we choose for each remaining square
one child, uniformly at random and independently of the choices in other squares. This yields a subtree of the full 4-ary tree, where the nodes at level 2n correspond to the random set \( R_n \).

By symmetry, we may assume that the slope of \( \ell \) is positive.

Fix a small positive constant \( \delta \), to be chosen later. We subdivide \( G_{2n} \) into three types as follows:

(i) Say that \( B \in G_{2n} \) is **Type 1** if

\[
\# \{ i \leq n - 1 : \omega_{2i+1}(B) = 0 \} \geq \delta n.
\]

(ii) Say that \( B \in G_{2n} \) is **Type 2** if it is not Type 1, and

\[
\# \{ i \leq n - 1 : \omega_{2i+1}(B) = 2 \} \geq \delta n.
\]

(iii) All remaining \( B \in G_{2n} \) are said to be **Type 3**.

Consider the events

\[
Z_i = \{ \exists B \subset R_n : B \in \text{Type } i \& B \cap \ell \neq \emptyset \} \quad \text{for } i = 1, 2, 3.
\]

We have

\[
P(\cap Z_i) \leq \sum_{i=1}^{3} P(Z_i).
\]

First we estimate \( P(Z_1) \). We have

\[
E[\# \{ B \subset R_n : B \cap \ell \neq \emptyset \} | Z_1] \leq \frac{E[\# \{ B \subset R_n : B \cap \ell \neq \emptyset \}]}{P(Z_1)}.
\]

Writing

\[
\# \{ B \subset R_n : B \cap \ell \neq \emptyset \} = \sum_{B \subset G_{2n}} 1_{\{ B \subset R_n : B \cap \ell \neq \emptyset \}}
\]

and using that \( P(B \subset R_n) = 4^{-n} \) for any \( B \in G_{2n} \), we obtain by (6.1) that

\[
E \left[ \# \{ B \subset R_n : B \cap \ell \neq \emptyset \} \right] = A_n(\ell) \cdot 4^{-n} \leq 2.
\]

Thus, it remains to estimate the left-hand side of (6.4) from below. Let

\[
\Psi_1 := \{ Q \in G_{2n} : Q \in \text{Type } 1 \& Q \cap \ell \neq \emptyset \}.
\]

Order the squares in \( G_{2n} \) hit by \( \ell \) from left to right and from bottom to top. This is a total order by the assumption on slope of the line \( \ell \). For \( Q \in \Psi_1 \) consider the event

\[
Y_Q = \{ Q \text{ is the first square in } \Psi \text{ hit by } \ell \}.
\]

Then \( Z_1 = \bigcup_{Q \in \Psi_1} Y_Q \) is a disjoint union, and so, for any random variable \( f \),

\[
E[f | Z_1] = \sum_{Q \in \Psi_1} \frac{P(Y_Q)}{P(Z_1)} E[f | Y_Q] \geq \min_{Q \in \Psi_1} E[f | Y_Q].
\]
Fix $Q \in \Psi_1$. We have

$$\mathbb{E} \left[ \# \{ B \subset \mathcal{R}_n : B \cap \ell \neq \emptyset \} \mid Y_Q \right] = \sum_{B \in \mathcal{G}_{2n} : B \cap \ell \neq \emptyset} \mathbb{P}(B \subset \mathcal{R}_n \mid Y_Q).$$  

By the definition of Type 1 squares,

$$\# \{ i \leq n - 1 : \omega_{2i+1}(Q) = 0 \} \geq \delta n.$$  

Fix $i$ such that $\omega_{2i+1}(Q) = 0$, and denote by $\tilde{Q}$ the dyadic square in $\mathcal{G}_{2i}$ having the address $\omega(\tilde{Q}) = \omega_1(Q) \ldots \omega_{2i}(Q)$. The fact that $Q \subset \mathcal{R}_n$ implies that $\tilde{Q}$ was chosen at the $i$th stage of the random construction, i.e., $\tilde{Q} \subset \mathcal{R}_i$. (Note that by definition, $[0,1]^2 \supset \mathcal{R}_1 \supset \cdots \supset \mathcal{R}_n$.) Since the slope of $\ell$ is positive, $\ell$ intersects at least $\frac{1}{2}4^{n-i}$ squares $B \in \mathcal{G}_{2n}$ whose addresses start with $\omega(\tilde{Q})k$, for $k \in \{1, 2, 3\}$ (see Figure 3). For each of these squares we have (using the independence of $Y_Q$ from the random choices involving the descendants of $\omega(\tilde{Q})k$ with $k \in \{1, 2, 3\}$), that

$$\mathbb{P}(B \subset \mathcal{R}_n \mid Y_Q) = \mathbb{P}(B \subset \mathcal{R}_n \mid \tilde{Q} \subset \mathcal{R}_i) = 4^{-i-n}.$$  

Therefore, the sum of $\mathbb{P}(B \subset \mathcal{R}_n \mid Y_Q)$ over the set of squares

$$\mathcal{B}_i = \left\{ B \in \mathcal{G}_{2n} : B \cap \ell \neq \emptyset, \{\omega_j(B)\}_1^{2i} = \{\omega_j(Q)\}_1^{2i}, \omega_{2i+1}(B) \in \{1, 2, 3\} \right\},$$  

is at least $\frac{1}{2}4^{n-i}.4^{-i-n} = \frac{1}{2}$. Notice that the sets $\mathcal{B}_i$ are disjoint for distinct $i$ with $\omega_{2i+1}(Q) = 0$. Thus, the right-hand side of (6.6) is at least $\frac{1}{2}\delta n$, which, together with (6.7), (6.6), (6.5) and (6.4), implies

$$\mathbb{P}(Z_1) \leq \frac{4}{\delta n}. $$  

By symmetry, we obtain

$$\mathbb{P}(Z_2) \leq \frac{4}{\delta n}. $$  

It remains to estimate $\mathbb{P}(Z_3)$. We have

$$\mathbb{P}(Z_3) \leq \mathbb{E} \left[ \# \{ B \subset \mathcal{R}_n : B \in \text{Type 3} & B \cap \ell \neq \emptyset \} \right]$$  

$$= \sum_{B \in \text{Type 3} : B \cap \ell \neq \emptyset} \mathbb{P}(B \subset \mathcal{R}_n)$$  

$$= 4^{-n}\# \{ B \in \text{Type 3} : B \cap \ell \neq \emptyset \}. $$  

Thus, it suffices to bound the number of Type 3 squares hit by $\ell$. Consider the subtree of all dyadic squares that are hit by $\ell$. Since we assumed that $\ell$ does not hit any vertices, it can hit at most three children of a dyadic square that it intersects. For a Type 3 square, at least $n - 2\delta n$ of the digits at odd levels are either 1 or 3, and our assumption that the slope of $\ell$ is positive
guarantees that it cannot intersect both of the children labeled by 1 and 3 of any dyadic square (see Figure 3). Therefore, summing over the number

\[ j = \# \{ i \leq n - 1 : \omega_{2i+1}(B) \in \{0, 2\} \}, \]

we obtain

\[ \# \{ B \in \text{Type 3} : B \cap \ell \neq \emptyset \} \leq \sum_{j \leq 2n} \binom{n}{j} 3^n 2^j \leq C_2 \cdot (1 + \varepsilon(\delta))^n 3^{n+2\delta n}, \]

where \( \varepsilon(\delta) \to 0 \), as \( \delta \to 0 \). Now we can choose \( \delta \) so that \((1+\varepsilon(\delta)) \cdot 3^{1+2\delta} < 3.5\), and, in view of (6.10),

\[ P(Z_3) \leq \text{const} \cdot (7/8)^n. \]

Combining this with (6.8) and (6.9) yields (6.2), and the proof is complete. \( \square \)

7. Concluding remarks and problems.

7.1. More general families of self-similar sets. Theorems 2.1 and 2.3 extend to parametrized families of self-similar sets satisfying the “transversality condition.” The following set-up is taken from [18].

Let \( J \subset \mathbb{R} \) be a closed interval. Consider a one-parameter family of iterated function systems \( \{ S_1^\lambda, \ldots, S_m^\lambda \} \) where \( S_i^\lambda(x) = r_i x + a_i(\lambda) \), with \( r_i \in (0, 1) \) and \( a_i(\lambda) \in C^1(J) \). Let \( \Pi(\lambda, \cdot) : A^\mathbb{N} \to \mathbb{R} \) be the natural projection map associated with the system and let \( \Lambda^\lambda = \Pi(\lambda, A^\mathbb{N}) \). Then \( \{ \Lambda^\lambda \} \) is a family of self-similar sets on the real line. Note that the similarity dimension \( s \) does not depend on \( \lambda \). We denote \( f_{\omega, \tau}(\lambda) = \Pi(\lambda, \omega) - \Pi(\lambda, \tau) \) and say that the transversality condition holds on \( J \) if for any \( \omega, \tau \in A^\mathbb{N} \),

\[ \text{if } \exists \lambda \in J : f_{\omega, \tau}(\lambda) = f'_{\omega, \tau}(\lambda) = 0 \text{ then } \omega = \tau. \]

Define

\[ IP = \{ \lambda \in J : \exists \omega, \tau \in A^\mathbb{N} : f_{\omega, \tau}(\lambda) = 0 \text{ but } \omega \neq \tau \}. \]

**Theorem 7.1.** Suppose that the one-parameter family of iterated function systems defined above satisfies the transversality condition and \( IP = J \).

(i) Assume that \( s = 1 \). Then there exist \( C, a > 0 \) such that

\[ \int_J |\Lambda^\lambda(\rho)| \, d\lambda \leq C \exp[-a \log_\rho(\rho^{-1})] \text{ for all } \rho > 0. \]

(ii) Assume that \( s \leq 1 \). Then \( \mathcal{H}^s(\Lambda^\lambda) = 0 \) for Lebesgue-a.e. \( \lambda \in J \) where \( \phi(t) = t^s \exp[L \log_\rho(t^{-1})] \), with \( L \in (0, \log 2) \).
The proof of this theorem is very similar to the proofs of Theorems 2.1 and 2.3. The only change is in Lemma 3.2, where one needs to use the general form of transversality rather than the special form (4.1) valid for projection families. In [18] it is proved, under the assumptions of Theorem 7.1(ii), that \( \mathcal{H}^s(\Lambda^\lambda) = 0 \) for a.e. \( \lambda \in J \).

**Example.** Let \( \Lambda^\lambda = \{ \sum_{n=0}^{\infty} a_n 4^{-n} : a_n \in \{0, 1, 2, \lambda\} \} \). Then all the assumptions of Theorem 7.1 hold for \( \lambda \in [0, 3] \).

### 7.2. Cantor sets with varying contraction ratios

Let \( D = \{b_1, \ldots, b_m\} \subset \mathbb{R}^2 \) be a digit set. Suppose that \( \delta_n \geq 0 \) and let \( r(n) = m^{-n} \prod_{i=1}^{n} (1 + \delta_i) \) for \( n \geq 1 \).

Define \( \Pi : \mathcal{A}^N \to \mathbb{R}^2 \) by \( \Pi(\omega) = \sum_{n=1}^{\infty} r(n-1) b_{\omega_n} \) and consider the set \( \Lambda = \Pi(\mathcal{A}^*). \) If \( \delta_n = 0 \) for all \( n \), then \( \Lambda \) is self-similar, but we now assume that \( \delta_n > 0 \) and \( \delta_n \downarrow 0 \). Further, suppose that

\[
\min_{i \neq j} |b_i - b_j| \cdot r(1) > \max_{i,j} |b_i - b_j| \cdot \sum_{n=2}^{\infty} r(n).
\]

Then it is easy to see that \( \Pi \) is one-to-one and so \( \Lambda \) is a planar Cantor set. One can show that if the product \( \prod_{i=1}^{\infty} (1 + \delta_i) \) diverges, then the one-dimensional Hausdorff measure of \( \Lambda \) is not \( \sigma \)-finite (this follows, e.g., from applying the results of [20] to the natural measure on \( \Lambda \)). It turns out that if this product diverges sufficiently slowly, then \( \text{Fav}(\Lambda) = 0 \).

(Other deterministic sets of non-\( \sigma \)-finite \( \mathcal{H}^1 \) measure but zero Favard length can be found in [13, 7, 8].)

**Proposition 7.2.** There exists \( c > 0 \) such that if

\[
\prod_{i=1}^{n} (1 + \delta_i) \leq \exp[c \log_* n],
\]

then \( \text{Fav}(\Lambda) = 0 \).

**Sketch of the proof.** The argument closely follows the proof of Theorem 2.3 (in the homogeneous case), so we only give a brief sketch.

Let \( \Pi_\theta = \text{proj}_\theta \circ \Pi \) and \( \Lambda_u^\theta = \Pi_\theta([u]) \) where \([u]\) is the cylinder set corresponding to \( u \in \mathcal{A}^* \). For \( u, v \in \mathcal{A}^* \), with \( |u| = |v| = n \), we say that \( \Lambda_u^\theta \) and \( \Lambda_v^\theta \) are \( \varepsilon \)-relatively close if the Hausdorff distance between these sets is not greater than \( \varepsilon r(n) \). Define \( \Psi((n, k, \varepsilon)) \) as the set of \( \theta \in [0, \pi] \) such that there is no collection of distinct words \( u_1, \ldots, u_k \), with \( |u_j| \leq n \) for \( j \leq k \), such that \( \Lambda_{u_j}^\theta \), \( j \leq k \), are pairwise \( \varepsilon \)-relatively close. The four lemmas in Section 3 and the proof of Theorem 2.3 (specialized to the homogeneous case \( r_i = r \)) go through essentially unchanged, replacing only \( r^n, r^q, \) etc., with \( r(n), r(q), \) etc.
We use \( \phi(t) = t \), so that \( \mathcal{H}^{\phi}(\Lambda^\theta) = 0 \) for a.e. \( \theta \) is equivalent to \( \text{Fav}(\Lambda) = 0 \). Further details are left to the reader.

\[ \square \]

### 7.3. Unsolved problems.

**Question 7.3.** For a one-dimensional self-similar set in the plane, which satisfies strong separation, can the bound (2.3) be strengthened to

\[
\text{Fav}(\Lambda(\rho)) \leq C \left( \log \left( \frac{1}{\rho} \right) \right)^{-1} \quad \text{for all } \rho > 0,
\]

(7.1) for some \( C < \infty \)?

Perhaps a more accessible goal is to improve our estimates for random Cantor sets.

**Question 7.4.** For the random sets \( R_n \) considered in Theorem 2.2, can the upper bound (2.5) be improved to

\[
\limsup_{n \to \infty} n \cdot \text{Fav}(R_n) < \infty \quad \text{a.s.} \quad ?
\]

(7.2)

A more ambitious program would be to relate the decay rate of Favard length of neighborhoods, to other quantitative measures of nonrectifiability. The following question is motivated by Jones’ Traveling Salesman Theorem [6]. Given a compact planar set \( \Lambda \), and \( \epsilon > 0 \), let

\[
\ell(\Lambda, \epsilon) = \sup \mathcal{H}_1^1 \left( \Gamma(\epsilon) \cap \Lambda \right),
\]

where \( \Gamma \) runs over recifiable curves of length 1, and \( \mathcal{H}_1^1 \) denotes one-dimensional Hausdorff content. We can show that the four-corner set \( K^2 \) considered in the introduction satisfies \( \ell(K^2, \epsilon) = O(\log \epsilon^{-1}) \) as \( \epsilon \to 0 \).

**Question 7.5.** Is there a quantitative estimate of \( \text{Fav}(\Lambda(\epsilon)) \) in terms of \( \ell(\Lambda, \epsilon) \)?

In particular, is \( \text{Fav}(\Lambda(\epsilon)) = O(\ell(\Lambda, \epsilon)) \) as \( \epsilon \to 0 \)?
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DETERMINING THE POTENTIAL OF A STURM–LIOUVILLE OPERATOR FROM ITS DIRICHLET AND NEUMANN SPECTRA

Virgil Pierce

In this paper we consider the inverse spectral problem for the Sturm–Liouville Operator on the interval \([0, 1]\). We show that given the Dirichlet and Neumann spectra of such an operator we find a generically uncountable family of potentials with these spectra.

1. Introduction.

We will consider this problem: Given the Dirichlet and Neumann spectra of the Sturm–Liouville Operator

\[- \frac{d^2}{dx^2} + q(x)\]

for a potential \(q\) in \(C^3([0, 1])\), determine \(q\). Instead of finding a unique \(q\) we get a generically uncountable family of potentials that will have the given joint spectra. Borg \([1]\) showed that if the gaps (see Figure 1) are all trivial then the potential \(q(x)\) is 0. Levinson \([11]\) showed that if given the spectra of (1) corresponding to the two sets of boundary conditions,

\[
\begin{align*}
y(0) \cos \alpha + y'(0) \sin \alpha &= 0, \quad y(1) \cos \beta + y'(1) \sin \beta = 0 \\
y(0) \cos \alpha + y'(0) \sin \alpha &= 0, \quad y(1) \cos \gamma + y'(1) \sin \gamma = 0
\end{align*}
\]

with \(\sin(\gamma - \beta) \neq 0\), then \(q(x)\) is uniquely determined. Notice that this theorem does not include the case of Dirichlet (boundary conditions \(y(0) = y(1) = 0\)) and Neumann (boundary conditions of \(y'(0) = y'(1) = 0\)) spectra. Borg \([1]\), Levinson \([11]\), Isaacson, McKeen and Trubowitz \([8]\) among others demonstrated that the spectrum given by one boundary condition does not determine the operator.

The dynamical behavior of solutions to Hill’s Operator (the 1-D Schrödinger or Sturm-Liouville Operator with periodic potential) is determined by the properties of the associated Floquet discriminant function \([12]\). Its and Matveev \([10]\), Gelfand \([5]\), Gelfand and Levitan \([6]\), McKeen \([15]\), Garnett \([4]\), Trubowitz \([17]\), and Buslaev and Faddeev \([2]\) illustrate that for periodic potentials the periodic, anti-periodic, and Dirichlet spectra determine the potential.
We address our stated problem by applying the well understood periodic theory to a periodic extension of \( q \). This approach to the problem was originally suggested by H. McKean [private communication]. To state the theorem we must first introduce some terminology. By \( \{\mu_n\} \) (resp. \( \{\nu_n\} \)) we denote the Dirichlet (resp. Neumann) spectrum of the operator (1). Define an even periodic potential \( Q(x) \) for which \( \{4\mu_n, 4\nu_n\} \) comprise the periodic spectrum of the operator \(-\frac{d^2}{dx^2} + Q(x)\). Let \( \{\lambda_j\} \) denote the joint periodic and anti-periodic spectra of this operator. Note that the periodic spectrum determines the anti-periodic spectrum (see Proposition (6)). The advantage of an even potential is that its periodic and anti-periodic spectra are also its Dirichlet and Neumann spectra.

**Theorem 1 (Main Theorem).** We are given the Dirichlet \( \{\mu_n\} \), and Neumann \( \{\nu_n\} \), eigenvalues of (1) which satisfy the asymptotics

\[
\mu_n, \nu_n = \pi^2 n^2 + O \left( \frac{1}{n^2} \right).
\]

The family of potentials, \( q(x) \), having the same Dirichlet and Neumann eigenvalues is of the form

\[
Q(x) = \lambda_0 + \sum_{n \geq 1} \lambda_{2n-1} + \lambda_{2n} - 2c_n(x),
\]

with \( c_n(x) \) the \( W^{1,2}_{\text{per}}([0,1]) \) (the Sobolev space of differentiable functions with \( L^2([0,1]) \) first derivative) solution of

\[
\begin{align*}
c_{2n}(0) &= 4\mu_n, \\
c_{2n-1}(0) &= \lambda_{4n-3} \quad \text{or} \quad \lambda_{4n-2}
\end{align*}
\]

\[
\frac{dc_n}{dx} = \sqrt{\frac{(c_n - \lambda_{2n-1})(c_n - \lambda_{2n})}{(c_n - \lambda_k)^2}} \prod_{k \neq n} \frac{(c_n - \lambda_{2k-1})(c_n - \lambda_{2k})}{(c_n - \lambda_k)^2}.
\]

In the above theorem we utilize the Trace Formula (4) for potentials \( q \) which are \( C^3 \) on all but a finite number of points. This formula says that such a \( q \) is determined by the periodic, anti-periodic and shifted Dirichlet eigenvalues of the operator \(-\frac{d^2}{dx^2} + q(x)\) [17]. The shifted Dirichlet eigenvalues satisfy a first order ODE (5) and so are themselves determined by the Dirichlet eigenvalues of \( q \).

Therefore the periodic and Dirichlet spectra of the Sturm-Liouville operator with periodic \( Q \) uniquely determine \( Q \). It is at the step of passing from knowing the periodic, and only the half of the Dirichlet spectrum corresponding to periodic eigenvalues of the operator \(-\frac{d^2}{dx^2} + Q(x)\) that we reach an ambiguity when we are given a choice as to the anti-periodic half of the Dirichlet spectrum.
2. Even potentials.

For an arbitrary potential \( q(x) \in L^2_2([0, 1]) \) we form an even periodic potential

\[
Q(x) = \begin{cases} 
4q(2x) & : x \in [0, 1/2] \\
4q(2(1-x)) & : x \in (1/2, 1]
\end{cases}.
\]

(6)

Notice that for \( q(x) \in C^3([0, 1]) \), \( Q(x) \) is \( C^3 \) everywhere except at the point \( 1/2 \) where it is only continuous.

Let \( u(x) \) be a Dirichlet eigenfunction of the operator \(-d^2dx^2 + q(x)\) corresponding to eigenvalue \( \mu_j \). Then

\[
U(x) = \begin{cases} 
u(2x) & : x \in [0, 1/2] \\
-u(2(1-x)) & : x \in (1/2, 1]
\end{cases}
\]

is a Dirichlet eigenfunction of the operator \(-d^2dx^2 + Q(x)\) with eigenvalue \( 4\mu_j \). Likewise if \( v(x) \) is a Neumann eigenfunction with eigenvalue \( \nu_j \) then

\[
V(x) = \begin{cases} 
u(2x) & : x \in [0, 1/2] \\
v(2(1-x)) & : x \in (1/2, 1]
\end{cases}
\]

is a Neumann eigenfunction for the operator \(-d^2dx^2 + Q(x)\) with eigenvalue \( 4\nu_j \).

Both \( U(x) \) and \( V(x) \) are also periodic eigenfunctions of the operator \(-d^2dx^2 + Q(x)\). We conclude that the Dirichlet and Neumann spectra of \(-d^2dx^2 + q(x)\) determine the periodic spectrum of \(-d^2dx^2 + Q(x)\). Using the Counting Lemma (2) and Proposition (4) we see that the Dirichlet and Neumann eigenvalues paired with their respective \( U(x) \) or \( V(x) \) account for only the gaps which are given by the periodic spectrum.

Therefore we reduce the inverse problem to the case of a periodic potential. We use the monodromy matrix,

\[
\begin{pmatrix} y_1(1, \lambda) & y_2(1, \lambda) \\
y_1'(1, \lambda) & y_2'(1, \lambda) \end{pmatrix} = M(\lambda),
\]

(9)

where \( y_1 \) and \( y_2 \) are the two linearly independent fundamental solutions given by \( y_1(0, \lambda) = y_2'(0, \lambda) = 1 \) and \( y_1'(0, \lambda) = y_2(0, \lambda) = 0 \). This matrix describes the behavior of the solutions to Hill’s operator on \( \mathbb{R} \). For example periodic solutions to the differential equation correspond to unit eigenvalues of this matrix. Because of the initial values of \( y_1 \) and \( y_2 \) a Dirichlet eigenvalue \( \mu \) corresponds to \( y_2(1, \mu) = 0 \) and a Neumann eigenvalue \( \eta \) corresponds to \( y_1'(1, \eta) = 0 \).

The periodic and anti-periodic eigenvalues are values of \( \lambda \) for which \( M(\lambda) \) has respectively eigenvalues \( \pm 1 \). In either case Equation (1) has a solution with period 2. \( \Delta(\lambda) \) denotes the trace of \( M(\lambda) \). Periodic (resp. anti-periodic) eigenvalues of \( q(x) \) are roots of \( \Delta - 2 \) (resp. \( \Delta + 2 \)).
Lemma 1. If $Q(x)$ is an even potential and $\lambda_j$ is both a Neumann and Dirichlet eigenvalue then $\Delta(\lambda_j) = \pm 2$ and $\Delta'(\lambda_j) = 0$.

Proof. From the results above, $y_2(1, \lambda_j) = 0$ and $y'_1(1, \lambda_j) = 0$. Therefore $M(\lambda_j)$ is diagonal with determinant 1, so $\Delta(\lambda_j) = \pm 2$. To prove the statement about the derivative of $\Delta$ we will use a formula from [12],

\begin{equation}
\Delta'(\lambda) = (y_1(1, \lambda) - y'_2(1, \lambda)) \int_0^1 y_1(x, \lambda)y_2(x, \lambda)dx \\
- y_2(1, \lambda) \int_0^1 y'_1(x, \lambda)dx + y'_1(1, \lambda) \int_0^1 y'_2(x, \lambda)dx.
\end{equation}

(10)

Now notice that if $y_1(x, \lambda_j)$ is a solution of (1) then so is

\begin{equation}
y_1(1-x, \lambda_j) = y_1(1, \lambda_j)y_1(x, \lambda_j) + y'_1(1, \lambda_j)y_2(x, \lambda_j)
\end{equation}

as $y_1(1-x, \lambda_j)$ will satisfy Equation (1) with $Q(1-x) = Q(x)$. Therefore, since $\lambda_j$ is a Neumann eigenvalue we see that

\begin{equation}
y_1(1-x, \lambda_j) = y_1(1, \lambda_j)y_1(x, \lambda_j).
\end{equation}

(11)

Setting $x = 1$ in the above equation we get $y_1(1, \lambda_j) = \pm 1$. The determinant of the monodromy matrix is 1, and because $\lambda_j$ is a Dirichlet eigenvalue $y_2(1, \lambda_j) = 0$ so

\begin{equation}
y'_2(1, \lambda_j) = \frac{1}{y_1(1, \lambda_j)} = \pm 1.
\end{equation}

(12)

We then substitute into (10)

\begin{equation}
y_2(1, \lambda_j) = y'_1(1, \lambda_j) = 0
\end{equation}

and

\begin{equation}
y_1(1, \lambda_j) = y'_2(1, \lambda_j) = \pm 1
\end{equation}

(13)

to get $\Delta'(\lambda_j) = 0$. \qed

Proposition 1. $\lambda_j$ is a periodic or anti-periodic eigenvalue of an even potential $Q$ if and only if $\lambda_j$ is a Neumann or Dirichlet eigenvalue of $Q$.

Proof. Suppose $\lambda_j$ is a periodic eigenvalue so $\Delta(\lambda_j) = 2$. We must show that $y_2(1, \lambda_j) = 0$ or $y'_1(1, \lambda_j) = 0$. Suppose $\lambda_j$ is not a Neumann eigenvalue for $Q$; that is $y'_1(1, \lambda_j) \neq 0$.

From $\Delta(\lambda_j) = 2$ we see that the monodromy matrix is of the form

\begin{equation}
M(\lambda_j) = \begin{pmatrix}
y_1(1, \lambda_j) & y_2(1, \lambda_j) \\
y'_1(1, \lambda_j) & 2 - y_1(1, \lambda_j)
\end{pmatrix}
\end{equation}

(14)
as $\lambda_j$ is a periodic eigenvalue.

If $Q(x)$ is even then $y_1(1-x, \lambda_j)$ is also a solution of

\begin{equation}
-\frac{d^2y}{dx^2} + (Q(x) - \lambda_j)y = 0.
\end{equation}

(15)
Because \( y_1 \) and \( y_2 \) form a basis for the solutions to this equation we may write \( y_1(1-x) \) as

\[
y_1(1-x, \lambda_j) = y_1(1, \lambda_j)y_1(x, \lambda_j) - \frac{dy_1}{dy_1}(1, \lambda_j)y_2(x, \lambda_j).
\]

By setting \( x = 1 \) in this equation and its derivative we get the following two equations:

\[
\begin{align*}
1 &= y_1(1, \lambda_j)^2 - y_1'(1, \lambda_j)y_2(1, \lambda_j) \\
0 &= y_1(1, \lambda_j)y_1'(1, \lambda_j) - y_1'(1, \lambda_j)y_2'(1, \lambda_j).
\end{align*}
\]

From (14) we have \( y_2'(1, \lambda_j) = 2 - y_1(1, \lambda_j) \) and using this relation in (18) we get the equation

\[
0 = 2y_1'(1, \lambda_j)(y_1(1, \lambda_j) - 1).
\]

By the assumption that \( \lambda_j \) is not a Neumann eigenvalue we conclude that \( y_1(1, \lambda_j) = 1 \). Substituting this into Equation (17) we conclude that \( y_2(1, \lambda_j) = 0 \) and so \( \lambda_j \) is a Dirichlet eigenvalue.

Conversely, suppose that \( \lambda_j \) is a Dirichlet eigenvalue, \( y_2(1, \lambda_j) = 0 \). We must show that \( \Delta(\lambda_j) = \pm 2 \). Since \( \det M(\lambda) = 1 \) we have \( y_2'(1, \lambda_j) = 1/y_1(1, \lambda_j) \). Substituting this into (18) we conclude that either \( y_1'(1, \lambda_j) = 0 \) in which case Lemma (1) completes the proof; otherwise, we get \( y_1(1, \lambda_j) = \pm 1 \), which implies that \( \Delta(\lambda_j) = \pm 2 \).

A similar argument may be made for the Neumann case with the additional feature that, when \( Q \) is an even potential, the lowest Neuman eigenvalue, \( \nu_0 \), is equal to the lowest periodic eigenvalue, \( \lambda_0 \). □

We introduce the picture of gaps and bands associated to \( \Delta(Q, \lambda) \). The bands are the ranges of eigenvalues whose eigenfunctions are bounded (stable) on \( \mathbb{R} \). That is the range of \( \lambda \)'s for which the eigenvalues of the monodromy matrix are complex valued with modulus less than 1. These bands are clearly the intervals over which \( |\Delta(\lambda)| < 2 \). Correspondingly the intervals for which \( |\Delta(\lambda)| > 2 \) are called the gaps. These are intervals for which there exist unbounded (unstable) solutions to (1). Gap intervals may be trivial; i.e., they may collapse to a single point.

Finally we need Theorem 2 from [17].

**Theorem 2** (Trace Formula). Let \( q \in C^3[0,1] \) be a potential with Dirichlet eigenvalues \( \mu_n \) and periodic, anti-periodic eigenvalues \( \lambda_j \). Let \( \mu_n(t), n \geq 1 \), be the unique periodic solution of the system

\[
\frac{d\mu_n}{dt} = \sqrt{\frac{(\mu_n - \lambda_{2n-1})(\mu_n - \lambda_{2n})}{\prod_{k \neq n} (\mu_n - \lambda_{2k-1})(\mu_n - \lambda_{2k})}} \prod_{k \neq n} ^2 (\mu_n - \mu_k),
\]

on the Riemann surface given by the equation

\[
y_n = \sqrt{(\mu_n - \lambda_{2n-1})(\mu_n - \lambda_{2n})},
\]
whose initial values $\mu_n(0) = \mu_n$ the $n^{th}$ Dirichlet eigenvalue and for which the initial velocities are prescribed by choosing the signature of the radical $\sqrt{\Delta^2(\mu_n) - 4}$ such that

$$\sqrt{\Delta(\mu_n)^2 - 4} = 2y_2'(1, \mu_n) - \Delta(\mu_n).$$

Then,

$$q(t) = \lambda_0 + \sum_{n \geq 1} \lambda_{2n-1} + \lambda_{2n} - 2\mu_n(t).$$

The proof in [17] is given for potentials in $C^3_{\text{per}}([0, 1])$. For the purposes of this paper we wish to apply this theorem to the potential $Q(x)$ which is $C^3$ for every point except 0, $\frac{1}{2}$ and 1 where $Q$ is not continuously differentiable. To show that the theorem still holds in this case we will demonstrate that the trace formula is still well-defined.

We have from [16] the estimate

$$\mu_n = n^2 \pi^2 - \int_0^1 \cos(2\pi nx)q(x)dx + O\left(\frac{1}{n^2}\right)$$

for $q(x) \in W^{2,2}([0, 1])$. In fact our $q(x)$ is twice differentiable for all but one point. Below we give an argument for a bound on the $\cos(2\pi nx)$ inner product above. This same technique shows that the $O\left(\frac{1}{n^2}\right)$ term above will

---

**Figure 1.** Gaps and Bands.
remain of the same order. Compute an estimate of the integral above

\( \int_0^1 \cos(2\pi nx) q(x) dx \)

(24)  \[ = q(x) \frac{\sin(2\pi nx)}{2\pi n} \bigg|_0^1 - \int_0^{1/2} q'(x) \frac{\sin(2\pi nx)}{2\pi n} dx - \int_{1/2}^1 q'(x) \frac{\sin(2\pi nx)}{2\pi n} dx. \]

Integrating by parts a second time we get

\( \int_0^1 \cos(2\pi nx) q(x) dx \)

(25)  \[ = q'(x) \frac{\cos(2\pi nx)}{4\pi^2 n^2} \bigg|_0^{1/2} + q'(x) \frac{\cos(2\pi nx)}{4\pi^2 n^2} \bigg|_{1/2}^1 - \int_0^{1/2} q''(x) \frac{\cos(2\pi nx)}{4\pi^2 n^2} dx - \int_{1/2}^1 q''(x) \frac{\cos(2\pi nx)}{4\pi^2 n^2} dx. \]

So we see that \( \mu_n = n^2 \pi^2 + O(1/n^2) \) for the \( Q(x) \) we are concerned with.

There was nothing special about the points where differentiability failed so the shifted Dirichlet eigenvalues will have the same asymptotics as well. The periodic and anti-periodic spectra satisfy the same asymptotics as they are the Dirichlet and Neumann spectra of the even potential. The sum we are concerned with is

\( \sum_{n \geq 1} |\lambda_{2n-1} + \lambda_{2n} - 2\mu_n(t)|. \)

(26)  

By the analysis above each term satisfies the asymptotics \( n^2 \pi^2 + O(1/n^2) \) and so the sum converges absolutely.

**Proposition 2.** If \( \mu_n(0) = \lambda_{2n-1} \) or \( \lambda_{2n} \) for all \( n \) then the function \( q(x) \) determined by (22) is even.

**Proof.** As a consequence of the trace formula it will suffice to show that \( \mu_n(x) = \mu_n(1-x) \). Differentiating this function with respect to \( x \) we get

\( \frac{d}{dx} \mu_n(1-x) \)

(27)  \[ = - \sqrt{(\mu_n - \lambda_{2n-1})(\mu_n - \lambda_{2n}) \prod_{k \neq n} (\mu_n - \lambda_{2k-1})(\mu_n - \lambda_{2k})} \frac{(\mu_n - \lambda_{2k-1})(\mu_n - \lambda_{2k})}{(\mu_n - \mu_k)^2}. \]

From the periodicity of the original solutions the initial conditions which determine \( \mu_n(1-x) \) are the same as the ones for \( \mu_n(x) \) specifically \( \mu_n(0) = \mu_n(1) = \lambda_{2n-1} \) or \( \lambda_{2n} \). There exists a solution of Equation (27) which is
periodic and does not pause at the endpoints of the interval $[\lambda_{2n-1}, \lambda_{2n}]$. However from the ambiguity of the choice of sign this solution must be identical to that of the original equation which is also periodic and does not pause at the endpoints of the interval.

\[ \Box \]

3. Eigenvalues.

The following proposition examines further the relationship between the Dirichlet and Neumann spectra, and the gaps.

**Proposition 3.** Suppose $q$ is a potential on $[0, 1]$ and $[\lambda_{2j-1}, \lambda_{2j}]$ is a gap. In other words $|\Delta(\lambda)| \ge 2$ for all $\lambda$ in $[\lambda_{2j-1}, \lambda_{2j}]$, then there is a $\mu$ and $\eta$ in $[\lambda_{2j-1}, \lambda_{2j}]$ such that $\mu$ is a Dirichlet eigenvalue and $\eta$ is a Neumann eigenvalue.

**Proof.** We will prove this by showing that $y'_1(1, \lambda)$ and $y_2(1, \lambda)$ switch sign from the left of $\lambda_{2j-1}$ to the right of $\lambda_{2j}$.

We follow Magnus and Winkler for this proof [12].

Combining Formula (10) into one integral and shortening notation via $\eta_1 = y_1(1, \lambda_{2j-1})$, $\eta'_1 = y'_1(1, \lambda_{2j-1})$ etc., we get the equation

\[ \Delta' \Big( \lambda_{2j-1} \Big) = \int_0^1 \left( (\eta_1 - \eta'_2) y_1 y_2 - \eta_2 y_1^2 + \eta'_1 y_2^2 \right) \, dx. \]

We also need the formula

\[ \Delta^2 - 4 = \left( \eta_1 + \eta'_2 \right)^2 - 4 \left( \eta_1 \eta'_2 - \eta'_1 \eta_2 \right) = \left( \eta_1 - \eta'_2 \right)^2 + 4 \eta'_1 \eta_2. \]

Note that $\eta'_1 \neq 0$ to the left of $\lambda_{2j-1}$ and to the right of $\lambda_{2j}$, where $|\Delta(\lambda)| < 2$. So by adding and subtracting $(\Delta^2 - 4) \int_0^1 y_1^2 \, dx / 4 \eta'_1$ from (28) we get

\[ \int_0^1 \left( (\eta_1 - \eta'_2) y_1 y_2 - \eta_2 y_1^2 + \eta'_1 y_2^2 \right. \]

\[ + \frac{(\eta_1 - \eta'_2)^2 y_2^2}{4 \eta'_1} + \frac{4 \eta'_1 \eta_2 y_1^2}{4 \eta'_1} - \frac{\Delta^2 - 4}{4 \eta'_1} y_1^2 \right) \, dx \]

\[ = \text{sign} \left( \eta'_1 \right) \int_0^1 \left( \left( \sqrt{|\eta'_1|} y_2 + \frac{\eta_1 - \eta'_2}{2 \sqrt{|\eta'_1|}} \text{sign} (\eta'_1) y_1 \right)^2 - \frac{\Delta^2 - 4}{4 |\eta'_1|} y_1^2 \right) \, dx. \]

As $|\Delta(\lambda)| < 2$ in the regions being considered, the integrand is a positive number. Yet $\Delta'(\lambda)$ switches sign once in $[\lambda_{2j-1}, \lambda_{2j}]$. This implies that $\eta'_1$ switches sign as needed. A similar proof will show that $\eta_2$ also switches sign.

A corollary of Formula (30) is that if $\Delta'(\lambda) = 0$ then $|\Delta(\lambda)| \ge 2$. 

\[ \Box \]

How many Dirichlet and Neumann eigenvalues are in each gap? To answer this question we use the Counting Lemma from Pöschel and Trubowitz [16].

**Lemma 2** (Counting Lemma: Dirichlet Eigenvalues). Let \( q \in L^2_{\mathbb{R}}([0, 1]) \) and let \( N > 2e\|q\| \) be an integer. Then \( y_2(1, \lambda) \) has exactly \( N \) roots, counted with multiplicities, in the open half plane

\[
Re (\lambda) < \left( N + \frac{1}{2} \right)^2 \pi^2
\]

and for each \( n > N \), exactly one simple root in the egg shaped region

\[
|\sqrt{\lambda} - n\pi| < \frac{\pi}{2}.
\]

There are no other roots.

An analogous result is true for Neumann eigenvalues. The necessary tools are available in [16]. For completeness we will state the lemma here:

**Lemma 3** (Counting Lemma: Neumann Eigenvalues). Let \( q \in L^2_{\mathbb{R}}([0, 1]) \) and let \( N > 2e\|q\| \) be an integer. Then \( y'_1(1, \lambda) \) has exactly \( N + 1 \) roots, counted with multiplicities, in the open half plane

\[
Re (\lambda) < \left( N + \frac{1}{2} \right)^2 \pi^2
\]

and for each \( n > N \), exactly one simple root in the egg shaped region

\[
|\sqrt{\lambda} - n\pi| < \frac{\pi}{2}.
\]

There are no other roots.

The “extra” Neumann eigenvalue in the half plane corresponds to the “ground state” of the Neumann problem. For general potentials, this eigenvalue is less than or equal to \( \lambda_0 \), the first periodic eigenvalue; but, when \( q \) is even it is pinned at \( \lambda_0 \).

For the periodic and anti-periodic spectra we shift the potential until it is an even potential, then the Dirichlet and Neumann spectra form the periodic and anti-periodic spectra. Therefore we get the analogous result for the periodic and anti-periodic spectra (the periodic and anti-periodic spectra are invariant under translation of the potential \( q \) and the average value of \( q \) is invariant under translation).

**Proposition 4.** For periodic \( q \in L^2_{\mathbb{R}}([0, 1]) \) there is one and only one Dirichlet eigenvalue within each gap.
Proof. Choose $N$ satisfying the hypothesis of the Counting Lemma. By Proposition 3 there is at least one Dirichlet eigenvalue in each gap. There are $N$ Dirichlet eigenvalues in the region $\Re(\lambda) < (N + \frac{1}{2})^2 \pi^2$. Therefore in the same region there is one and only one Dirichlet eigenvalue within each gap.

With $n > N$ for the intervals $|\sqrt{\lambda} - n\pi| < \frac{\pi}{2}$ there is one gap. Within this same region there is one Dirichlet eigenvalue. In these zones there is one and only one Dirichlet eigenvalue within each gap. □

Proposition 5. For periodic $q \in L^2_\mathbb{R}([0, 1])$ there is one and only one Neumann eigenvalue within each gap. There is one and only one Neumann eigenvalue within the interval $(-\infty, \lambda_0]$.

The proof of this proposition follows the one above.

Proposition 6. $\Delta$ is determined by the periodic eigenvalues of $q$.

Proof. The periodic eigenvalues are the roots of $\Delta - 2$, they are real since they are eigenvalues of a self-adjoint operator. Therefore we have

\begin{equation}
\Delta - 2 = C \left( \prod_{n=1}^{\infty} \frac{(\lambda_{2n-1} - \lambda)(\lambda_{2n} - \lambda)}{n^4 \pi^4} \right) (\lambda - \lambda_0),
\end{equation}

(35) (see [13]) where $\{\lambda_i\}$ are the periodic eigenvalues and $C$ is a constant, provided that this product converges. $C$ is determined by the asymptotic condition on the roots of $\Delta^2 - 4$,

\begin{equation}
\lambda_{2n-1}, \lambda_{2n} = n^2 \pi^2 + \int_0^1 q(x)dx + O(n^{-2})
\end{equation}

(36) for $q \in C^3([0, 1])$. Without loss of generality we may take $\int_0^1 q(x)dx = 0$.

We first show that the product converges uniformly. From Markushevich ([13]) we have that $\prod_{i=1}^{\infty} (1 - \frac{\lambda}{\lambda_i})$ converges uniformly if and only if $\sum_{i=1}^{\infty} \lambda_i$ is uniformly convergent.

Choose $N$ such that $|\lambda_{2n-1} - n^2 \pi^2| < \delta$ and $|\lambda_{2n} - n^2 \pi^2| < \delta$ for all $n > N$ and that

\begin{equation}
\sum_{i=N+1}^{\infty} \frac{1}{i^2 \pi^2} < \frac{\delta}{4}.
\end{equation}

(37) Consider

\begin{equation}
\sum_{i=1}^{\infty} \frac{1}{\lambda_i} = |\lambda| \sum_{i=1}^{\infty} \frac{1}{\lambda_i} = |\lambda| \left( \sum_{j=1}^{\infty} \frac{1}{\lambda_{2j-1}} + \sum_{j=1}^{\infty} \frac{1}{\lambda_{2j}} \right).
\end{equation}

(38)
We examine the tail of this series,
\[
\sum_{i=N+1}^{\infty} \left| \frac{1}{\lambda_{2i-1}} \right| + \sum_{i=N+1}^{\infty} \left| \frac{1}{\lambda_{2i}} \right| \leq \sum_{i=N+1}^{\infty} \frac{2}{i^2 \pi^2 - \delta} \leq 4 \sum_{i=N+1}^{\infty} \frac{1}{i^2 \pi^2}.
\]
Which is the estimate we need.

Finally to combine this with our problem we have the infinite product
\[
\prod_{i=1}^{\infty} \frac{\lambda_{2n-1} \lambda_{2n}}{n^4 \pi^4} \left(1 - \frac{\lambda}{\lambda_{2n}}\right) \left(1 - \frac{\lambda}{\lambda_{2n-1}}\right).
\]

The term we have factored out of each part of the product is a constant in \( \lambda \) and therefore our conclusion is that the original product converges uniformly. \( \Box \)

This proposition says that \( \Delta \) is determined by the periodic spectrum.

5. Proof of the main theorem.

If we are given the Dirichlet and Neumann spectra with appropriate asymptotic conditions for an \( C^3([0,1]) \) potential \( q \) on \([0,1]\) we begin the solution of the inverse problem by first extending \( q \) to an even potential \( Q(x) \) on \([0,1]\). \( Q(x) \) is \( C^3([0,1]) \) at all but one point. As described in Section 1 the Dirichlet and Neumann spectra, \( \{\mu_n, \nu_n\} \) give the periodic spectrum, \( \{4\mu_n, 4\nu_n, 4\nu_0\} \), of the operator with potential \( Q(x) \). The eigenvalue \( 4\nu_0 \) is the first periodic eigenvalue of the operator with potential \( Q(x) \). The corresponding eigenfunctions remain Dirichlet and Neumann eigenfunctions.

For an even potential we have shown that for each pair of endpoints of a gap one is Dirichlet and the other is Neumann. We have also shown that these are all of the Dirichlet and Neumann spectra. The endpoints of a gap are either a pair of periodic or of anti-periodic eigenvalues of \( Q \). Therefore the Dirichlet and Neumann eigenvalues of \( -\frac{d^2}{dx^2} + q(x) \) give the periodic half of the Dirichlet and Neumann spectra.

This periodic spectrum, \( \{4\mu_n, 4\nu_n, 4\nu_0\} \) determines \( \Delta(\lambda) \) by Proposition (6). From \( \Delta(\lambda) \) we find the anti-periodic spectrum as the roots of \( \Delta(\lambda) + 2 \). For each pair of anti-periodic eigenvalues one must be Dirichlet and the other Neumann by Propositions (4) and (1). The choice we make as to which anti-periodic eigenvalue of a given pair are to be a Dirichlet eigenvalue is where the ambiguity in the problem arises. That is we do not get a determined Dirichlet spectrum; potentially, one half of the spectrum is known only up to a sequence of pairs from which it may be chosen.

The Dirichlet spectrum once chosen specifies the initial conditions for the ODEs found previously (20). The solutions to these ODEs and the periodic and anti-periodic spectrum are inserted into the trace formula (22) giving an expression for \( Q(x) \). An admissible \( q(x) \) for the stated inverse problem is
the first half of $Q(x)$ appropriately scaled to be a function on $[0, 1]$, explicitly $q(x) = \frac{1}{4}Q(\frac{1}{2}x) \ x \in [0, 1]$.

What Dirichlet and Neumann spectra would lead to only a finite number of possibilities for $q(x)$ determined by the method discussed above? One interesting method used to address this question utilizes theta functions and other tools from algebraic geometry, constructing $q(x)$ as a ratio of theta functions ([10] and [7]). Hochstadt (7) showed that if the gaps (see Figure 1) are all trivial then the potential $q(x)$ is 0. Hochstadt went on to show that if only one of the gaps does not vanish then $q(x)$ is an elliptic function. He finished with a proof that if only a finite number of the instability intervals were nontrivial then $q(x)$ is a $C^\infty$ function. In these cases there are only finitely many $q(x)$ solving the inverse problem.
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