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Given a complex manifold M endowed with a hermitian
metric g and supporting a smooth probability measure pu,
there is a naturally associated Dirichlet form operator A on
L?(p). If b is a function in L2(u) there is a naturally asso-
ciated Hankel operator H}, defined in holomorphic function
spaces over M. We establish a relation between hypercon-
tractivity properties of the semigroup e~ *4 and boundedness,
compactness and trace ideal properties of the Hankel opera-
tor H,. Moreover there is a natural algebra R of holomor-
phic functions on M, analogous to the algebra of holomorphic
polynomials on C™, and which is determined by the spectral
subspaces of A. We explore the relation between the algebra
R and the Hilbert-Schmidt character of the Hankel operator
H,. We also show that the reproducing kernel is very well
related to the operator A.

1. Introduction.

Let M be a complex manifold of finite complex dimension d and let p be a
probability measure on M having a continuous, strictly positive density in
each coordinate chart. The set of holomorphic functions on M which are
square integrable with respect to p is then a Hilbert space, which we denote
by HL?(u). By a Hankel form on HL?(p) we mean a jointly continuous
bilinear form I' : HL?(u) x HL?(u) — C such that

(11) F(fvg) :F(fgvl) for all f7g€Ra

where R is some dense subspace of HL?(u) for which fg € HL?(u) whenever
f and g are in R. This allows (1.1) to make sense. To this end we will use for
R a naturally arising algebra of functions containing the constants. Since
f + T(f,1) is a continuous linear functional on HL?(u) there is a unique
element b € HL?(p) such that I'(f,1) = [,,bfdu. Then (1.1) implies

(1.2) I'(f,g9) = /M bfgdyu for all f,g € R.

By continuity this representation determines the given Hankel form I' uni-
quely on HL?(j).
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Any measurable function b on M which determines a Hankel form by (1.2)
will be called a symbol of I. Notice that when b € L?(u) is a symbol of a
Hankel form I', and P : L?(u) — HL?(p) is the orthogonal projection, then
Pb is the unique symbol of T" in HL?(x). The Hankel form determined by b
as in (1.2) will be denoted T'.

We will write (f,g) = [,; fgdp for the inner product on L?(p). With
each Hankel form I' there is associated (by the Riesz-Lemma) a unique,
anti-linear, continuous Hankel operator H : HL*(n) — HL?(p) satisfying

(1.3) T(f.g) = (f. Hg) = /M fHgdu, ¥f.g € HL* ().

When I' = I’y we write H = Hp, and call b a symbol for H. Among the
classical questions concerning bilinear forms such as (1.2) is the relation
between properties of b and continuity properties of ', as well as trace ideal
properties of the associated operator Hj. These are some of the questions
we will address in this paper.

Remark 1.1. The traditional concepts of Hankel matrices and Hankel op-
erators on the Hardy space [Pa, Pol, Po2, Zh] have been generalized in
various directions [P, Rol, JPR, Ja2, HR]. Our notion of Hankel forms
and (small) Hankel operators essentially coincides with the one in [JPR];
one only has to replace their domain Q € C¢ by M. For the distinction be-
tween small and big Hankel operators see, e.g., [Ja2, Zh], and for the choice
of linear or anti-linear Hankel operators see [P, JPR]. Relations between
Hankel operators and other fields are discussed in [Pol, PK, Pe2, Pe3, Pa].

In this paper we are going to assume that M is endowed with a Hermitian
metric g in addition to a smooth probability measure p. There is naturally
associated to g and p a Dirichlet form operator V*V on C°°(M) which is
defined by
(1.4)

(VY f,) = /Mg<Vf<z>,w<z>>du<z>, f e C=(M), ¥ € C(M).

Moreover, there is always at least one nonnegative self-adjoint version of
the differential operator V*V in L?(u). Denote by A such a self-adjoint
version. The central theme of this work is to relate properties of the Hankel
operator Hj to properties of the Dirichlet form operator A. In the classical
Bergman setting, [Zh], properties of Hj such as boundedness, compactness,
etc., are determined by properties of the derivative b’. In our setting we will
use the operator A to define regularity of b. We will need to know that A
is “strong” enough to convert regularity into LP? bounds. To this end we
will assume, in the key theorems, that the quadratic form of A satisfies a
logarithmic Sobolev inequality, cf. (2.21), and we will exploit the resulting
hypercontractivity of the semigroup e 4.
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In Section 4 we will give sufficient conditions on a symbol b which ensure
that the Hankel operator Hy is respectively bounded or compact or in some
Schatten class. The hypercontractivity of the semigroup e~ *4 in an appro-
priate scale of holomorphic function spaces will play a central role. We will
give in Section 3 five classes of examples to which our theory is applicable
in some form, including Gaussian and non-Gaussian measures on C?, the
weighted Bergman spaces over the unit disk, a general class of measures on
C — {0} and a class of measures on the Riemann surface for 2/,

In [JPR] the authors asked, with a view toward extending their results
to complex manifolds, whether there is a generalization for the algebra of
polynomials in C?. It happens that when (M, g) is complete and a logarith-
mic Sobolev inequality holds, the union of the finite spectral subspaces of
Alpr2(y forms an algebra, R, imitating well the algebra of polynomials in
several complex variables. Even when M is not complete there is sometimes
an algebra R determined by A in a similarly intrinsic manner. This is the
case, for example, for the Riemann surface for z1/". We will see in Sections 4
and 5 that the natural algebra R is a good analog for the polynomials on
C%. This, in combination with the strong hypercontractivity of the semi-
group e~ 4, offers a promising approach to the study of Hankel operators
over complex manifolds. We will frequently compare our results to those in
[JPR], which is the definitive work on extensions of the concept of Hankel
operator to Gaussian spaces.

Section 5 presents some computable examples showing that some of the
sufficient conditions in Section 4 are best possible of the given form and
some are not. The algebra R, which we will refer to as the spectral algebra,
is especially useful for computing Hilbert-Schmidt norms. The triangular
structure, (hp4m), of the classical Hankel forms shows up in this context.
As we will see, the spectral algebra yields a natural orthogonal decomposi-
tion of any Hilbert-Schmidt Hankel operator Hj into finite rank operators.
This can sometimes be used to characterize completely those holomorphic
symbols b corresponding to Hilbert-Schmidt Hankel operators. We illus-
trate this by Gauss measure on C%, the weighted Bergman space, the space
HL?(C, (2ra?) e~ ?l/2dzdy) and a space of holomorphic functions over the
n-sheeted Riemann surface for 22/, It will be shown how very far from nec-
essary our sufficient conditions of Section 4 are when applied to the weighted
Bergman spaces. It seems possible that our techniques will extend to these
spaces with the help of some stronger form of hypercontractivity of the as-
sociated semigroup. See e.g., [GR]. But we have not explored this.

In Section 6 we will see that the reproducing kernel K, relates extremely
well to the semigroup e *4. Under simple conditions on A we will deduce
strong regularity and size properties of K.
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2. Preliminaries: Dirichlet forms in holomorphic function spaces.

In this section we will establish notation and at the same time review some
background that is not standard in the literature on Hankel operators. In
particular the connection between a logarithmic Sobolev inequality for a
Dirichlet form and hypercontractivity of the associated semigroup will be
surveyed and some elementary calculus over complex manifolds will be re-
viewed.

We denote by M an n dimensional (real) manifold with Riemannian met-
ric g. Let u be a probability measure on M which, in each coordinate chart
(U,x1,...,xy,) is given by a smooth density p:

(2.1) du(x) = p(z)dzy .. .dx, in U.

There is naturally associated to the triple (M, g, 1) the sesquilinear form

22) Quif.) = [ a(VF@). Va@)dnta) e C¥(M), ¥ e M.
This gives rise to a second order differential operator
V*V:C®(M) — C®(M)
which is defined by the equations
(23)  (V'V[f )2y =Qo(f,¥) feCP(M), ¢eCF(M).

In these equations the bilinear form g on the tangent space T, (M) is, as
usual, extended in a complex bilinear manner to the complexification C ®
T, (M).

Example 2.1 (Gauss measure on R"). Let
(2.4) pa(z) = (2ma) M2 1P g e R g > 0.

Choose for g the standard metric on R™. Then an integration by parts gives

Qu(f.0) = [ 3(05/02;)(@%/0, (o) do
j=1

—— [ 3 0ula) (0/02) )0 /0 B w)pa ()
for f € C*°(R"™) and ¢ € C°(R™). Comparison with (2.3) yields
(2.5) (V'V)(x) = =Af(z) +a (@, V f(2))rn
which is the Ornstein-Uhlenbeck operator over R".

In general, in a local chart, cf. (2.1), one can compute V*V f explic-
itly by choosing ¢ € C2°(M) with support in U. If one defines g;i(x) =
9(0/0x;,0/0z)) and writes g7¥(z) for the entries of the inverse matrix then
a straightforward integration by parts as in the Gaussian example gives
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VIV (@) = () S0 (0/02)[p(e)g (2)0f () /0] Tor x € U We
will not have occasion to use this explicit expression. But this expression
makes clear that (2.3) always defines V*V as a second order differential
operator on C*°(M).

We will choose a self-adjoint version of V*V as follows. Denote by Q the
closed quadratic (Dirichlet) form in L?(u) with C°(M) as a core and which
is given by

(2.6) Q) = /MQWf(z),Vf(z))du(z), f e,

There is a unique, nonnegative self-adjoint operator A in L?(u) such that
the domain of @), D(Q), is exactly the domain of A3 and

(2.7) Q(f) = lAZf3, Vf e D@Q).

Here and in the following || - ||, denotes the norm in LP(yx). Dirichlet forms
over manifolds were investigated e.g., in [AHS] and [Ful]. See e.g., [Ka]
and [Dal] for general background on Dirichlet forms and their associated
self-adjoint operators.

Comparing (2.3) with the polarized version of (2.7) one sees that (V*V f,
Yy = (Af,¢) for f and ¢ in C(M). So Af = V*Vf for fin C*(M). A
is thus a self-adjoint extension of V*V|CS°(M).

If M is not complete then the choice of C°(M) as a core for () corre-
sponds to the choice of Dirichlet boundary conditions for A. We will limit
our discussions here to this case. But the use of non-Dirichlet boundary
conditions is needed for the weighted Bergman spaces. This is discussed in
Examples 3.11 and 3.12 and in more detail in [G4].

By the spectral theorem the operators e *4 are contraction operators in
L?(p) for t > 0 because A is nonnegative. But in addition, because A is ob-
tained from a Dirichlet form, the operators e *4 are also contractions in LP
for all p € [1,00]. Le., |le”* f|l, < || f|lp for f € L? N L% Among the many
good books [BH, Dal, Da2, Ful, Fu2, Ka, MR, RS] discussing the rela-
tion between a Dirichlet form and the associated semigroup the expositions
in [Dal, Da2, Ful] are closest to our needs.

Suppose now that M is actually a complex manifold and that the metric
g is Hermitian. (See below for a discussion of this property.) Although the
space HL? of holomorphic L? functions is always a closed subspace of L?,
the triple (M, g, 1) picks out a (possibly) smaller closed subspace of HL? as
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follows. Let H denote the space of all holomorphic functions on M. Define

(2.8) H? := closure of H N D(Q) in L*(p),
(2.9) HP :=H?>NLP for2 < p< oo,
(2.10) HP := closure of H? in LP(u) for 0 < p < 2.

Here and elsewhere, for 0 < p < 1, we use the metric d(f,g) = || f — g||b on
LP to define closure.

Very often one has simply H2 = HL?. But a very interesting deviation
from this occurs when M is the n sheeted Riemann surface for z'/" (cf. Ex-
ample 3.4). Most of our results in holomorphic function spaces take place
in the spaces HP. We will need to know that the operators e *4 leave these
spaces invariant. To this end we will need to impose some further conditions
on the triple (M, g, ). Let us return to the sesquilinear form @ given in
(2.2) and recompute V*V f in complex coordinates when f is a holomorphic
function. We will show that V*V : H — C°°(M) reduces to a first order
differential operator as a consequence of the Cauchy-Riemann equations.

Let z; = z;+1iy;, for j = 1,...,m be complex coordinates in an open set U
of M. So M has real dimension 2m. For each point z € M the tangent space
T (M) is spanned by the basis {0/0z;,0/9y;}7L,. Define a linear operator
J : T, — T, by JO/0x; = 0/0y; and JO/0y; = —0/0xj,j = 1,...,m.
(It is simple to check that J does not depend on the choice of complex
coordinates at x.) By definition the Riemannian metric ¢ is Hermitian if
gz (Jv, Jw) = gz(v,w) for all v,w € T, and all z € U. For example if M = C
with complex coordinate z = = + iy then to say that ¢ is Hermitian means
that g.(-,-) is invariant under 90 degree rotations in the tangent plane at
z and consequently is just a (z dependent) multiple of the standard inner
product on R?.

It is usually simpler to make computations in terms of the dual metric
hy(+,+) on TX(M). Tt is straighforward to verify that the adjoint J' on T
satisfies J'dx; = —dy; and J'dy; = dx; for all j. Moreover the invariance
of g under J reflects itself in the invariance of h under J' : hy(J'a, J'3) =
hz(a, B) for all @ and 3 in TF. The reader can easily deduce from these iden-
tities that hy(dxj, dzg) = he(dyj, dyx) and that hy(dz;, dyg)+he(dyj, dog) =
0. Passing now to the complexified cotangent space C ® T}, we put, as is
customary, dz; = dx; + idy; and dz; = dx; — idy; and we also extend h,
complex bilinearly (not sesquilinearly). The last identities then yield

(2.11) ha(dzj, dz) = he(dZj,dZz) =0, j,k=1,...,m

and hy(dzj,dz;) = 2hy(dz;, dx;) = 2he(dy;, dy;).

Now ¢(Vf, V) = h(df,d) where df (z) and di(x) are to be interpreted
as elements of C&® T (M). Defining, as is customary, 9/0z; = (1/2)(0/0x;—
i0/0y;) and 0/0z; = (1/2)(0/0x; + i0/0y;) (interpreted as elements of
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C ® T, (M) for each point x in the chart U), one can verify easily that in U

one has
m

df =) [(0f /0s)dz; + (Of 0y;)dy;) = Z [(0f)0z)dz; + (8f |0%Z;)dz]
J=1 =1
for any function f in C*°(M). If f is holomorph1c in U then 0f/0z; =0
for 5 = 1,...,m by the Cauchy-Riemann equations. Thus if f € H and
¥ € C°(M) with support in U then one has simply

m m
(2.12) h(df,dp) =h [ > (0f/0z;)dz;, Y (00/0Z)dZ | in U,

7=1 k=1
all other terms being zero by (2.11). The identity (2.12) allows one to make
efficient use of the fact that f is holomorphic. Let hji(z) = hy(dz;, dzy).
Then, if f is in H and ¢ € C(M) with support in U, (2.12) and an
integration by parts gives

(213) Qv 2 / B (@)(0F /923) (0 0% plw)da

:—Z / 10/ (hyi(2)p(2)0 1 92| () da.

Since (0/0%zk)(0f/0z;) = 0 Equatlons (2.3) and (2.13) show that
(214) VVf == p(e)" [(0/07) {hji(x)p(x) (OF /0z)) for | € M.

gk
Although the right side of (2.14) is coordinate dependent the left side is not.
Consequently one can assert that there is a complex vector field Z on M
such that for any function f € C'*

(2.15) V'V =Zf

in any open set in which f is holomorphic. Moreover Z is unique under
the condition that it be of type (1,0) (i.e., a linear combination of the 9/0z;
only). In our local chart the coefficients of 0/0z; can be read off from (2.14).
Thus (2.15) defines a unique complex vector field of type (1,0).

The following definition and properties are taken from [G3, G4] to which
we refer the reader for further details.

Definition 2.2. (M, g, p) is holomorphic if for any function f € C°°(M)
V*V f is holomorphic in any open set in which f is holomorphic. In this
case we also say that V*V is holomorphic.

A complex vector field Z of type (1,0) is called holomorphic if in each co-
ordinate chart Z = 37", a;(2)0/0z; for some holomorphic functions a;(2).
One can see from (2.14) that (M, g, u) is holomorphic if and only if the
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coefficient of 0f/0z; is holomorphic for each j and for every chart. Thus
(M, g, p) is holomorphic if and only if the vector field Z of type (1,0) defined
by (2.15), (equivalently by (2.14) in local charts), is holomorphic.

Any complex vector field Z on M can be written in the form

(2.16) 7= (X~ V)
for some unique real vector fields X and Y. Henceforth, defining Z to be
the unique vector field of type (1,0) given by (2.15), we will always assume
that the flow of the vector field Y, determined by (2.16), exists for all time,
i.e., that Y is complete. We will also assume that the flow of Y preserves
the metric g, i.e., that Y is Killing. This holds automatically when Z is
holomorphic and (M, g) is Kahlerian (cf. [G3, Theorem 2.10]). In all of our
examples the flow e X will exist for all ¢ > 0. In that case we say that X
is one sided complete.

The following terminology summarizes the conditions on (M, g, ;1) which
will be needed almost everywhere in this paper.

Notation 2.3 (Standard Conditions). In the following we will say that
(M, g, ) satisfies standard conditions if V*V is holomorphic, Y is com-
plete and Killing and X is one sided complete. Standard Conditions will be
assumed to hold throughout this paper.

If the flow e *X also exists for all real t we will say that X is two sided
complete. This will occasionally be listed as an explicit assumption. Stan-
dard Conditions hold in all of our examples. But two sided completeness
only holds in some of them.

Example 2.4 (Gauss measure on C™). Choose a > 0 and let 7, be the
Gauss measure on C™ = R?™ given by the density (2.4). Thus p,(z) =
(2ra)~me~17"/22_ Let g be the standard metric again on R2™. Then we have
hjk(z)= h(dz;,dzy) =26;) in Equation (2.14). Since pq(2)~1(9/0%;)pa(2) =
—(2a)712; we see that (2.15) holds with

(2.17) Zf(z)=a"') z0f/0z, feMH

j=1

Since the coefficient of 0f/0z; is holomorphic Z is a holomorphic vector
field. To reiterate: Z = a~! > je12j0/0z5. So V*V is holomorphic for
Gauss measure on C™ and the standard metric. The vector fields X and
Y can be computed directly from (2.17). Using (2.16) and the identity
(x+iy)(1/2)(0/0x—id/dy) = (1/2)(x0/0x+yd/dy)+(i/2)(y0/Ox—x0/y)
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we see that

(2.18)
m m

X =a""y (2;0/0x; +y;0/dy;) and Y =a"')y (2;0/y; - y;0/0z;).
j=1 j=1

X is clearly the vector field which generates dilations: e *Xz = e t/az

for z € C™ and all t € R. Y generates rotations: e Yz = e~/%z. Since

rotations preserve the standard metric Y is Killing. Y is clearly complete and
X is two sided complete. Thus Gauss measure together with the standard
metric satisfies the Standard Conditions of Notation 2.3. Finally we note
for later use that the logarithmic Sobolev inequality (2.21) below is also
satisfied with ¢ = @ and 3 = 0. For a proof see e.g., [G1] or [G2].

The distinction between one sided completeness of X and two sided com-
pleteness can be understood by contrasting the previous example with the
weighted Bergman spaces over the unit disc (Example 3.12). We will see
that the vector field Z for the weighted Bergman spaces have the same form
as in (2.17), Z = a~'zd/dz, for |z| < 1. Consequently e=*Xz = e~/ just
as in the Gaussian case. But for a finite negative time e */%2 leaves the unit
disc if z # 0. Therefore X is only one sided complete for these spaces.

Remark 2.5 (Relation of H? to HLP). If V*V is holomorphic, Y is com-
plete and Killing, and (M, g) is complete then H2? = HL?*(u) by Theo-
rem 2.14 of [G3]. Consequently H? = HLP for 2 < p < oo by (2.9). If
(M, g) is not complete then it can happen that H? is properly contained in
HL?(u). This is the case for example if M is the double sheeted Riemann
surface for \/z, g is the standard metric and p is the Gauss measure on C
pulled up to M with half the density on each sheet. In this example H? is
of codimension one in HL?(x). The discrepancy between H? and HL?(p)
reflects the singularity of M at the origin. It is important to note that all
the requirements on (M, g, 1) that we will need in this paper are satisfied in
this example. So the event H? # HL? should not be regarded as pathology.
See Examples 3.4 and 3.5 for further details. In the Gaussian case (Exam-
ple 2.4) the spaces HP can be identified explicitly. One has HP = HLP for
0 <p < oo. See [G3, p. 197] for a proof.

Remark 2.6 (Multiplicativity of e *4). If the triple (M, g, 1) satisfies the
Standard Conditions introduced in Notation 2.3 then the semigroup e 4
leaves each space H? invariant as does also the group of operators ¢4 for s
real, [G3, Theorem 2.11]. Equation (2.15) shows that V*V reduces to a first
order differential operator on H. This is reflected in the following identity
for the semigroups generated by A and i A.

(2.19)

(e AN () = f(eT™e™Y2) for feHP,t>0,5€R,pe (0,00).
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(See [G3] for proofs. Although (2.19) is stated in [G3] for f € H? it follows
for f € HP by restriction, for p > 2 and by continuity, for 0 < p < 2.) Of
particular significance for us will be the identity (2.19) when s = 0. If f, h,
and fh are in H? then (2.19) yields the multiplicative identity

(2.20) e (fh) = (e7f)(en) for all t >0,

which lies at the heart of our technique for studying Hankel operators. In
addition, under our Standard Conditions, the group e**4 is isometric in all
of the spaces HP, for 0 < p < oo, while the semigroup e *4 is a contraction
in all of these spaces.

Notation 2.7 (Logarithmic Sobolev inequality). As already noted in the
Introduction, we will define regularity of a Hankel symbol b with the help
of the operator A. In order for regularity to relate well to LP properties of
functions we will assume, in some of our theorems on boundedness of Hankel
operators, that A is “strong” in the sense that its quadratic form () satisfies
the following logarithmic Sobolev inequality.

(2.21) /M f(2)[Plog|f (2)|du < cQ(F)+BIFI5+If1310g || fll2, V. € D(Q),
for some ¢ > 0 and § > 0.

Our proof of the boundedness of Hankel operators will be based on the
following strong hypercontractivity inequalities. A proof of the following
theorem may be found in [G3].

Theorem 2.8 (Strong hypercontractivity, [G3]). If, in addition to the
Standard Conditions of Notation 2.3, the logarithmic Sobolev inequality
(2.21) holds then, for 0 < p < q < oo,

(2.22) le A flla < M(p,@)||fllne  for f € HP and t > t;(p,q),
where
_¢ q
(2.23) ti(p,q) = 5 108 <p> ,
and
(2.24) M(p,q) =exp[2B(p~" — ¢ ).

Notation 2.9 (The Spectral Algebra). Assume that Standard Conditions
hold. Consider the restriction of A to the invariant subspace H2. For a > 0
let R, be the spectral subspace of Alx2 for the interval [0, a]. Define

(2.25) R:= |J Ra
0<a<oo

By the spectral theorem R is dense in H?. It often happens that R is closed
under pointwise multiplication and is therefore an algebra in the pointwise
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product. In this case we will refer to R as the spectral algebra of (M, g, 11).
Clearly this algebra is functorially associated to the triple (M, g, ) when
Standard Conditions hold.

There are circumstances in which R is automatically closed under point-
wise multiplication. For example when the logarithmic Sobolev inequality
(2.21) holds and H? = HL? then R is an algebra, [G3, Theorem 2.17].
Moreover H? = HL? whenever (M,g) is complete, [G3, Theorem 2.14].
Even if H? # HL?(u) it can happen that R is closed under multiplication.
This is the case for the Riemann surface of Example 3.4. In fact we have no
example in which the logarithmic Sobolev inequality (2.21) holds and R is
not an algebra. In the classical case of Gauss measure on C? the algebra R
consists exactly of the holomorphic polynomials. The only examples known
to us in which R fails to be closed under multiplication are those, such as
Example 3.18 below, for which p fails to have finite moments of all orders.

All of our results on Hankel operators, i.e., Sections 4 and 5, will require
that R be an algebra in the pointwise product. The reason for this is that
we will have to use the identity (2.20) in a fundamental way in the proof
of our main theorem, Theorem 4.2. So we will need to know that fh € H?
when f and h are in some dense subspace of H? (such as R). The structure
of the spectral algebra will be described in Section 5.

Overview 2.10. All results in this paper will depend on one or more of the
following assumptions:

(a) Standard Conditions hold. (See Notation 2.3.) This will be assumed
throughout the paper.

(b) R is an algebra under pointwise multiplication. (See Notation 2.9.)
This will be assumed whenever we are dealing with Hankel operators.
For example it is not needed in Section 6 where we discuss only the
reproducing kernel.

(c) The logarithmic Sobolev inequality (2.21) holds. This will be assumed
when necessary.

3. Examples.

This section is devoted to describing examples. All the examples in this sec-
tion and paper will satisfy Standard Conditions. All will have the property
that R is an algebra, with the exception of the pathological Example 3.18.
The logarithmic Sobolev inequality (2.21) will be proven in some of the ex-
amples. Section 4, which contains the main results of this paper, may be
read independently of this section.

Example 3.1 (Non-Gaussian measures on C™). We will construct a class
of non-Gaussian examples on C™ which satisfy our standard conditions as
well as the logarithmic Sobolev inequality (2.21) and for which R is an
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algebra. In order for a triple (M, g, 1) to be holomorphic the metric g and
measure y must be related in such a way that the vector field Z in Equation
(2.15) is holomorphic. This imposes a tight relation between g and u. If
M = C™ and p is not simply a Gaussian measure then the metric ¢ must
deviate from the standard one. In [G3, Section 5] a class of non-Gaussian
measures i and corresponding metrics ¢ is described such that (C™, g, u)
satisfies our standard conditions, X is two-sided complete, (2.21) holds and
R is an algebra. We will describe this class of examples here and at the same
time extend the class. All of the theorems of this paper will be applicable to
these classes of examples (with the likely exception of Corollary 4.18, which
deals with Hankel operators into H?, q # 2).

Let M = C™. Denote by x1,...,x2, the standard linear coordinates on
C™ = R?" with 2z, = @or_1 + 2ok, k = 1,2,...,m. Let o be a strictly
positive function in C*°(R?™). Define a metric on R?™ by

(3.1) 92(0/0x5,0/0x) = bj1/0(x).

Then ¢ is a Hermitian metric as one can see from the definition preceding
(2.11). The dual metric is

hy(dxj, dxy) = dp0(x) 4, k=1,...,2m.

g extends complex bilinearly to C ®g T'(R?™) and the complex bilinear ex-
tension of the dual metric satisfies

(3.2) hy(dzy,dzZs) = 26,s0(x).

We will take for p a probability measure on R?™ with an infinitely differ-
entiable positive density. Thus we put

(3.3) d(x) = p(a)da,

where do = dzy...dxs, and p is a strictly positive function in C°°(R?™)
with integral equal to one. It will be convenient to express the Dirichlet
form for (C™, g, p) in terms of p and w, where

(3.4) w(z) = o(z)p(x) x € R™™.

The local coordinates used in (2.14) may now be taken to be the global
coordinates on R?*™ (with xor_1 replaced by zj and xgx replaced by yg).
Then (2.13) combined with (3.2) and (3.4) yields

k
Q) =2 [ S(01/02)(0 /02 u(e)da
j=1
Similarly, (2.14) combined with (3.2) and (3.4) yields

(3.5) (V*V1)(z) = —QZp “Yow/0%;)0f )0z, f€H(C™).
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Inserting f(z) = zp one sees that V*V is holomorphic if and only if each
coefficient

(3.6) p(x)"'ow/d%; is holomorphic for k=1,...,m.

Here is a large class of functions w and p satisfying (3.6). Suppose that
¢ is a strictly positive function in C*°([0,00)). Assume further that its
derivative ¢’ satisfies ¢'(s) < 0 for 0 < s < co. Define

(3.7) w(z) = (|2,

(3.8) p(z) = —bo'(|2*), b= constant >0,

(3.9) o(2) = w(z)/p(2).
Then 0w/0z = zpy'(|2]?). So

(3.10) p(z) tow/0z, = —b "tz
Thus (3.6) holds and

(3.11) (V*VI)(2) =207 > 20f/0z fe€H(C™).
k=1
Hence V*V is holomorphic for (C™, 0, p), wherein we have written o, p to
signify the metric (3.1) and the measure (3.3).
The vector fields Z, X and Y (cf. (2.15), (2.16)) are therefore given by

(3.12) Z =201 50/0z,
k=1
(3.13)
X =271 (240/0z+ypd/Oyr) and Y =201 " (2x0/y—yrd/Oxy).
k=1 k=1

So exp(—tX)z = e /%2, exp(—sY)z = e 2¥/°2 and exp(—tX — sY)z =
e 2t+i9)/by for z € C™, s,t € R. Both vector fields X and Y are complete,
as is also the sum, tX + sY. Moreover Y is Killing because o(z) depends
only on |z|2, which is invariant under the rotations exp(—sY’). The constant
b may be chosen to normalize p when p is integrable. Thus the class of exam-
ples parametrized by a function ¢ as in (3.7)-(3.9) all satisfy our standard
conditions. But we will restrict ¢ further so as to ensure that (2.21) holds.

In this large class of examples the operator V*V, as an operator on
H(C™), is the same in all cases in spite of the fact that the Hilbert spaces
H N L2(C™, p) (respectively H?) may be quite different. The self-adjoint
versions, A, of V*V as operators in H N L2(C™, p) (respectively H?) may
not be unitarily equivalent for different p. For example H? may be infi-
nite dimensional, as in the Gaussian case above, or finite dimensional, as in
Example 3.18 below.
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The Gaussian case, Example 2.4, may be obtained as a special case of this
class of examples by choosing ¢(s) = (2ma)~"e~%/(%) and b = 2a. In this
case (3.9) gives o = 1. So g is indeed the standard metric, as in Example 2.4.

We will construct some non-Gaussian examples satisfying both the Stan-
dard Conditions and the logarithmic Sobolev inequality (2.21) by perturbing
the Gaussian case. Take

(3.14) p(s) = (2m) e (/2

n (3.7) and (3.8) with v in C*°([0,00)). Assume that 1+ v/(s) > 0. Now
¢'(s) = —(1/2)(1 4+ v/(s))e(s) < 0. So w(z) = (2m) me(2P+o(=*)/2 anq
p(z) = (b/2 27)"™(1 + v'(|2[2))e~(=P+u(=*)/2 are both positive. Also
o(z) = 2611+ v'(Jz[*))"! > 0. So ¢ and p determine a holomorphic

Dirichlet form as in (3.1) and (3.3) when p is integrable. It was shown in
[G3, p. 199] that if:

(a) v is bounded, and
(b) 0 < a1 <14 v(s) < g < oo for some constants a; and «g and all s,

then:

(i) (2.21) holds with 8 =0,

(ii) (C™,g) is complete,

(iii) R is an algebra, namely the set of all holomorphic polynomials on C™,

(iv) HP =HNLP, 0<p< oc.
The proof of (2.21) was based on the perturbation theorem of Holley and
Stroock [HS|. However it is of interest to allow v to be unbounded (cf. Re-
mark 3.3). To this end we will apply the perturbation theorem of Aida and
Shigekawa [AS] and replace the conditions (a) and (b) as follows.

Theorem 3.2. (Logarithmic Sobolev inequality for non-Gaussian measures
on C™). Assume that:

(c) 1+'(s) >0 for 0 <s < oo, and
(d) v'(s) = 0 as s — 0.

Then (i), (ii) and (iii) hold. Moreover (iv) holds for 1 < p < co.

Proof. Together, (c) and (d) imply that (b) holds. Condition (d) also implies
that s 4+ v(s) > s/2 for large s. So p is integrable and the constant b may
be chosen to normalize p. The inequalities (b) ensure that o is bounded
and bounded away from zero. So the metric g;;(x) = d0;;/0(x) is equivalent
to the standard metric and (R?*™,g) is therefore complete. Because of the
equivalence of metrics it suffices to prove that (2.21) holds for the standard
metric and the measure pdz. Now the factor (1 + v'(|z|?)) in p(z) may be
ignored by the Holley-Stroock Lemma [HS| because this factor is bounded
and bounded away from zero by (b). Thus it suffices to prove (2.21) holds for
the measure kel (®)dy, (z) where F(z) = —v(|z|?)/2 and & is a normalization
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constant. To this end we may apply the perturbation theorem of Aida and
Shigekawa [AS, Theorem 3.4]. For this we need only verify that

(3.15) /R  exp(pIVE(@) ) (@) < o0

for all p < co. But |[VF(2)? = [v(Jz[*)z]? = v'(|z]?)?|z|? for z € R*™.
Condition (d) now shows that, for any p < oo, p|VF(x)* < |x*/4 for
all sufficiently large |z|. (3.15) now follows. Since all polynomials are in
L?*(C™, p(z)dx) we have R = {holomorphic polynomials} by [G3, Theorem
5.5]. In particular R is an algebra. Item (iv) also follows from [G3, Theorem
5.5]. O

Remark 3.3. S. Janson, [Ja2|, has shown that boundedness of “big Han-
kel operators” is invariant under certain perturbations of the measure pu,
while the “small Hankel operators”, which are the ones we will study in the
next section, do not necessarily maintain their boundedness under these per-
turbations. At any rate the perturbations specified by Conditions (a) and
(b) preceding Theorem 3.2 satisfy Janson’s change of weight criteria while
those specified by Conditions (¢) and (d) in Theorem 3.2 do not. In both
cases, however, our Theorem 4.5 will show that these perturbed measures
and metrics lead to bounded “small Hankel operators.”

Example 3.4 (The Riemann Surface for z!/"). Fix an integer n > 2. De-
note by M, the n sheeted Riemann surface associated to 21n Let C, =
C—{0}. Then M, is a covering space of C, with n leaves. Let a : M,, — C,
be the covering map and let g be the standard Riemannian metric on M,,.
This is the metric that makes «, an isometry at each point. That is,
g = dz? + dy?® in the obvious local coordinates x and y lifted from C,.
We take p to be the measure on M,, whose density with respect to the Rie-
mann area element dzdy is (1/n)pa(c(z)) where py(w) = (2ra) " te~wl*/2a
for w € C,. In other words we divide the Gaussian density p, equally among
the n sheets. Then p is a probability measure on M,,. This example was ex-
tensively discussed in [G4]. It was shown in [G4, Section 6] that the triple
(My,, g, 1) is holomorphic and that our Standard Conditions hold. This
example differs from the preceding ones, not only because of the different
topology of the underlying manifold, but also because H? is of codimension
n—1in HL?(p). The functions z=%/" k =1,2,...,n—1, are in HL?(u) but
not in H2. The algebra R is spanned by the functions z*/™, k =0,1,2,...
on M,. R is dense in all HP but not in HL?(iz). The logarithmic Sobolev
inequality (2.21) holds with ¢ = a and a constant 5 # 0. All the theo-
rems of this paper are applicable to this example (with the exception of
Corollary 4.18).

The next class of examples includes the exponential density const - e~ l#l/a
on C and includes also some simple instances in which H? # HL?. The use
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of the exponential density in Section 5 will allow some explicit computations
of Hilbert-Schmidt norms of Hankel operators (cf. Example 5.11).

Example 3.5. We take M = C — {0}. We are going to use only radial
densities. Let ¢ be a strictly positive function in C*°((0,00)) such that
¢'(s) < 0 for all s > 0 and limg_,o, ¢(s) = 0. Define w(z), p(z) and o(z)
exactly as in (3.7)-(3.9) but only for z # 0. We will assume that p is
integrable over M and that b is chosen to normalize p. So [ v P(z)dxdy = 1.
We will assume also that all of the momonts are finite: [}, [2["p(z)dzdy <
00. Note that

(3.16) o(s) = — /OO ¢ (t)dt.

So any strictly positive normalized radial density p € C°°(M) determines
a function ¢ by (3.8). (We take b = 1 if p is already normalized.) ¢ in
turn determines w and o. We define a metric on M by (3.1). Then the
triple (C — {0}, g, pdxdy) is holomorphic. The computation is the same as
in Example 3.1. In particular, as in (3.12) and (3.13), we have

(3.17) Z = (2/b)20/8z, X = (2/b)rd/0r, Y = (2/b)/0

in polar coordinates (r,6). Clearly Y is complete and Killing and X is
one-sided complete (even two sided complete). Thus Standard Conditions
hold.

As to whether H? = HL? we must distinguish between two essentially
different cases determined by the behavior of p near zero.

Proposition 3.6. Suppose that p(z) is bounded near zero and that
(3.18) / p(2)|2| " 2dady = cc.
0<|z|<1

Then, writing P for the set of holomorphic polynomials on C restricted to
C — {0}, we have

P CH?=HL.
Moreover R = P, which is dense in H?>.

Proof. If f € HL?(M, i) then

o> [ If@)Ppdy = [ 1) Poledsdy,

M 0<]z|<1
Let f(z) = >0 anz" be the Laurent expansion of f around z = 0.
For 0 < € < 1 this series converges uniformly on the annulus A, = {z :
e < |z| < 1} and since p is a radial function the terms {2"}52 ___ are

mutually orthogonal in L?(A, p(z)dzdy). Therefore Ja. |f(2)?0(2)dxdy =
> |an|? a. |z|*"p(2)dxdy. As € | 0 the left side remains bounded while

n=—oo

fAE |z|*"p(2)dxdy — oo for n = —1,—2,... by (3.18). Hence a, = 0 for
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n < —1. f therefore has a removable singularity at z = 0. So any function
in HL?(M, p) is essentially an entire function.

Suppose now that f € P. By (3.16) ¢ is bounded. Moreover it is shown
in [G3, proof of Theorem 5.5] that ¢(t) < ¢;t~7 for some constants c;, j > 1
and t > 0. Consequently [,,|z|*"¢(|z|?)dzdy < oo for n > 0. So 2" has
finite energy for all n > 0. Moreover 2" is actually in D(Q). A proof of
this may be constructed by immitating the method of proof of [G4, Lemma
6.4]. (The hypothesis that p is bounded near zero is used only at this stage
of the proof and possibly could be elliminated by a more careful argument.)
Now if f is any entire function in L?(M, 1) then the Fejer kernel argument
of [G3, Lemma 5.4] shows that there is a sequence p,, € P such that p,, — f
in L2. (One should choose Vyf(z) = f(e¥2) in that argument, just as in
[G3, Lemma 5.4]. Thus f € H2 So HL? C H2 This argument also
shows that P is dense in H?. Finally, to show that R = P observe that
Zz" = (2/b)z" € L? for n > 0. Since 2" € H? we may apply [G3, Theorem
2.11 (e) and (b)] to conclude that z™ € D(A) and so is an eigenfunction of
A. So 2" € R. Since P is dense in H? these are all the eigenfunctions of A.
Hence R = P. O

Remark 3.7. If the equality (3.18) fails then H? # HL?. For example
the function f(z) = 27! is clearly in HL? if (3.18) fails. But this function
cannot be in H2. To see this note that the equation preceding Equation
(3.5) gives Q(f) = [ |/ (2)|Pw(z)dzdy. So if f(z) = 2! then Q(f) =
[us 12l w(z)dzdy = oo because ¢(s) is always bounded away from zero
near s = 0 by (3.16). So f is not in HND(Q). To show that f cannot be
approximated in L? norm by elements in H N D(Q) one can use the same
argument used in the last paragraph of the proof of [G4, Lemma 6.4].

Thus, given that p is bounded near zero, the equality (3.18) is necessary
and sufficient for the equality H? = HL>.

Example 3.8. A special case of Example 3.5 which will be useful for com-
putation is

(3.19) p(z) = cqe™ B2 220
where ¢, = (2ma?)~! is the normalization constant. Choosing b = 1 in
731/2/a

(3.8) we have then —¢/(s) = cqe . An integration from s to co gives
©(s) = 2cqals'/? + a]e_sl/Q/“ for s > 0. Hence from (3.9) we find

o(z) =2a(|z| +a), z#0.
In this example (3.18) holds. So H? = HL? and R = P, which is an algebra.
The reader might find it instructive to contemplate why H? = HL? in this
example but not in the Riemann surface example, Example 3.4, in spite of

the fact that both manifolds are incomplete at zero and both have similar
behavior of their densities near zero.



60 T. DECK AND L. GROSS

We have not explored the validity of the logarithmic Sobolev inequality
(2.21) in this example.

Example 3.9. (Lifts of measures on 0 < |z| < oo to the Riemann surface
for z1/™.) Suppose that p(z) and o(z) are given as in Example 3.5 and
dv(z) = p(z)dxdy. Let M, be the Riemann surface for z'/" as in Exam-
ple 3.4 and let o : M,, — C, be the natural covering map again. Define
a probability measure p on M,, by du(z) = (1/n)p(a(z))dzdy where x and
y are again the local coordinates lifted from C,.. p is already normalized
because of the factor 1/n in the density since M,, has n leaves. Choose
the Riemannian metric on M,, which makes «, an isometry from T, (M,,)
t0 Ty(2)(Cs) with the usual metric, (3.1), namely o(a(z)) ! (dz?® + dy?), at
a(z). Although we have changed the density from that in Example 3.5 by
a factor 1/n we are not changing o. Equation (3.10), which is local, shows
that the new triple (M, g, 1) is holomorphic and in fact that the new vec-
tor fields X, Y, Z on M, are just the lifts of those on C,, already computed
in Example 3.5, Equation (3.17). In the lifted version of (3.17) z is to be
interpreted as a point on M,. So one should write, more properly, on M,

(3.20) Z = (2/b)a(2)d/0z.

But we are going to write this in the following as Z = (2/b)z0/0z at the
minor risk of confusing the point z with the function z(= «(z)). There is
no explicit n dependence here because the factor 1/n in p cancels in (3.10)
when o is fixed. One sees then easily that Standard Conditions hold and
that X is two sided complete on M,,.

The Example 3.4 is a special case of this class of examples. In that
example one has p(z) = const.e1I*/2¢ and o(z) = 1. So down below, on C,
we have a Gaussian measure and the logarithmic Sobolev inequality (2.21)
holds with ¢ = @ and § = 0. It is shown in [G4, Theorem 6.3] how the
logarithmic Sobolev inequality (2.21) can be lifted to M, with the same
constant ¢ but with an increase in the size of 3. The same lifting argument
applies to the present class of examples. Of course one must already know
that (2.21) holds down below, on C,.

An interesting aspect of this class of examples is that one may have
H2(C,,v) = HL?*(C.,v) (see e.g., Proposition 3.6) and yet, for the induced
metric and measure p on M, this equation may fail over M,,. For example
when n = 2 the function z~%/2 may be in HL?(My, 1), as it is in Exam-
ple 3.4, but may not be in H?(Ma, 1), just as in Example 3.4. But the
function z7/2 does not push down to a holomorphic function on C, and
therefore does not contribute to HL?*(C, v).

As in the lifted Gaussian case, R is spanned by the functions 2%/, k =
0,1,2,... and is therefore an algebra. This can be proved by the techniques
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of Proposition 3.6 in combination with the method of proof of [G4, Theorem
6.2].

Example 3.10 (Creation and annihilation operators over M,,). We are go-
ing to describe instances of Example 3.9 which are amenable to explicit
computations of Hilbert-Schmidt norms of Hankel operators and for which
the “creation” and “annihilation” operators play a useful role. These com-
putations will be carried out in Example 5.11. As is well-known [Ba],
[Se], in the space HL?(C,~,) the creation operator is given by multipli-
cation by z: (Cf)(z) = zf(2) for f € HL*(C,~,), with its natural domain,
{f € HL*(C,~,) : 2f(2) € L?}. The adjoint of C' is computable. One finds
C*f = 2a0f/0z, with its natural domain. This simple form of C*, just a
differential operator, depends on the fact that one is using Gauss measure.
For a general measure v on C, such as in Example 3.1 (with m = 1) the
adjoint of multiplication by z may not be computable in a useful way. But
the following lifted measures on M,, give computable adjoints to the natural
creation operators over M,,. Fix an integer n > 2 and let a > 0. Define

(3.21) p(2) = caexp(—|z[*"/a), zeC,

with ¢, chosen so that f(c p(z)dzdy = 1. Let dv(z) = p(z)dxdy and let p
be the lift of v to M, as in Example 3.9. So du(z) = (l/n)cae*|z‘2/n/“dxdy
on M,. Defining ¢ by (3.16) with —¢/(s) = cae~*"""/2, the discussion in
Example 3.9 shows that (M,, g, 1) is a holomorphic triple when the metric
g is chosen as in that example. Moreover Z is given on M,, by (3.20) with
b=1 So Z = 220/0z on M,. We reiterate that Standard Conditions
hold in these examples and that R is an algebra. The natural analog of the
creation operator in H2(M,,, 1) is multiplication by z'/™ . Define

(3.22) Cf(2) = 2" f(2) for f € HA(M,, ) and 2" f(2) € H2(M,,, ).

This operator is easily shown to be closed on this domain and consequently
has a densely defined adjoint, C*, in H?(M,, ;). We assert that

(3.23) C*C = (1/2)na(A +2)

(3.24) AC =C(A+ (2/n))

and

(3.25) C*C—-CC*"=a(l+(n—1)P)on R

where P is the projection of H2(M,, 1) onto the one dimensional subspace
consisting of the constant functions. The identities (3.23) and (3.24) will be
useful in Example 5.11. The identity (3.25) is interesting because it captures
the deviation from Gaussian, which is just the case n = 1. Indeed, putting
n = 1in (3.25) gives the canonical commutaton relations.
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Proof. Although the proof of these three identities can be given by direct
computations over M, it is more perspicuous to transform the measure
p to an “almost” Gaussian measure. Let C* = C — {0} and define 1 :
C* - M, by v : ( — z = (" Then v is a diffeomorphism. We have
previously (in Example 3.4) denoted the set C — {0} by C,.. But we wish
to distinguish between the two distinct roles played by this set. Thus we
have two maps C* — M,, — C,, the first being the diffeomorphism 1, the
second being the covering map «. With n and a and v and p defined as in
(3.21) and so on, define a probability measure 1 on C* by g = (¢~ 1),pu. If
f is a nonnegative function on (C* then writing ¢ = £ + in, the equations

Joe FQOARQ) = fuy, FO () = [y, M e 2 oddy =
Jou F(QOn L ege [P an2) ¢ 2n=1) d{dn show that

(3.26) dfi(C) = neqe” 1172 ¢ 2= gean.

See e.g., [G4, Section 6] for the transformation dzdy — n?|¢|>™~Vdédn. The
map g — g o is clearly unitary from L?(M,,u) to L?(C*, ). Moreover
if g € L?(M,, 1) then g € H?(M,, 11) if and only if g o ¢ has a removable
singularity at ¢ = 0 and so may be identified with an entire function on C.
This is proved in [G4, Lemma 6.4] for a similar measure. At a heuristic
level this is already suggested by the fact that H?(M,,u) is spanned by
the functions z¥/" k = 0,1,2,..., which under composition with ¢ go to
the functions (¥, k = 0,1,2,.... We denote by H?(C*, /i) the space of entire
functions on C which are in L?(C*, 1) and we will prove the identities (3.23)-
(3.25) in this space. Incidentally, the notation H?(C*, i) for the indicated
space is consistent with our previous notation for such spaces when the
metric induced on C* by ¢ is taken into account. But we will not need
this. Define now C' on H2(C*, i) by C'f(¢) = ¢f(¢) with its natural domain.
Let Uf = fowforfEH( ny ). Then U : H?(M,,, i) — H*(C*, ) is
unitary and UC = CU. The last equation just reflects the fact that U takes
the function z'/™f(z) to ¢f(¢™). We will compute C*, using the “almost”
Gaussian density (3.26). To this end note the identity

(3.27) (e l<P/aj¢Rtn-1)

= a[~(0/00)[¢ P De I 4+ (n — 1) (1/Q) P Ve K.
Thus, for polynomials f(¢) and g(¢) we have
(3.28) <C'f 9>L2(<c* )

=nca | ¢1©)9(0) Ye~ I/ ¢ 2=V ge

= ancy | FO(O+=1)¢ (e /e Vagan
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by (3.27) and an easily justified integration by parts. If the polynomial g
has a nonzero constant term then ¢~'g is no longer in H?(C*, 1), although
it is still in HL?(C*, 1). One must therefore project it back into H?. Since
¢~!is orthogonal to H? one can accomplish this by just subtracting ¢ ~1¢(0).
Equation (3.28) shows then that

(3.29) (C*9)(¢) = alg'(¢) + (n = 1)¢"H(g(C) — 9(0))].

Although (3.28) was carried out for polynomials f these are easily seen to
form a core for C' and so (3.29) is indeed correct for all polynomials g. (The
Gaussian case, n = 1, gives the usual annihilation operator, ad/9¢.) Now
(3.23) and (3.25) may be derived from (3.29). For a polynomial g we have

(3:30) (C*Cg)(C) = a[(9/9¢)(¢9(0))+(n—=1)(9(¢)~0)] = a[¢g'(()+ng(C)]
while L

(CC"9)(C) = a[¢g'(¢) + (n = 1)(9(¢) = 9(0))]-
So [C*C'—CC*g(¢) = alg(¢)+ (n—1)g(0)], which is (3.25) because (P1g)(¢)
= ¢(0). To derive (3.23) we must first unitarily transform A to an operator
A on H%(C*, i) By the chain rule and (3.20) (with b = 1) one sees that

(Zf)ow =2Z(fou)

where Z = (2/n)¢8/d¢. Thus (3.30) gives C’j‘ég = (na/2)[Zg + 2g] for
polynomials g. But the self-adjoint operator A + 2 is diagonalized by the
powers (¥ k > 0, which form a core for A + 2. The self-adjoint operator

C*C therefore extends the self-adjoint operator A+ 2. Hence they are equal.
This proves (3.23). Finally, the relation (3.24) follows from (ZCf)({) =

(2/n)C(9/90)(CF(Q)) = CUZ Q) + (2/n) ()] = CIZ + (2/n)] f(Q)- O

Example 3.11. Let M = {z € C: |z| < 1}. It is easy to produce a general
class of pairs (g, ) on M for which Standard Conditions hold: Choose a
continuous function ¢ : [0, 1] — [0, 00) such that:

(1) ¢ € C>([0,1)),

(2) ¢ >0o0n [0,1), and

(3) ¢ <0on0,1).
Define g and p by (3.1), (3.3), (3.7), (3.8) and (3.9), replacing of course C™
by M. Since [, p(z)dzdy = 27b[p(1) — ¢(0)] < oo, p can be normalized
by a suitable constant b. The same computations that lead to (3.11) now
give V*Vf(z) = (2/b)zf'(z) for f € H(M). So X = (2/b)rd/0r and ¥ =
(2/b)0/06 in polar cordinates. Since o(z) is radial the Y flow preserves
the metric. Since e Xz = ¢=2t/0; the X flow is one sided complete. Thus
Standard Conditions hold.

The second element of structure to be understood in this example is the
purely functional anlytic question concerning the nature of the span, R, of
the eigenfunctions of V*V in H?. Proceedeing at an informal level for a
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moment, note that V*Vz" = (2/b)z(d/dz)z" = (2/b)nz" for all integers n.
Since ¢'(0) < 0 by assumption, we have p(0) > 0. So z" ¢ L?(M, pdxdy)
for n < —1. So the eigenfunctions of V*V in HL? are, seemingly, the
powers z",n = 0,1,.... One should therefore expect that R = P, the
space of holomorphic polynomials on M. This is indeed correct, but only
under additional conditions on g and p that are forced by considerations
associated to the choice of boundary conditions that are needed to obtain

a self-adjoint operator A. To understand the nature of this problem note
first that V*V f(z) = —o(x)Af(x) + X f(z) for f € C*°(M) by a straight-

forward computation. Consider the special case o(x) = 1,p = constant
and therefore X = (0. Standard Conditions hold in this case. But now
V*V = —A, and the self-adjoint version of this operator corresponding to

Dirichlet boundary conditions contains no nonzero holomorphic functions in
its domain (or even in its form domain). It results that H? = {0}. Of course
then R = {0} also. Similarly, if one chooses Neumann boundary conditions
then H? consists only of constant functions. Therefore neither of these two
boundary conditions lead to an interesting theory when V*V = —A. (See
[G4, Example 2.4] for further elaboration of this special case.) In order to
obtain an interesting space H? it is necessary that o(z) — 0 as |z| — 1.
In this case the elliptic operator —o(z)A + X degenerates on the bound-
ary |z| = 1 and the first order term X dominates the effect that boundary
conditions have on the self-adjointness of A. The Keldysh-Fichera theory of
such degeneracy has been intensively studied [OR]. In the important case
of the weighted Bergman spaces, where one has o(z) = const. (1 — |2|?) and
p(z) = const. (1 — |z|?)” with v > —1, the effect of boundary conditions on
H? and on R has been analyzed, [G4, Section 5]. The next example surveys
this instance in more detail. It will be used as the basis of a computational
example in Section 5.

Example 3.12 (The weighted Bergman spaces B,). Let M = {z € C :
|z| < 1}. Define a metric on M by

(3.31) g=0—|z)"Ndx ® dz + dy ® dy)

g is not the usual hyperbolic metric. In fact M is not complete in this
metric. The dual metric is given by

h(dz,dz) = 2(1 — |2?).
Let —1 < v < 0o and define
(3.32) dus(2) = ay(1 — |2|*)dzdy, ~> —1.

ft~ is a finite measure on M and a, should be chosen to normalize p. One
can compute V*V f for a holomorphic function f as in (2.14). One finds

(3.33) (V*V)(2)=2(y+ 1)zf'(z) for feH(M), v+1>0.
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So V*V is holomorphic. The associated vector fields Z, X and Y are there-
fore given by
(3.34)

Z =2(yv+1)20/0z, X =2(y+ 1)(x0/0x + y0/dy), Y = 2(y+ 1)0/08.

The associated flows are
(3.35) exp(—tX)z = e 20Dt exp(sY)z = 20D,

The Y flow is complete and consists of rotation about z = 0. However
the X flow is only complete in one direction: For ¢ < 0, e=2(0+1!; reaches
the boundary of M in a finite (negative) time if z # 0.

For 0 < 4 < oo the Dirichlet boundary conditions defined in (2.6) and
(2.7) yield a nonnegative self-adjoint operator A to which our theory is ap-
plicable. One has R = P. So R is an algebra, which is of course dense in H?2.
But for —1 < v < 0 one must use non-Dirichlet boundary conditions, whose
need was explained in Example 3.11, to obtain the same result. However in
all cases one has Af(z) = 2(y + 1)zf/(z) and all holomorphic polynomials
are in the domain of A. See [G4, Section 5] for details.

Hypercontractivity has only been proven for the weighted Bergman space
with v = —1/2 at the present time, [Jal]. We believe that in fact super-
contractivity holds in these spaces for all v > —1. Le., (2.21) holds for all
¢ > 0 for some 3 depending on c. See e.g., [GR] for further discussion of this
concept and its history. At any rate hypercontractivity by itself is not good
enough to obtain anywhere near the best known results for these spaces.
(See Remark 5.14.) For this reason we will pursue this example only for the
purpose of explicit computations, in Example 5.13. Further development
will require a better understanding of supercontractivity for these spaces.

Example 3.13. Let M = {z € C:0 < |z| < 1}. This class of examples is
similar to those in Example 3.11 except that we may now allow a singularity
at the origin. Choose a continuous function ¢ : [0,1] — [0, c0) satisfying:

(1) ¢ € C*>((0,1)),

(2) ¢ >0o0n [0,1), and

(3) ¢’ <0on (0,1).
Define g, u, w, p, o as in Example 3.11 again. Just as in Example 3.11 we see
that Standard Conditions hold. But removal of the origin from M now allows
singular behavior near zero, such as e.g., ¢(s) = (1 — s'/2)7+1 (v > —1),
which gives p(z) = C1(1—|z|)7|z| ! and o(2) = Cs|z|(1—|2|) for some strictly
positive constants C7 and Co. The allowed singularities at z = 0 in p and o
can affect the behavior of functions in H? and in HL? in a way similar to that
discussed in Example 3.5. The boundary at |z| = 1, however, raises more
serious technical problems concerning the useful boundary conditions for A.
We expect that these problems will be similar to those already addressed in
Example 3.12 as long as 0(z) — 0 as |z| — 1 and then one will have R = P.
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We have not explored this class of examples with respect to the question of
whether the logarithmic Sobolev inequality (2.21) holds for some choices of

@.

Example 3.14. (Lifts of measures on 0 < |z| < 1 to the Riemann surface
for z1/™.) The measures and metrics described in Example 3.13 can be lifted
up to that portion of the Riemann surface for z!/™ lying above 0 < |z| < 1.
The procedure is the same as that described in Example 3.9. One puts
1/nth of the density on each sheet and produces a holomorphic triple on
the Riemann surface over 0 < |z| < 1. However, just as in Examples 3.11
and 3.12, one must address the functional analytic question of boundary
conditions at the outer boundary on the surface. We expect that the detailed
theory worked out for the Bergman spaces, cf. Example 3.12, will be a
reliable guide for what to expect for other measures.

Remark 3.15. There are transformations between different classes of ex-
amples which might sometimes provide technical help. For example the map
2 2% from {0 < |z| < oo} to the Riemann surface for z'/2 is a diffeomor-
phism which maps the class of measures and metrics of Example 3.5 to the
class of measures and metrics on the Riemann surface which are defined
by a similar choice of function ¢. Indeed a small part of the analysis of
Example 3.4 was carried out in this way in [G4].

Example 3.16 (Product manifolds). Suppose that (Mi, g1, p1) and (Mo,
g2, 12) both satisfy Standard Conditions. Let M = M; x Ms, g = g1 + g2
and 1 = p1 X pg. It is sraightforward to verify that (M, g, u) also satisfies
Standard Conditions. And in fact Z = Z1 + Z5. Moreover if the logarithmic
Sobolev inequality (2.21) holds for each of the factors then it also holds for
(M, g, ) by the Faris additivity theorem, [G2, Theorem 2.3]. To be precise,
if the constants in (2.21) are (¢1, 1) and (co, B2), respectively, then the
constants for the product manifold may be taken to be (max(ci, c2), 81+ 52).

Example 3.17 (The Rudin ball). Let M = {z € C™ : |z|] < 1}. Define
g=(1—|2[*)71 Y7L, (dz? +dy7) where z; = x; +iy;. Let v > —1 and write
dpiy(2) = by (1 — |2]?)Y [I;L, dzjdy; with normalization constant b,. Just as
in the one dimensional case, (see Examples 3.11 and 3.12 and [G4, Section
5]) it is straightforward to show that Standard Conditions hold. (See also
[G4, Remark 5.16].) In order to understand the structure of H? and of R one
must first study the boundary value problem for the associated degenerate
elliptic operator, —(1 — |2|?)A + X, in the ball. This has not been done in
dimension > 1. Nor has the validity of the logarithmic Sobolev inequality
(2.21) been investigated in this case.

We close this section with an example that illustrates how it can happen
that R is not closed under pointwise multiplication.
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Example 3.18 (R may not be an algebra). Let M = C and let A > 0.

Define
(2) = a\
p\z) = 1+ [P

Choose a > 0 so that du(z) = p(z)dzdy is a probability measure. Let
g =M1+ |2]*) " H(da? + dy?).

Now Z is easily computable: Z = 220/0z. Consequently X = 2rd/0r (in
polar coordinates) and Y = 20/06. Therefore e %z = e 2z and e*¥ 2 =
e?*z. Hence V*V is holomorphic, Y is complete and Killing, and X is two
sided complete. In particular, Standard Conditions hold. But this example
is pathological for the study of Hankel operators. For in fact HL?(yu) is finite
dimensional and is spanned by {1,z,2%,...,2™}, where m is the largest
integer such that [ |2|*™(1 + |2|?)"* 'dzdy < co. Hence R either consists
only of the constant functions or else cannot be closed under multiplication.
In the former case Equations (1.1) and (1.2) are uninteresting. In the latter
case Equation (1.1) does not make sense. This example has been analyzed
in more detail in [G3, Section 5]. It is shown there that R = H? = HL?(u).
So if m > 1 then R is not an algebra.

One might seek to formulate the notion of Hankel form by insisting that
(1.1) or (1.2) holds for f and g in HL*(u). In this case fg € HL?*(u), so
both (1.1) and (1.2) make sense. But one must then address the question
as to whether HL* is dense in HL? because, if not, then neither (1.1) nor
(1.2) (with R replaced by HL*) determine the Hankel form T' uniquely on
HL? x HL?. In fact density of HL* in HL? does fail in the present example
if A is chosen such that dim HL* = 1 while dim HL? > 1. Clearly such
a choice of A is possible. Since R is always dense in H? density issues
disappear when we use the definitions (1.1) and (1.2) and insist that R
be an algebra. We have no examples suggesting that this requirement on R
represents any serious loss of generality. Moreover we note that examples like
the present one are ruled out when Standard Conditions and the logarithmic
Sobolev inequality (2.21) hold because then H? is always dense in HY for
0 < ¢ < p < oo by [G3, Theorem 2.17], whereas in the present example dim
HP =1 for large p and dim H? > 1, at least when A > 1. Actually (2.21)
fails in this example for all A. See [G3].

4. Boundedness, compactness and Schatten classes.

Throughout this section we will assume that the triple (M, g, 1) satisfies the
Standard Conditions introduced in Notation 2.3 and that R is an algebra.

Our Hankel operators will act on the spaces HP rather than on the some-
times larger spaces HLP because our main tool, the hypercontractivity in-
equality (2.22), holds only for the spaces HP.



68 T. DECK AND L. GROSS

Definition 4.1. Let b € L?(u) and let 0 < p, ¢ < co. By a Hankel form with
symbol b on HY x HP we mean a continuous bilinear form I'y, : H? x HP — C
which is given by

When p = ¢ = 2 Equation (4.1) determines I', on all of H? x H? by continuity
because R is always dense in 2. All our theorems dealing with p or ¢ not
equal to 2 will require that the logarithmic Sobolev inequality (2.21) hold.
This will automatically assure that R is dense in both HP and H?, [G3,
Theorem 2.17]. Thus in all cases a function b € L? will give rise to a Hankel
form on ‘H? x 'HP if and only if

(4.2) 'AmMsMmemwﬁn

Our first goal will be to prove (4.2) under various regularity conditions on
the symbol b. The present notion of a Hankel form clearly coincides with
that in Section 1 when p = ¢ = 2 and ‘H? = HL?(u).

The main theorem of this paper is the following;:

Theorem 4.2 (Boundedness of I'y). Assume that the logarithmic Sobolev
inequality (2.21) holds. Let b € L%(p). Suppose that p € (0,00), q € (0,00),
r € (1,00] and that t > 0 is such that

(4.3) e =0'(1/p+1/g),

where ' denotes the conjugate index to r. If

(4.4) b=e"¢ for some ¢e L"(p)

then Ty : HY x HP — C is bounded and

(45)  To(f0)| < M(p,pe2 /o) M(g, qe®/) [e 4,1 llgll
(The constant c is the one in (2.21) and M(-,-) is defined in (2.24).)

Proof. Let f,g € R. Then fg € R C L%(u) for all s > 1. Since et is
Hermitian we have
(4.6)

Ty(f,9) = (fg,0) = (fg.e"o) = (e (fg). 0) = (e )(e9), ),
wherein we have used (2.20). This implies, for go,po € (1,00) and g5 +
pal + 771 =1, that

(4.7) ITs(£, 9)] < lle™ Fllgolle™ gl 01l

Suppose first that equality holds in (4.3). Choose gy = ge*"/¢ and pg = pet/e.
Then g5 ' +pyt + 771 = (1/g + 1/p)e?"/¢ + =1 which by (4.3) is the same

2t/c
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as 1/r' 4+ 1/r which equals 1. In particular gy > 1 and py > 1. Moreover, by
strong hypercontractivity, (2.22), we have

48) e Fllao < Mg, 00)l1fllgs e gl < M(p,p0)lgll,-
Combining (4.7) with the last two inequalities gives
(4.9) To(f, )] < Mg, q0) M (p, po)[|0[l:[1 fllqll gl

which is (4.5) for f and g in R. Since R is dense in HY and HP this estimate
implies continuity of I'y and the inequality (4.5) for the continuous extension
of T'y. Next suppose that the right side of (4.3) is at least one, but inequality
holds in (4.3). If t is defined by e?0/¢ = /(1/p + 1/q) then 0 < ty < t.
So (4.5) holds with t replaced by ty. But the first two factors in (4.5) are
increasing functions of ¢, by the definition of M (a,b). The third factor is also
an increasing function of ¢ because ||e04p|, = |lelto=DAetAp|, < ||t4b]|,..
Hence (4.5) holds if ¢ satisfies (4.3) and 7'(1/p+1/q) > 1.

Finally, suppose that »'(1/p+1/q) < 1. Then 1/p+1/g < 1/r =1-1/r.
So1/p+1/qg+ 1/r < 1. Clearly p and ¢ must both be greater than one.
We may choose ¢y € (1,¢q) and py € (1,p) such that pal + qal +rl =1,
Now [[fllge < I fllg and ||gllps < |lgllp because p is a probability measure.
So Hoider's nequality gives [To(f,9)| < I1f lalglllbllr < Flallgllplbl:
which is (4.5) with ¢ = 0. The previous monotonicity argument in ¢ now
applies. O

Remark 4.3. The conclusion of Theorem 4.2 is strongest for small ¢ be-
cause smaller ¢ imposes less regularity on b. Thus equality in (4.3) will be
of most interest, provided ¢ > 0. Moreover, by (4.3), small r forces large t.
The hypothesis that ||e!4b||, is finite allows one to balance regularity of b
(large t) against large size (small 7).

Corollary 4.4 (Hy : HP — H? is bounded). Assume that (2.21) holds. Let
be L?(u) and let 1 < r < co. Suppose that 0 < p < oo and that e2t/e =
(1/p +1/2) for some t > 0. If b = e"*4¢ for some ¢ € L" (1) then Hy :
HP — H? is bounded. Moreover

(4.10) 1Hsllyo 22 < M (p, pe®/ )M (2,26*/) [ D).

Theorem 4.5 (H, : H? — H? is bounded). Assume that (2.21) holds. Let
b e L*() and suppose that 1 < r < co. If, for some ¢ € L" (), b = e ¢
with €2/¢ = ¢’ then Hy, : H2 — H? is bounded and

(4.11) | Hp 3232 < M(2,27))| 40|,
Proofs of Corollary 4.4 and Theorem 4.5. When ¢ = 2 the inequality (4.5)

is equivalent to (4.10) because H? is self dual. When p is also equal to two

the condition on ¢ in Corollary 4.4 reads e?/¢ = /. So (4.10) reduces to
(4.11). 0
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We note for later use that the relation /¢ = ¢/ may be restated as t =
ty(2,2r'") = Slog %, by (2.23). Furthermore (4.11) holds for t > ¢,(2,2r")
in view of (4 3). But the shortest time imposes the least regularity on b for
a given exponent r.

Two simple subcases may be illuminating. First, take r = oo in Theo-
rem 4.5. Then ' = 1 and so ¢t = 0. Hence b = ¢, which is in L>°(M, u). The
coefficient in (4.11) is now equal to one. We therefore find ||Hp|lp2_p2 <
|b]|co- That is, a bounded symbol gives a bounded Hankel operator on H?2,
which is well-known. Second, in Corollary 4.4, again take r = co. Then, in
order to obtain a bounded Hankel operator from H” into H?, Corollary 4.4
requires that one imposes some regularity on the bounded symbol b if p < 2
but not if p > 2.

In Example 4.15 we will show how it can be useful to play regularity
against size (¢ against r) and at the same time we will make comparison
of Theorem 4.5 with the known best results, [JPR], in the Gaussian case.
Moreover estimates which are converse to (4.11), and thus give necessary
regularity conditions on b, are discussed in Remark 6.11.

Note that when Hy : H? — H? is bounded one has the symmetry
(412) <f7Hbg>:<gaHbf> vageHQ
because this identity holds for all f,g € R by (4.1) and R is dense in H?2.

Next we investigate the trace ideal properties and compactness of Hy :
H? — H?. The identity (4.13) is the key for our results. We postpone
examples to Section 5 where we investigate the Hilbert-Schmidtness of Hy in
greater detail. The invariance expressed in (4.13) has been explored already
in the classical contexts by J. Peetre.

Theorem 4.6. Ifb € L?(u) and Hy is bounded on H? then, for anyt > 0,
H, 1y is bounded on H? and is given by

(4.13) H.iay = e “Hye ™ on H2.
Proof. For f, h € R consider the bilinear form

(4.14) I'(f,h) ::/ e~ tAbfhdp
M

:/ be A (fh)dp

M

- / Ble A f) (e ) dy
M

— <€ftAf7 HbeftAh>
= (f, e_tAHbe_tAh>.
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Since R is dense in H2, and e * : H2 — H? is bounded we see that I’
extends to a continuous bilinear form on H2. The first line in (4.14) shows
that T' has symbol e~*4b, and the last line shows that (4.13) holds. O

Let us recall that for p > 0 a compact Hermitian operator T" with eigenval-
ues {\;} (counting multiplicity) is in the Schatten class Sy, if > 72 [Agf? <
0.

Corollary 4.7 (Schatten class). Letp > 0. Ife=2*4 is in the Schatten class
S, and Hy, is bounded on H? then H,—ia, € S, on H>.

Proof. If p1,p2,p > 0 satisfy pfl —|—p;1 =pland T € Sp,, Tr € S, we

have [DS, p. 1093] |T1T3|l, < 27 | Tillp, | Z2]lp,. Together with the ideal
property of S, this implies

(4.15) le A Hye s, < 27 [l s, | Hye s,
< 25 e 3, | Hyllop
= 25 tr(e )P Hylop < 0.
The corollary now follows from (4.13). |

Theorem 4.8 (Compactness of Hy). Assume that (2.21) holds. Suppose
that 1 < r < oo and that €*/¢ = v'. (Equivalently, t = t;(2,2r").) If
be L*(u) and b = e ¢ for some function ¢ € L” then Hy : H> — H? is
compact.

Proof. By Theorem 4.5 Hy, is a bounded operator from H? into H?. Moreover
Theorem 4.6 shows that H,—ca, = e~ Hye™“4. By the Bogachev-Rockner-
Zhang-Cipriani-Wang theorem [BRZ, Ci, Wa] A has compact resolvent in
L?. Therefore e=¢4 is a compact operator in L? for each € > 0. It follows
that H,_ca, is compact for each € > 0. Now e b = e te 4. Since
e~“4¢ is also in L" Theorem 4.5 gives

(4.16)  [Hy = He-capllop = [ Hye-eapllop < (1 — =)ol M (2,20")?,

which goes to zero as € — 0 because the semigroup e~ is strongly contin-

uous in L". O

Note that the case r = oo is excluded from the compactness theorem,
Theorem 4.8, even though it is not excluded from the boundedness theorem,
Theorem 4.5. The reason for this is that the contraction semigroup e *4
is usually not strongly continuous on L*°(u). So the last step in the proof
of Theorem 4.8 breaks down. But if ¢ is in the closed subspace of L> on
which e=*4 is strongly continuous then the previous proof applies with no
change. Of course t = 0 when e2//¢ = y/ = 1. We state this as a corollary.



72 T. DECK AND L. GROSS

Corollary 4.9 (Compactness of Hy). Assume that (2.21) holds. Suppose
that b € L>®(u) and that ||e”4b — b||soc — 0 as € | 0. Then H, is a compact
operator on H2.

Lemma 4.10. Suppose that Hy, is bounded on H? and let 0 < r < co. Then,
for f,h € H?:

(417)  [(f Heargy-2ph)| < 2727 Hyllopll (A + )77 fll2ll (A + 1) 7" A2.

Proof. The gamma function satisfies the identity
L(2r)t= 2 = /000 s¥rle=st ds,
which is valid for ¢t > 1. Thus, for f € L?(u) we have
T(2r)(A42)7%f = /000 §2lems(A+2) £,
Notice that (A +2)727b € L?(u) because r > 0. We therefore have, for f

and h in R:
U(2r) (f, H atz)-2ph) = T(2r){fh, (A+2)7>"b)

—_ / 527"—1 <fh, e—S(A+2) b>d$
0

_ / S2T_1<(6_S(A+1)f)(6_S(A+1)h), b>d8
0

_ /OO S2T_1<€_S(A+1)f, Hbe_s(A+1)h>dS.
0

Hence

(4.18) T(2r) [(f, H at2)-2rh)]|

< [T e A e A Dy
0

() o0 >
< Hylop { [ e igas | s2r—1||e—s<f‘+”hu%ds}
But
| e s = [Tt g pas

0 0
=Tr)(2(A+ 1) f, f)
=T (227 [(A+ 1) f3.

Using this identity in (4.18) twice we get (4.17) for f,h € R. Since R is
dense in H? it follows that H (A+2)-2rp has a continuous extension to H? and

that (4.17) holds for all f,h € H?. O
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Theorem 4.11 (Schatten class). Suppose that b € L*(n) and that Hy is
bounded on H*. Letr >0 andp > 0. If (A+1)"%" is in S, then H{gq9)-2rp
is in Sp.

Proof. By (4.17) there is a bounded operator B on H? such that
Hgq9)-2rp = (A+1)7"B(A+1)7"
The assertion now follows as in the proof of Corollary 4.7. O
Combining this theorem with Theorem 4.5 yields:

Corollary 4.12. Assume that (2.21) holds. Suppose that 1 < r < oo, that
¢ € L"(n) and that for some s >0 (A+1)7% isin S,. Let

(4.19) b= (A+2) %224y
Then Hy is in the Schatten class S, on H2.

Notation 4.13. (Naturally induced measures and regularity of holomor-
phic symbols.) It is sometimes possible to express regularity conditions on
a holomorphic symbol b by a size condition on b with respect to a different
measure. Suppose that the vector field X associated to (M, g, p) is 2-sided
complete. The diffeomorphism group ¢t — exp(¢X) induces a family of prob-
ability measures u; on M defined by

(4.20) e = (exptX)u teR.

Of course even if X is only one sided complete the measures y; given in (4.20)
are well-defined probability measures on M for ¢ < 0. But our interest in
these measures lies in their usefulness for describing regularity of symbols
b, and for this we need ¢t > 0. If, for example, u is Gauss measure on C™
then y; is again Gauss measure but with a different covariance. Indeed the
measure (7,); = (e'%)s7, is easily computed. Taking the notation from
Example 2.4, we have !Xz = e/, If f € C, (Cm) then, making the change

of variables z = e!/%w, we have [ f(w)d(7va):( ff Xw)pa(w)dw =
[ f(2)pa(e™92) det(e t/aI dz= [ f(z pae%/a( )dz. Hence
(4.21) (€)iva = Ype2tra tER.

Although the vector field X is 2-sided complete in all of the examples of
Section 3 except Examples 3.11-3.13, the induced measures u; may not be
perspicuously related to u. Another class of examples for which the trans-
formed measure is usefully computable is that described in Example 3.10.
Denote by v, the measure on C, with density (3.21) and by u, its lift to
M,,. These measures were denoted simply by v and p in Example 3.10 for
ease in reading. The vector field X in all these examples is given by (3.17),
or its lift, as in (3.20) (with b = 1) because p was already normalized. Hence
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X = 2rd/0r in these cases and e!Xz = e¢*z. A computation similar to the
previous Gaussian computation now gives

(4.22) (") sva = Vypaen
and
(4.23) (")bta = fropaen-

Proposition 4.14. Assume that X is two sided complete. Let t > 0 and
suppose that b € D(et4|H?). Then

(4.24) €40 Loy = Bl Loy 0 <P < o0,
which can be infinite.

Proof. By assumption there is a function f in H2 such that b = e *4f. So
b(z) = f(e*X2) for all z in M by (2.19). Therefore f(z) = b(eXz). Hence

168y = 17y = [ X2t = [ )Pz
O

The proof shows that (4.24) holds also for t < 0 if b € H?. One need not
introduce the function f into the proof in that case. For ¢ > 0 Equation
(4.24) shows that the extremely strong regularity condition ||e*4b|| Lo(p) < 09,
which we have imposed on the Hankel symbol b in Equation (4.4), can be
formulated as a simple LP condition with respect to a different measure
if b € H?. We will see this phenomenon recurring in several examples in
Section 5. The conversion of regularity of the holomorphic symbol b to size
of b by Equation (4.24) provides some perspective on the conditions used in
[JPR] to obtain bounds on Hankel operators in the Gaussian case.

Example 4.15 (Gauss measure on C™. Comparison with [JPR]). Refer-
ring to Example 2.4, we note that all theorems of this section apply to
this case with M(-,-) = 1 in Equations (4.5), (4.10) and (4.11) because
B = 0. Since X is two-sided complete, Equations (4.21) and (4.24) allow
one to formulate the conclusions in Theorem 4.2 and its corollaries in terms
of L" norms of the symbol b when b is holomorphic. Consider the simplest
and most important case, Theorem 4.5. In the two subcases discussed after
Theorem 4.5 we took r = oo, which is inappropriate when b is holomorphic
because b must be constant if it is both holomorphic and bounded. Suppose
then that 1 < 7 < oo and that b € HL?(v,). If €/* = ¢/ and e!4b € L (v,)
then Theorem 4.5 asserts that Hy, : HL?(v,) — HL?(v,) is bounded and the
inequality (4.11) holds. But HetAbHLr(%) = [|bllLr(4,,.) Py (4.21) and (4.24).
Thus we may conclude that

(4.25) ||Hb||HL2(’ya)~>HL2('yQ) < Hb”Lr(%”/)’ 1<r< oQ, be HL2(’ya).
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The left side of (4.25) does not depend on r. On the right side we have
incorporated the ¢ dependence into the variance ar’. r is still at our disposal.
For a particular holomorphic symbol b it is of course desirable to choose r
so as to minimize ||b[|r(, ) or at least so as to make ||b]|pr(,_ ) finite. Take

m = 1 for simplicity of writing and define b(z) = e for some s > 0. Then,
for any v > 0, we have ||b||’ir(%) = const. [ ers(@=9) o=@ +9%)/(29) gz dy. So

(4.26) 1]l 2r(4,) < 00 if and only if rs < (20)7".

In particular, putting v = ar’, we see that [|b||zr(, ,) < oo if and only if
s < (2ar'r)~t. Now (v'r)~! = (r — 1)/r?, which achieves a maximum at
r = 2. Thus the weakest restriction on s is achieved at r = 2. For r = 2
the last inequality says s < (8a)~!'. Therefore for the class of functions
b(z) = ¢5%* the best we can deduce from Theorem 4.5 is that Hj, is bounded
on H?(7,) if s < (8a)~!. We may compare this with the known best result
in the Gaussian case, [JPR, Theorem 7.5, (a), with 3 = a = (2a)~! and
p = 00], which shows that Hj, is bounded on H?(7,) if and only if s < (8a)~ !,
Thus our general method fails to achieve the known boundedness of Hj for
the limiting value s = (8a)~*.

The previous computations for b(z) = %" also show that the lower bound
on t, given by the inequality (4.3), is best, at least in the case p = ¢ =
r = 2. Indeed with these values (4.3) reads €%/® > 2 (since ¢ = a in the
present example). To see that this inequality is a necessary condition for
boundedness of H, on H?2 suppose that o = e20/¢ < 2 and that ¢, > 0.
Since [|€4b|[12(,.) = 1Bl 12(yen) Py (4.21) and (4.24), the assertion (4.26)
(with v = ac) shows that [ 2(,,) < oo if and only if s < (4aa)™".
Since a < 2 there is an s satisfying (8a)~! < s < (4aa)~!. For such a value
of s Hy, is unbounded on H?(v,) (by [JPR, Theorem 7.5, (a)]) even though
||et0AbHLz(%) < 00. Thus the lower bound on ¢ specified by (4.3) cannot be
improved in this Gaussian example. See also Remark 6.11 for another proof
that (4.3) cannot be improved.

Remark 4.16 (Target space = H? ). We have focused so far on the Hankel
operator Hy, as an operator on H? (in Theorem 4.5) and more generally as
an operator from H? into H? (in Corollary 4.4). But the bound (4.5) also
offers the possibility of establishing boundedness of Hy as an operator from
HP into H? when ¢ € (1, o0) and ¢’ is the conjugate index. Of course the
inequality (4.5) is equivalent to the bound

(4.27) [ Hpl3o— 300y < M (p, pe®/©) M (g, ge*/)||e"*b]|,

where (H9)* is the dual space to H%. In general the space H? may not be
the dual space to H?. If h € H? then the linear functional T}, : H? — C
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defined, as usual, by

(4.28) nmzAﬁ@mmmm

has norm at most ||h||, by Holder’s inequality. Since H? is smaller than L4
one might actually have [T} ()« < [|h]lg. In fact it can actually happen
that T, = 0 even if h # 0, as we will see in Example 4.19. If the map h — T},
from H? into (H9)* is one to one and onto then we will say that H? is the
full dual space to HA.

By the open mapping theorem 7| has a bounded inverse when HY is the
full dual space to H?. We summarize this as a proposition.

Proposition 4.17. Let 1 < ¢ < co. If HY s the full dual space, (H9)*,
then there ewists a real constant Cq > 0 such that

(4.29) CoYIRlly < | Thllray- < |hlly VR € HT.

Moreover H? is also the full dual space to HY and (4.29) holds with q and
¢’ interchanged, for some constant Cy > 0.

The last assertion follows from the fact that the pairing (4.28) is nonde-
generate when HY' is the full dual space to H? and from the fact that H? is
reflexive, being a closed subspace of the reflexive space LY.

When H? is the full dual space to H? the inequality (4.5) assures that for
fixed g € HP there exists a unique element Hyg € HY such that Ty(f,g) =
(f, Hpg), and this defines the anti-linear Hankel operator Hy : HP — HY
associated to the Hankel form I',.

Corollary 4.18 (H, : H? — H? is bounded). Let 1 < q < oo and assume
that H? is the full dual space to HY'. Then, under the hypothesis of Theorem
4.2, one has

(430)  [Hillyoyer < CyM(p, pe?/*)M (g, ge2/%) 41,
where Cy is given by (4.29).
Proof. This follows from (4.27) and (4.29) (with ¢ replaced by ¢’). O

The duality assumption in Corollary 4.18 frequently fails. In Example
4.20 we will show that it even fails for Gauss measure. But first we will
show in the following example that the converse of Proposition 4.17 is false.
We will exploit the pathological Example 3.18 for this purpose.

Example 4.19. The converse of Proposition 4.17 is false. Choose A in
Example 3.18 so large that dimH? > 2 for some p > 1. Clearly one can then
choose p so close to one, and therefore p’ so large, that HP' consists only
of constants. In this case dim H? = 1 < dim HP. So H? cannot give the
full dual space to HP. Yet (4.29) holds because T1(1) # 0, which implies
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| T1(3¢p)= > 0, which gives (4.29) for h = 1, and therefore for all constant
functions h. So (4.29) holds even though H*" is not the full dual space to
HP.

The same example illustrates that the map h — T} need not be one to
one: With the same X and p as above take ¢ = p/. Then dim H¢ > 1 = dim
H. So there exists a nonzero h € HY such that T}, = 0.

P. Sjogren, [Sj], has shown that H? (v,) is not the full dual space to H9 ()
for Gauss measure, v,, when ¢ # 2. Another proof of Sjogren’s theorem was
given in [JPR, Corollary 9.2]. At the same time [JPR] identified the actual
dual spaces. They showed, for example, that if 1 < p < oo then the dual
space to HLP(vqp) is HLp,(yga/p/) in the L?(v,) pairing.

In the following example we will give yet another proof of Sjogren’s the-
orem, based on recent work of E. Carlen, [C].

Example 4.20 (Duality fails for Gauss measure on C™, [Sj]). Let a > 0
and let v, be the Gaussian measure on C™ = R?™ with density given by
(2.4). If 1 < p < 0o but p # 2 then HL¥ (v,) is not the full dual space to
HLP(7a)-

Proof. It suffices to show that there is no constant C), > 0 such that (4.29)
holds. Let h,(w) := e®?/2%, It is straightforward to compute that

2
||h‘2||Lq(’Ya) = eQ|Z| /SCL’ 1 S q < 007

since the integral is just a Laplace transform of v,. But h, is the reproducing
kernel for HL?(v,) [Ba]. So for all f in HL?(v,) we have

(4.31) flw)hz(w)dp = f(2).

Cm
If f € HLP(~,) then this equation holds by restriction if p > 2 and by
continuity of both sides in HLP norm if 1 < p < 2, since HL? is dense in
‘HLP in this case. Now E. Carlen has computed explicitly the HLP(v,)*
norm of the evaluation functional A, : f — f(z). He finds, [C, Equation
1.22],
Az lreo e = €0/%, 1< p < oo,

Since T}, = A, we therefore have

—p'/4)|z|%/2a
(4.32) IToc ooy /el oy = €97 0L 20,
But p'/4 - 1/p= (4;0)_1(1%21 —4) = (4p)~Yp —2)%/(p — 1). It follows that

the coefficient of |z|?/2a in the right side of (4.32) is strictly negative if
p € (1,00) and p # 2. Therefore the ratio on the left side of (4.32) goes
to zero as |z| — oo. Hence the first inequality in (4.29) cannot hold (with
q = p) for all of the functions h, if C), > 0. O
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5. The spectral algebra R and the Hilbert-Schmidt class.

We will again assume that Standard Conditions hold (Notation 2.3) and
that R is an algebra (Notation 2.9).

In all the examples that we have the operator A|H? has a discrete spec-
trum with finite multiplicites and contains the constants in its domain. In
all the interesting examples H? has then the following structure, which will
allow an illuminating and computable analysis of the Hilbert-Schmidt prop-
erties of Hankel operators.

Notation 5.1. Denote by S the spectrum of A|H? and by E), the eigenspace
of A|H? for eigenvalue A. Then:

(i) We may write S := {Ag, A1,...} with 0 =X < A1 < Ay < ... and

(5.1) H? = DresEn.
(ii) Eo = {constants} and dim E) < oo for all A € S.
(iii) If f € F\ and g € E, then fg € E),,. In particular \,v € S implies
A+rves.
(iv) R is the linear (not closed) span of {E)\|A € S}. Moreover R C
LP Vp < o0.

Remark 5.2. Ttems (i) and (ii) just reflect the assumption that A|H? has
discrete spectrum with finite multiplicity and that the constants are in D(Q).
Clearly Q(f) = 0 only for the constant functions. Item (i) and the assertion
dim F) < oo would both follow from a knowledge that A has compact resol-
vent in L?. In fact A does indeed have compact resolvent if the logarithmic
Sobolev inequality (2.21) holds, by the Bogachev-Rockner-Zhang-Cipriani-
Wang theorem [BRZ, Ci, Wa]. But we do not need to assume that (2.21)
holds elsewhere in this section and in fact (i) and (ii) hold quite a bit more
generally. In the important case of the weighted Bergman spaces B, with
—1 < v <0, (cf. Example 3.12) the validity of (i) and (ii) actually requires
the use of non-Dirichlet boundary conditions on A, as we discussed in Ex-
amples 3.11 and 3.12. But since we just wish to show how the structure
exhibited in items (i) to (iv) impinge on the Hilbert-Schmidt properties of
Hankel operators we will not elaborate here on the boundary conditions
which validate items (i) to (iv) for the weighted Bergman spaces.

Item (iv) just restates the definition of R in the present notation and item
(iii) follows from the equation, cf. (2.15), A(fg) = Z(fg) = (Zf)g+f(Zg) =
(A + v)fg. The validity of this equation hinges on our assumption, used
throughout this section, that R is closed under multiplication and, of course,
that Standard Conditions hold. All of the examples of Section 3 have the
structure listed in items (i) to (iv) except for the pathological Example 3.18.

Our computations in this section will depend only on the properties (i) to
(iv) of the space H2. For any function f in H? we will write f =, fy for
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the decomposition corresponding to the direct sum in Equation (5.1), and
we will write simply || - || for || - ||z2(,)-

The map H? 3 b+ I’ is one to one because if (fg,b) = I'y(f,g) = 0 for
all f,g € R then b = 0, since R-R = R, which is dense in 2. Thus the map
b — Hy is also one to one on the set of those b € H? for which H, exists as
a bounded operator on H?. We are going to pull back the Hilbert-Schmidt
(HS) norm on Hj to b.

Notation 5.3. Let

(5.2) C={becH*: H,is HS}.
Define
(5.3) (b, c)us = tracey2(H:Hp) for band ceC.

Since the map b +— Hj is one to one ( , )gs is an inner product on C.

Theorem 5.4 (Structure of C).

(a) R C C and C is dense in H?.
(b) C is complete in the HS inner product, (5.3).
(¢) C = ®resEN in the HS inner product.

The proof of Theorem 5.4 depends on the following two lemmas.

Lemma 5.5. Let A € S. Suppose that b € Eyx. Then I'y is continuous on
R x R. The Hankel operator Hy satisfies:
(a) Hb(EV) CE,ifAx—veS.
(b) Hy(E,) = {0} if A\—v ¢ S.
(c) range(Hp) C span{E, : ¢ < A}. So Hy is a continuous finite rank
operator with

(5.4) rank(H,) < ) dim(Ey).
o<
In particular Hy is of HS type.
(d) Ifbe Ey\ and c € E, and X\ # o then
traceyz (H: Hp) = 0.

(e) ||o]] < ||b|lgs for allb e C.
Proof. Suppose that b € Ey. Let F) = span{E, : 0 < A}. Then F) is a
finite dimensional subspace of R, which is itself contained in L*. Hence the
L* and L? norms are equivalent on Fy. Thus if Py : H?> — F) is the or-

thogonal projection then for any g € H? one has ||(Pyg)bll2 < || Prg|la]|b]l4 <
ClIPagl|2]|6]l2 < Callgll2]|b]|4 for some constant C. So the operator

H : g Pp2[(Prg)b]
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is continuous from H? to H? with norm at most C,||b]|4. Now suppose that
g € E,. Ifv < Xthen g = Pag. So I'v(f,g9) = (f,gb) = ([, (Prg)b) =
(f,Hg) for all f € R. If v > X then P\g = 0. So (f,Hg) = 0. But also
Iv(f,9) = (fg,b) = 0 when f € E, because fg € E,t, and o+v > \. Hence
(f,Hg)y = 0 =T%(f,g) for all f € R when v > X. So I'y(f,9) = (f, Hg)
for all f,g € R. Hence I'y is continuous on R x R and H, = H. Since
(f,Hpg) = I't(f,9) = 0 if 0 + v # X the conclusions (a), (b) and (c) now
follow. To prove (d) suppose that ¢ € E, with 0 # A\. If g € E, then
(HXHypg,g) = (Hpg, H.g) = 0 because Hpg € E\_, and H.g € E,_,. Thus
if one computes the trace of H}H} on a basis adapted to the decomposition
(5.1) all terms are zero. Finally (e) follows by observing that H,1 = b for all
b € C. Computing the trace of H; Hy, in a basis in which the first term is the
constant function equal to one we then find ||Hy||%g > (Hpl, Hyl) = (b, b),
which gives (e). O

Lemma 5.6. Suppose that b= 73", _gbx is in C and that c € E,. Then
(5.5) tracey2 (H: Hy) = tracey2(H. Hy, ).

Proof. Let g € E,. Then f = H.g € E,_, which should be interpreted to
be {0} if o —v ¢ S. So fg € E,. Hence (H.g, Hyg) = (f, Hyg) = (fg,b) =
(f9,b0) = (Hcg, Hy, g). So (Hpg, Heg) = (Hy, g, Heg) for g € E,. Summing
over a basis adapted to the decomposition in Equation (5.1) completes the

proof. O
Proof of Theorem 5.4. Lemma 5.5 shows that £\ C C for all A € S. This
proves (a).

To prove (b) assume that b, is a Cauchy sequence in C in HS norm. By
Lemma 5.5, Part (e), it is also a Cauchy sequence in H2 norm. So there
exists b € H? such that ||b — b,|| — 0. We must show that b € C and
that ||b — b,lus — 0. Since the space of HS operators on H? is complete
there exists a HS operator H such that |H — Hp, |lus — 0. So for f and
g in R one has (f,Hg) = limp—oo(f, Hp,9) = limp—oc(fg,bn) = (fg,b)
because fg € H2. Hence I'y is continuous and H, = H. So b € C and
| Hy — Hy, |lns — 0.

To prove (c) observe that by Lemma 5.5, Part (d), we have E) L E,; in
HS inner product if A # . The sum in item (c) of Theorem 5.4 is therefore
an orthogonal sum in HS inner product. It suffices then to show that if b € C
and if (b,c)us = 0 for all ¢ € E, and all 0 € S then b=0. Butif b=, by
then Lemma 5.6 shows that 0 = (b, by )us = (bs, b, )us. Hence b, = 0 for all

o € S and therefore b = 0. O
Corollary 5.7. Ifb=3",_sbx € H? then
(5.6) 1 Hlfis = Y [1Hoy lrs-

pY
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If either side is finite then both sides are finite and Hy admits the HS or-
thogonal decomposition
=2 _H,
A

(with convergence in HS norm).

Proof. By (5.3) the linear map b — Hj, is isometric from the Hilbert space
(C,]| - |lms) into the HS operators on H2. Thus by Theorem 5.4(c) Hy =
> Hp, is an orthogonal decomposition corresponding to b = >, by under
this isometry, and (5.6) follows. Clearly both sides in (5.6) are infinite if
béecC. O
Four computable examples in one complex dimension. In each of the
following examples ) will be one dimensional and the spectrum S will have
the form S = {na : n = 0,1,2,...} for some constant a > 0. M will be
chosen to be either:

(1) C—{0} (Example 5.11),

(2) the Riemann surface for z!/™ with m > 2 (Example 5.12),

(3) C (Example 5.12 with m = 1), or

(4) the unit disk (Example 5.13).

We choose an element ¢, € E,, for each n > 0 in such a way that
OnPm = Pnim for all n,m > 0. For example we will take ¢, (z) = 2" when
M is a subset of C and we will take ¢, (z) = 2™ in the case of the Riemann
surface for z!/™. The following lemma is the basis for our computations of
HS norms of Hankel operators.

Lemma 5.8. Suppose ¢, spans E,, for n > 0 as in the immediately pre-
ceding notation and YnPm = @nim for all n,m > 0. Then

n
lnll*
(5.7) 1Heullas =D 773
7 kzzo lonll?llen—kl?
Proof. By Lemma 5.5, Parts (a) and (b), we know that H,, ¢ = anr@n—k
for n > k, and H,, ¢ = 0 for n < k. The constants a, follow from

k| on—kl1* = (Hp, Ok Prk) = (O, OkPn—k) = |lonl?

which gives ani, = ||@nl|?/|ln—x||?. This yields

s =3 [, 2| = 3 asllonal? annn [
o k=0 el Py llox]|? lon—rll4lerl?

O

Lemma 5.9. Continuing the notation of the preceding lemma, suppose that
there is another measure pi on M such that the v, are mutually orthogonal
in L?(fi) and there are constants 0 < r < s < 0o with

(5.8)  rlealdag < 1Ho ks < slenlfag. for n=0,1,2,.
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Then
(5.9) rlbll 2y < 1Hollfis < sllbllfe@ ¥ be M

Proof. If b =" ) anipn, then, in view of Corollary 5.7, the inequality (5.9)
follows from (5.8) by multiplying (5.8) by |a,|? and summing over n. [0

Remark 5.10. It is known, [JPR, Theorem 7.8], that in the Gaussian
case, with 1 = 7, one has (b,b)us = HbH%Q(Wa). That is, (5.9) holds with
r=s=1and g = v2,. We will compute the norms ||b||gs in four examples
using Lemma 5.8 and show that in those three examples in which the flow
of X is two-sided complete the inequalities (5.9) hold with i = ('), for
a suitable ¢ > 0 or (in Example 5.11) a slight variation of this measure. In
contrast to these three cases we will show that (5.8) cannot hold for the
weighted Bergman spaces for any finite measure on the unit disk. The X
flow is not two-sided complete for the weighted Bergman spaces. These
four examples suggest that there may be a link between the validity of an
equivalence of norms as in (5.9) and the two-sided completeness of the X
flow, at least when a logarithmic Sobolev inequality, (2.21), is present. But
we have not explored this possibility.

Example 5.11. We take M = C — {0} as in Example 3.8. Let dy,(z) be
the measure on M with density given by (3.19). One can compute easily
that Hz”H%Q(VE) = a?"(2n+1)!. Then by Lemma 5.8 HHanI%[S(Va) = a?"(2n+

DY, ﬁ(zgzl) = a®(2n + 1)!%. (The sum follows from formulas

0.155.1 and 0.155.2 in [GrR]; Maple V gives the same result.) With N =
20/0z we see that
(N +1)"1/29Nn = 2 o
(14 n)l/2

Let b=, cn2". Equation (5.6) shows that
2n

o0
2
Hyllhs = 2a®"(2n +1)!
[ Hll1s ;)Icnla (2n+ D=

_ 2 227L n _ 1 N 1/22Nb
= 3 e 2 ey = 10+ 32V,

Thus
(5.10) 1HplEs = 12V (14 N) /28] 3,

In accordance with Proposition 4.14 and Equation (4.22) we may write this
as

(5.11) 1y s 2y = 1L+ N) 7200 120, )-
(
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as we see by writing 2V = e(°82)(4/2) and taking t = (1/2)log2 and n = 2
in (4.22). Because of the factor (14 N)~/2 the right side of (5.11) does not
represent a pure growth condition on b in the spirit of (5.9). But we can
convert it into such a condition as follows. Let

1 e-lel/a

(5.12) Wal2) = 51

One has then HZ”H??(EQ) =a?"(2n)!. So

2 - 2 2 22n
1y s oy = D lenl?a® (20 + OIS —
n=0
oo
2n+1
= Z |Cn|2||zn”%2(§2a) n + 1 .
n=0
Hence
(5.13) 1817250y < IHolfs 2000y < 211011725,

Thus if b € H?(C,,v,) then (5.9) holds with i = Ty, and with r = 1 and
s = 2. Our derivation of (5.13) from (5.11) is somewhat ad hoc. Here is a
more conceptual, though longer, derivation which may be useful for future
extensions. Consider the lift pu, of v, to My as in Examples 3.9 and 3.10.
Notice that H?(C,, v,) is naturally embedded in H?(Mj, j14) by regarding it
as the subspace of functions on My which are invariant under the interchange
of the two leaves of Mj (and so spanned by the functions z*/2 with k even
and nonnegative). Extend the operator denoted above by N to H?(Ma, f14)
by putting N = 20/0z in H?(Ma, j14). Since Af = Zf = 2zf'(z) over My
we have A = 2N. By (3.23) with n = 2 we therefore have C*C = 2a(N +1).
Recall that C is multiplication by z'/2, which makes sense over M, but
not over C,. Let du, = (a/|z|)dpe on Ms. The key observation in the
following is that the creation operator relates the two probability measures
thus: Hzl/QgH%a = al|gl|?,. Now any function f € R over My may be written
f=~+Cg for some v € C and g € R. Then

(5.14) 112 =P+ 1Cqllz, = v +allgl?,-
Also,
(5.15) (N+D)7 Plue = WP +H(N+1)71Cg,Cy)p,

=P+ (CN+1)"'Cyq,9)u,-

But from (3.24) with n = 2 we have AC' = C(A+1). So NC =C(N +1/2)
and therefore (N + 1)C = C(N + 3/2) on R. Hence C*(N + 1)7!1C =
C*C(N +3/2)"t = 2a(N + 1)(N + 3/2)~! by (3.23). Consequently a <
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C*(N 4+ 1)71C < 2a. Combining this with (5.14) and (5.15) gives
(5.16) 1113, < IV + 07275, <2012,

first for all f € R and then for all f € H?(Ms, us). Replacing now a by 2a
in (5.16) and choosing f = b € H?(C,,v2,) the inequality (5.16) combined
with (5.11) gives (5.13) because fig, is the lift of vy, to Mo.

Example 5.12 (The Riemann surface for 2//™ and the Gaussian subcase).

We take the notation from Example 3.4 but replace n by m. We will prove
that (5.8) holds for some 0 < r < s < oo. Consider the orthogonal basis
{on(2) := 2™ n € No} in the space H2(M, jtq) over the Riemann Sur-
face M,, with m > 2 fixed, where we have written u, for the measure u
defined in Example 3.4. Then

2 _ n/mp (1
(.17) lenlEaguy) = a0 (1 +1)
and a simple calculation based on Lemma 5.8 yields
- P+
5.18 = (2a)"/mr (2 4 1) m
(518)  ||Hy, |lfs = (2a) — kZ:OF(HH)F(k —y

Gaussian subcase: For m = 1 this formula is also correct for Gauss measure
7o on C and (5.18) then reduces to

(5.19) Vo, s = (20) mz() (1)l = nl2s(ry )

So (5.9) holds for H*(C,74), Ya = V24 and 7 = s = 1. This result has
been obtained by different techniques in [JPR, Theorem 7.8]. Yet another
derivation of (5.19) is given in Example 6.9.

For m > 2 we use the beta function B(z,y) := I'(x)I'(y)/T'(z + y) which
satisfies

1 2w+y—1(x+y_ 1) /72T -2
= cos |(xz — y)t| cos™ Y T4(¢) dt,
Blw) : , el "

see [GrR, p. 949]. Withz =2k + 1 y =% 4 ] and I'(z + 1) = 2I'(2) we
write (5.18) as
(5.20)

1 He, |IEs = 2(4a)n/mf( )/ [ZCOS (n— 2k >] cos™ ™t dt.

Now (5.17) gives the relation with the norm of ¢, in L?(u2,),

2
(5.21) | Hew lliis = ~enllZzua,) - cns
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where ¢, is the integral in (5.20). We can do the summation in (5.20)
using the finite geometric series for complex exponentials. After elementary
trigonometric manipulations we obtain

3 sin(2t) cos -
Cp = / (cos (£t> + (m)tm) cos™ ™ ¢ dt.
0 m Sin m

Below we will prove that there exist constants 0 < r < s and ng € N such
that

(5.22) r<ec,<s VYn>nyg.

With Lemma 5.9 and (5.21) we thus arrive at our final conclusion: Let
b€ H*(My, p1a). Then b is the symbol of a HS-Hankel operator on H?(jiq)
if and only if b € H?(uz2,). Notice that this characterization is identical with
the one for m = 1, but for m > 2 we do not obtain the norm equality (5.19).
We only obtain norm equivalence, (5.9), by (5.21) and (5.22).

Proof of (5.22). Clearly fog cos -t cosm tdt — 0 for n — o0, so it suffices to
show that

us .
2m SIn NT n
(5.23) dy = —— cosz cosm mx dz
0 ST

is bounded from above and from below by strictly positive constants for
n > ng. We denote by f(z) the integrand in (5.23).

Upper bound for dy,: Let k be the largest natural number satisfying (2k +
1) < 5. Then, for n > 2m,

z k (2j+1)=
(5.24) dp = /0 fn(z)dx + Z/( I fo(z) dz + 7).
J=1

2j-1)7

Since sinnzx is 2W’T—perlodlc and cot x cosm mx decreases monotonicly on

[T, 5] the terms in the sum in (5.24) are all non-positive, so

d, < /n fn(z)dx + 1, for all n > 2m.
0

Obviously r, — 0 for n — oo. The upper estimate therefore follows from

/"fn(x)dx§2/2" Smmd:c<4/2"mdx_2w, Vn > 2m.
0 0o x/2 0o
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Lower bound for dy: For x € [0, 7] and n > 4m we have

2 2 %
COS T COS™ T = 1—:6——1—... 1—m—|—...
2 2
z? (mx)*\"
>11—-— 1-—

2 2.2
<1—27Tn2><1—n;n7;> = oy, —1 as n — oco.

™

Let k be the largest natural number satisfying (2k +2)7 < 5. For n > 4m
we estimate

sinx sinx
jus £
n Slnnx sin nx ~
> oy p der +7ry
0 SIIIE
n 2n ~
> oy, —dx — — W—l—rn—>1—— as n — oo
0o 7 nsin 7 T

O

Example 5.13 (Weighted Bergman spaces B,, v > —1). Continuing the
notation of Example 3.12, we will show that Hp is HS if and only if b €

D(AOT2)/2|H?). We consider first the case v = 0 because | H - || fs (1) can

then be calculated explicitly. We have ||z”||%2(“0) = n%rl So Lemma 5.8

yields

“(k+1)(n—k+1) 1(n+2)(n+3)
Z (n+1)2 6 n+1 '

1 H o i o) =
k=0

With b(z) = Y7, anz", Equation (5.6) shows that

(n+2)(n+3) < 0o

oo
1
beByand Hy is HS <= ) ]an|26 -
n

n=0
o0

= > an/f(n+1) <o
n=0

= V' (2)|*dxdy < oo.
|z|<1
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This last condition coincides with the definition of the Besov space By on
the unit disk D, see [Zh, Sec. 5.3]. Thus Hy is HS iff b € By, cf. [Zh
Sec. 5.7, Cor. 2]. The same characterization is actually valid for all weights
v > —1, [Pel], [JPR, Theorem 12.1], which can be deduced by our method
as follows. Observe first that

' ol = HZ'" [EE IIZ’“II2 B

because the ||2"|| are monotonicly decreasing (for all probability measures p
on the unit disk D). On the other hand, writing v = m — 14« with m € Ny
and a € (0, 1] yields

|
n|2 —T(2 L

”Z “Lz(u.y) ( +7)F(n+2+’y)
I'(n+1)

(n+a+m)...n+a+1)I'n+a+1)

=T(2+7)

and the asymptotic expansion I'(z + 1) ~ (z/e)*/2mz applied to the right
side shows that ||z”||%2(w) ~d-(n+a)”*"™ with some constant d > 0.

This implies that for all n > ng we can estimate

(%]
1 (n —k + o)™ (k + a)>t™
2
1o s ) 2 5 2 (1 + a)2(tm)
k=[%]
> 1— 1).
2 kz[:]( ”+1> <n+1> PR AR

Since the term in brackets converges to f12//33(1 — )Tty > 0 as n —
oo there exists ¢ > 0 such that HHZ"HIZJS(M) > c¢(n+1) for all n > ny > no.
This estimate, combined with (5.25) and (5.6), shows that Hj is HS iff
3 |an|2||Hzn|\§IS(W < 00, which holds if and only if 3" |ay,|*(n + 1) < oo,
which is in turn equivalent to the assertion that b € Bs.
Since Az™ = 2(y 4 1)nz" we see that b € D(A0+2)/2) in H?2 if and only if
3% o a2 (n0+2)/2)2 ||z”||%2(#7) < o00. But, since ||Z”H%2(M) is on the order
n~*D for large n, it follows that b € D(AOT2/2|H?(u,)) if and only if
b € By. Thus the Besov space By coincides with D(AO2)/2|H2(,)) for all
v > -1
Remark 5.14 (Failure of optimality in Bergman spaces). We saw in Exam-

ple 4.15 that the minimum regularity condition on a holomorphic symbol b
of the form ||e*4b|| [2(ya) < 00 needed to produce a bounded Hankel operator
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on H? in the Gaussian case, is accurately given by the minimum time re-
quirement e2/¢ > 2, specified in Theorem 4.5. In that example the constant
cin (2.21) is given by ¢ = a. Moreover it is known that (2.21) is not satisfied
for v, for any ¢ < a even if one allows g > 0.

In contrast, for the weighted Bergman spaces, there is evidence from
the work of Mueller and Weissler over the interval (—1,1), [MW], that
(2.21) may hold for all ¢ > 0 with a ¢ dependent 5 := ((c). In this case
a lower bound on t of the form e2t/¢ > 2 provides no lower bound at all.
One should then expect that Hj will be bounded on the weighted Bergman
spaces if ||e!4b|| < oo for any ¢t > 0. And in fact Example 5.13 shows that
Hy is not only bounded but also HS if the holomorphic symbol b satisfies
|(A + 1)(7+2)/2b||L2(M) < o0, which is itself a much weaker condition than

one of the form ||etAb||L2(M) < o0, for some ¢t > 0. Moreover [Pel], see
also [JPR, Theorem 12.1], has shown that boundedness of H, on H? ()
requires an even weaker condition than this.

Can the general methods of Section 4 capture such a weak sufficient condi-
tion for boundedness of H,? We speculate that a knowledge of the function
B(c) might allow one to come at least as close to the known best result
[Pel], [JPR, Theorem 12.1] for the weighted Bergman spaces as we did in
the Gaussian case (cf. Example 4.15).

Remark 5.15. In Example 5.13 the HS-property of Hj cannot be charac-
terized by a probability measure fi on the unit disk D asin (5.9). This follows
from the fact that the moments |[2"(|12) must decrease monotonically to
zero for any probability measure fon D. But we saw that || Hn |lug(,.,) /" 0o
So the second inequality in (5.8) cannot hold. It seems doubtful to us that
there are any pairs of measures u, i, with smooth radial densities on the
unit disk, for which (5.8) holds. But we have not been able to settle this.

Theorem 5.16 (Operator bounds for Hj, when b is in E)). Suppose that
the logarithmic Sobolev inequality (2.21) holds and that b € E\. Then

(5.26) 1 Hyllyz gz < 2267 ]2
If, in addition, X\ = p+ v with p and v € S then Hy(E,) C E,, and

A 0/2
(5.27) 1Bt < (=) P[b]l
%

The entire coefficient of ||bl|2 is to be interpreted as 1 if p or v = 0.
Proof. By (2.24) M(2,4)? = e%0/2-1/4) = ¢f Hence (4.11), with r =
2, gives | Hy|lpz—pe < €°||et4b]|a where €2/¢ = 2. But etth = b =

(e2t/)eM2 = 2¢A/2p from which (5.26) follows. To prove (5.27) observe first
that by Lemma 5.5 (a) one has Hy(E,) C E,,. Now take ¢ > p = 2 in (2.22)
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to find
le™A lly < OO flly where /¢ = g/2.

If f € E, then e /A f = e~ 7 f = (q/2)°°/2f. Hence

q _
(5:28)  Wfla<(5) 7 POV flly, feB, g2

Now let f € E,,, g € E, and b € E) where A = p+ v. In case p > 0 and
v > 0 Equation (5.28) together with Holders inequality yields

(5.29) [(f, Hog)| = /begdu‘ < [1bllgu 1£llgs lgllgs

< [(a1/2)*(a2/2)"(a3/2)"1"2 " [Bll2] fll2 g2

ifql_l—l—qz_l—kqg_1 = 1 and q1, g2, q3 > 2. The choices ¢1 = 2,q2 = 2\/u, q3 =
2\ /v satisfy these requirements on the ¢; and yield the inequality (5.27).
In case v = 0 we have g € Ep, so ¢ is a constant. Therefore |(f, Hyg)| =
| fu bFgdul < 1l [y 1bF1dn < [blallfll2llglls, which is (5.27) for v = 0. A
similar argument applies if © = 0. We point out that the above choice of
the ¢; actually minimizes the coefficient in (5.29). A reader can verify this
by setting z; = 1/g; and using Lagrange multipliers to maximize xi\mg xy
subject to the condition 1 + x2 + x3 = 1. O

In view of Theorem 4.11 it is of interest to know when the operator
(A +1)~* is trace class on H2. Of course if H? is finite dimensional, as in
Example 3.18, then (A 4 1)~* is always trace class on H2. This case is not
of interest to us because R cannot be an algebra in such a circumstance.
(See the discussion in Example 3.18.) If H? is infinite dimensional then we
have the following simple dependence on the dimension of M.

Lemma 5.17. Let (M, g, ) be one of the examples of Section 3. Assume
that dim H? = oco. If complex dimension M = m then

(5.30) tracep2(A+1)"% < oo if and only if s > m.

Proof. In all the examples of Section 3 the Dirichlet form operator A has
the form A = C[Y.7", 2,0/0z] on H? for some constant C' > 0 where m
is the complex dimension of M. The meaning of this expression is clear
when M = C™ or some open subset of C and has also been explained
in Example 3.9 when M is the Riemann surface for z'/". In all cases
the spectrum of A|H? is the same as for a harmonic oscillator, namely
{0,C,2C,...}. Moreover the multiplicity of these eigenvalues depends in
a simple way on the dimension. It will suffice to focus on the case of Ex-
ample 3.1, in which M = C™, all other cases being similar. The eigen-
functions of A in H? are the polynomials z’fl ...zFm with corresponding
eigenvalue C'(ky + -+ + ki), cf. Eq. (3.12). Hence tracey2(A + 1)7° =
>0 (1 C k1 h)) > = 5520 B(m, j)(14C)~ where B(m, j)
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is the number of partitions: ki+---+k,, = j. By inscribing and circumscrib-
ing squares in and around the simplex {k1+- - -+ky, = j;all k; > 0} one sees
that B(m, j) is on the order of ™~ for large j. Hence traces2(A+1)"° < oo
if and only if m — 1 — s < —1. This proves (5.30). O

In the next example we will combine (5.30) with Corollary 4.12.

Example 5.18 (HS class and non-Gaussian measures on C™ ). Refering
for notation to Example 3.1 let us assume that the logarithmic Sobolev
inequality (2.21) holds. This was shown in Theorem 3.2 to be the case in
many instances. By (5.30) (A + 1)7* is HS if and only if 2s > m. Thus we
may conclude from Corollary 4.12 that in these examples Hy is HS if b is
given by (4.19) and 2s > m.

But we must note that unless the constant ¢ in (2.21) is the smallest one
for which (2.21) holds (for some 3 > 0), the factor (A+41)~* is unnecessary to
reach the conclusion of Corollary (4.12). The reason for this is that if (2.21)
holds for ¢ and for ¢y < ¢ (different 8s) and t9(2,2r’) corresponds to ¢y as
in (2.23) then t; = t9 + € for some € > 0. Hence b= e~ t74p = e~Ae~114p,
But e_t?JAgp is the symbol of a bounded Hankel operator while e~“4 is HS
class for all € > 0 because traceyze ! = ([[150 € %)™ < oo for all € > 0.
So Hy is already HS by Corollary 4.7. -

Example 5.19 (Gaussian case. Comparison with [JPR]). Here we will
show that the general methods of Section 4 do not reproduce the known
best results on the Hilbert-Schmidt character of Hj in the Gaussian case.
For p = 7, the smallest allowed value of ¢ in (2.21) is ¢ = a. Take r = 2 in
Corollary 4.12 as we did in the discussion of boundedness in Example 4.15.
If o € H? and b = e *4¢ with t = t7(2,4) then Hj, is bounded on H? and no
smaller ¢ than this will assure this (see Example 4.15). Then Corollary 4.7
assures that e~¢4b is the symbol of a HS Hankel operator for any ¢ > 0
because e~“4 is HS. Theorem 4.11 combined with Lemma 5.17 gives a more
refined result, namely (A + 1)7"b is the symbol of a HS Hankel operator
if 2r > m. But in fact it is known, [JPR, Theorem 7.8|, (and reproved
in (5.19) and again in (6.11)) that b is already the symbol of a HS opera-
tor. It doesn’t need any further smoothing by e~¢4 or even by (A + 1)7".
Thus, as in the case of boundedness, the general methods of Section 4 do
not reproduce the known weakest conditions that assure that Hj is HS.

Remark 5.20. There is yet another way to estimate || Hp|lgys when b € E).
In view of Lemma 5.5 it is easy to show that if b € E) then ||Hp|}g <
Yool Hollg,—E,_, - dim(Ey_,) with equality holding if dimE,, = 1 for all
eigenvalues p. By using the estimates (5.27) one can show that in the class
of non-Gaussian measures of Example 3.1, in dimension m = 1, the symbol
b= (A4 1)"Y2e 7294, gives a HS operator on H?(u) when ¢ € L?(p).
This is a slight improvement over Example 5.18 (for m = 1), which requires
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a factor (A+1)7° for some s > 1/2. In any case this improvement still does
not capture the known best result in the Gaussian case.

6. The reproducing kernel and the Dirichlet form.

We return now to the general theory and explore the connections between
the Dirichlet form and the reproducing kernel. The Dirichlet form operator
A relates well to the reproducing kernel for the Hilbert space H?2.

We will assume that the Standard Conditions of Notation 2.3 hold
throughout this section. But we do not need to assume that R is an al-
gebra.

Notation 6.1 (The reproducing kernel). For each point z € M the linear
functional H? > f ~ f(2) is continuous and is therefore given by the inner
product with a unique function K.(-) € H%: f(2) = (f, K.) for f € H>.
K. () is the reproducing kernel for H2. Denote by Py the orthogonal pro-
jection of L? onto H2. Since K is orthogonal to (H?)* we have

(6.1) (Praf)(2) = (f. K:)  VfeL*(u.

e~ leaves H? invariant for all ¢ > 0 and is Hermitian. It therefore com-
mutes with Pj2. So the unitary operators e**4 also commute with Pz, for
all real s.

Theorem 6.2. Fort > 0 and all real s there holds

(6.2) K.(e % w) = (e K, (w) = K, —ex,(w)
and
(6.3) K.(e7*Yw) = (e*K.)(w) = Ko (w).

Proof. The first equality in each line is a different special case of (2.19). Now
for any function f € H? we have

(f Kemxz) = f(e72) = (7 f)(2) = (e, KL) = (f e MK,

Since (e K,)(-) and K, —ix,(-) are both in H? the second equality in (6.2)
follows. Similarly, (f, K.v,) = f(e*V2) = (e#4f)(2) = (¥4 f, K,) =
(f,e "AK.), which yields the second equality in (6.3). O

Corollary 6.3. Let t > 0. The operator e_tAPHz on L? is given by the
integral operator with kernel

(z,w) — K—ix (w).
Proof. If f € L?(p) then
(e Py f)(2) = (Prz f) (e 2) = (f, Kix.).
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Remark 6.4. Several other identities follow from Theorem 6.2 and Corol-
lary 6.3. For example the operator e*(HS)APHz on L? is given by the inte-
gral operator with kernel (z,w) — K, —.x,(e"*Xw) for t and s nonnegative.
Also the operator ¢4 Py is given by the kernel (z,w) — K,.v,(w). Since
e 24P, 5 is a nonnegative operator and K is jointly continuous we have,
with the aid of Mercer’s theorem, the interesting identity

(6.4) / K,—ix,(e7% 2)du(z) = trace 2 (e 2 Py2) = traceyz (e~ 24)
M
if the right side is finite.

The following result shows that K, has strong regularity properties.

Theorem 6.5. If X is two-sided complete then

(6.5) K. € D(e"H?) Vze M and ¥t > 0.
If, in addition, the logarithmic Sobolev inequality (2.21) holds then
(6.6) K, € Npcoo LP ().

In this case, for p > 1, the reproduction formula extends to HP:
(6.7) / fw) K (w)dp(w) = f(z), ze€ M, feHP.
M

Proof. If X is two-sided complete then by (6.2) we have
(6.8) K, =K ixgx, = eitAKetxz.

This proves (6.5). For any p € (2,00) there exists, by (2.22), a ¢ > 0 such
that e7*4 : H2 — H? is bounded. Choosing such a t, (6.8) shows that K (-)
is in ‘HP. This proves (6.6). Now (6.7) holds for f € HP if 2 < p < 0
because HP C ‘H? in this case. If 1 < p < 2 then H? is dense in H? by the
definition of HP, (cf. (2.10)). Since K, € LP" (6.7) extends by continuity of
both sides to all of HP. O

Example 6.6 (Gauss measure on C"). In the notation of Example 2.4 the
reproducing kernel is K, (w) = €**/2¢, In view of the known flows e~*X
(respectively e™*Y) from Example 2.4, the equality of the first and third
terms in (6.2), respectively (6.3), are in agreement with the Gaussian case.
(6.6) also clearly holds in the Gaussian case.

Remark 6.7. Under the hypotheses of Theorem 6.5 and for 1 < p < oo
the linear functional LP 3 g — h(z) := [, 9(w)K.(w)dp(w) is clearly con-
tinuous for each z € M. Moreover h is holomorphic. But (6.7) does not
imply that the map g — h is necessarily continuous from L? into H? when
p # 2. For p # 2 there are other reproducing kernels that are appropriate
for HLP(~,) in the Gaussian case. See [JPR, Theorem 7.1] and [GW].
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Remark 6.8 (Integral representation of Hp). The representation of the
Hankel operator Hp, as an integral operator is well-known in the classical
context (see e.g., [Zh, Section 7.6]) and over Gaussian spaces (see [JPR],
Section 10). Our structures allow a similar representation. We assume that
‘R is an algebra in this remark in order to give meaning to the Hankel oper-
ator Hp. Suppose that b € L?(u) and that T is continuous on R x R in L2
norm (cf. (4.1)). Then H, exists as a bounded operator on H?. Let

(6.9) kp(z,w) = (HyK,)(w).
Then
(i) kp(z,w) = ky(w, 2) Vz,w € M.
(ii) kp(z,-) € H? for each 2 € M.
(iif) (Hof)(2) = (ko(z.-), f) V f €N
(v) [Hyllfis = Sar Jor (2, w) Pdp(z)dpa(w).

Proof. (HyK,)(w) = (HyK., Ky) = (HyKy, K.) = (HyKy)(2) by (4.12).
This proves (i). (ii) follows from the definition (6.9). (iii) holds for f = K¢
because (HyK¢)(z) = kp(€,2) = ki(2,€) = (kp(2, ), K¢). Thus (iii) holds for
any finite linear combination of the K¢. Since these functions are dense in H?
and both sides of (iii) are continuous in f in 2 norm (iii) follows. Finally,
note that the integral operator L? > f + (T f)(2) = (ky(2,-), f) annihilates
(H?)*+. Hence tracep2(T*T) = tracey2 (H; Hp). This proves (iv). O

Example 6.9 (Gauss measure on C"). We amplify here a little bit on
[JPR, Theorem 10.1]. We may write, in general, ky(z,w) = (HyK,, Ky)
and then, informally, as (b, K, K,,). Since b has only been assumed to be in
L? we would need to know that K,K,, € L? in order for this expression to
be well-defined. In our general seting we would therefore need to know that
K. € L*(u) for each z. Since (Hyg, f) = (b, gf) for all f,g € R the useful
identity

(6.10) ko (2, w) = (b, K, Ky)

would then follow if we knew also that R was dense in H*. This clearly holds
in the Gaussian case and in fact, when the logarithmic Sobolev inequality
(2.21) holds, R is dense in all HP,0 < p < oo, [G3, Theorem 2.17]. Re-
stricting attention now to the Gaussian case, suppose that b € H?(C™, ~,)
(which happens to equal to HL? in this case, cf. Remark 2.5). Then, since
K.Ky = K.y, (6.10) gives kp(z,w) = b(z + w), which has already been
pointed out in [JPR, Theorem 10.1]. Item (iv) in Remark 6.8 now gives
1HollZs = [og fa 160z + 0) Pdva(=)da(w) = [y (b(C)Pd(va % 70)(C). Hence

(6.11) Hm%%dzwmmdbeWm»

This provides a less computational proof of the identity (5.19). Any func-
tional relation of the form K, Ky = Kp(; ) in HL?(M, 1) would similarly
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give an identity ||Hp|lgg(u) = 10llp2@) with g = Fi(u ® p). But we know of
no examples of such a functional relation other than for Gauss measure.

Remark 6.10 (Finite rank operators). The finite rank Hankel operators
have been characterized in the classical settings. See e.g., [JPR, Section
14], [Rol], [Ro2]. It is found that a finite rank symbol is always a fi-
nite linear combination of derivatives of the reproducing kernel at different
points. In our present setting it is reasonable to expect that the analog
of this characterization should take the following form. (Assume here that
R is an algebra so that we can discuss Hankel operators.) Let Zi,...,7Z,
be holomorphic complex vector fields of type (1,0). For example we could
allow all Z; = Z, with Z defined as in (2.15). Fix z € M. Define a bilinear
functional R > f,g9 — T'(f,9) == (Z1...Zn(f9), K.) = [Z1... Zn(f9)](2).
Then the kernel of T', {g € R : T'(f,g) = 0V f € R}, is cofinite dimen-
sional in R because it is determined by the zeros of g and its derivatives
Ziy ... Zi, g at z. If one defines Z; as the adjoint in H? then (ignoring do-
mains of these unbounded operators for this informal discussion) we have
I'(f,9) = (f9, 2} ... Z{K;). SoI' =T} where b= 2" ... Z{K,. b is there-
fore the symbol of a finite rank Hankel operator. In general Z; will be a
first order differential operator with a zeroth order term, followed by Pyp.
But with Z defined by (2.15) one has simply Z* = Z on H? because A is
self-adjoint on H2. For the one complex dimensional Riemann surface of
Example 3.4 it seems reasonable to conjecture that every finite rank symbol
is of the form b(-) = chv:l arZ™ K, (-) for some constants a.

Remark 6.11 (Reverse estimates). The reproducing kernel is potentially
useful for establishing necessary conditions on a symbol b in order for Hj to
be bounded. Thus suppose that b € H2. Starting with (6.9) we have

ko (2, )2 = [[Hp K |2 < || Hp |l opl| K- ]]2-
So

1[5, > /M 152 1Ko (2, ) 13 (2)

for any probability measure p on M. This yields a useable lower bound on
||Hp||op in the Gaussian case, M = C™, u = ~,, as follows. Choose p = s
with large s. Suppose that u=! = a~! + s71. Since HKZH%Q(%) =K.(2) =
*/2a

el* , we have

iz, = [ ([ e wPavtw) e )
= /s [ be + 0 Pratw)dn()

— (/)" B2, .
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So if || Hp|lop < oo then ||b]|12(4,,,) < 0o whenever 0 < s < oc. Le., whenever

u < a. In view of (4.21) we see that || Hp||lop < oo implies that ||etAbHLz(%) <

oo whenever ¢/® < 2. Thus the inequality (4.3) (with p = ¢ = r = 2) gives
the best value of ¢ in the Gaussian case. We have already noted this in
Example 4.15, using there the deep results of [JPR].
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