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Many applied problems resulting in hyperbolic conservation laws are nonstrictly hyperbolic. As of yet, there is no comprehensive theory to describe the solutions of these systems. In this paper, a proof of existence is given for a class of non-strictly hyperbolic conservation laws using a proof technique first applied by Glimm to systems of strictly hyperbolic conservation laws. We show that Glimm’s scheme can be used to construct a subsequence converging to a weak solution. This paper necessarily departs from previous work in showing the existence of a convergent subsequence. A novel functional, shown to be equivalent to the total variation norm, is defined according to wave interactions. These interactions can be bounded without any assumptions of strict hyperbolicity.

1. Introduction.

A conservation law is called nonstrictly hyperbolic if the eigenvalues of the Jacobian of the flux function are not distinct. There are many conservation laws which are nonstrictly hyperbolic: Including the multicomponent gas dynamics equations, the polytropic three-dimensional Euler gas dynamics equations, the equations modeling an elastic string in the plane, models which appear in magnetohydrodynamics, and cavitating liquid-vapor mixtures, to name a few. Unlike the strictly hyperbolic problem, there is no general theory for existence of weak solutions to nonstrictly hyperbolic problems. In addition, there are no general results describing the asymptotic decay of the associated Cauchy problem.

Nonstrictly hyperbolic problems can be classified into two types. The first class is characterized by a flux function whose Jacobian possesses eigenvalues of constant multiplicity greater than one. The second class consists of problems possessing eigenvalues which coalesce on a subset of phase space. In this case, the problem may exhibit a parabolic degeneracy. We say that a conservation law exhibits a parabolic degeneracy if, at some point of phase space, the Jacobian of the flux function possesses an eigenvector deficiency.
Keyfitz and Kranzer studied a number of model problems of this second type (see [8] and [9]). Here, we examine a conservation law belonging to the first class of non-strictly hyperbolic conservation laws; that is, those exhibiting non-simple eigenvalues of constant multiplicity. In particular, we consider the problem

\[ U_t + (\Theta U)_x = 0, \]

where \( \Theta = \Theta(U) \) is a strictly convex and continuously differentiable function of \( U \). We show that for the initial data

\[ 0 < c_1 \leq \|U_0\| \leq c_2, \]

there exists a weak solution of the conservation law when the initial data is contained in an open half-space. The proof technique is similar to the classical one introduced by Glimm. Unlike the classical proof by Glimm, there is no assumption that the total variation of the initial data be small.

2. Preliminaries.

Let \( x \in \mathbb{R}, u(x,t) \in \mathbb{R}^n \), and \( f(u) \in \mathbb{R}^n \), we say that the conservation law given by:

\[ u_t + f(u)_x = 0, \]

is called hyperbolic if the Jacobian of \( f(u) \) is diagonalizable. If the \( n \) eigenvalues of the Jacobian of \( f \) are real and distinct, we say that (3) is strictly hyperbolic. If the eigenvalues are real but not everywhere distinct, we say that (3) is nonstrictly hyperbolic.

Consider the conservation law system (3) where \( \lambda_i \) is an eigenvalue of the Jacobian of \( f \) with \( r_i \) an associated eigenvector. The Riemann problem for the conservation law (3) is defined to be the differential equation (3) along with initial data:

\[ u(x,0) = u_0 = \begin{cases} u_L & \text{for } x < 0 \\ u_R & \text{for } x > 0 \end{cases}. \]

**Definition 2.1.** The \( i \)-th characteristic family is said to be *genuinely nonlinear* if \( \nabla \lambda_i \cdot r_i \neq 0 \).

There are two (classical) types of nonlinear waves: Centered rarefaction waves and shock waves. Rarefaction waves are continuous solutions to the differential equation, while shock waves are discontinuous solutions. We first discuss the rarefaction waves.

Since a centered rarefaction wave is a continuous self-similar solution, we perform the following change of variables \( \xi = x/t \). With the change of variables, Equation (3) becomes

\[ (df(u) - \xi I) u_\xi = 0, \]
which implies $\xi$ is an eigenvalue of $df$ and $u_\xi$ is the corresponding eigenvector. Thus, $\xi = \lambda_i(u(\xi))$ and $u_\xi = r_i(u(\xi))$ for some $i$. We say that $u_L$ is connected to $u_R$ by a $k$-rarefaction wave if

$$\lambda_k(u_R) > \lambda_k(u_L),$$

and $\lambda_k(u(\xi)) = \xi$ for $\lambda_k(u_L) \leq \xi \leq \lambda_k(u_R)$.

Now consider a shock wave solving the Riemann problem. A $k$-shock is a discontinuous solution which satisfies the Rankine-Hugoniot relation:

$$s(u_R - u_L) = (f(u_R) - f(u_L)),$$

where $s$ is the speed at which the shock travels. In addition, the $k$-shock must satisfy the Lax entropy condition,

$$\lambda_{k-1}(u_L) < s < \lambda_k(u_L) \quad \text{and} \quad \lambda_k(u_R) < s < \lambda_{k+1}(u_R).$$

In this case, the solution to the Riemann problem is

$$u(x, t) = \begin{cases} u_L & \text{for } x < st \\ u_R & \text{for } x > st. \end{cases}$$

Having defined the possible nonlinear waves, we now define a linear wave.

**Definition 2.2.** The $i$-th characteristic family is said to be linearly degenerate if $\nabla \lambda_i \cdot r_i \equiv 0$.

Considering the Riemann problem, we say that the two states $u_L$ and $u_R$ are connected by a $k$-contact discontinuity if $\lambda_k(u_L) = \lambda_k(u_R)$. Here, the solution is given by

$$u(x, t) = \begin{cases} u_L & \text{for } x < st \\ u_R & \text{for } x > st, \end{cases}$$

where the propagation speed is $s = \lambda_k(u_L)$.

For a fixed state $u_L$, let $S_k$ be the curve in state space of all the states which can be connected to $u_L$ on the left by a $k$-shock, let $R_k$ be the curve containing all the states which can be connected to $u_L$ on the left by a $k$-rarefaction wave, and let $C_k$ be the subset containing all the states which can be connected to $u_L$ by a $k$-contact discontinuity. The locus at state $u_L$ is defined to be the union of all these curves $R_i$, $S_i$, and $C_i$ for all $i$. Using the wave loci, we are able to determine the solution to the Riemann problem in a neighborhood of $u_L$.

We shall now fix notation which will be used throughout the paper.

(i) For $V \in \mathbb{R}^m$, let $\|V\|$ denote the Euclidean norm of $V$.

(ii) For $V(x) : \mathbb{R} \to \mathbb{R}^m$, let $\|V\|_{TV}$ be the total variation of $V$.

(iii) Let $U|_S$ denote the restriction of $U$ to the set $S$. 
3. The Riemann problem.

In this section, we show that the Riemann problem for (1) is always solvable when the initial states are in an open half-space and are bounded away from the umbilic point at the origin. Before discussing the solution to the general Riemann problem, we discuss the structure of the Rankine-Hugoniot locus.

First, we analyze those states which can be connected by a nonlinear wave. We begin with those states \( U \) which can be connected to \( U_L \) by a shock wave. From the Rankine-Hugoniot relation, we obtain

\[
U = \left( \frac{s - \Theta_L}{s - \Theta(U)} \right) U_L,
\]

where \( s \) is the speed of the shock wave and \( \Theta_L = \Theta(U_L) \). Clearly, the states connected by a shock wave are necessarily on the same radial line. The Lax entropy conditions give the result

\[
\frac{s - \Theta_L}{s - \Theta(U)} > 0.
\]

Furthermore, the strict convexity of \( \Theta(U) \), and the fact that the states lie on the same radial line, imply that \( ||U|| < ||U_L|| \).

The other possible nonlinear wave connecting \( U \) to \( U_L \) is a rarefaction wave. Since rarefaction waves are continuous solutions to the conservation law, we can perform the change of variables \( \xi = x/t \) and obtain the following differential equation from (1),

\[
(d(\Theta U) - \xi I)U_\xi = 0.
\]

Assuming that \( U_\xi \neq 0 \), it must be the case that \( U_\xi = r_2 \), where \( r_2 = U \) is an eigenvector associated with \( \lambda_2 \). Integrating \( r_2 \) shows that the states connected by rarefaction waves are also on the same radial line as \( U_L \). Moreover, as a rarefaction wave, the inequality \( \lambda_2(U_L) < \lambda_2(U) \) must hold. This, along with our assumptions on \( \Theta \), implies that \( ||U_L|| < ||U|| \); this, since the two states are on the same radial line.

Let us now consider the linear waves and analyze which states can be connected to \( U_L \) on the left by a contact discontinuity. For any state \( U \) connected to \( U_L \) by a contact discontinuity, with \( \lambda_1(U) = \lambda_1(U_L) \), it follows that \( U \) must lie on the same level set of \( \lambda_1 = \Theta \) as \( U_L \). Since we assume \( \Theta(U) \) is sufficiently smooth, the tangent space of \( \Theta(U) \) is well-defined.

Unique solutions to the Riemann problem are desirable. However, it is not clear which Riemann solution is correct for data \( U_L \) and \( U_R \) in the event that \( U_R = -|\text{Const}||U_L \) and \( \lambda_1(U_L) = \lambda_1(U_R) \). Since the two states belong to the same level set of \( \lambda_1 = \Theta \), one possible solution is that the two states are joined by a contact discontinuity. However, because the two states are on the same radial line, another possible solution is a composite solution of
a shock and an adjacent rarefaction wave. This can be observed by writing the conservation law (1) as the scalar conservation law

\[(aU_L)_t + (\Theta(aU_L)aU_L)_x = 0,\]

where \(a = a(x,t)\), with initial data

\[a(x,0)U_L = \begin{cases} U_L & \text{for } x < 0 \\ U_R & \text{for } x > 0 \end{cases}.\]

The composite solution is discussed in [5] for \(m = 2\) and \(\Theta\) a symmetric function of \(U\). This difficulty is avoided by requiring that the data \(U_L\) and \(U_R\) are such that the angle between the two states is strictly smaller than \(\pi\). Let \(\Omega\) consist of the rays, or half-lines, containing the initial data \(U_L\) and \(U_R\) so that

\[\Omega \equiv \{rU_L : r > 0\} \cup \{rU_R : r > 0\}.\]

Note that if \(U_L\) and \(U_R\) are contained in an open half-space, then \(\Omega\) is also contained in an open half-space.

Having developed an understanding of the Hugoniot locus, we are prepared to solve the general Riemann problem. Here we will need the assumption that

\[U_R \neq -|\text{Const}|U_L\]

along with the assumption that neither state is the zero state. Given these two assumptions, there are four possibilities for the initial data. We consider these four cases individually.

(i) Case 1: \(U_R = rU_L\). Because the two states are on the same radial line, they must be connected by a nonlinear wave. If \(r > 1\) or \(r \in (0,1)\), then \(U_R\) is connected to \(U_L\) on the left by a rarefaction or shock wave, respectively. In the case of a shock wave, the convexity of \(\Theta\) implies \(\Theta(U_R) \leq \Theta(U_L)\). The speed of the shock wave, \(s\), is given by

\[s = \frac{r\Theta(rU_L) - \Theta_L}{(r - 1)}.\]

In the case of a rarefaction wave, the solution \(U\) is on the same radial line as \(U_L\) and \(U_R\), and by the convexity of \(\Theta\), obeys \(\Theta(U_R) \geq \Theta(U) \geq \Theta(U_L)\). For a rarefaction wave, the fastest part of the wave travels with speed \(\lambda_2(U_R)\), the slowest with speed \(\lambda_2(U_L)\).

(ii) Case 2: \(\Theta(U_R) = \Theta(U_L)\). The two states are on the same level set of \(\Theta\), so \(U_R\) is connected to \(U_L\) on the left by a contact discontinuity. Here, the speed of the linear wave is given by \(s = \Theta(U_L)\).

(iii) Case 3: \(\Theta(U_R) > \Theta(U_L)\) and \(U_R \neq rU_L\). There exists an intermediate state \(U_I\), where \(U_I\) is connected to \(U_L\) on the left by the slower linear wave and to \(U_R\) on the right by the faster nonlinear wave. Thus, \(\Theta(U_I) = \Theta(U_L) < \Theta(U_R)\) and \(U_I = rU_R\) for some \(r < 1\). Since
$U_I = rU_R$ for $r \in (0, 1)$, $U_R$ is connected to $U_I$ by a rarefaction wave. Using the assumption that $\Theta$ is strictly convex with minimum value at the origin, the function $\Theta(rU_R)$ is strictly monotone increasing for $r \in (0, 1)$. Thus, a unique value of $U_I = rU_R$ satisfying $\Theta(U_I) = \Theta(U_L)$ exists. We now have that the solution to the Riemann problem consists of a contact discontinuity connecting state $U_L$ to $U_I$, followed by a rarefaction wave connecting state $U_I$ to $U_R$.

(iv) Case 4: $\Theta(U_R) < \Theta(U_L)$ and $U_R \neq rU_L$. There must be an intermediate state $U_I$ connected to $U_L$ on the left by the slower linear wave and, then, to $U_R$ on the right by the faster nonlinear wave. Thus, $\Theta(U_I) = \Theta(U_L) > \Theta(U_R)$ and $U_I = rU_R$ for some $r > 1$. So $U_L$ is connected to $U_R$ first by a contact discontinuity to an intermediate state $U_I$ and then by a shock wave. As in Case 3, the value of $U_I$ is unique.

From the four cases above, we make two important observations: (i) Riemann solutions remain in $\Omega$, the set of half-lines containing initial data $U_R$ and $U_L$, and (ii) any Riemann solution $U$ is bounded by $\Theta(U_L)$ and $\Theta(U_R)$. We have now completely characterized the solutions to the Riemann problem. The solution to a Riemann problem is used as a fundamental step in many algorithms to approximate the solution to a Cauchy problem. Glimm’s scheme, sometimes referred to as the random choice method, is one algorithm which relies on the solutions of Riemann problems. In what follows, we will employ Glimm’s scheme (see [6]) to demonstrate the existence of weak solutions to Equation (1) for initial data $U(x, 0) \equiv U_0(x)$ which is contained in a half-space, and satisfies (2) and

$\|U_0\|_{TV} < M_0$.  

The method of proof follows the classical technique for proving existence of weak solutions for strictly hyperbolic conservation laws introduced by Glimm in [6]. Glimm’s random choice scheme is employed to generate a sequence of approximate solutions, which will then be shown to possess a weak solution as an accumulation point.

4. Glimm’s Scheme.

Consider the Cauchy problem for a system of conservation laws

\[ v_t + f(v)_x = 0, \]

with

\[ v(x, 0) = v_0(x). \]

Given some sufficiently small value of time, say $t'$, an approximation to $v(x, t)$ at time $t'$ is given by the solution to the conservation law system

\[ v_t + f(v)_x = 0, \]
with
\[ v(x, 0) = \tilde{v}_0(x), \]
where \( \tilde{v}_0 \) is a piecewise constant approximation to the initial data \( v_0 \). An approximate solution to the problem is constructed by solving a Riemann problem at every discontinuity in \( \tilde{v}_0 \). This process forms the fundamental basis for each time step of Glimm’s scheme. Let \( l = \Delta x \) be a discretization of space and \( k = \Delta t \) be a discretization of time. Glimm’s scheme generates an approximate solution at \((x, t)\), say \( u_h(x, t) \), where the mesh size \( h = (l, k) \).

Suppose that \( u_h(x, (n-1)k) \) is constant on the interval \([2ml, 2(m+1)l]\) for every integer \( m \). For \( t \in [(n-1)k, nk] \), let \( v(x, t) \) be the solution to the resulting Riemann problems on intervals \([2m-1]l, (2m+1)l] \), with initial data \( v(x, (n-1)k) = u_h(x, (n-1)k) \). For \( t \in [(n-1)k, nk) \), we choose the approximation \( u_h(x, t) \equiv v(x, t) \). Hence, between time steps \( n-1 \) and \( n \), the approximate solution, \( u_h(x, t) \), is the exact solution to Riemann problems solved at the cell interfaces of the previous time step \( n-1 \). At time \( t = nk \), the approximation \( u_h(x, nk) \) is chosen to be a piecewise constant function approximating the solution \( v(x, t) \) at time \( t = nk \), with constant values selected using a random choice. Let \( \theta = \{\theta_i\} \) be a sequence of random numbers from a uniform distribution on \([-1, 1]\). If \( v(x, t) \) is the solution to the Riemann problem with initial data \( u_h(x, (n-1)k) \), then \( u_h(x, nk) \) is chosen to be constant on the interval \([2m-1]l, (2m+1)l] \), with constant value equal to \( v((2m+\theta_n)l, nk) \). The sequence \( \{\theta_i\} \) contains the sampling points which are used to construct the piecewise constant approximation \( u_h(x, nk) \), for all integer \( n \).

To avoid wave interactions between Riemann problems, it is necessary to choose the ratio \( k/l \) to be smaller that the reciprocal of the largest possible wave speed. This condition is commonly known as the Courant-Fredrichs-Lewy condition or CFL condition (see for instance \([10] \) and \([11] \) among numerous other references). The following is an algorithmic description of Glimm’s Scheme. A more detailed description can be found in the paper by Glimm (see \([6] \)).

**Glimm’s Scheme**

1. **Initialize** \( u_h(x, 0) \) to be piecewise constant. For \( x \) in the interval \((2m-1]l, (2m+1)l] \), set \( u_h(x, 0) = u_0((2m+\theta_0)l) \).
2. For \( n = 1, 2, \ldots \), define \( u_h(x, t) \) in the \( n \)-th time interval. When \( m + n \) is even, solve the following Riemann problem:

\[ v_t + f(v)_x = 0, \]

\[ v(x, (n-1)k) = \begin{cases} 
    u_h((m-1)l, (n-1)k) & \text{for } x < ml \\
    u_h((m+1)l, (n-1)k) & \text{for } x > ml.
\end{cases} \]

Set \( u_h(x, t) \equiv v(x, t) \) when \( x \in [(m-1)l, (m+1)l] \) and \( t \in ((n-1)l, nk) \).
(iii) Choose piecewise constant data for the next time step. Choose $u_h(x, nk)$ to have constant value $u_h(x, nk) = v((m + θ_n)l, nk)$ on the interval $[(m - 1)l, (m + 1)l]$, when $m + n$ is even.

At any time $t = nk$, Glimm’s scheme generates an approximate solution $u_h(x, nk)$ which is constructed to be constant on every interval (or cell) $[(m - 1)l, (m + 1)l]$ where $m + n$ is even. Cell interfaces, or jumps in the piecewise constant $u_h(x, nk)$, occur only at $x = ml$ where $m + n$ is odd.

Consider the set $\{a_{m,n}\}$ consisting of the randomly sampled points $a_{m,n} \equiv ((m + θ_n)l, nk)$ with $m + n$ even. The set $\{a_{m,n}\}$ contains the points that are sampled to determine the piecewise constant approximation $u_h$ at each time step $n$. Note that we can consider $\{a_{m,n}\}$ as forming a discrete mesh. Since it will later be of value to estimate wave interactions across this mesh, we now introduce the following definition.

**Definition 4.1.** A mesh curve is a piecewise linear curve consisting of a set of mesh points and the line segments joining them, where, if $a_{m,n}$ belongs to the curve, then either $a_{m+1,n-1}$ or $a_{m+1,n+1}$ belongs to the curve but not both.

![Figure 1. A mesh curve.](image)

We introduce a partial order “$\succ$” on mesh curves, as follows. We say the mesh curve $I_1 \succ I_2$ if every point of $I_1$ is a point of $I_2$ or lies above the mesh curve $I_2$. A mesh curve $I$ is called an immediate successor to $J$ if $I \succ J$ and every mesh point of $I$ except one is on $J$. In addition, we let $O$ be the unique mesh curve which passes through the mesh points on $t = 0$ and $t = Δt$.

5. Bounds on Glimm’s solutions.

The proof is broken down into two components: First we show that the Glimm scheme produces a convergent subsequence of approximate solutions
and second, we demonstrate that this subsequence converges to a weak solution. At this point it is not yet clear that the Riemann problems are uniquely solvable at every time step of the Glimm scheme. For the conservation law system (1), Riemann solutions are unique for data in an open half-space, and it is sufficient that the solutions \( \{U_h\} \) generated by the Glimm scheme satisfy \( U_h \in \Omega \), \( \Omega \) a domain in a half-space. In the process of proving that the Glimm scheme produces a convergent subsequence, we give bounds on the approximate solutions showing that the solutions do in fact remain in a half-space.

The proof that Glimm’s scheme produces a convergent subsequence relies heavily on the use of Helly’s theorem. Loosely stated, Helly’s theorem guarantees that if a set of functions is both uniformly bounded and has uniformly bounded total variation, then it is relatively compact and, hence, contains a convergent subsequence (see [2]). Thus, in order to use this result, we show that the functions \( \{U_h\} \) generated by Glimm’s scheme satisfy the following:

\[
C_1 \leq \|U_h\| \leq C_2, \tag{5}
\]

and

\[
\|U_h(\cdot, \tau)\|_{TV} < M_1, \tag{6}
\]

where \( C_1, C_2, \) and \( M_1 \) are independent of the mesh size \( h \).

We will proceed to show that the sequence generated by Glimm’s scheme is bounded and has bounded variation. We accomplish this by showing that the sequence is uniformly bounded in a functional equivalent to the total variation. This, in turn, is done by demonstrating that wave interactions will not cause an increase in the total variation. We will measure the “strength” of these wave interactions using the solutions of the fundamental Riemann problem.

We first define the wave strengths of the Riemann solutions. Suppose that \( U_{k-1} \) and \( U_k \) are the states to the left and right of a \( k \)-wave. Define \( \epsilon_k \), the wave strength of the \( k \)-wave connecting the states \( U_{k-1} \) to \( U_k \), where the \( k \)-wave is either a shock, a rarefaction wave, or a contact discontinuity.

For the conservation law system (1), we define the wave strengths as follows:

(i) If the states \( U_l \) and \( U_r \) are connected by the faster nonlinear wave (a shock or a rarefaction), we will choose the strength of the wave to be \( \epsilon_2 = \Theta(U_r) - \Theta(U_l) \). (Note that \( \epsilon_2 < 0 \) in the case of a shock and \( \epsilon_2 > 0 \) in the case of a rarefaction.)

(ii) If the states \( U_l \) and \( U_r \) are connected by the slower linear wave (a contact discontinuity), we will choose the strength of the wave to be \( \epsilon_1 = \arccos\left(\frac{U_l \cdot U_r}{\|U_l\| \|U_r\|}\right) \). Thus, \( \epsilon_1 \in [0, \pi] \) is the angle between \( U_l \) and \( U_r \).
We now proceed to look at interactions involving three states \( U_l, U_r, \) and \( U_m \). Assume that the three states \( U_l, U_r, \) and \( U_m \) are bounded away from zero and that all three are contained in an open half-space. In this way, we guarantee that the states are sufficiently close that the angle between any two of the states is smaller than \( \pi \). Denote by
\[
(U_l, U_r) = [(U_l = U_0, U_1, U_2 = U_r)/(\epsilon_1, \epsilon_2)],
\]
the solution to the Riemann problem with initial data:
\[
U(x, 0) = \begin{cases} 
U_l & \text{if } x < 0 \\
U_r & \text{if } x > 0.
\end{cases}
\]
For the solutions to the Riemann problems involving \( U_l, U_m \) and \( U_m, U_r \), respectively, we have
\[
(U_l, U_m) = [(U_l = U_0', U_1', U_2' = U_m)/(\gamma_1, \gamma_2)],
\]
\[
(U_m, U_r) = [(U_m = U_0'', U_1'', U_2'' = U_r)/(\delta_1, \delta_2)].
\]
We say that the \( j \)-wave \( \gamma_j \) and the \( k \)-wave \( \delta_k \) are approaching waves
(i) if \( j > k \),
or
(ii) if \( j = k \) and at least one of the waves is a shock.

**Proposition 5.1.** If \( U_l, U_m, U_r \) are three states with the wave strengths defined by (7)-(9), then
\[
\epsilon_1 \leq \gamma_1 + \delta_1,
\]
and
\[
\epsilon_2 = \gamma_2 + \delta_2.
\]
The proof follows from the geometric construction of the wave strengths and a compatibility condition with the behavior of the linear and nonlinear waves. We also observe that wave interactions between the two families completely decouple.

Now, we introduce a functional \( \mathcal{L}(J) \), which we will show is equivalent to the total variation norm. Letting \( J \) be a mesh curve and \( \epsilon \) a wave in the approximate solution \( U_h \), define
\[
\mathcal{L}(J) = \sum \{|\epsilon| : \epsilon \text{ crosses } J\}.
\]
The following lemma and proof are a simplification of the one given in the book by Smoller ([13]). Since wave interactions decouple, there is no need for quadratic terms as in Glimm’s original proof.

**Lemma 5.2.** Let \( J \) be any mesh curve which is in the domain of definition of \( U_h \); then \( \mathcal{L}(J) \leq \mathcal{L}(O) \).
Proof. Suppose that $I$ is in the domain of definition of $U_h$. Assume $J$ is an immediate successor to $I$; hence, $J$ and $I$ differ by a single diamond. Let $I = I_o \cup I'$ and $J = I_o \cup J_o$. Note that
\begin{equation}
\mathcal{L}(I) = \mathcal{L}(I_o) + \sum_{I'} |\gamma_i| + \sum_{I'} |\delta_i|,
\end{equation}
and
\begin{equation}
\mathcal{L}(J) = \mathcal{L}(I_o) + \sum_{J_o} |\epsilon_i|.
\end{equation}
It follows from Proposition 5.1 that
\begin{equation}
\mathcal{L}(J) = \mathcal{L}(I_o) + \sum_{J_o} |\epsilon_i| \leq \mathcal{L}(I_o) + \sum_{I'} (|\gamma_i| + |\delta_i|) = \mathcal{L}(I).
\end{equation}
Hence, $\mathcal{L}$ is a monotone decreasing function relative to the partial order on the mesh curves. For any mesh curve $J$, we have $J \succ O$, then it follows that $\mathcal{L}(J) \leq \mathcal{L}(O)$. This observation concludes the proof. \hfill \Box

We now show that choosing the initial data to have bounded total variation implies that $\mathcal{L}(O)$ is also bounded.

Lemma 5.3. Assume that $U_0$ is contained in an open half-space and satisfies (2). There exists a constant $K$, independent of the size of the mesh, so that
\begin{equation}
K\|U_0\|_{TV} > \mathcal{L}(O),
\end{equation}
where $O$ is the unique mesh curve between $t = 0$ and $\Delta t$.

Proof. Let $U_h(x, 0) = \overline{U}_0$, a piecewise constant approximation to the data $U_0$. We observe that the $\epsilon$-waves crossing mesh curve $O$ are the waves resulting from the Riemann problems solved at time $t = 0$ at the discontinuities in $\overline{U}_0$.

Consider the Riemann problem for two neighboring states $U_l$ and $U_r$ of the piecewise constant data $\overline{U}_0$. Let the solution to the Riemann problem be
\begin{equation}
(U_l, U_r) = [(U_l, U_m, U_r)/(\epsilon_1, \epsilon_2)].
\end{equation}
Recall that $\epsilon_1 \in [0, \pi)$ is the strength of the linear wave joining states $U_l$ and $U_m$ and is given by the angle between them. Since the states $U_m$ and $U_r$ are joined by a nonlinear wave, they must lie on the same radial line. Thus, $\epsilon_1$ is also the angle between states $U_l$ and $U_r$. We can derive the bound
\begin{equation}
\|U_r - U_l\| \geq 2(|U_r||U_l|)^{1/2} \sin(\epsilon_1/2) \geq \frac{2c_1}{\pi} |\epsilon_1|.
\end{equation}
Now let us find a similar bound for the wave $\epsilon_2$. Since the states $U_m$ and $U_r$ are joined by a nonlinear wave, the wave strength $\epsilon_2$ is given by $\epsilon_2 = \Theta(U_r) - \Theta(U_m)$. Using the fact that states $U_l$ and $U_m$ are joined by
a linear wave, we have $\epsilon_2 = \Theta(U_r) - \Theta(U_l)$. Now using the smoothness of $\Theta$ and the fact that the data satisfies Equation (2), we obtain

$$|\epsilon_2| = |\Theta(U_r) - \Theta(U_l)| \leq \max_{\|u\|<\epsilon_2} \|\nabla \Theta(u)\| \|U_r - U_l\|. \tag{13}$$

Combining inequalities (12) and (13), we sum over all the discontinuities in piecewise constant $U_0$ to obtain

$$\left(\frac{\pi}{2c_1} + \max_{\|\|<\epsilon_2} \|\nabla \Theta(u)\|\right) \|U_0\|_{TV} \geq \mathcal{L}(O). \tag{14}$$

The lemma now follows from the fact that $U_0$ is a piecewise constant approximation to the data $U_0$ and, hence, $\|U_0\|_{TV} \geq \|\mathcal{U}_0\|_{TV}$. \hfill \Box

By Lemma 5.3, we have that $\mathcal{L}(O)$ is bounded whenever the total variation of the initial data is bounded. This in turn implies that $\mathcal{L}(J)$ is also bounded for any mesh curve $J$, because the functional $\mathcal{L}$ is monotone decreasing relative to the partial order on mesh curves. We employ this result to demonstrate that the constructed solutions $\{U_h\}$ are bounded as follows. Once we show that $\Theta(U_h)$ is bounded, we will show that the bounds on $U_h$ are attained on the level sets of the maximum and minimum values of $\Theta(U_0)$.

**Lemma 5.4.** Assume that $U_0$ is contained in an open half-space and satisfies (2). Then by the continuity of $\Theta$, there exist constants so that

$$0 = \Theta(0) < \Theta_1 \leq \Theta(U_0) \leq \Theta_2. \tag{15}$$

Define $\Omega \equiv \{rV : r > 0 \text{ and } V = U_0(y) \text{ for some } y \in \mathbb{R}\}$. Then for all $(x, t)$, $U_h(x, t) \in \Omega$, is contained in an open half-space, and satisfies

$$0 = \Theta(0) < \Theta_1 \leq \Theta(U_h(x, t)) \leq \Theta_2.$$

The proof follows from the analysis of the four possible Riemann solutions for the problem. Recall that for the possible Riemann problems, solutions remain in the half space and $\Theta$ is bounded by the initial data. That is to say that the solution, $U$, to the Riemann problem with left and right state $U_L$ and $U_R$, is such that $\Theta(U)$ is bounded above and below by $\Theta(U_L)$ and $\Theta(U_R)$. The fact that the Glimm approximate solutions are constructed from the solutions of Riemann problems at each time step gives the final result of the lemma.

From the above lemma we make the following important observation. Since $\Theta$ is both convex and coercive, the level sets of $\Theta$ at any given point are compact (see [12]), and the following quantities can be defined:

$$C_1 = \min\{\|U\| : \Theta(U) = \Theta_1\},$$

and

$$C_2 = \max\{\|U\| : \Theta(U) = \Theta_2\}.$$
Then for all \((x, t)\) it follows from the strict convexity of \(\Theta\) that
\[
0 < C_1 \leq \|U_h(x, t)\| \leq C_2,
\]
since \(\Theta_1 \leq \Theta(U_h(x, t)) \leq \Theta_2\).

We next show that the functional \(\mathcal{L}\) is equivalent to the total variation. Once we obtain this result we will be able to conclude that
\[
\|U_h|_J\|_{TV} \leq \text{Const } \mathcal{L}(J) \leq \text{Const } \mathcal{L}(O) \leq \text{Const } \|U_0\|_{TV},
\]
for any mesh curve \(J\).

**Lemma 5.5.** If the initial data satisfies (15) and is contained in an open half-space, then \(\mathcal{L}(\cdot)\) is equivalent to the total variation. Thus, there exist positive constants \(B_1\) and \(B_2\), independent of \(U_h\), \(J\), and the size of the mesh so that
\[
B_1\|U_h|_J\|_{TV} \leq \mathcal{L}(J) \leq B_2\|U_h|_J\|_{TV}.
\]

**Proof.** Let \(J\) be any mesh curve. Note that the only places where \(U_h\) (restricted to the mesh curve \(J\)) can change values is where some \(\epsilon\)-wave crosses the \(J\)-curve. Thus, the total variation of \(U_h\), along a single \(J\)-curve, only increases at those places where a wave crosses \(J\). In the following proof, we use result (16) which gives
\[
0 < C_1 \leq \|U_h|_J\| \leq C_2,
\]
whenever the initial data belongs to an open half-space. Suppose that a wave \(\epsilon_i\) crosses \(J\). Define \(U_l\) to be the state to the immediate left of the wave and \(U_r\) to be the state to the immediate right of the wave. Then there are only two possible cases:

(i) They are connected by a nonlinear wave \((i = 2)\),

or

(ii) they are connected by a linear wave \((i = 1)\).

In each of the two cases, it will be shown that the contributions to \(\mathcal{L}\) and \(\| \cdot \|_{TV}\) satisfy (17).

(i) If the two states are connected by a nonlinear wave (or a 2-wave in this case), then it is a rarefaction or a shock. Since the two states are connected by a nonlinear wave, the states \(U_r\) and \(U_l\) must be on the same radial line and we can write \(U_r = (\|U_r\|/\|U_l\|)U_l\).

Let
\[
D_1 = \min \left\{ \nabla \Theta(U) \cdot \frac{U}{\|U\|} : \|U\| = C_1 \right\},
\]

and
\[
D_2 = \max \left\{ \nabla \Theta(U) \cdot \frac{U}{\|U\|} : \|U\| = C_2 \right\}.
\]
Using the assumption $\Theta$ is strictly convex with minimum at the origin, we obtain the desired bounds
\[
\frac{1}{D_2} |\epsilon_2| \leq \|U_r - U_l\| \leq \frac{1}{D_1} |\epsilon_2|.
\]

We now proceed to examine the case of a linear wave.

(ii) The two states $U_l$ and $U_r$ are connected by a linear wave. In this case $i = 1$, and, by the definition of the wave strength, $\epsilon_1$ is the angle between $U_l$ and $U_r$. One can derive lower and upper bounds
\[
\frac{2C_1}{\pi} \epsilon_1 \leq \|U_r - U_l\| \leq \|U_r\| - \|U_l\| + 2C_2 \epsilon_1.
\]

We observe that the argument is complete if $\|U_l\| = \|U_r\|$. If, however, $\|U_l\| \neq \|U_r\|$, an equivalence will need to be shown between the magnitude of the jump and the angle between the states.

Assume that $\|U_l\| \neq \|U_r\|$. From the mean value theorem, it follows that
\[
\Theta(U_l) - \Theta \left( \frac{U_r}{\|U_r\|} \right) \leq 2C_2 \|\nabla \Theta_{\text{max}}\| \epsilon_1,
\]

where the quantity $\|\nabla \Theta_{\text{max}}\|$ is defined to be
\[
\|\nabla \Theta_{\text{max}}\| = \max_{\|U\| \leq C_2} \|\nabla \Theta(U)\|.
\]

Using the convexity of $\Theta$, it follows that
\[
D_1 \|U_r\| - \|U_l\| \leq \left| \Theta(U_r) - \Theta \left( \frac{U_l}{\|U_l\|} \right) \right|.
\]

The fact that the states $U_l$ and $U_r$ are connected by a contact discontinuity gives $\Theta(U_l) = \Theta(U_r)$, so that combining inequalities (19) and (20) yields
\[
\|U_r\| - \|U_l\| \leq 2C_2 \|\nabla \Theta_{\text{max}}\| \frac{D_1}{D_1} \epsilon_1.
\]

Hence, by inequality (18), we have for a discontinuity in the first characteristic field,
\[
\frac{2C_1}{\pi} \epsilon_1 \leq \|U_r - U_l\| \leq 2C_2 \left( 1 + \frac{\|\nabla \Theta_{\text{max}}\|}{D_1} \right) \epsilon_1.
\]

Combining the results from cases (i) and (ii), the final result is obtained by summing over all jumps along mesh curve $J$ to obtain
\[
B_1 \mathcal{L}(J) \leq \|U_h|_J\|_{TV} \leq B_2 \mathcal{L}(J).
\]

Now using Lemmas 5.2 and 5.3, we obtain
\[
\|U_h|_J\|_{TV} \leq B_2 \mathcal{L}(J) \leq B_2 \mathcal{L}(\mathcal{O}) \leq \frac{B_2}{B_1} K \|U_0\|_{TV}.
\]
This concludes the proof.

We have shown that Glimm’s scheme produces a sequence \( \{ U_h \} \) which is uniformly bounded and has uniformly bounded total variation. Using Helly’s theorem, this is sufficient to show that, for a fixed time \( t \), \( \{ U_h(\cdot, t) \} \) has a convergent subsequence. In order to prove \( \{ U_h \} \) has a convergent subsequence, we require the following lemma. The lemma and its proof are from Smoller, Corollary 19.8 in [13], and follow from the fact that the total variation at any time is bounded by the total variation of the initial data; see Equation (23).

**Lemma 5.6.** Assume that \( \Delta x/\Delta t \) satisfies the CFL condition and that, in addition, \( \Delta x/\Delta t < \lambda_m \). There exists a positive constant \( C \), independent of \( h \) such that

\[
\int_{-\infty}^{\infty} |u_h(x, t) - u_h(x, t')| dx \leq C|t - t'|.
\]


Using the previous results (16) and (23), which state that approximations generated by the Glimm scheme are bounded and that they are uniformly bounded in total variation, we show that the Glimm scheme has a convergent subsequence. The following classical theorem and proof showing that Glimm’s scheme converges are due to Glimm [6].

Consider the net (a generalized sequence) \( \{ u_h \} \). Define the the indexing set so that \( h = (\Delta x, \Delta t) \) and \( (\Delta x)/(\Delta t) \) satisfies the CFL condition. The partial order “\( > \)” on the index set is defined: If \( i = (\Delta x_i, \Delta t_i) \) and \( j = (\Delta x_j, \Delta t_j) \), then \( j > i \) when \( \Delta x_j \leq \Delta x_i \) and \( \Delta t_j \leq \Delta t_i \).

**Theorem 6.1.** If the net \( \{ u_h(x, t) \} \) satisfies:

(i) \( \sup_x \| u_h(x, t) \| \leq C \),
(ii) \( \| u_h(\cdot, t) \|_{TV} \leq M_1 \), and
(iii) \( \int_{\mathbb{R}} |u_h(x, t) - u_h(x, s)| dx \leq M_2|t - s| \),

then \( u_h \) has a subnet which converges in \( L^1_{\text{loc}}(\mathbb{R} \times \mathbb{R}^+) \).

In the proof, hypotheses (i) and (ii) imply Helly’s theorem holds for any rational time \( t_i \). Using a diagonalization process, we can show the existence of a subnet which converges for all rational time. Using the fact that the rationals are dense in the reals, the last hypothesis shows that the subnet converges for all real time.

Hence, results (16) and (23), along with Lemma 5.5, give the convergence of Glimm’s scheme. Now, we show that the limit \( u \) is a weak solution. For
this, we must show that

\begin{equation}
\int \int (u \phi_t + f(u) \phi_x) dx dt + \int u_0 \phi(x,0) dx = 0,
\end{equation}

for any test function \( \phi \in C_0^{\infty} \). Assume that the support of \( \phi \) is contained in \( I \times [0, T] \), then by the Lebesgue Dominated Convergence Theorem, we have

\[ \int \int u_h \phi_t \to \int \int u \phi_t. \]

Similarly, this implies the limit \( u \) is a weak solution if

\[ \int \int (u_h \phi_t + f(u_h) \phi_x) dx dt + \int u_0 \phi(x,0) dx \to 0. \]

We now make the dependence on the random sequence \( \{ \theta_i \} \) explicit. Define

\[ J(\theta, h, \phi) \equiv \int \int (u_{\theta}^h \phi_t + f(u_{\theta}^h) \phi_x) dx dt + \int u_0 \phi(x,0) dx. \]

Once convergence of \( J \) to 0 is established for the sequence \( \{ u_{\theta}^h \} \) obtained by Glimm’s scheme, then the function \( u(x, t) \) for which \( u_h \to u \) will be a weak solution of the original conservation law (1).

Let \( \mathcal{N} \) denote the set of natural numbers. Consider the product space \( \Omega = (-1, 1)\mathcal{N} \), where \( \{ \theta_i \} \in (-1, 1)^\mathcal{N} \). We endow the space \( \Omega \) of sequences \( A = \{ a_i \} \in (-1, 1)^\mathcal{N} \), with probability measure \( d\nu(A) \). This is accomplished by normalizing, so \( d\nu(a_i) \) equals half of the Lebesgue measure. Then the key result stated and proved by Glimm [6] is:

**Lemma 6.2.** \( \int_{\Omega} |J(A, h, \phi)|^2 d\nu(A) \to 0 \) as the mesh size goes to zero.

The proof is now complete, and we have shown that the approximations generated by Glimm’s scheme converge to a weak solution for (1).

### 7. Conclusions.

In summary, we have shown that there exists a weak solution to the multiply characteristic conservation law system (1). Since the Riemann solutions exist for all data in an open half-space, we do not restrict the total variation of the initial data to be small as Glimm required in his original proof. Following the Glimm construction of approximate solutions, we showed that the approximate solutions satisfy the hypotheses of Helly’s Theorem. As in Glimm’s seminal paper, this was accomplished by showing the constructed solutions were bounded in an equivalent functional. It is in the choice of the functional that the method used in this paper diverges from the literature. This was a necessary modification, since the standard choice of an equivalent functional (as in Glimm [6]) is not appropriate for conservation laws possessing multiple characteristics. With our chosen functional, we show that
wave interactions decouple, which gives the result that wave interactions are monotone decreasing on the partial order of mesh curves. After establishing that the total variation norm is equivalent to the functional, the remainder of the existence proof, that the limit of the subsequence is a weak solution, is identical to Glimm’s proof of existence for strictly hyperbolic conservation laws.
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