The three sums named in the title are all known to appear in connection with the complex representation theory of $GL(2, q)$. The first two are incarnations of certain spherical vectors, whereas the third is a matrix coefficient for a parabolic basis. In this work, Legendre and Soto-Andrade sums are shown to occur in a second way, as parabolic Clebsch-Gordan coefficients for the tensor product of two Steinberg representations. This realization connects them with Kloosterman sums, and from it we derive a number of identities.

1. Introduction.

There is ongoing interest in special sums, the analogues over finite fields of special functions (see, for example, [2], [5], [8], [10]). Much of this work has focussed on identifying special sums that correspond to well-known special functions and then establishing identities for these sums that parallel classical identities. The interplay between special functions and the representation theory of classical groups, which is familiar over the real and complex numbers (see [12]), also exists over finite fields (see [6], [9], [11]). It takes on a special importance in this context, since many of the other techniques of classical special functions theory (differential equations, recurrence relations and the like) do not transfer well to finite fields.

The Legendre sums have appeared in various contexts. They seem to have been christened by Evans [2], in a paper concerned with special sums analogous to classical orthogonal polynomials. In [11] they appear, in a disguised form, in a formula for the spherical vectors in a particular model of the principal series of $PGL(2, q)$. This identification is attributed to García-Zambrano, but, whatever the provenance of these sums, Evans’ name for them seems apt. The Soto-Andrade sums first appeared in [11] in a formula for the spherical vectors in a particular model of the cuspidal representations of PGL$(2, q)$. They are, in a definite sense, unitary Legendre sums and were so named in an earlier version of this work. It is remarkable that, as shown in Theorem 4.1, the Legendre and Soto-Andrade sums also appear as the Clebsch-Gordan coefficients connecting the natural parabolic bases for the tensor product of two Steinberg representations. After establishing
our notation and some elementary facts, in Section 2, and reviewing certain aspects of the representation theory of $\text{GL}(2, q)$, in Section 3, we are concerned, in Sections 4, 5 and 6, with exploring some of the consequences of this result.

Let $\mathbb{F}$ be a finite field of odd cardinality $q$. The Legendre and Soto-Andrade sums on $\mathbb{F}$ together form a complete orthogonal basis in the inner product space $\ell^2(\mathbb{F}, m)$, where $m$ is the measure assigning mass $q + 1$ to the points $\pm 1$ and mass 1 to all other points. We tentatively suggest that $\ell^2(\mathbb{F}, m)$ may be the appropriate finite field analogue of $L^2[-1, 1]$. The orthogonality follows directly from the interpretation of these sums as spherical functions on $\text{PGL}(2, q)$ and it is derived in this way in [3], Theorem 2.2. Our approach inevitably leads to the same result and also to a neat evaluation of the squared norms of the basis elements. This is stated as Theorem 4.2. The families of Legendre sums and Soto-Andrade sums are both indexed by characters, although of different groups, and there is a single nontrivial character that may be thought of as appearing in both families. In such a situation a Davenport-Hasse type relation is to be expected, and it is given in Theorem 4.5.

Kloosterman sums are parabolic matrix coefficients for the Steinberg representation. This implies a connection between Kloosterman sums or, more correctly, products of Kloosterman sums and Legendre and Soto-Andrade sums. This connection is explored in Sections 5 and 6. In Section 5 we study the subspace of $\ell^2(\mathbb{F}, m)$ spanned by the Soto-Andrade sums. It is shown that this subspace may be expressed as the nullspace of a summation operator defined using Kloosterman sums. We are led, in particular, to the following striking result. Let $p$ be a prime and

$$S(1, a; p) = \sum_{n=1}^{p-1} e^{2\pi i (n + a\bar{n})/p}$$

be the classical Kloosterman sum, where $a \in \mathbb{Z}$ and $\bar{n}$ denotes any multiplicative inverse of $n$ modulo $p$. Abbreviate $S(1, a; p)$ as $S(a)$. Then, for any integer $k$ not divisible by $p$, the rank of the $(p - 1)$-by-$p$ matrix

$$[S(ij)S(i(j + k))]_{i=1,\ldots,(p-1); \ j=0,\ldots,(p-1)}$$

is exactly $(p + 1)/2$. This statement is a special case of Corollary 5.6.

We have restricted ourselves here to the case of a tensor product of Steinberg representations in order to keep the calculations within manageable bounds and to focus on a particularly interesting case. By studying more general tensor products on $\text{GL}(2, q)$ it is possible to generalize a number of the results obtained here, particularly those of Sections 5 and 6. This will be reported on elsewhere.
2. Notation and elementary results.

Let \( \mathbb{F} \) be a finite field with \( q \) elements and \( \mathbb{K} \) the unique quadratic extension of \( \mathbb{F} \). We assume that \( q \) is odd. Let \( z \mapsto z' \) be the nontrivial Galois automorphism of \( \mathbb{K} \) over \( \mathbb{F} \). Denote by \( S : \mathbb{K} \to \mathbb{F} \) the trace and by \( N : \mathbb{K} \to \mathbb{F} \) the norm in the extension \( \mathbb{K}/\mathbb{F} \). Let \( \mathcal{N} = \{ z \in \mathbb{K} \mid N(z) = 1 \} \). If \( Y \) is any set and \( y \in Y \) then let \( \delta_y : Y \to \mathbb{C} \) be the Kronecker delta at \( y \).

For any finite abelian group \( A \) let \( X(\mathbb{F}^\times) \) denote the group of homomorphisms from \( \mathbb{F}^\times \) to \( \mathbb{C} \). In the case where \( A \) is either \( \mathbb{F}^\times \) or \( \mathbb{K}^\times \) it will be convenient to extend the elements of \( X(\mathbb{F}^\times) \) by declaring them to be zero at zero. The trivial character in both \( X(\mathbb{F}^\times) \) and \( X(\mathbb{K}^\times) \) will be written as \( \varepsilon \) and \( \phi \in X(\mathbb{F}^\times) \) will be the quadratic character of \( \mathbb{F} \). Let \( X(\mathbb{K}^\times) = X(\mathbb{F}^\times) \). We call \( \nu \in X(\mathbb{F}^\times) \) indecomposable if \( \nu \) is not of the form \( \chi \circ N \) for any \( \chi \in X(\mathbb{F}^\times) \). Two conditions equivalent to \( \nu \) being indecomposable are that \( \nu \) is not fixed under the automorphism \( z \mapsto z' \) and that the restriction of \( \nu \) to \( \mathcal{N} \) is nontrivial. We shall denote the set of indecomposable characters of \( \mathbb{K}^\times \) by \( X'\mathbb{K}^\times \).

Fix, once and for all, a nontrivial character \( \psi \in X(\mathbb{F}) \). For \( \chi \in X(\mathbb{F}^\times) \) let

\[
\Gamma(\chi) = \sum_{x \in \mathbb{F}} \chi(x)\psi(x)
\]

be the corresponding Gauss sum. For later use we recall the reflection formula

\[
\Gamma(\chi)\Gamma(\chi^{-1}) = q\chi(-1) - (q-1)D_\varepsilon(\chi).
\]

We will refer to Greene’s analogues of hypergeometric functions over finite fields, as described in [5]. For the reader’s convenience we give the definition in the simplest case. For characters \( \chi_0, \chi_1, \chi_2 \in X(\mathbb{F}^\times) \) and \( x \in \mathbb{F} \), Greene defines

\[
_2F_1 \left[ \begin{array}{c} \chi_0, \chi_1 \\ \chi_2 \end{array} \right] = \varepsilon(x)\chi_1\chi_2(-1)q \sum_{y \in \mathbb{F}} \chi_1(y)(\chi_2\chi_1^{-1})(1-y)\chi_0^{-1}(1-xy)
\]

and proves that this sum satisfies analogues of many familiar properties of the classical \( _2F_1 \).

We now recall the definitions of the various character sums. These sums may be regarded as complex-valued functions on \( \mathbb{F} \) and, throughout, we let \( a \in \mathbb{F} \). For \( \chi \in X(\mathbb{F}^\times) \), the generalized Kloosterman sum of order \( \chi \) is

\[
K_\chi(a) = \frac{1}{q} \sum_{x \in \mathbb{F}^\times} \chi(x)\psi \left(x + \frac{a}{x} \right).
\]
We shall write $K$ instead of $K_2$ in the case that the order is the trivial character. Note that our definition includes a factor of $1/q$ that does not appear in the standard definition; it is inserted to simplify subsequent formulas. For this reason, and to emphasize the analogy with classical Bessel functions, we avoid the standard notation for Kloosterman sums. For $\chi \in X(\mathbb{F}^\times)$, the Legendre sum of order $\chi$ is

$$P_\chi(a) = \frac{1}{q} \sum_{x \in \mathbb{F}^\times} \chi(x) \varphi(1 - 2ax + x^2).$$

Finally, for $\nu \in X_0(\mathbb{K}^\times)$, the Soto-Andrade sum of order $\nu$ is

$$R_\nu(a) = \frac{1}{q(q-1)} \sum_{z \in \mathbb{K}^\times} \nu(z) \varphi(S(z)^2 - 2(a + 1)N(z)).$$

It is easy to see that the Soto-Andrade sums may be reexpressed as

$$R_\nu(a) = \frac{1}{q} \sum_{\zeta \in \mathbb{N}} \omega_{\nu(\varphi \circ N)}(\zeta) \varphi(\zeta - 2a + \zeta^{-1}).$$

A comparison of this and the expression

$$P_\chi(a) = \frac{1}{q} \sum_{x \in \mathbb{F}^\times} (\chi \varphi(x) \varphi(x - 2a + x^{-1})$$

reveals the close analogy between the two sums.

The following lemmas list some elementary properties of the Legendre and Soto-Andrade sums. They can be proved with ease directly from the definitions and the alternate expressions (3) and (4).

**Lemma 2.1.** The values of the Legendre sum and Soto-Andrade sum of order $\varepsilon$ are

$$P_\varepsilon(a) = \begin{cases} q^{-2} & \text{if } a = \pm 1, \\ q & \text{if } a \neq \pm 1 \end{cases}$$

and

$$R_\varepsilon(a) = \begin{cases} -1 & \text{if } a = 1, \\ 1 & \text{if } a = -1, \\ 0 & \text{if } a \neq \pm 1. \end{cases}$$

**Lemma 2.2.** Suppose that $\chi \in X(\mathbb{F}^\times)$, $\nu \in X_0(\mathbb{K}^\times)$ and neither $\chi$ nor $\nu$ is trivial. Then $P_\chi(1) = -1/q$ and $R_\nu(1) = 1/q$.

**Lemma 2.3.** For $\chi \in X(\mathbb{F}^\times)$, $\nu \in X_0(\mathbb{K}^\times)$ and $a \in \mathbb{F}$ we have $P_{\chi^{-1}}(a) = P_\chi(a)$, $P_\chi(-a) = \chi(-1)P_\chi(a)$, $R_{\nu^{-1}}(a) = R_\nu(a)$ and $R_\nu(-a) = -\nu(n^{1/2})R_\nu(a)$, where $n \in \mathbb{F}$ is any element that satisfies $\varphi(n) = -1$. 

From Lemma 2.2 and Lemma 2.3 we obtain the evaluations
\[ P_\chi(-1) = -\frac{\chi(-1)}{q}, \quad R_\nu(-1) = -\frac{\nu(n^{1/2})}{q}, \]
where \( n \in \mathbb{F} \) satisfies \( \varphi(n) = -1 \) and \( \chi \) and \( \nu \) are nontrivial. For use in the proof of Theorem 4.1, we need to observe a second expression for \( R_\nu(-1) \) when \( \nu \neq \varepsilon \). The definition of \( R_\nu(-1) \) gives
\[ R_\nu(-1) = \frac{1}{q(q-1)} \sum_{z \in \mathbb{K} \times S} \nu(z) = -\frac{1}{q(q-1)} \sum_{\substack{z \in \mathbb{K} \times S \nu(z) = -1}} \nu(z). \]

In [10] it is shown that the Legendre sum \( P_\chi \) may be expressed in terms of Greene’s hypergeometric sum. However, the expression offered in [10] does not correspond to the most usual expression in the classical case and has an awkward extra term. In Proposition 2.5 we give a different expression, closely parallel to the standard one and with no additional terms. Lemma 2.4 will be used repeatedly in what follows.

**Lemma 2.4.** Suppose that \( A \in \mathbb{F}^\times \) and \( B \in \mathbb{F} \). Then
\[ \sum_{x \in \mathbb{F}} K(Ax^2)\psi(Bx) = \varphi(B^2 - 4A). \]

**Proof.** We begin by considering \( S = \sum_{x \in \mathbb{F}^\times} K(Ax^2)\psi(Bx) \). Introducing the definition of \( K(Ax^2) \) as a sum over the variable \( y \), replacing \( y \) by \( xy \) and then replacing \( x \) by \( yx \) we obtain \( S = \frac{1}{q} \sum_{x,y \in \mathbb{F}^\times} \psi((y^2 + By + A)x) \). Evaluating the sum over \( x \) gives
\[ S = \frac{1}{q} \sum_{y \in \mathbb{F}^\times} (-1) + \frac{1}{q} \sum_{\substack{y \in \mathbb{F}^\times \\ y^2 + By + A \neq 0}} (q - 1) \]
\[ = -\frac{1}{q} (q - 1) + \# \{ y \in \mathbb{F}^\times \mid y^2 + By + A = 0 \} \]
\[ = \frac{1}{q} + \varphi(B^2 - 4A). \]

The lemma follows on noting that \( K(0) = -1/q \). \( \square \)

**Proposition 2.5.** If \( \chi \in X(\mathbb{F}^\times) \) is nontrivial and \( a \in \mathbb{F} \setminus \{ \pm 1 \} \) then
\[ P_\chi(a) = 2F_1 \left[ \begin{matrix} \chi, & \chi^{-1} \\ & \varepsilon \end{matrix} \right] \frac{1}{2}(1 - a) \]

**Proof.** Consider the sum
\[ S = \frac{1}{q} \sum_{x,c \in \mathbb{F}^\times} \chi(c)K\left( \frac{1}{2}(1 + a)cx^2 \right)\psi((1 + c)x). \]
Using Lemma 2.4 to evaluate the sum over $x$ we easily obtain $S = P_\chi(a)$. Before evaluating the sum in another way, we make a simple observation. If we have a function $f : \mathbb{F}^\times \to \mathbb{F}$ and $\mu \in X(\mathbb{F}^\times)$ is nontrivial then 
\[ \sum_{x,c \in \mathbb{F}^\times} \mu(c) \psi(f(x)c) = \Gamma(\mu) \sum_{x \in \mathbb{F}^\times} \mu^{-1}(f(x)), \]
regardless of the fact that $f$ may sometimes vanish. This is easily verified by separating the terms with $f(x) = 0$ from those with $f(x) \neq 0$ and recalling the convention that $\mu^{-1}(0) = 0$.

Introducing the definition of $K$ with $y$ as the summation variable and then replacing $y$ by $xy$ we obtain
\[ S = \frac{1}{q^2} \sum_{x,y,c \in \mathbb{F}^\times} \chi(c) \psi\left( \frac{1 + a + 2yc}{2y} \right) \psi((1+y)x) \]
and using the observation of the previous paragraph twice to sum first over $c$ and then over $x$ gives
\[ S = \frac{\Gamma(\chi)\Gamma(\chi^{-1})}{q^2} \sum_{y \in \mathbb{F}^\times} \chi(2y)\chi(1+y)\chi^{-1}(1 + a + 2y). \]
Since $\chi$ is nontrivial, we have $\Gamma(\chi)\Gamma(\chi^{-1}) = q\chi(-1)$ by (1). Extending the sum over all of $\mathbb{F}$, substituting $y - 1$ for $y$, excluding 0 from the resulting summation, substituting $1/y$ for $y$ and finally completing the summation again we obtain
\[ S = \frac{\chi(-1)}{q} \sum_{y \in \mathbb{F}} \chi^{-1}(y)\chi(1-y)\chi^{-1}(1 - \frac{1}{2}(1-a)y). \]
Comparing this with (2) gives the result. \qed

3. Facts from representation theory.

In this section we recall certain facts from the representation theory of the group $G = \text{GL}(2,\mathbb{F})$. The majority of these facts are established in [9], to which the reader is referred for a fuller discussion. The notation introduced here will be used without comment in subsequent sections.

We begin by describing $\mathcal{C}$, the set of conjugacy classes in $G$, and a parametrization of each $c \in \mathcal{C}$. For $\alpha, \delta \in \mathbb{F}^\times$, $\beta \in \mathbb{F}$ and $z \in \mathbb{K}$ we let
\[
\begin{align*}
\mathbf{w} &= \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, & \mathbf{t}(\alpha, \delta) &= \begin{pmatrix} \alpha & 0 \\ 0 & \delta \end{pmatrix}, \\
\mathbf{n}(\beta) &= \begin{pmatrix} 1 & \beta \\ 0 & 1 \end{pmatrix}, & \mathbf{k}(z) &= \begin{pmatrix} 0 & -N(z) \\ 1 & S(z) \end{pmatrix}.
\end{align*}
\]

For any $g \in G$ let $C(g)$ denote the conjugacy class of $g$. The conjugacy classes in $G$ come in four kinds. First there are the central conjugacy classes $C(\mathbf{t}(\alpha, \alpha))$ for $\alpha \in \mathbb{F}^\times$, each of which is a singleton. Secondly there are the
unipotent conjugacy classes $C(t(\alpha, \alpha)n(\alpha^{-1}))$, each of which has $(q+1)(q-1)$ elements and may be parametrized as

\[
\left\{ \begin{pmatrix} \alpha-x & -b^{-1}x^2 \\
 b & \alpha+x \end{pmatrix} \right\} b \in \mathbb{F}^\times, x \in \mathbb{F}.
\]

Thirdly, there are the split semisimple conjugacy classes $C(t(\alpha, \delta))$ for $\alpha, \delta \in \mathbb{F}^\times$ with $\alpha \neq \delta$. Since $t(\alpha, \delta)$ lies in the same class as $t(\delta, \alpha)$ it is convenient to introduce the equivalence relation $(\alpha, \delta) \sim (\delta, \alpha)$ on $\mathbb{F}^\times \times \mathbb{F}^\times$. If we set

\[
\Omega^+ = \{(\alpha, \delta) \in \mathbb{F}^\times \times \mathbb{F}^\times | \alpha \neq \delta\}
\]

then this family of conjugacy classes is parametrized by the set $\Omega^+ / \sim$. Each of these conjugacy classes has $q(q+1)$ elements and may be parametrized as

\[
\left\{ \begin{pmatrix} \alpha & x \\
 0 & \delta \end{pmatrix} \right\} \cup \left\{ \begin{pmatrix} \delta + xy & (\alpha - \delta - xy)y \\
 x & \alpha - xy \end{pmatrix} \right\} x, y \in \mathbb{F}.
\]

Lastly, there are the non-split semisimple conjugacy classes $C(k(z))$ for $z \in \mathbb{K} \setminus \mathbb{F}$. Since $k(z)$ lies in the same conjugacy class as $k(z')$ it is convenient to introduce the equivalence relation $z \sim z'$ on the set $\Omega^- = \mathbb{K} \setminus \mathbb{F}$. Then this family of conjugacy classes is parametrized by the set $\Omega^- / \sim$. Each of these conjugacy classes has $q(q-1)$ elements and may be parametrized as

\[
\left\{ \begin{pmatrix} x & -a^{-1}(x^2 + N(z) - xS(z)) \\
 a & -x + S(z) \end{pmatrix} \right\} a \in \mathbb{F}^\times, x \in \mathbb{F}.
\]

Next we recall the list of irreducible complex representations of $G$ and introduce our notation for them. They also come in four families. First, there are the one-dimensional representations $\chi \circ \det$ for $\chi \in X(\mathbb{F}^\times)$. Secondly, there are the Steinberg representations $\pi(\chi)$, one for each $\chi \in X(\mathbb{F}^\times)$. Each of these has dimension $q$ and $\pi(\chi_1) \cong \pi(\chi_2)$ if and only if $\chi_1 = \chi_2$. Thirdly, there are the principal series representations $\pi(\chi_1, \chi_2)$ for $\chi_1, \chi_2 \in X(\mathbb{F}^\times)$. These all have dimension $q+1$ and are irreducible exactly when $\chi_1 \neq \chi_2$. Furthermore, $\pi(\chi_1, \chi_2) \cong \pi(\chi_2, \chi_1)$ and this gives the only equivalences within this family. It is also convenient to note that $\pi(\chi, \chi) \cong \pi(\chi) \oplus (\chi \circ \det)$ for all $\chi \in X(\mathbb{F}^\times)$. Finally, there are the cuspidal representations $\rho(\nu)$ for $\nu$ an indecomposable element of $X(\mathbb{K}^\times)$. These are all irreducible and have dimension $q-1$. We have $\rho(\nu) \cong \rho(\nu')$, where $\nu'(z) = \nu(z')$, and this gives the only equivalences within this family.

We shall require a fragment of the character table of $G$, displaying the character values for all irreducible representations having trivial central character, and this is given in Table 1. In the table $\mu \in \{\varepsilon, \varphi\}$, $\chi \in X(\mathbb{F}^\times)$ and $\nu \in X_0(\mathbb{K}^\times)$. Note that the character values of $\pi(\chi, \chi^{-1})$ are correct as given even when $\chi$ is $\varepsilon$ or $\varphi$ so that the corresponding principal series representation is reducible.
In [9] each cuspidal representation of $G$ is constructed by giving an action of $G$ on the space of functions on $\mathbb{F}^\times$ that affords the required representation. The matrix coefficients in this model of $\rho(\nu)$ involve unitary Kloosterman sums. Although it is not done in [9], it is possible to give similar models of the other higher-dimensional (i.e., not one-dimensional) representations of $G$ and the matrix coefficients in these models involve generalized Kloosterman sums. We shall require such a model of the Steinberg representation $\pi(\varepsilon)$.

Since the corresponding models over local fields are available in the literature (see [4]), we shall not offer any further explanation.

Let $W$ be a complex $q$-dimensional vector space with a basis consisting of the set of symbols $\{\xi_a \mid a \in \mathbb{F}\}$. Let $G$ act on $W$ according to the following formulas, where $a \in \mathbb{F}$, $c \in \mathbb{F}^\times$ and $\gamma \in \mathbb{F}^\times$:

\[
\begin{align*}
(9) \quad & \begin{pmatrix} \alpha & \beta \\ 0 & \delta \end{pmatrix} \xi^a = \psi(\alpha^{-1} \beta a) \xi^{\alpha^{-1} \delta a} \\
& \begin{pmatrix} \alpha & \beta \\ \gamma & \delta \end{pmatrix} \xi^0 = -\frac{1}{q} \xi^0 - \frac{q}{q} + \sum_{b \in \mathbb{F}^\times} \psi\left(\frac{ab}{\gamma}\right) \xi^b \\
& \begin{pmatrix} \alpha & \beta \\ \gamma & \delta \end{pmatrix} \xi^c = -\frac{1}{q} \psi\left(\frac{\delta c}{\gamma}\right) \xi^0 + \sum_{b \in \mathbb{F}^\times} K\left(\frac{bc \det(g)}{\gamma^2}\right) \psi\left(\frac{ab + \delta c}{\gamma}\right) \xi^b.
\end{align*}
\]

Then $W$, with this action, is a model of the representation $\pi(\varepsilon)$ and the Hermitian form defined on $W$ by

\[
(10) \quad \langle \xi^a, \xi^b \rangle = D_a(b) + qD_0(a)D_0(b)
\]

is invariant under $G$.

Put $\Pi = \pi(\varepsilon) \otimes \pi(\varepsilon)$. Using Table 1 it is easy to verify the following decomposition of $\Pi$ into irreducible constituents:

\[
\Pi \cong (\varepsilon \circ \det) \oplus \pi(\varepsilon) \oplus \pi(\varphi) \oplus \bigoplus_{\chi \in \mathcal{X}'(\mathbb{F}^\times)/\sim} \pi(\chi, \chi^{-1}) \oplus \bigoplus_{\nu \in \mathcal{X}'_0(\mathbb{K}^\times)/\sim} \rho(\nu).
\]
The equivalence relation on \( X'(\mathbb{F}^\times) \) is \( \chi \sim \chi^{-1} \) and the equivalence relation on \( X'_0(\mathbb{K}^\times) \) is \( \nu \sim \nu' \). Observe that this decomposition is multiplicity-free. For any irreducible representation \( \pi \) of \( G \) let \( V_\pi \) be the subspace of \( W \otimes W \) on which it is realized (with \( V_\pi = \{0\} \) if \( \pi \) does not occur).

For any representation \( \pi \) of \( G \) let \( \text{ch}_\pi \) be the character of \( \pi \) and for any \( c \in \mathbb{C} \) let \( \Pi(c) = \sum_{g \in c} \Pi(g) \), where the sum is taken inside the endomorphism algebra of \( W \otimes W \). If \( \pi \) is irreducible then the projection operator from \( W \otimes W \) onto the subspace \( V_\pi \) is given by

\[
P_\pi = \frac{\deg(\pi)}{|G|} \sum_{c \in \mathbb{C}} \text{ch}_\pi(c) \Pi(c),
\]

where \( \deg(\pi) \) is the dimension of the space of \( \pi \), and we may use (11) to define an operator \( P_\pi \) even when \( \pi \) is reducible. It will be convenient to observe the formulas

\[
P_\pi(\varepsilon) = -q \text{P}_{\varepsilon \text{det}} + \frac{q}{q + 1} P_\pi(\varepsilon, \varepsilon)
\]

and

\[
P_\pi(\varphi) = \frac{q}{q + 1} P_\pi(\varphi, \varphi),
\]

the latter because \( P_{\varphi \text{det}} = 0 \).

The subgroup \( N = \{ n(\beta) \mid \beta \in \mathbb{F} \} \) of \( G \) is abelian and hence the space of any representation of \( G \) decomposes into the sum of simultaneous eigenspaces for \( N \). For \( a \in \mathbb{F} \) let \( \psi_a \in X(N) \) be the character \( \psi_a(n(\beta)) = \psi(a\beta) \). It is shown in [9] that if \( \pi \) is a higher-dimensional irreducible representation of \( G \) then the \( \psi_a \)-eigenspace of \( N \) in the space of \( \pi \) is exactly one-dimensional for each \( a \in \mathbb{F}^\times \). The \( \psi_0 \)-eigenspace may either be zero (if \( \pi \) is cuspidal), one-dimensional (if \( \pi \) is Steinberg) or two-dimensional (otherwise). We note that the vector \( \xi^a \in W \) is a \( \psi_a \)-eigenvector for \( N \). In general, we shall refer to a basis for the space of a representation of \( G \) consisting of simultaneous eigenvectors for \( N \) as a parabolic basis.

### 4. Legendre sums as Clebsch-Gordan coefficients.

In \( W \otimes W \) we have two natural bases, one consisting of simple tensors of the form \( \xi^a \otimes \xi^b \) and the other being the union of parabolic bases for each of the isotypic subspaces. We shall show that the Legendre and Soto-Andrade sums occur as entries in the change-of-basis matrix between these two bases. Such matrix entries are usually referred to as Clebsch-Gordan coefficients. In light of the results sketched in [12], Section 8.7, the appearance of Legendre functions here should not be unexpected. From this we shall deduce the main result of this section, Theorem 4.2, as well as a Davenport-Hasse type relation between the sums \( R_{\varphi \circ N} \) and \( P_\varphi \), Theorem 4.5.
Theorem 4.1. For $\nu \neq 0$, $\chi \in X'({\mathbb{Q}}^\times)$ and $\nu \in X'_0({\mathbb{Q}}^\times)$ we have

$$P_{\varepsilon \det}(\xi^0 \otimes \xi^\nu) = 0$$

$$P_{\pi(c)}(\xi^0 \otimes \xi^\nu) = -\frac{1}{q-1} \sum_{s \in \mathbb{F}} \left( P_{\varepsilon}(s) - \frac{q-1}{q} \right) \xi^v\left(\frac{s-1}{q}\right) \otimes \xi^v\left(\frac{1+s}{q}\right)$$

$$P_{\pi(\varphi)}(\xi^0 \otimes \xi^\nu) = -\frac{q}{q-1} \sum_{s \in \mathbb{F}} P_{\varphi}(s) \xi^v\left(\frac{s-1}{q}\right) \otimes \xi^v\left(\frac{1+s}{q}\right)$$

$$P_{\pi(\chi,\chi^{-1})}(\xi^0 \otimes \xi^\nu) = -\frac{q+1}{q-1} \sum_{s \in \mathbb{F}} P_{\chi}(s) \xi^v\left(\frac{s-1}{q}\right) \otimes \xi^v\left(\frac{1+s}{q}\right)$$

$$P_{\rho(\nu)}(\xi^0 \otimes \xi^\nu) = \sum_{s \in \mathbb{F}} R_{\nu}(s) \xi^v\left(\frac{s-1}{q}\right) \otimes \xi^v\left(\frac{1+s}{q}\right).$$

Proof. The proof is a computation. We shall give only enough details that the interested reader can reproduce it. The necessary ingredients are the formula (11) for the projection operators on $W \otimes W$, the characters of the various representations as given in Table 1, the formulas (9) for the action of $G$ on $W$, the parametrizations of the conjugacy classes in $G$ given at the beginning of Section 3 and Lemma 2.4.

The first step is to calculate $\Pi(c)(\xi^0 \otimes \xi^\nu)$ for each $c \in \mathcal{C}$. For $c = C(t(\alpha, \alpha))$ we trivially obtain

$$\Pi(c)(\xi^0 \otimes \xi^\nu) = \xi^0 \otimes \xi^\nu.$$

Next we consider $c = C(t(\alpha, \alpha) n(\alpha^{-1}))$. Using (9) to calculate the action of each element of the set (6) on $\xi^0 \otimes \xi^\nu$ and then summing over $x$ and $b$ we obtain

$$\Pi(c)(\xi^0 \otimes \xi^\nu) = -\xi^0 \otimes \xi^\nu - \sum_{b \in \mathbb{F}^\times} K(\alpha^2 b^2) \psi(2ab) \xi^0 \otimes \xi^\nu$$

$$+ \frac{q+1}{q} \sum_{b \in \mathbb{F}^\times} \psi(2ab) \xi^v \otimes \xi^0$$

$$- (q+1) \sum_{s \in \mathbb{F}\setminus\{0,1\}} \sum_{b \in \mathbb{F}^\times} K(s \alpha^2 b^2) \psi(2ab) \xi^v(1-s) \otimes \xi^{vs}.$$

Using Lemma 2.4 to calculate the sums involving Kloosterman sums, this simplifies to

$$\Pi(c)(\xi^0 \otimes \xi^\nu) = \Xi - (q+1) \sum_{s \in \mathbb{F}\setminus\{0,1\}} \varphi(4(1-s)) \xi^v(1-s) \otimes \xi^{vs},$$

where we have introduced the convenient abbreviation

$$\Xi = -\frac{q+1}{q} \sum_{s \in \mathbb{F}} \xi^v(1-s) \otimes \xi^{vs}.$$
The calculation for $c = C(t(\alpha, \delta))$ is similar, using (7), and we obtain

$$\Pi(c)\left(\xi^0 \otimes \xi^v\right) = \Xi + (q + 1)D_0(\alpha + \delta)\xi^v \otimes \xi^0$$

$$- (q + 1) \sum_{s \in \mathbb{F}\{0,1\}} \varphi(\alpha^2 + \delta^2 - 2(2s - 1)\alpha\delta)\xi^v(1-s) \otimes \xi^{vs}.$$ 

Finally, for the conjugacy class $c = C(k(z))$ we get

$$\Pi(c)\left(\xi^0 \otimes \xi^v\right) = \Xi + 2\xi^0 \otimes \xi^v + (q + 1)D_0(S(z))\xi^v \otimes \xi^0$$

$$- (q + 1) \sum_{s \in \mathbb{F}\{0,1\}} \varphi(S(z)^2 - 4sN(z))\xi^v(1-s) \otimes \xi^{vs}.$$ 

Using (11) it is now possible to find the various projections of $\xi^0 \otimes \xi^v$. In light of (12), (13) and the fact that $P_{(\chi, x)} = 0$, it is sufficient to determine $P_{\pi}(\chi, \chi^{-1})(\xi^0 \otimes \xi^v)$ for $\chi \in X(\mathbb{F}^\times)$ and $P_{\rho(\nu)}(\xi^0 \otimes \xi^v)$ for $\nu \in X'_0(\mathbb{K}^\times)$. As an example of the shape of the calculations, we determine the coefficient of the vector $\xi^v \otimes \xi^0$ in the projection $P_{\rho(\nu)}(\xi^0 \otimes \xi^v)$. Following the description given above, we at first obtain

$$\frac{1}{q(q-1)(q+1)} \left[ (q-1)\frac{q+1}{q} + \frac{q+1}{q} \sum_{z \in \Omega^\times} (\nu(z) + \nu(z')) \right.$$

$$\left.- (q + 1) \sum_{z \in \Omega^\times} (\nu(z) + \nu(z'))D_0(S(z)) \right].$$

for this coefficient. Unfolding the equivalence relations in the sums, this is equal to

$$\frac{1}{q(q-1)} \left[ \frac{q-1}{q} + \frac{1}{q} \sum_{z \in \mathbb{K} \setminus \mathbb{F}} \nu(z) - \sum_{z \in \mathbb{K} \setminus \mathbb{F}} \nu(z)D_0(S(z)) \right].$$

Completing the sums and using the fact that $\nu$ is nontrivial on $\mathbb{K}^\times$ but trivial on $\mathbb{F}^\times$, we see that the first two terms cancel and what remains is

$$- \frac{1}{q(q-1)} \sum_{z \in \mathbb{K}^\times \setminus \{S(z) = 0\}} \nu(z).$$

According to (5), this is equal to $R_\nu(-1)$, as claimed. \hfill $\Box$

Let $m : \mathbb{F} \to \mathbb{C}$ be $m(x) = 1 + qD_1(x) + qD_{-1}(x)$ and $L^2(\mathbb{F}, m)$ be the space of complex-valued functions on $\mathbb{F}$ equipped with the Hermitian form

$$\langle F_1, F_2 \rangle = \sum_{x \in \mathbb{F}} F_1(x)\overline{F_2(x)}m(x).$$
As remarked in the introduction, the orthogonality of the set $\mathcal{L}$, defined below, in $\ell^2(\mathbb{F}, m)$ has been observed by Evans in [3].

**Theorem 4.2.** The set

$$
\mathcal{L} = \left\{ P_\varepsilon - \frac{q-1}{q}, P_\varphi, P_\chi, R_\nu \bigg| \chi \in X'(\mathbb{F}^\times)/\sim, \nu \in X'_0(\mathbb{K}^\times)/\sim \right\}
$$

is an orthogonal basis for the space $\ell^2(\mathbb{F}, m)$. The square norms of the elements of this basis are as follows:

$$
\left\| P_\varepsilon - \frac{q-1}{q} \right\|^2 = \frac{q^2 - 1}{q},
$$

$$
\| P_\varphi \|^2 = \frac{q^2 - 1}{q^2},
$$

$$
\| P_\chi \|^2 = \frac{q - 1}{q},
$$

$$
\| R_\nu \|^2 = \frac{q + 1}{q}.
$$

**Proof.** Equip $W \otimes W$ with the Hermitian form induced on it by the Hermitian form on $W$ satisfying (10). Note that this is a $G$-invariant form on $W \otimes W$. If $\pi_1$ and $\pi_2$ are distinct irreducible constituents of $\Pi$ then $V_{\pi_1} \perp V_{\pi_2}$ and thus the inner product of any two distinct vectors from the list (14) is zero. Now

$$
\langle \xi^{1-s} \otimes \xi^{1+s}, \xi^{1-s} \otimes \xi^{1+s} \rangle = D_1(s)m(s)
$$

and so, evaluating the inner products of distinct vectors on the list (14) directly for $v = 1$, we obtain the orthogonality of distinct elements of $\mathcal{L}$ in $\ell^2(\mathbb{F}, m)$. Every vector in $W \otimes W$ is the sum of its projections onto all the isotypic subspaces. Thus $\xi^0 \otimes \xi^1$ is the sum of the vectors on the list (14) for $v = 1$. Comparing coefficients on both sides of this relationship we obtain

$$
D_1(s) = -\left( P_\varepsilon(s) - \frac{q-1}{q} \right) - \frac{q-1}{q} P_\varphi(s) + \frac{q+1}{q-1} \sum_{\chi \in X'(\mathbb{F}^\times)/\sim} P_\chi(s) + \sum_{\nu \in X'_0(\mathbb{K}^\times)/\sim} R_\nu(s)
$$

for all $s \in \mathbb{F}$. Multiplying this identity on both sides by $f(s)m(s)$ for any $f \in \mathcal{L}$, summing over $s \in \mathbb{F}$ and using the orthogonality of $\mathcal{L}$ on the right and Lemmas 2.1 and 2.2 on the left, we obtain the value of $\|f\|^2$.

Finally, to see that the orthogonal set $\mathcal{L}$ is a basis for $\ell^2(\mathbb{F}, m)$ we simply count; there are $2 + \frac{1}{2}(q-3) + \frac{1}{2}(q-1) = q$ elements in $\mathcal{L}$ and this is the dimension of $\ell^2(\mathbb{F}, m)$. □
Corollary 4.3. For all $s, t \in \mathbb{F}$ we have
\[
\frac{1}{m(t)} D_t(s) = \frac{q}{q^2 - 1} P_{\varepsilon}(t) P_{\varepsilon}(s) + \frac{2}{q^2 - 1} P_{\varepsilon}(t) P_{\varphi}(s) + \frac{q}{q^2 - 1} \sum_{\chi \in X'(\mathbb{F}^\times)/\sim} P_{\chi}(t) P_{\chi}(s) + \frac{q}{q^2 - 1} \sum_{\nu \in X'_0(\mathbb{K}^\times)/\sim} R_{\nu}(t) R_{\nu}(s).
\]

Proof. This follows at once from Theorem 4.2 and elementary linear algebra. □

Corollary 4.4. For all $v \in \mathbb{F}^\times, t \in \mathbb{F} \setminus \{\pm 1\}$ and $\chi \in X'(\mathbb{F}^\times)$ we have
\[
P_\pi(\varphi)\left(\xi^{\frac{1-t}{2}} \otimes \xi^{\frac{1+t}{2}}\right) = -\frac{q}{q+1} P_\varphi(t) P_\pi(\varphi)\left(\xi^0 \otimes \xi^v\right)
\]
and
\[
P_\pi(\chi^{-1})\left(\xi^{\frac{1-t}{2}} \otimes \xi^{\frac{1+t}{2}}\right) = -\frac{q}{q+1} P_\chi(t) P_\pi(\chi^{-1})\left(\xi^0 \otimes \xi^v\right).
\]

Proof. If $\pi$ is any higher-dimensional irreducible representation of $G$ occurring in $\Pi$ then
\[
P_\pi\left(\xi^{\frac{1-t}{2}} \otimes \xi^{\frac{1+t}{2}}\right)
\]
and $P_\pi(\xi^0 \otimes \xi^v)$ are both $\psi_v$-eigenvectors for the subgroup $N$ of $G$ and they also both lie in $V_\pi$. From the observations made in Section 3 we know that the space of such vectors is one-dimensional and from Theorem 4.1 it is clear that the second of the vectors is nonzero. Thus, for each $v$, $t$ and $\pi$, there is a constant $c(t, v, \pi)$ such that
\[
P_\pi\left(\xi^{\frac{1-t}{2}} \otimes \xi^{\frac{1+t}{2}}\right) = c(t, v, \pi) P_\pi(\xi^0 \otimes \xi^v).
\]

(15) The vector $\xi^{\frac{1-t}{2}} \otimes \xi^{\frac{1+t}{2}}$ is the sum of all its projections onto the various $V_\pi$ and writing out this relation and using (15) and Theorem 4.1 gives an expression for the function $D_t$ as a linear combination of the elements of $\mathcal{L}$, with coefficients involving the $c(t, v, \pi)$. But the unique such linear combination is given in Corollary 4.3 and by comparing the two one evaluates $c(t, v, \pi)$. □

Since the Soto-Andrade sum $R_{\varphi N}$ does not appear in the basis $\mathcal{L}$, it must be expressible as a linear combination of other Legendre and Soto-Andrade sums. The following result gives this expression.

Theorem 4.5. For all $a \in \mathbb{F}$ we have $R_{\varphi N}(a) = -P_{\varphi}(a)$.

Proof. For $a = \pm 1$, this follows from Lemma 2.2 and the subsequent remarks. Thus we may assume that $a \neq \pm 1$. In the proof of Theorem 4.1 we calculated $P_\pi(\varphi)\left(\xi^0 \otimes \xi^v\right)$ by first calculating $P_\pi(\varphi, \varphi)\left(\xi^0 \otimes \xi^v\right)$ and then using (13). However, it is also possible to calculate this projection directly using (11)
and the values of \( \text{ch}_{\pi(\varphi)} \). Suppose that \( s \in \mathbb{F} \setminus \{0, 1\} \) and \( v \in \mathbb{F}^\times \). Then, calculating directly, we find that the coefficient of \( \xi^v(1-s) \otimes \xi^sv \) in \( P_{\pi(\varphi)}(\xi^0 \otimes \xi^v) \) is

\[
\frac{1}{(q-1)^2(q+1)} \left[ \sum_{(\alpha, \delta) \in \Omega^+ / \sim} \varphi(\alpha\delta) \left\{ -\frac{q+1}{q} - (q+1)\varphi(\alpha^2 + \delta^2 - 2(2s-1)\alpha\delta) \right\} 
- \sum_{z \in \Omega^- / \sim} \varphi \circ N(z) \left\{ -\frac{q+1}{q} - (q+1)\varphi(S(z)^2 - 4sN(z)) \right\} \right].
\]

Removing the equivalence relations and completing both of the resulting sums we find that the coefficient is

\[
\frac{1}{2(q-1)^2} \left[ \sum_{\alpha, \delta \in \mathbb{F}^\times} \varphi(\alpha\delta)\varphi(\alpha^2 + \delta^2 - 2(2s-1)\alpha\delta)
- \sum_{z \in \mathbb{K}^\times} \varphi \circ N(z)\varphi(S(z)^2 - 4sN(z)) \right],
\]

which evaluates to

\[
-\frac{q}{2(q-1)} [P_{\varphi}(2s - 1) - R_{\varphi \circ N}(2s - 1)].
\]

The value of this coefficient found in Theorem 4.1 was \( -\frac{q}{q-1} P_{\varphi}(2s - 1) \). Equating the two expressions we obtain \( P_{\varphi}(2s - 1) = -R_{\varphi \circ N}(2s - 1) \) for all \( s \in \mathbb{F} \setminus \{0, 1\} \). This completes the proof. \( \square \)

5. A characterization of the span of the Soto-Andrade sums.

In this section we characterize the span of the set

\[
\mathcal{L}_- = \{ R_\nu \mid \nu \in X'_0(\mathbb{K}^\times) / \sim \}
\]

as the nullspace of a summation operator defined explicitly using Kloosterman sums. As a corollary of this result we evaluate the rank of the matrix of products of Kloosterman sums mentioned in the introduction.

Let \( \mathcal{R} \) be the subspace of \( W \otimes W \) spanned by the isotypic subspaces of all the cuspidal representations occurring in \( \pi(\varepsilon) \otimes \pi(\varepsilon) \). Let \( (W \otimes W)_0 \) be the subspace of \( W \otimes W \) consisting of all \( N \)-fixed vectors and \( P_0 : W \otimes W \to (W \otimes W)_0 \) be the corresponding orthogonal projection. Then

\[
P_0(\zeta) = \frac{1}{q} \sum_{x \in \mathbb{F}} \Pi(n(x)) \zeta
\]

and, consequently, \( P_0 \) commutes with all the operators \( P_\pi \) introduced before. The following characterization of \( \mathcal{R} \) is well-known.

Lemma 5.1. We have

\[
\mathcal{R} = \{ \zeta \in W \otimes W \mid P_0(\Pi(g)\zeta) = 0 \ \forall g \in G \}.\]
Proof. Since cuspidal representations do not have nonzero \( N \)-fixed vectors, one inclusion is clear. If \( \zeta \notin \mathcal{R} \) then there is some irreducible, non-cuspidal representation \( \pi \) such that \( P_\pi(\zeta) \neq 0 \). We may choose a nonzero \( N \)-fixed vector \( \zeta_0 \in V_\pi \). The set \( \{P_\pi(\Pi(g)\zeta) \mid g \in G\} \) spans \( V_\pi \) and so \( \zeta_0 \) is a linear combination of vectors from this set. Writing \( \zeta_0 \) in this way and then applying \( P_0 \) to both sides of the expression we find that \( P_0(\Pi(g)\zeta) \neq 0 \) for some \( g \in G \).

If \( f \in \ell^2(\mathbb{F}, m) \) then write
\[
\zeta_f = \sum_{s \in \mathbb{F}} f(s)\xi^{1-s} \otimes \xi^{1+s}.
\]

**Lemma 5.2.** The function \( f \in \ell^2(\mathbb{F}, m) \) lies in the span of the set \( \mathcal{L}_- \) if and only if \( P_0(\Pi(\text{wt}(v, 1))\zeta_f) = 0 \) for all \( v \in \mathbb{F}^\times \).

Proof. From Theorem 4.1 and the fact that \( \zeta_f \) is a \( \psi_1 \)-eigenvector it follows that \( f \) is in the span of \( \{R_v\} \) if and only if \( \zeta_f \in \mathcal{R} \). According to Lemma 5.1, this happens if and only if \( P_0(\Pi(g)\zeta_f) = 0 \) for all \( g \in G \). If \( B \) denotes the subgroup of \( G \) consisting of upper-triangular matrices then \( G = B \cup NwB \) (the Bruhat decomposition). Certainly \( P_0(\Pi(b)\zeta_f) = 0 \) for all \( b \in B \) and so the condition reduces to \( P_0(\Pi(g)\zeta_f) = 0 \) for all \( g \in NwB \). Since \( P_0 \) commutes with the action of \( N \), the center of \( G \) acts trivially via \( \Pi \) and \( n(x)\zeta_f = \psi(x)\zeta_f \) for all \( x \in \mathbb{F} \), this further reduces to the stated condition.

For \( v \in \mathbb{F}^\times \) let \( \lambda_v \in \ell^2(\mathbb{F}, m) \) be the function defined by
\[
\lambda_v(s) = K(\frac{1}{2}v(1-s))K(\frac{1}{2}v(1+s)).
\]

Functions of this form were encountered in the classical setting by Bateman in his study \cite{1} of a family of polynomials generalizing the Legendre polynomials (see particularly pp. 118–119). Using \( \lambda_v \) as a kernel, we define a summation operator \( \Lambda \) on \( \ell^2(\mathbb{F}, m) \) by
\[
\Lambda[f](v) = \begin{cases} 
\sum_{s \in \mathbb{F}} f(s) & \text{if } v = 0, \\
\sum_{s \in \mathbb{F}} \lambda_v(s)f(s)m(s) & \text{if } v \neq 0.
\end{cases}
\]

We will use the operator \( \Lambda \) to characterize the subspace of \( \ell^2(\mathbb{F}, m) \) spanned by the set \( \mathcal{L}_- \).

**Lemma 5.3.** Suppose that \( f \in \ell^2(\mathbb{F}, m) \) and that \( \Lambda[f](v) = 0 \) for all \( v \in \mathbb{F}^\times \). Then \( \Lambda[f](0) = 0 \) also.

Proof. Inserting the definition of the Kloosterman sums and interchanging the order of summation, one verifies that
\[
\sum_{v \in \mathbb{F}^\times} K(\frac{1}{2}v(1-s))K(\frac{1}{2}v(1+s)) = \begin{cases} 
-\frac{1}{q} & \text{if } s = \pm 1, \\
\frac{q}{q^2} & \text{if } s \neq \pm 1.
\end{cases}
\]
Using Lemma 2.1, this may be expressed as
\[
\sum_{v \in \mathbb{F}^\times} \lambda_v(s) = \frac{1}{q} \left( P_\varepsilon(s) - \frac{q - 1}{q} \right).
\]
But \((P_\varepsilon(s) - \frac{q - 1}{q})m(s) = -(q + 1)/q\) for all \(s \in \mathbb{F}\) and so
\[
\sum_{v \in \mathbb{F}^\times} \Lambda[f](v) = -\left( \frac{q + 1}{q^2} \right) \Lambda[f](0).
\]

Theorem 5.4. The function \(f \in \ell^2(\mathbb{F}, m)\) lies in the span of the set \(L_+\) if and only if \(\Lambda[f](v) = 0\) for all \(v \in \mathbb{F}^\times\).

Proof. Using (9) and the definition of \(\zeta_f\) a routine calculation shows that
\[
\mathbf{P}_0(\Pi(wt(v, 1))\zeta_f) = \frac{1}{q^2} \sum_{s \in \mathbb{F}} f(s) \xi^0 \otimes \xi^0 + \sum_{b \in \mathbb{F}^\times, s \in \mathbb{F}} \lambda_{sb}(s)f(s)m(s)\xi^b \otimes \xi^{-b}.
\]
The claim follows on combining this with Lemmas 5.2 and 5.3.

Corollary 5.5. The sets \(\{\lambda_v \mid v \in \mathbb{F}^\times\}\) and
\[
L_+ = \left\{ P_\varepsilon - \frac{q - 1}{q}, P_\phi, P_\chi \mid \chi \in X'(\mathbb{F}^\times)/\sim \right\}
\]
span the same subspace of \(\ell^2(\mathbb{F}, m)\).

Proof. Let \(X\) be the subspace of \(\ell^2(\mathbb{F}, m)\) spanned by \(\{\lambda_v \mid v \in \mathbb{F}^\times\}\). Suppose that \(f \in \ell^2(\mathbb{F}, m)\). Then, by definition, \(\Lambda[f](v) = (\lambda_v, f)\) and so, applying Theorem 5.4, \(f \in X^\perp\) if and only if \(\overline{f}\) lies in the span of the set \(L_-\). But the Soto-Andrade sums are real-valued and so the space they span is stable under complex conjugation. Thus \(X^\perp\) is equal to the span of the set \(L_-\). Theorem 4.2 implies that \(\text{span}(L_-)\) is the orthogonal complement of \(\text{span}(L_+)\) and the assertion follows.

Corollary 5.6. Order the elements of \(\mathbb{F}\), choose \(a \in \mathbb{F}^\times\), and let
\[
M = [K(vt)K(v(t - a))]_{v \in \mathbb{F}^\times, t \in \mathbb{F}}
\]
be the indicated \((q - 1)\)-by-\(q\) matrix. Then the rank of \(M\) is \((q + 1)/2\).

Proof. It follows from Corollary 5.5 that the rowspace of the matrix
\[
[K(v(1 - s))K(-v(1 + s))]_{v \in \mathbb{F}^\times, s \in \mathbb{F}}
\]
is the subspace of \(\ell^2(\mathbb{F}, m)\) spanned by \(L_+\). In fact, \(L_+\) is a basis for this subspace and so its dimension is \((q + 1)/2\). Replacing \(v\) by \(av/2\) and \(s\) by \(1 - 2t/a\) permutes the rows and columns of the matrix (16) and carries it to the matrix \(M\). Thus the rank of \(M\) is \((q + 1)/2\).
6. A summation identity.

The representation-theoretic framework for the Legendre sums developed above can be used to derive a number of interesting identities involving Legendre sums, Soto-Andrade sums and generalized Kloosterman sums. In this section we prove one such identity. Our method will be to compute certain of the projections evaluated indirectly in Corollary 4.4 directly and then equate the results.

**Theorem 6.1.** For all $t \in \mathbb{F} \setminus \{\pm 1\}$, $s \in \mathbb{F}$ and $\chi \in X(\mathbb{F}^\times) \setminus \{\varepsilon\}$ we have

$$
\sum_{x \in \mathbb{F}^\times} \chi(x)^{-1} K \left( \frac{(1-t)(1-s)}{4} x \right) K \left( \frac{(1+t)(1+s)}{4} x \right) K_{\chi^2}(x) = P_{\chi}(s) P_{\chi}(t) - \frac{1}{q} D_t(s).
$$

**Proof.** Fix $t \in \mathbb{F} \setminus \{\pm 1\}$ and $s \in \mathbb{F}$. Our first step is to find the coefficient of $\xi_1 - s^2 \otimes \xi_1 + s^2$ in $\Pi(c)(\xi_1 - t^2 \otimes \xi_1 + t^2)$ for each conjugacy class $c \in \mathcal{C}$ such that $\text{ch}_{\pi(\chi^{-1})}(c) \neq 0$. The calculations are similar to those in the proof of Theorem 4.1 and the results are as follows. The coefficient of $\xi_1 - s^2 \otimes \xi_1 + s^2$ in $\Pi(c)(\xi_1 - t^2 \otimes \xi_1 + t^2)$ is $D_t(s)$ if $c = C(t(\alpha, \alpha))$,

$$
-D_t(s) + q \sum_{b \in \mathbb{F}^\times} K \left( \frac{(1-t)(1-s)}{4} \alpha^2 b^2 \right) K \left( \frac{(1+t)(1+s)}{4} \alpha^2 b^2 \right) \psi(2ab),
$$

if $c = C(t(\alpha, \alpha)n(\alpha^{-1}))$ and

$$
q \sum_{x \in \mathbb{F}^\times} K \left( \frac{(1-t)(1-s)}{4} \alpha \delta x^2 \right) K \left( \frac{(1+t)(1+s)}{4} \alpha \delta x^2 \right) \psi((\alpha + \delta)x)
$$

if $c = C(t(\alpha, \delta))$.

Using these values, we proceed to calculate the coefficient of $\xi_1 - s^2 \otimes \xi_1 + s^2$ in $\Pi_{\pi(\chi^{-1})}(\xi_1 - t^2 \otimes \xi_1 + t^2)$ and find it to be

$$
\frac{1}{q - 1} D_t(s) + \frac{1}{(q - 1)^2} \sum_{\alpha, \delta, x \in \mathbb{F}^\times} \chi \left( \frac{\alpha}{\delta} \right) K \left( \frac{(1-t)(1-s)}{4} \alpha \delta x^2 \right) K \left( \frac{(1+t)(1+s)}{4} \alpha \delta x^2 \right) \psi((\alpha + \delta)x).
$$
In this sum we eliminate the variable $\alpha$ in favor of $y = \alpha/\delta$, replace $x$ by $\delta^{-1}x$ and $y$ by $\delta^{-2}y$ to obtain

$$\frac{1}{q-1} D_t(s) + \frac{q}{q-1} \sum_{y \in \mathbb{F}^x} \chi(y) K\left(\frac{(1-s)(1-t)}{4} y\right) \cdot K\left(\frac{(1+s)(1+t)}{4} y\right) K_{\chi^{-2}}(y).$$

Since $\pi(\chi, \chi^{-1}) \cong \pi(\chi^{-1}, \chi)$, we may replace $\chi$ by $\chi^{-1}$ in this expression without altering its value. Suppose that $\chi \in X'(\mathbb{F}^x)$. Then, combining (14) and Corollary 4.4, we see that this coefficient is also equal to

$$-\frac{q}{q+1} P_\chi(t) \cdot -\frac{q+1}{q-1} P_\chi(s) = \frac{q}{q-1} P_\chi(s) P_\chi(t)$$

and equating this with the above expression gives the required identity. If $\chi = \varphi$ then using (13), (14) and Corollary 4.4 gives the same conclusion.

One can easily extend Theorem 6.1 to include the case where $\chi = \varepsilon$, but this is uninteresting, since it isn’t hard to evaluate

$$\sum_{x \in \mathbb{F}^x} K(Ax)K(Bx)K(Cx)$$

for general $A, B, C \in \mathbb{F}^x$ (see Equation (3.20) in [7]).

**Corollary 6.2.** Suppose that $q \equiv 1 (4)$ and that $\lambda \in X(\mathbb{F}^x)$ satisfies $\lambda^2 = \varphi$. Then, for all $t \in \mathbb{F} \setminus \{\pm 1\}$ and $s \in \mathbb{F}$,

$$\sum_{x \in \mathbb{F}^x} \varphi(2x)K((1-t)(1-s)x^2)K((1+t)(1+s)x^2)\psi(4x)$$

$$= \Gamma(\varphi) \left( P_\lambda(s) P_\lambda(t) - \frac{1}{q} D_s(t) \right).$$

**Proof.** This follows from Theorem 6.1 on substituting $\chi = \lambda$ and then using the well-known evaluation of the Salié sum $K_\varphi$. $\square$
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