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A Diophantine monoid $S$ is a monoid which consists of the set of solutions in nonnegative integers to a system of linear Diophantine equations. Given a Diophantine monoid $S$, we explore its algebraic properties in terms of its defining integer matrix $A$. If $d_r(S)$ and $d_c(S)$ denote respectively the minimal number of rows and minimal number of columns of a defining matrix $A$ for $S$, then we prove in Section 3 that $d_r(S) = \text{rank } \text{Cl}(S)$ and $d_c(S) = \text{rank } \text{Cl}(S) + \text{rank } Q(S)$ where $\text{Cl}(S)$ represents the divisor class group of $S$ and $Q(S)$ the quotient group of $S$. The proof relies on the characteristic properties of the so-called essential states of $S$, which are developed in Section 2. We close in Section 4 by offering a characterization of factorial Diophantine monoids and an algorithm which determines if a Diophantine monoid is half-factorial.

1. Introduction.

Because of their applications in commutative algebra, algebraic geometry, combinatorics, number theory, and computational algebra, the study of commutative cancellative monoids has recently increased in popularity (see for example [14]). Let $\mathbb{Z}$ and $\mathbb{N}$ represent the integers and the nonnegative integers respectively. For $1 \leq m, n$ in $\mathbb{N}$ and $A \in \mathbb{Z}^{m \times n}$ set

$$M_A = \mathbb{N}^n \cap \{ x \in \mathbb{Z}^n | Ax = 0 \}. \quad (1)$$

We will refer to $M_A$ as a Diophantine monoid and to $A$ as a matrix which determines $M_A$. Admitting the possibility that $m = 0$, we set $M_A = \mathbb{N}^n$ if $m = 0$. The special case of a Diophantine monoid $M_A$ for $A \in \mathbb{Z}^{1 \times n}$ (i.e., one single homogeneous linear Diophantine equation) has been studied in [2], where it was shown that the divisor class group of $M_A$ (denoted $\text{Cl}(M_A)$) in this case must be cyclic [2, Theorem 1.3].

It is natural to consider the question of whether a Diophantine monoid $M_A$ given by a matrix $A \in \mathbb{Z}^{m \times n}$ can be described (up to isomorphism) by another matrix with less rows or less columns. For a Diophantine monoid $S$, let $d_r(S)$ and $d_c(S)$ denote respectively the minimal number of rows and minimal number of columns of a matrix $A$ with $S \simeq M_A$. One has that
\[ d_c(S) = d_r(S) + \text{rank } Q(S) \] where \( Q(S) \) is the quotient group of \( S \). In this paper, we prove for a monoid which is root-closed and finitely generated that \( d_r(S) = \text{rank } \text{Cl}(S) \) and hence \( d_c(S) = \text{rank } \text{Cl}(S) + \text{rank } Q(S) \) (Theorem 3.8). Furthermore, this theorem also shows that for such an \( S \) there exists an \( A \in \mathbb{Z}^{m \times n} \) with \( m = d_r(S), \ n = d_c(S) \) and \( S \simeq M_A \).

More precisely, we divide our work into three additional sections. After a very brief review of Krull monoids, we focus our considerations in Section 2 on the so-called essential states of these monoids and provide in Lemma 2.3 and Proposition 2.4 their characteristic properties. Using these properties, we obtain the above mentioned result (Theorem 3.8) from our crucial Theorem 3.1 together with Lemma 3.5. Theorem 3.1 demonstrates that any Krull monoid with finitely many essential states must be isomorphic to a Diophantine monoid and describes the structure of the representing matrix as well as the structure of the class group. As a consequence, we obtain in Corollary 3.3 various equivalent characterizations of the above Krull monoids or, equivalently, Krull monoids with finitely generated divisor class group and finitely many prime divisors. For some results related to Corollary 3.3, the interested reader can consult \[7, \text{Theorem 5}\], \[8, \text{Lemma 3}\], \[10, \text{Proposition 2}\], and \[13, \text{Corollary 1}\]. We note that Lemma 3.5 yields a description of the class group of a Diophantine monoid \( S \) purely in terms of linear algebra.

In Section 4, we present some examples to illustrate the results of Sections 2 and 3 and also obtain in Proposition 4.1 a characterization of when \( M_A \) is factorial (recall that \( M_A \) is factorial if any nonzero element has a representation \( \alpha_1 + \cdots + \alpha_k \) by irreducible elements \( \alpha_i \) which is unique up to ordering).

We close by presenting an algorithm, which when teamed with known algorithms for computing the set of minimal nonnegative solutions to \( M_A \), will compute the class group of \( M_A \) and determine if \( M_A \) is half-factorial (recall that \( M_A \) is half-factorial if whenever \( \alpha_1, \alpha_2, \ldots, \alpha_k \) and \( \beta_1, \beta_2, \ldots, \beta_l \) are irreducible elements of \( M_A \) with \( \alpha_1 + \cdots + \alpha_k = \beta_1 + \cdots + \beta_l \), then \( k = l \)).

Although the literature concerning the algebraic structure of the monoids \( M_A \) is not extensive, we take interest in this topic partly because of the rich mathematical history behind the study of Diophantine equations. It is easy to determine the solution set of a system of linear Diophantine equations over the integers, but this is not the case for determining the set of solutions over the nonnegative integers. While a modern treatment of the combinatorial aspects of this subject can be found in the works of Stanley (see \[15\] and \[16\] for example), attempts to determine the set of “irreducible solutions” of \( M_A \) can be traced back almost 100 years to a paper of Elliott \[4\], where the author produces generating functions to determine these solutions. Another early attempt at producing this set of minimal solutions can be found in \[5\]. The development of modern algorithms connected with these solutions has become a popular topic of research in computational algebra (see \[3\] and \[14\]).
2. Essential states.

Let $S$ be a commutative cancellative monoid (i.e., a subsemigroup of an abelian group written additively with $0 \in S$). Throughout this paper we assume that $S \neq \{0\}$. If $\{0\}$ is the only subgroup of $S$, then $S$ is called reduced. Let

$$Q(S) := \{x - y \mid x, y \in S\}$$

be the group generated by $S$. A homomorphism $\pi : Q(S) \to \mathbb{Z}$ is called a state of $S$ if $\pi(S) \subseteq \mathbb{N}$. The monoid $S$ is a Krull monoid if there exists, for some set $K$, a monomorphism

$$\varphi : Q(S) \to \mathbb{Z}^{|K|}$$

(direct sum)

such that

$$\varphi(S) = \mathbb{N}^{|K|} \cap \varphi(Q(S)) = \mathbb{N}^{|K|} \cap Q(\varphi(S)).$$

As a consequence of our definition, a Krull monoid is always reduced.

For $j \in K$ let $p_j : \mathbb{Z}^{|K|} \to \mathbb{Z}$ be the surjection onto the $j$-th component, $p_j((x_k)_{k \in K}) = x_j$, and

$$\pi_j : Q(S) \to \mathbb{Z}, \quad \pi_j = p_j \circ \varphi.$$

Then

$$(*) \quad S = \{x \in Q(S) \mid \pi_j(x) \geq 0 \text{ for all } j \in K\}$$

where $(\pi_j)_{j \in K}$ is a family of states of $S$ with $\pi_j(x) = 0$ for almost all $j \in K$ and any fixed $x \in Q(S)$. We may assume that $\pi_j \neq 0$ for all $j \in K$.

**Example 2.1.** For every $A \in \mathbb{Z}^{m \times n}$ the Diophantine monoid

$$M_A = \{x \in \mathbb{N}^n \mid Ax = 0\} \subseteq \mathbb{Z}^n$$

is a Krull monoid. With $K = \{1, 2, \ldots, n\}$ and $\varphi : Q(M_A) \to \mathbb{Z}^n$ the canonical embedding, we have

$$M_A = \{(x_1, \ldots, x_n) \in Q(M_A) \mid \pi_j(x) = x_j \geq 0 \text{ for } j \in K\}.$$

When a Krull monoid $S$ is given in the form $(*)$, it is natural to ask for minimal subsets $E \subseteq K$ with the property that

$$S = \{x \in Q(S) \mid \pi_i(x) \geq 0 \text{ for all } i \in E\}.$$

Such subsets exist and can be described by the so-called essential states of $S$.

**Definition 2.2.** A nonzero state $\pi$ of $S$ is called essential, if for every $x, y \in Q(S)$ with $\pi(x) \geq \pi(y)$ there exists $z \in Q(S)$ with

$$\pi(z) = \pi(x), \quad z - x \in S \text{ and } z - y \in S.$$

The essential states can be characterized as follows:
Lemma 2.3. Let $S$ be a Krull monoid and $(\pi_j)_{j \in J}$ the family of all nonzero states of $S$. For every $i \in J$ the following statements are equivalent:

i) $\pi_i$ is essential.

ii) For every $j \in J$ with $\pi_j \notin \mathbb{Q}\pi_i$ there exists $x \in S$ such that $\pi_i(x) = 0$ and $\pi_j(x) > 0$.

iii) $S \cap \text{Ker} \pi_i$ is a maximal element in the set $\{S \cap \text{Ker} \pi_j | j \in J\}$ with respect to set inclusion.

iv) If $j \in J$ and $(S \cap \text{Ker} \pi_i) \subseteq (S \cap \text{Ker} \pi_j)$ then $\pi_j = \alpha \pi_i$ for some $\alpha \in \mathbb{Q}, \alpha > 0$.

In particular, the family of essential states of $S$ is not empty.

Proof. Note that for any finite subset $I \subseteq J$, there exists $x \in S$ with $\pi_i(x) > 0$ for all $i \in I$.

Statements ii) and iv) are obviously equivalent. We begin by showing that $i) \Rightarrow iii)$. Assume that i) holds and that, for some $j \in J$,

$$(S \cap \text{Ker} \pi_i) \subsetneq (S \cap \text{Ker} \pi_j).$$

Choose $y \in (S \cap \text{Ker} \pi_j) \setminus \text{Ker} \pi_i$ and $x \in S$ with $\pi_j(x) > 0$. Then

$$u := \pi_i(y)x - \pi_i(x)y \in \text{Ker} \pi_i.$$

Condition i) yields an element $z \in Q(S)$ with

$$\pi_i(z) = \pi_i(\pi_i(y)x) = \pi_i(\pi_i(x)y),$$

$$z - \pi_i(y)x \in S \cap \text{Ker} \pi_i \subseteq \text{Ker} \pi_j$$

and

$$z - \pi_i(x)y \in S \cap \text{Ker} \pi_i \subseteq \text{Ker} \pi_j.$$

In particular, $\pi_j(z - \pi_i(y)x) = \pi_j(z) - \pi_i(x)y = 0$. But this gives

$$0 = \pi_j(z - \pi_i(y)x) = \pi_j(z) - \pi_i(x)\pi_j(y) = \pi_j(z),$$

and the contradiction

$$0 = \pi_j(z - \pi_i(y)x) = \pi_j(z) - \pi_i(y)\pi_j(x) = -\pi_i(y) \cdot \pi_j(x) < 0.$$

For the rest of the proof, let $K \subseteq J$ be a subset of $J$ with the property that

$$S = \{x \in Q(S) | \pi_j(x) \geq 0 \text{ for all } j \in K\}$$

where $\pi_j(x) = 0$ for almost all $j \in K$ and any fixed $x \in Q(S)$. The representation (*) shows that such subsets $K$ exist.

For iii) $\Rightarrow$ iv), we fix $i \in J$ and assume that iii) is true for $\pi_i$. Moreover we fix $j \in J$ and assume that $S \cap \text{Ker} \pi_i \subseteq S \cap \text{Ker} \pi_j$. Define $L := K \cup \{i, j\}$. 
From iii) we know that
\[ L_0 := \{ k \in L \mid (S \cap \ker \pi_i) \subseteq \ker \pi_k \} = \{ k \in L \mid S \cap \ker \pi_i = S \cap \ker \pi_k \}. \]

We choose some \( v \in S \) with \( \pi_i(v) > 0 \). Then \( \pi_j(v) > 0 \) by our assumption and \( \alpha = \frac{\pi_j(v)}{\pi_i(v)} > 0 \). Let \( w \in S \) be arbitrary. If \( \pi_i(w) = 0 \), then \( \pi_j(w) = 0 \) and \( \pi_i(w) = \alpha \pi_j(w) \). Assume that \( \pi_i(w) > 0 \). Then
\[ i \in L' := \{ k \in L_0 \mid \pi_k(w) \neq 0 \}. \]

Since \( L' \) is finite, we can define \( m = \prod_{k \in L'} \pi_k(w) \) and
\[ \lambda = \max \{ r \in \mathbb{N} \mid r \geq 1, \pi_k(mv - rw) \geq 0 \text{ for all } k \in L_0 \}. \]

For some \( k_1 \in L' \) the equality
\[ \pi_{k_1}(mv - \lambda w) = 0 \]
holds. For every \( k \in L_2 := \{ k \in L \setminus L_0 \mid \pi_k(mv - \lambda w) \neq 0 \} \) we choose \( x_k \in S \cap \ker \pi_i \) with
\[ \pi_k(x_k) > \max \{ 0, \pi_k(\lambda w - mv) \}. \]

Since \( L_2 \) is finite (and possibly empty), the element \( x := \sum_{\mu \in L_2} x_{\mu} \) is well-defined and \( x \in S \cap \ker \pi_i \subseteq \ker \pi_j \).

In the next step, we show that \( u = x + mv - \lambda w \in S \) (i.e., that \( \pi_k(u) \geq 0 \) for all \( k \in L \)). We have already seen that for \( k \in L_0 \) we have
\[ \pi_k(u) = \pi_k(x) + \pi_k(mv - \lambda w) \geq \pi_k(mv - \lambda w) \geq 0. \]

For \( k \in L_2 \) we get
\[ \pi_k(u) = \pi_k(x) + \pi_k(mv - \lambda w) \geq \pi_k(x_k) + \pi_k(mv - \lambda w) \geq 0, \]
and finally for \( k \in L \setminus (L_0 \cup L_2) = (L \setminus L_0) \setminus L_2 \) we have that
\[ \pi_k(u) = \pi_k(x) \geq 0. \]

Therefore \( u \in S \), and it follows for the above chosen \( k_1 \in L' \) with \( \pi_{k_1}(mv - \lambda w) = 0 \) that
\[ \pi_{k_1}(u) = \pi_{k_1}(x) + \pi_{k_1}(mv - \lambda w) = \pi_{k_1}(x) = 0, \]
since \( x \in S \cap \ker \pi_i = S \cap \ker \pi_{k_1} \). In particular, \( u \in S \cap \ker \pi_i \subseteq \ker \pi_j \). This gives
\[ \pi_j(u) = 0 = \pi_i(u) = \pi_i(mv - \lambda w) = \pi_j(mv - \lambda w). \]

Hence
\[ \lambda \pi_j(w) = \pi_j(mv), \lambda \pi_i(w) = \pi_i(mv) \]
and
\[ \pi_j(w) = \frac{1}{\lambda} \pi_j(mv) = \frac{\pi_j(mv)}{\pi_i(mv)} \pi_i(w) = \frac{\pi_j(v)}{\pi_i(v)} \pi_i(w) = \alpha \pi_i(w). \]
Since \( w \in S \) was chosen arbitrarily, it follows that \( \pi_j = \alpha \pi_i \).

For iv) \( \Rightarrow \) i), assume that \( x, y \in Q(S) \) are given with \( \pi_i(x) \geq \pi_i(y) \). As above, we define

\[
L := K \cup \{i, j\}, L_0 := \{k \in L \mid (S \cap \ker \pi_i) \subseteq \ker \pi_k\}, L_1 := L \setminus L_0,
\]

and \( L_2 := \{k \in L_1 \mid \pi_k(x - y) \neq 0\} \). Note that \( L_2 \) is a finite set. By iv) we know that

\[
\pi_k = \alpha_k \pi_i, \quad \text{for all } k \in L_0 \text{ where } 0 < \alpha_k \in \mathbb{Q}.
\]

For every \( k \in L_1 \) there exists \( x_k \in S \cap \ker \pi_i \) with

\[
\pi_k(x - y) + \pi_k(x_k) \geq 0.
\]

Defining \( z = x + \sum_{\mu \in L_2} x_\mu \), we get

\[
z - x = \sum_{\mu \in L_2} x_\mu \in S.
\]

We prove that \( z - y \in S \) by showing that \( \pi_k(z - y) \geq 0 \) for all \( k \in L \).

If \( k \in L_2 \), then

\[
\pi_k(z - y) = \pi_k \left( x - y + \sum_{\mu \in L_2} x_\mu \right) = \pi_k(x - y) + \sum_{\mu \in L_2} \pi_k(x_\mu)
\]

\[
= \pi_k(x - y) + \pi_k(x_k) + \sum_{\mu \in L_2 \setminus \{k\}} \pi_k(x_\mu) \geq 0.
\]

For \( k \in L_0 \) we get

\[
\pi_k(z - y) = \pi_k(x - y) = \alpha_k \pi_i(x - y) \geq 0.
\]

Finally, for \( k \in L_1 \setminus L_2 \) we have

\[
\pi_k(z - y) = \pi_k \left( \sum_{\mu \in L_2} x_\mu \right) \geq 0.
\]

\( \square \)

Again, let the Krull monoid \( S \) be given in the form \( (*) \). Thus,

\[
S = \{x \in Q(S) \mid \pi_j(x) \geq 0 \text{ for all } j \in K\}
\]

where \( \pi_j \in K \) is a family of nonzero states of \( S \) such that \( \pi_j(x) = 0 \) for all \( j \in K \) and any fixed \( x \in Q(S) \).

**Proposition 2.4.** For every \( \emptyset \neq I \subseteq K \) the following statements are equivalent:

i) \( S = \{x \in Q(S) \mid \pi_i(x) \geq 0 \text{ for all } i \in I\} \).
ii) If $\pi$ is an essential state of $S$, then there exists $i \in I$ and $\alpha \in \mathbb{Q}, \alpha > 0$, such that

$$\pi = \alpha \pi_i.$$ 

Proof. i) $\Longrightarrow$ ii) Let $\pi$ be an essential state of $S$. It suffices to show that $\pi \in \mathbb{Q}\pi_i$ for some $i \in I$. Let $i_0 \in I$ and $v, w \in S$ with $\pi(v) > 0, \pi_{i_0}(w) > 0$ and define $u := v + w$. Then $\pi(u) > 0$ and

$$i_0 \in I_1 := \{i \in I \mid \pi_i(u) > 0\}, \quad |I_1| < \infty.$$ 

We claim that $\pi \in \mathbb{Q}\pi_i$ for some $i \in I_1$. Assume the contrary. Then $\pi_i \notin \mathbb{Q}\pi$ and we apply Lemma 2.3 ii) to get for every $i \in I_1$ an element $x_i \in S$ with $\pi(x_i) = 0$ and $\pi_i(x_i) > 0$. With $x := \sum_{i \in I_1} x_i \in S$ it follows that $\pi(x) = 0$ and for every $i \in I_1$

$$\pi_i(x) = \pi_i(x_i) + \sum_{j \in I_1 \setminus \{i\}} \pi_i(x_j) > 0.$$ 

Let $i_1 \in I_1$ with

$$\frac{\pi_{i_1}(x)}{\pi_{i_1}(u)} = \min \left\{ \frac{\pi_i(x)}{\pi_i(u)} \mid i \in I_1 \right\}$$

and $z := \pi_{i_1}(u)x - \pi_{i_1}(x)u$. From i) we get $z \in S$, since

$$\pi_i(z) = \pi_{i_1}(u)\pi_i(x) - \pi_{i_1}(x)\pi_i(u) \geq 0 \text{ for } i \in I_1,$$

and

$$\pi_i(z) = \pi_{i_1}(u)\pi_i(x) \geq 0 \text{ for } i \in I \setminus I_1.$$ 

But $\pi(z) = -\pi_{i_1}(x)\pi(u) < 0$, a contradiction to the fact that $\pi(S) \subseteq \mathbb{N}$.

ii) $\Longrightarrow$ i) Let

$$N := \{w \in Q(S) \mid \pi_i(w) \geq 0 \text{ for all } i \in I\}.$$ 

For $y \in N$ we consider the finite set $K(y) := \{j \in K \mid \pi_j(y) < 0\}$ and prove that $|K(y)| = 0$ (i.e., that $A := \{y \in N \mid |K(y)| \geq 1\} = \emptyset$). Assume the contrary and choose $y \in A$ such that $|K(y)|$ is minimal. Let $j_0 \in K$ such that $\pi_{j_0}$ is an essential state of $S$. From ii) we know that $j_0 \notin K(y)$. For every $j \in \{j_0\} \cup K(y)$ there exists $x_j \in S$ with $\pi_j(x_j) > 0$. Thus

$$x := \sum_{j \in \{j_0\} \cup K(y)} x_j \in S \text{ and } \pi_j(x) > 0 \text{ for every } j \in \{j_0\} \cup K(y).$$ 

Let $j_1 \in K(y)$ such that

$$0 > \frac{\pi_{j_1}(y)}{\pi_{j_1}(x)} = \max \left\{ \frac{\pi_j(y)}{\pi_j(x)} \mid j \in K(y) \right\}.$$ 

We define $z := \pi_{j_1}(x)y - \pi_{j_1}(y)x$. Since $\pi_{j_1}(y) < 0$ it follows for every $j \in K \setminus K(y)$ that

$$\pi_j(z) = \pi_{j_1}(x)\pi_j(y) - \pi_{j_1}(y)\pi_j(x) \geq -\pi_{j_1}(y)\pi_j(x) \geq 0.$$
In particular, $z \in N$ since $I \subseteq K \setminus K(y)$, and $K(z) \subseteq K(y)$. Moreover $|K(z)| < |K(y)|$ because $j_1 \notin K(z)$. From the minimality of $|K(y)|$ we conclude $|K(z)| = 0$ (i.e., $z \in S$). Since

$$\pi_{j_0}(z) = \pi_{j_1}(x)\pi_{j_0}(y) - \pi_{j_1}(y)\pi_{j_0}(x) \geq -\pi_{j_1}(y)\pi_{j_0}(x) > 0$$

it follows that

$$z \in (S \cap \ker \pi_{j_1}) \not\subseteq (S \cap \ker \pi_{j_0}).$$

But, by Lemma 2.3 iii), there has to be an essential state $\pi$ of $S$ with

$$(S \cap \ker \pi_{j_1}) \subseteq (S \cap \ker \pi).$$

Since $\pi_{j_0}$ was already arbitrarily chosen, this contradiction finishes the proof. \(\square\)

We call a state $\pi$ of $S$ a normal state, if $\pi(Q(S)) = \mathbb{Z}$. For every nonzero state $\pi : Q(S) \to \mathbb{Z}$, the image $\pi(Q(S))$ is a nonzero ideal $d\mathbb{Z}$ of $\mathbb{Z}$ where $d \in \mathbb{N}, d \geq 1$, and $\pi_{nor} := \frac{1}{d}\pi$ is normal. Let $K_N$ denote the set of all normal states of a given Krull monoid $S$. From Proposition 2.4 we obtain the following.

**Corollary 2.5.** There is a unique minimal subset $I(S) \subseteq K_N$ such that

$$S = \{x \in Q(S) \mid \pi(x) \geq 0 \text{ for all } \pi \in I(S)\}.$$ 

The set $I(S)$ consists exactly of the essential normal states of $S$. Moreover $\pi(x) = 0$ for almost all $\pi \in I(S)$ and any fixed $x \in Q(S)$.

**Proof.** Let $L$ be a set of nonzero states of $S$ such

$$S = \{x \in Q(S) \mid \pi(x) \geq 0 \text{ for all } \pi \in L\}$$

and $\pi(x) = 0$ for almost all $\pi \in L$ and any fixed $x \in Q(S)$. Define $\bar{L} := \{\pi_{nor} \mid \pi \in L\}$. Obviously $S = \{x \in Q(S) \mid \pi_{nor}(x) \geq 0 \text{ for all } \pi \in L\}$, and the set $I(S)$ of normal essential states of $S$ is a subset of $\bar{L}$ by Proposition 2.4. In particular $\pi(x) = 0$ for almost all $\pi \in I(S)$ and any fixed $x \in Q(S)$. Now we may again apply Proposition 2.4 and conclude that $S = \{x \in Q(S) \mid \pi(x) \geq 0 \text{ for all } \pi \in I(S)\}$. \(\square\)

We consider the form

$$S = \{x \in Q(S) \mid \pi(x) \geq 0 \text{ for all } \pi \in I(S)\}$$

as the (uniquely determined) normal representation of the Krull monoid $S$. It gives rise to a divisor theory

$$\varphi : Q(S) \to \mathbb{Z}^{(I(S))}, \quad (\text{direct sum})$$

$$\varphi(x) := (\pi(x))_{\pi \in I(S)},$$
with $\ker \varphi = S \cap (-S) = \{0\}$, which maps $Q(S)$ onto a free subgroup of $\mathbb{Z}^{(I(S))}$ such that

$$\varphi(S) = N^{(I(S))} \cap \varphi(Q(S)) = N^{(I(S))} \cap Q(\varphi(S)).$$

The quotient group

$$\text{Cl}(S) := \mathbb{Z}^{(I(S))}/\varphi(Q(S))$$

is the divisor class group of $S$. It is a direct consequence of the construction that isomorphic Krull monoids have isomorphic divisor class groups.

Now suppose that $A \in \mathbb{Z}^{m \times n}$ and $S$ is isomorphic to the Diophantine monoid

$$M_A = \{ x \in \mathbb{N}^n \mid Ax = 0 \}.$$

For $1 \leq i \leq n$ let $p_i : \mathbb{Z}^n \to \mathbb{Z}$, with $p_i(x_1, \ldots, x_n) = x_i$, denote the natural surjection. The restriction maps $\pi_i = p_i|Q(M_A)$ from $Q(M_A)$ into $\mathbb{Z}$ are states of $M_A$. We call them the canonical projections of $Q(M_A)$. Note that a relation $\pi_i = \pi_j$ does not imply $i = j$. Moreover, for $1 \leq i \leq n$ we define $c_i = \gcd(x_i \mid x = (x_1, \ldots, x_n) \in M_A) \in \mathbb{N}$ where $c_i = 0$ if and only if $x_i = \pi_i(x) = 0$ for all $x \in M_A$. We call the product $w(M_A) = \prod_{i=1}^n c_i$ the weight of the monoid $M_A$. If $n \geq 2$ and $c_i = 0$, then $M_A$ is canonically isomorphic to the monoid $M_{\tilde{A}} \subseteq \mathbb{N}^{n-1}$, where $\tilde{A} \in \mathbb{Z}^{m \times (n-1)}$ is given by canceling the $i$-th column of $A$. Therefore it suffices to study the situation $w(M_A) \neq 0$. All canonical projections $\pi_i, 1 \leq i \leq n$, are normal if and only if $w(M_A) = 1$. In this case, every normal essential state of $M_A$ is a canonical projection (as follows immediately from Corollary 2.5), hence there are at most $n$ essential states of $M_A$. In general, not all normal canonical projections of $Q(M_A)$ are essential states of $M_A$. Let

$$I(M_A) := \{ i \mid 1 \leq i \leq n, \pi_i \text{ is an essential state of } M_A \}$$

and note that the following statements are equivalent:

i) $w(M_A) \neq 0$,

ii) there exist elements $x = (x_1, \ldots, x_n) \in M_A$ with $x_i > 0$ for $1 \leq i \leq n$.

**Lemma 2.6.** Let $M_A$ be a Diophantine monoid with $A \in \mathbb{Z}^{m \times n}$ and $w(M_A) \neq 0$. The following statements are true:

i) $Q(M_A) = \{ x \in \mathbb{Z}^n \mid Ax = 0 \}$, and there exists a linearly independent system of vectors $v_1, v_2, \ldots, v_{n-r} \in M_A$, where $r = \text{rank } A$.

ii) Let $c_i$ be defined as above and $D := \text{diag}(c_1, \ldots, c_n) \in \mathbb{Z}^{n \times n}$. The map $M_{AD} \to M_A$, defined by $y \mapsto Dy$, is an isomorphism of monoids and $w(M_{AD}) = 1$.

iii) There are at most $n$ normal essential states of $M_A$. 
Proof. i): The assumption \( w(M_A) \neq 0 \) yields an element \( x = (x_1, \ldots, x_n) \in M_A \) with \( x_i > 0 \) for \( 1 \leq i \leq n \). Obviously \( Q(M_A) \subseteq G = \{ u \in \mathbb{Z}^n | Au = 0 \} \).

If \( y \in G \) then \( z = kx - y \in \mathbb{N}^n \cap G = M_A \) for \( k \in \mathbb{N} \) sufficiently big, hence \( y = kx - z \in Q(M_A) \) and \( Q(M_A) = G \). Let \( r = \text{rank } A \) and \( w_1, \ldots, w_{n-r} \) be a basis of the \( \mathbb{Q} \)-vector space \( W = \{ z \in \mathbb{Q}^n | Az = 0 \} \). We may assume that \( w_j \in \mathbb{Z}^n \) for \( 1 \leq j \leq n-r \).

Let \( m_0 \in \mathbb{N} \) with \( m_0x + w_j \in M_A \), \( 1 \leq j \leq n-r \). Since the family \( (kx + w_j | 1 \leq j \leq n-r) \) is linearly independent for all but at most one \( k \in \mathbb{N} \), we are done.

We leave the verification of statements ii) and iii) to the reader. □

3. The representation of Krull monoids by matrices.

In this section, we show that any Krull monoid \( S \) with a finite number \( e \) of essential states must be isomorphic to a Diophantine monoid. We describe the structure of the corresponding matrix and show in principle its computation, as well as the computation of the divisor class group of \( S \).

For the class group \( \text{Cl}(S) \) defined in the previous section, we have the short exact sequence

\[
0 \longrightarrow Q(S) \xrightarrow{\varphi} \mathbb{Z}^{(I)} \xrightarrow{\rho} \text{Cl}(S) \longrightarrow 0
\]

where \( I = I(S) \) indexes the set of all normalized essential states of \( S \) and \( \rho \) denotes the canonical epimorphism. To obtain the desired description of \( S \) by a matrix, we will use a particular basis for the \( \mathbb{Z} \)-module \( \mathbb{Z}^{(I)} \).

For an arbitrary \( \mathbb{Z} \)-module \( M \), let \( \text{rank } M \) denote the minimal number of generators of \( M \) and \( \text{free rank } M \) the maximal length of a free family in \( M \). Of course, if \( M \) is a free module, then the rank and the free rank of \( M \) coincide and are equal to the cardinality of a \( \mathbb{Z} \)-basis of \( M \) (since \( M = \{0\} \) is generated by the empty set, one has rank \( \{0\} = \text{free rank } \{0\} = 0 \)).

**Theorem 3.1.** For a (reduced) Krull monoid \( S \), the number \( e \) of essential states is finite if and only if the rank \( r \) of \( Q(S) \), the free rank \( h \) of \( \text{Cl}(S) \), and the rank \( k \) of the torsion group of \( \text{Cl}(S) \) are all finite. In this case, the following statements apply.

i) There exist natural numbers \( \alpha_1, \ldots, \alpha_k \geq 2 \) with \( \alpha_{i+1} | \alpha_i \) for \( 1 \leq i \leq k-1 \) such that

\[
\text{Cl}(S) \simeq \mathbb{Z}_{\alpha_1} \oplus \cdots \oplus \mathbb{Z}_{\alpha_k} \oplus \mathbb{Z}^h
\]

and \( h + r = e \).

ii) \( S \) is isomorphic to a Diophantine monoid \( M_A \) with \( A \in \mathbb{Z}^{m \times n} \) for \( m = k + h \) and \( n = k + e \) (if \( h = k = 0 \), then \( m = 0 \) and \( M_A = \mathbb{N}^e \)).

iii) The matrix \( A \) has a block structure
where $A_{11} \in \mathbb{N}^{k \times e}$ with entries of the $i$-th row in $\{0, 1, \ldots, \alpha_i - 1\}$, $A_{12} = -\text{diag}(\alpha_1, \ldots, \alpha_k) \in \mathbb{N}^{k \times k}$ and $A_{21} \in \mathbb{N}^{h \times e}$ contains in each row at least two strictly positive and two strictly negative entries.

Proof. $M = \varphi(Q(S))$ is a submodule of the free module $\mathbb{Z}^{(I)}$ and therefore free. If $e = |I|$ is finite then rank $M$ is finite and, hence, $r$ is finite. By its definition as the quotient of $\mathbb{Z}^{(I)}$ and $M$, the class group is finitely generated and $h$ and $k$ are finite. Conversely, if $r, h$ and $k$ are finite then $k + h = \text{rank} \text{Cl}(S) \geq \text{rank} \mathbb{Z}^{(I)} - \text{rank} \varphi(Q(S))$ and hence $e \leq k + h + r$ is finite.

Step I. In a first step, we analyze certain submodules of $\mathbb{Z}^{(I)}$ for an arbitrary index set $I$. Let $(b_i)_{i \in I}$ be a basis of the free module $\mathbb{Z}^{(I)}$. For a given set $\{\alpha_j | j \in J\} \subseteq \mathbb{N}\setminus\{0\}$, $\emptyset \neq J \subseteq I$, let $M$ be the free submodule with basis $(\alpha_j b_j)_{j \in J}$. Consider the epimorphism $\psi: \mathbb{Z}^{(I)} \rightarrow \bigoplus_{i \in J'} \mathbb{Z}_{\alpha_i} \bigoplus \mathbb{Z}^{(I \setminus J)}$ for $J' = \{j \in J | \alpha_j \neq 1\}$ defined by

$$\psi\left(\sum_{i \in I} r_i b_i\right) = \sum_{i \in J'} (r_i \mod \alpha_i) b_i + \sum_{i \in I \setminus J} r_i b_i.$$  

Obviously, $\text{Ker} \psi = M$ and, hence,

$$\mathbb{Z}^{(I)}/M \simeq \bigoplus_{i \in J'} \mathbb{Z}_{\alpha_i} \bigoplus \mathbb{Z}^{(I \setminus J)}.$$  

To describe $M$ by a matrix, let $(u_i)_{i \in I}$ be the standard basis of $\mathbb{Z}^{(I)}$ and $u_j = \sum_{i \in I} c_{ij} b_i$, $c_{ij} \in \mathbb{Z}$ for $i, j \in I$. Define a block matrix

$$A = \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & 0 \end{bmatrix}$$

where the blocks in the above diagram are given as follows:
\[ A_{11}: \text{ For } i \in J', \ j \in I, \text{ let } a_{ij} \in \{0, 1, \ldots, \alpha_i - 1\} \text{ be the residue of } c_{ij} \mod \alpha_i. \]

\[ A_{12}: \text{ For } i, j \in J', \text{ let } a_{ij} = -\alpha_i \delta_{ij}. \]

\[ A_{21}: \text{ For } i \in I \setminus J, \ j \in I, \text{ let } a_{ij} = c_{ij}. \]

Note that \( A_{21} \) cannot have a zero-row. Namely, \( c_{i0j} = 0 \) for \( i_0 \in I \setminus J \) and all \( j \in I \) would imply \( u_j = \sum_{i \neq i_0} c_{ij} b_i \) for all \( j \in I \), which contradicts the freeness of \( (b_i)_{i \in I} \).

For \( N_A : = \left\{ (x, y) \in \mathbb{Z}(I) \times \mathbb{Z}(J) \mid A \begin{bmatrix} x \\ y \end{bmatrix} = 0 \right\} \) and \( \pi : \mathbb{Z}(I) \times \mathbb{Z}(J) \to \mathbb{Z}(I) \), defined by \( \pi(x, y) = x \), we shall show that \( \pi: N_A \to M \) is an isomorphism of \( \mathbb{Z} \)-modules.

For \( x \in \mathbb{Z}(I) \) we have that

\[ x = \sum_j x_j u_j = \sum_j x_j \sum_i c_{ij} b_i = \sum_i \left( \sum_j c_{ij} x_j \right) b_i. \]

Therefore, \( x \in M \) if and only if

\[ \alpha_i \left| \sum_j c_{ij} x_j \right. \text{ for } i \in J' \quad \text{and} \quad \sum_j c_{ij} x_j = 0 \text{ for } i \in I \setminus J, \]

which is equivalent to

\[ (4) \sum_{j \in I} a_{ij} x_j = \alpha_i y_i \text{ with } y_i \in \mathbb{Z} \text{ for } i \in J' \quad \text{and} \quad \sum_{j \in I} a_{ij} x_j = 0 \text{ for } i \in I \setminus J. \]

According to the definition of \( A \), this means that \( x \in M \) if and only if \( (x, y) \in N_A \) for some \( y \in \mathbb{Z}(J') \). Thus, \( \pi: N_A \to M \) is a well-defined epimorphism. \( \pi \) is injective because by (4) \( y = (y_i)_{i \in J'} \) is uniquely determined by \( x = (x_j)_{j \in I} \). This shows that \( \pi: N_A \to M \) is an isomorphism.

**Step II.** Consider now a (reduced) Krull monoid \( S \) for which \( I = I(S) = \{1, \ldots, e\} \) is finite and let \( M = \varphi(Q(S)) \subseteq \mathbb{Z}(I) \). Since \( \mathbb{Z}(I) \) is finitely generated, by the elementary divisor theorem (see [9]) there exist a basis \((b_i)_{i \in I} \) of \( \mathbb{Z}(I) \) and numbers \( \alpha_j \in \mathbb{N} \setminus \{0\} \) for \( 1 \leq j \leq r \leq e \) with \( \alpha_j \neq 1 \) for \( 1 \leq j \leq k \leq r \) and \( \alpha_{j+1} \mid \alpha_j \) for \( 1 \leq j \leq k - 1 \) such that \((\alpha_j b_i)_{i \leq j \leq r} \) is a basis of \( M \) \((k = 0 \text{ admitted})\). Obviously, \( r = \text{rank } \varphi(Q(S)) = \text{rank } Q(S) \).

Setting \( J = \{1, \ldots, r\} \) and \( J' = \{1, \ldots, k\} \), from (2) in Step I, we obtain for \( M = \varphi(Q(S)) \) that \( \text{Cl}(S) = \mathbb{Z}(I) / M \cong \bigoplus_{i=1}^k \mathbb{Z}_{\alpha_i} \bigoplus \mathbb{Z}^{I \setminus J} \).

It follows that \( k \) is the rank of the torsion group of \( \text{Cl}(S) \) and that \( e - r = |I \setminus J| \) is the free rank of \( \text{Cl}(S) \). This proves Part i) of Theorem 3.1.

Further, for the matrix \( A \) defined by (3) in Step I, we have that \( \pi : N_A \to M \) is an isomorphism. Hence the equations in (4) show that \( \pi(x, y) \in \mathbb{N}^I \) implies \( (x, y) \in \mathbb{N}^I \times \mathbb{N}^{J'} \). Since \( S \) is a Krull monoid it follows that
\[ \varphi(S) = \mathbb{N}^I \cap \varphi(Q(S)) = \mathbb{N}^I \cap M. \] Combining these facts, we obtain for \( M_A: = (\mathbb{N}^I \times \mathbb{N}^J) \cap N_A \) that \( S \overset{\varphi}{\longrightarrow} \mathbb{N}^I \cap M \overset{\pi^{-1}}{\longrightarrow} M_A. \) Since \( \varphi \) and \( \pi^{-1} \) are monoid isomorphisms, we have that \( S \) is isomorphic to the Diophantine monoid \( M_A. \)

Also, by (3) of Step I, the matrix \( A \) is a block matrix where \( A_{11} \in \mathbb{Z}^{k \times e} \) with entries \( a_{ij} \in \{0, 1, \ldots, \alpha_i - 1\} \), \( A_{12} = -\text{diag}(\alpha_1, \ldots, \alpha_k) \in \mathbb{N}^{k \times k} \) and \( A_{21} \in \mathbb{Z}^{h \times e}. \) In particular, \( A \in \mathbb{Z}^{m \times n} \) with \( m = k + h, \ n = k + e. \) This proves Part ii) and the first part of iii) of Theorem 3.1.

It remains to show the statement about \( A_{21} \) in iii). Pick \( i \in I \setminus J \) and let \( I_+ = \{ j \in I \mid a_{ij} > 0 \} \) and \( I_- = \{ k \in I \mid a_{ik} < 0 \}. \) Since by Step I the submatrix \( A_{21} \) cannot have a zero-row, we must have that \( I_+ \) or \( I_- \) is nonempty. We shall show in fact that both \( I_+ \) and \( I_- \) must be nonempty. Suppose that \( j_1 \in I_+ \). Since \( J \neq \emptyset \) and \( i \in I \setminus J \) imply \( |I| \geq 2 \), there exists \( j_2 \in I \setminus \{ j_1 \}. \) Let \( (\pi_j)_{j \in I} \) be the set of normalized essential states of \( S. \) By the isomorphism of \( S \) and \( M_A \) proved above, one has \( x \in \mathbb{N}^I \) with \( \sum_{j \in I} a_{ij}x_j = 0 \) for \( x_j = \pi_j(s) \) with \( j \in I \) and \( s \in S. \) Since \( \pi_{j_2} \) is essential, there exists by Lemma 2.3 an \( s \in S \) with \( \pi_{j_2}(s) = 0 \) and \( \pi_{j_1}(s) > 0. \) Therefore, there must be some \( j \in I \) with \( a_{ij} < 0. \) Thus, \( I_+ \neq \emptyset \) implies \( I_- \neq \emptyset. \) Similarly, \( I_- \neq \emptyset \) implies \( I_+ \neq \emptyset. \) Therefore, there exist \( j_1 \in I_+ \) and \( k_1 \in I_- \). Suppose now \( I_+ = \{ j_1 \}. \) Since \( \pi_{j_1} \) is essential, by Lemma 2.3 there exists \( s \in S \) with \( \pi_{j_1}(s) = 0 \) and \( \pi_{k_1}(s) > 0. \) But then, for \( x = (\pi_j(s)) \), we obtain \( 0 = -a_{ij_1}x_{j_1} = \sum_{j \neq j_1} a_{ij}x_j < 0, \) which is a contradiction.

Thus we must have that \( |I_+| \geq 2. \) Similarly, \( |I_-| \geq 2. \) This proves the statement about \( A_{21} \) in Part iii) of Theorem 3.1.

---

**Remarks 3.2.**

1. The Diophantine monoid \( M_A \) in Theorem 3.1 ii) consists of two different kinds of equations. The first \( k \) equations are of type 1 and the remaining \( h \) equations are of type 2 in the sense of [2, Theorem 1.3]. The latter type does not occur if and only if \( h = 0 \), or, equivalently, \( r = e \) which for \( e \leq 3 \) must happen by Theorem 3.1 iii).

2. Concerning Krull monoids \( S \) with infinitely many essential states, Step I in the proof of Theorem 3.1 can be used provided the module \( M = \varphi(Q(S)) \) meets the assumptions made there. In general, a submodule \( M \) of \( \mathbb{Z}^I \) does not satisfy these assumptions as the following simple example shows. Let \( I = \mathbb{N}, \ (u_i)_{i \in \mathbb{N}} \) the standard basis of \( \mathbb{Z}^\mathbb{N}. \) \( Q = \{ q_i \}_{i \in \mathbb{N}} \) and \( \tau: \mathbb{Z}^\mathbb{N} \longrightarrow Q \) be the \( \mathbb{Z} \)-homomorphism defined by \( \tau(u_i) = q_i \) for all \( i \in \mathbb{N}. \) If the submodule \( M = \ker \tau \) of \( \mathbb{Z}^\mathbb{N} \) would satisfy the assumptions of Step I, then by (2) \( Q \simeq \mathbb{Z}^\mathbb{N}/M \) should be isomorphic to a direct sum of copies of \( \mathbb{Z} \) and \( \mathbb{Z}_a \) (which is not the case). If, however, for \( I \) infinite \( \text{Cl}(S) \) is finitely generated, then one
can argue that $S$ is isomorphic to a monoid $M_A$ where the number of rows of $A$ is rank $\text{Cl}(S)$ and the “number” of columns of $A$ is given by the cardinality of $I$ augmented by a finite set. Similarly, if $\text{Cl}(S)$ is free, then $S$ is isomorphic to a monoid $M_A$ with $|I\setminus J|$ equations in $|I|$ unknowns.

From Theorem 3.1 we obtain the following characterization of Diophantine monoids.

**Corollary 3.3.** For a reduced monoid $S$ the following statements are equivalent:

i) $S$ is a Krull monoid with finitely many essential states.

ii) $S$ is isomorphic to a Diophantine monoid.

iii) $S$ is isomorphic to a monoid $W \cap \mathbb{N}^n$ for a vector subspace $W$ of $\mathbb{Q}^n$ and some $n \geq 1$.

iv) $S$ is isomorphic to a full and expanded submonoid $T$ of $\mathbb{N}^n$ (i.e., $x, y \in T$, $y - x \in \mathbb{N}^n$ imply $y - x \in T$, and $kz \in T$ for $k \geq 1$, $z \in \mathbb{N}^n$, implies $z \in T$).

v) $S$ is root-closed and finitely generated.

**Proof.** i) $\Rightarrow$ ii) follows directly from Theorem 3.1. Obviously, ii) $\Rightarrow$ iii). Since $T = W \cap \mathbb{N}^n$ is full and expanded, iii) $\Rightarrow$ iv). From iv) it follows by Dickson’s Lemma (see [14, Theorem 5.1]) that $T$, and hence $S$, is finitely generated. Since $T$ is expanded, $S$ must be root-closed (i.e., $kz \in S$ for $k \geq 1$, $z \in Q(S)$ implies $z \in S$). This yields iv) $\Rightarrow$ v). Finally, v) $\Rightarrow$ i) follows from a well-known theorem of Halter-Koch [7, Theorem 5] and the main result in [13], by which a root-closed and finitely generated monoid is a Krull monoid described by finitely many states. \(\square\)

**Remarks 3.4.**

1. In [13, Corollary 1] a description of the class group is given by employing terminology and methods from convex analysis. Using results from [13], in [10, Proposition 2] it is shown that a monoid $S$ satisfying $Q(S) = \mathbb{Z}^n$ is isomorphic to the monoid of nonnegative solutions of a homogeneous system of integral linear equations if and only if $S$ is a Krull monoid which holds if any only if $S$ is finitely generated and root-closed. The method used in the proof of Theorem 3.1 is direct and does not involve convex analysis. Moreover, Theorem 3.1 describes the representing matrix $A \in \mathbb{Z}^{m \times n}$ in terms of the class group and the number of essential states of $S$. This yields in particular that $m = \text{rank} \text{Cl}(S)$.

2. Corollary 3.3 applies in particular to additive submonoids $S$ of $\mathbb{N}^n$. For this case it has been shown in [8, Lemma 3] that $S$ is the set of solutions in the nonnegative integers of a system of homogeneous linear equations with rational coefficients if and only if $S = W \cap \mathbb{N}^n$. 
for a vector subspace $W$ of $\mathbb{Q}^n$ or, equivalently, $S$ is full and expanded. An additive submonoid $S$ of $\mathbb{N}^n$ is called a full affine semigroup if $S = M \cap \mathbb{N}^n$ for a subgroup $M$ of $\mathbb{Z}^n$ or, equivalently, $S = Q(S) \cap \mathbb{N}^n$ (see [14, Chapter 7] for more about these semigroups). Obviously, such a semigroup is root-closed, but it need not be expanded as the example $S = 2\mathbb{N}$ shows. Furthermore, such a semigroup is a Krull monoid with finitely many essential states. From Corollary 3.3 one concludes that an arbitrary reduced monoid is a Krull monoid with finitely many essential states if and only if it is isomorphic to a full affine semigroup.

By Theorem 3.1 Part ii), we know how to describe an arbitrary Krull monoid $S$ having a finite number of essential states by a particular matrix adapted to $S$. The following Lemma addresses, conversely, a Krull monoid given by an arbitrary matrix. For a matrix $A$, let $\text{im } A$ denote the image of the mapping induced by $A$.

**Lemma 3.5.** Let $S \simeq M_A$ with $A \in \mathbb{Z}^{m \times n}$, $m \geq 1, n \geq 1$ and weight $w(M_A) = 1$. Arrange $A$ such that the first $e$ canonical projections are exactly the normal essential states of $M_A$ and let $A = [A' A'']$ where $A' \in \mathbb{Z}^{m \times e}$, $A'' \in \mathbb{Z}^{m \times (n - e)}$. The following statements hold:

1. $\text{Cl } (S) \simeq \text{im } A' / (\text{im } A' \cap \text{im } A'')$.
2. $n = \text{rank } A + \text{rank } Q(S) = \text{rank } A'' + e$.
3. $\text{rank } A' - \text{rank } (\text{im } A' \cap \text{im } A'') = \text{free rank } \text{Cl } (S) \leq \text{rank } \text{Cl } (S) \leq \text{rank } A'$.
4. $\text{rank } \text{Cl } (S) \leq m$ and $\text{rank } \text{Cl } (S) + \text{rank } Q(S) \leq n$.

In particular, if $A' = A$, then one has $\text{Cl } (S) \simeq \mathbb{Z}^k$, $k = \text{rank } A$ and $\text{rank } \text{Cl } (S) = \text{rank } Q(S) = n$.

**Proof.** It can be assumed that $S = M_A$. By assumption the divisor theory $\varphi: Q(S) \longrightarrow \mathbb{Z} = EA$ is given by $\varphi(y_1, \ldots, y_n) = (y_1, \ldots, y_e)$. From Lemma 2.6 it follows that $Q(S) = \text{Ker } A$.

1. Consider $f: \text{im } A' \longrightarrow \text{Cl } (S)$ defined by $A' x \longmapsto x + \varphi(\text{Q}(S))$ for $x \in \mathbb{Z}^e$. The mapping $f$ is well-defined. For, if $A' x = 0$, then $y = \begin{bmatrix} x \\ 0 \end{bmatrix} \in \text{Q}(S)$ and, hence, $x = \varphi(y) \in \varphi(\text{Q}(S))$. Obviously, $f$ is surjective. Furthermore, if $A' x \in \text{Ker } f$ then $x \in \varphi(\text{Q}(S))$ and $A' x + A'' y = 0$ for some $y \in \mathbb{Z}^{n - e}$. This shows $\text{Ker } f \subseteq \text{im } A' \cap \text{im } A''$. Conversely, if $A' x \in \text{im } A''$, then $A' x + A'' y = 0$ for some $y \in \mathbb{Z}^{n - e}$ and $x = \varphi \left( \begin{bmatrix} x \\ y \end{bmatrix} \right) \in \varphi(\text{Q}(S))$. This shows $\text{im } A' \cap \text{im } A'' \subseteq \text{Ker } f$. Thus, $\text{Ker } f = \text{im } A' \cap \text{im } A''$ and we have the short exact sequence

$$0 \longrightarrow \text{im } A' \cap \text{im } A'' \xrightarrow{i} \text{im } A' \xrightarrow{\varphi} \text{Cl } (S) \longrightarrow 0,$$
where \( i \) denotes the embedding. Therefore, \( \text{Cl}(S) \simeq \text{im} A'/(\text{im} A' \cap \text{im} A'') \).

ii) Obviously, \( n = \text{rank} \text{im} A + \text{rank} \text{Ker} A \). Since \( \text{Ker} A = Q(S) \) it follows that \( n = \text{rank} A + \text{rank} Q(S) \). Also, \( n-e = \text{rank} \text{im} A'' + \text{rank} \text{Ker} A' \). We show that \( \text{Ker} A'' = 0 \) which proves ii). If \( z \in \text{Ker} A'' \), then \( y, -y \in \text{Ker} A \) for \( y = \begin{bmatrix} 0 \\ z \end{bmatrix} \). It follows that \( y, -y \in Q(M_A) \) and \( \pi_i(-y) = \pi_i(y) \in \mathbb{N} \) for every \( i \in I = \{1, 2, \ldots, e\} \). Since \( \pi_i, i \in I \) are the essential projections of \( M_A \), we obtain that \( y, -y \in M_A \). Since \( M_A \subseteq \mathbb{N}^n \) we must have that \( y = 0 \) and, hence, \( z = 0 \).

iii) Follows directly from i).

iv) From iii) we have that
\[
\text{rank} \text{Cl}(S) \leq \text{rank} A' \leq \min\{m, \text{rank} A\}
\]
and using ii) we obtain
\[
\text{rank} \text{Cl}(S) + \text{rank} Q(S) \leq \text{rank} A + \text{rank} Q(S) = n.
\]
The result for \( A' = A \) follows immediately since in this case the proof for i) shows that \( \text{Ker} f = \{0\} \).

Concerning the representation of a monoid by a matrix, it is a natural question to ask for a matrix with a minimal number of rows and columns, respectively.

**Definition 3.6.** For a monoid \( S \) the **row degree of** \( S \) is defined by
\[
d_r(S) = \min\{m \in \mathbb{N} \mid S \simeq M_A \text{ for } A \in \mathbb{Z}^{m \times n}\}
\]
and the **column degree of** \( S \) is defined by
\[
d_c(S) = \min\{n \in \mathbb{N} \setminus \{0\} \mid S \simeq M_A \text{ for } A \in \mathbb{Z}^{m \times n}\}.
\]

**Remark 3.7.** Since we defined for \( A \in \mathbb{Z}^{m \times n} \) that \( M_A = \mathbb{N}^n \) if \( m = 0 \), it follows that \( d_r(S) = 0 \) if and only if \( S \simeq \mathbb{N}^n \) for some \( n \). Also, for \( S \simeq \mathbb{N}^n \) it follows from Lemma 3.5 ii) that \( d_c(S) = n \).

From Theorem 3.1 together with Lemma 3.5, we obtain the theorem announced in the Introduction.

**Theorem 3.8.** For a reduced monoid \( S \) which is root-closed and finitely generated the following holds:

i) **Row degree and column degree of** \( S \) are finite and
\[
d_r(S) = \text{rank} \text{Cl}(S), \quad d_c(S) = \text{rank} \text{Cl}(S) + \text{rank} Q(S).
\]

ii) **There exists a matrix** \( A \in \mathbb{Z}^{m \times n} \) with \( m = d_r(S) \) and \( n = d_c(S) \) such that \( S \) is isomorphic to the Diophantine monoid \( M_A \).

**Proof.** By Corollary 3.3, \( S \) is a Krull monoid with finitely many essential states.
i) By Theorem 3.1, \(d_r(S) \leq \text{rank } \text{Cl}(S) < \infty\) and \(d_c(S) \leq \text{rank } \text{Cl}(S) + \text{rank } Q(S) < \infty\). Suppose \(S \simeq M_A\) for \(A \in \mathbb{Z}^{m \times n}\). We may assume that \(w(M_A) \neq 0\) and, by Lemma 2.6, that \(S \simeq M_{\text{AD}}\) with \(w(M_{\text{AD}}) = 1\). From Lemma 3.5 iv) we obtain \(\text{rank } \text{Cl}(S) \leq m\) and \(\text{rank } \text{Cl}(S) + \text{rank } Q(S) \leq n\). This proves i).

ii) Follows immediately from i) and Theorem 3.1.

\[
\square
\]

4. Some consequences and examples.

The results of the previous section can be used to check if a Diophantine monoid is factorial or half-factorial.

**Proposition 4.1.** Let \(S \simeq M_A\) and \(A = [A' A'']\) be given as in Lemma 3.5.

i) \(S\) is factorial if and only if each column of \(A'\) is in the column space of \(A''\).

ii) If any two columns of \(A'\) not in the column space of \(A''\) have their difference in the column space of \(A''\), then \(S\) is half-factorial.

**Proof.** It is well-known that any Krull monoid \(S\) is factorial if and only if \(\text{Cl}(S) = \{0\}\) and that \(S\) is half-factorial if \(\text{Cl}(S) \simeq \mathbb{Z}_2\) (cf. [12, Proposition 2]).

i) By Lemma 3.5, \(\text{Cl}(S) = \{0\}\) if and only if \(\text{im } A' \subseteq \text{im } A''\). Therefore, \(S\) is factorial if and only if each column of \(A'\) is in the \(\mathbb{Z}\)-span of the columns of \(A''\).

ii) If all columns of \(A'\) are in \(\text{im } A''\) then by i) \(S\) is factorial and, a fortiori, half-factorial. Suppose there is a column \(A'_{i0}\) of \(A'\) which is not in \(\text{im } A''\). By assumption, for any column \(A'_i \not\in \text{im } A''\) it holds that \(A'_i - A'_{i0} \in \text{im } A''\). Therefore, for each column \(A'_i\) of \(A'\) either \(A'_i \in \text{im } A''\) or \(A'_i \in A'_{i0} + \text{im } A''\). Lemma 3.5 implies that \(\text{Cl}(S) \simeq \mathbb{Z}_2\) and, hence, \(S\) is half-factorial.

\[
\square
\]

**Remark 4.2.** Neither the condition given in ii) nor the condition \(\text{Cl}(S) \simeq \mathbb{Z}_2\) are necessary for half-factoriality. This is so even for \(m = 1\); see [2] for various sufficient or necessary conditions of half-factoriality in this particular case.
In [2, Theorem 1.3], the current authors found a formula for computing the class group of a Diophantine monoid given by just one equation. The results of Section 3 yield a simpler proof of this formula, as well as an additional characterization of such monoids.

**Proposition 4.3.**

i) A monoid $S$ is isomorphic to a nonfactorial Diophantine monoid given by just one equation if and only if $S$ is reduced, root-closed, and finitely generated with rank $\text{Cl}(S) = 1$.

ii) Let $S = M_A$ with $A = [a_1a_2\ldots a_n] \in \mathbb{Z}^{1 \times n}$ and, without restriction, $a_i \neq 0$ for all $i$, not all $a_i$ of equal sign and $\gcd(a_1,\ldots, a_n) = 1$. There are exactly two possible cases:

a) $\text{Cl}(S) \simeq \mathbb{Z}_\alpha$ with $\alpha \in \mathbb{N}$. This case occurs if and only if all $a_i$ except one, say $a_n$, are of equal sign. Thus we have $\alpha = \frac{|a_n|}{c}$, where $c = \prod_{i=1}^{n-1} c_i$ and $0 < c_i = \gcd(|a_j| \mid j \neq i)$ for $1 \leq i \leq n$.

b) $\text{Cl}(S) \simeq \mathbb{Z}$. This case occurs if and only if there are at least two $a_i$ with positive sign and at least two $a_i$ with negative sign.

**Proof.** The proof of i) follows directly from Theorem 3.8. For ii), let $\tilde{a}_j = \frac{a_j}{d_j}$ with $d_j = \prod_{i \neq j} c_i$. For $\tilde{A} = [\tilde{a}_1\ldots \tilde{a}_n]$ the mapping $\psi: M_A \rightarrow \tilde{M}_\tilde{A}$, $\psi(x_1,\ldots, x_n) = \frac{x_1}{c_1}$ is a monoid isomorphism. Hence $\text{Cl}(M_A) \simeq \text{Cl}(\tilde{M}_\tilde{A})$. Furthermore, $w(\tilde{M}_\tilde{A}) = 1$. Thus, we can assume that $c_i = 1$ for all $i$, $c = 1$ and $w(M_A) = 1$.

a) Let $a_i > 0$ for $1 \leq i \leq n - 1$ and $a_n < 0$. Then $A = [A' A'']$ with $A' = [a_1\ldots a_{n-1}]$ and $A'' = a_n = -\alpha$. Since $c_n = 1$, we have that $1 \in \text{im} A'$ and, hence, $\text{im} A' = \mathbb{Z}$. Obviously, $\text{im} A'' = \alpha \mathbb{Z}$ and from Lemma 3.5 i) we obtain $\text{Cl}(M_A) \simeq \mathbb{Z}_\alpha$.

b) From the assumption in b), all projections must be essential and hence, $A = A'$. From $\gcd(a_1,\ldots, a_n) = 1$ it follows that $\text{im} A' = \mathbb{Z}$ and Lemma 3.5 yields $\text{Cl}(M_A) \simeq \mathbb{Z}$.

□

The following example illustrates the concept of row degree and column degree, respectively and the statements made in Theorem 3.8.

**Example 4.4.** Consider the Diophantine monoid

$$S = \{x \in \mathbb{N}^5 \mid x_1 + x_2 = x_4 + x_5, \ x_2 + x_5 = x_3 + x_4\}.$$
Obviously, \( S = M_A \) for \( A = \begin{bmatrix} 1 & 1 & 0 & -1 & -1 \\ 0 & 1 & -1 & -1 & 1 \end{bmatrix} \in \mathbb{Z}^{2 \times 5} \). All canonical projections are normal and by Lemma 2.3 the projections \( \pi_1 \) to \( \pi_4 \) are essential while \( \pi_5 \) is not. We have \( w(M_A) = 1 \) and \( A = [A'A''] \) with \( A' = \begin{bmatrix} 1 & 1 & 0 & -1 \\ 0 & 1 & -1 & -1 \end{bmatrix} \) and \( A'' = \begin{bmatrix} -1 \\ 1 \end{bmatrix} \). It follows that \( \text{im} A' = \mathbb{Z} \oplus \mathbb{Z} \), \( \text{im} A'' = \mathbb{Z} \begin{bmatrix} -1 \\ +1 \end{bmatrix} \), and, by Lemma 3.5 i), \( \text{Cl}(M_A) \simeq \mathbb{Z} \). Since \( \text{rank} \ Q(M_A) = 3 \), it follows from Theorem 3.8 i) that \( d_e(S) = 1 \) and \( d_e(S) = 1 + 3 = 4 \). By Theorem 3.8 ii) there exists a matrix \( B \in \mathbb{Z}^{1 \times 4} \) such that \( M_A \) is isomorphic to the Diophantine monoid \( M_B \) given by the smaller matrix \( B \). Indeed, one can reduce the given system of two equations to just one equation as follows. Eliminating \( x_5 = x_1 + x_2 - x_4 \) yields \( x_2 + (x_1 + x_2 - x_4) = x_3 + x_4 \). That is \( x_1 + 2x_2 - x_3 - 2x_4 = 0 \). One has to make sure, however, that for any solution in \( \mathbb{N} \) of the latter equation, it automatically holds that \( x_5 = x_1 + x_2 - x_4 \geq 0 \). This is obvious in case of \( x_2 \geq x_4 \). If \( x_2 \leq x_4 \), then one obtains \( x_1 + 2x_2 - x_4 \geq x_1 + 2(x_2 - x_4) = x_3 \geq 0 \).

By Theorem 3.8, one can easily check if a given Diophantine monoid can be described by a smaller matrix without actually carrying out the elimination procedure as in the above example. This latter process might be quite difficult in general.

The following example also illustrates Theorem 3.8, and essentially covers all class group possibilities of rank 2. In contrast to Example 4.4, here there is no possible smaller description of the given monoids.

**Example 4.5.** Let \( G \) be a finitely generated abelian group of rank 2. We show how to construct a Diophantine monoid \( S \) defined by 2 equations such that \( \text{Cl}(S) \simeq G \). There are three cases to consider.

(a) Suppose \( G \simeq \mathbb{Z}_n \oplus \mathbb{Z}_kn \) for positive integers \( n > 1 \) and \( k \geq 1 \). Let

\[
S = \{ x \in \mathbb{N}^5 \mid x_1 + x_3 = nx_4, \ x_2 + x_3 = knx_5 \}.
\]

Obviously, \( S = M_A \) for \( A = \begin{bmatrix} 1 & 0 & 1 & -n & 0 \\ 0 & 1 & 1 & 0 & -kn \end{bmatrix} \in \mathbb{Z}^{2 \times 5} \). It is easy to check that all canonical projections are normal and, using Lemma 2.3, that the projections \( \pi_1, \pi_2, \pi_3 \) are essential while \( \pi_4, \pi_5 \) are not. Thus, \( w(M_A) = 1 \) and \( A = [A'A''] \) with \( A' = \begin{bmatrix} 1 & 0 & 1 \\ 0 & 1 & 1 \end{bmatrix} \) and \( A'' = \begin{bmatrix} -n & 0 \\ 0 & -kn \end{bmatrix} \). It follows
that im $A' = \mathbb{Z} \oplus \mathbb{Z}$ and im $A'' = n\mathbb{Z} \oplus kn\mathbb{Z}$. Therefore, by Lemma 3.5 i), $\text{Cl} (S) \simeq (\mathbb{Z} \oplus \mathbb{Z})/(n\mathbb{Z} \oplus kn\mathbb{Z}) \simeq \mathbb{Z}_n \oplus \mathbb{Z}_{kn}$. Since $\text{rank } Q(S) = 3$, by Theorem 3.8 we have that $d_r(S) = 2$ and $d_c(M) = 2 + 3 = 5$. Therefore, the Diophantine monoid $S$ can neither be described by one equation alone, nor by less than five variables.

(b) Suppose $G \simeq \mathbb{Z} \oplus \mathbb{Z}_n$ for some positive integer $n > 1$. Let

$$S = \{x \in \mathbb{N}^6 \mid x_1 + x_2 - x_3 - x_4 = 0, x_1 + x_3 + x_5 = nx_6\}.$$  

Clearly, $S = M_A$ for $A = \begin{bmatrix} 1 & 1 & -1 & -1 & 0 & 0 \\ 1 & 0 & 1 & 0 & 1 & -n \end{bmatrix} \in \mathbb{Z}^{2 \times 6}$. As in (a), $w(M_A) = 1$, the projections $\pi_1, \pi_2, \pi_3, \pi_4$ and $\pi_5$ are essential and $\pi_6$ is not essential. Hence, if $A' = \begin{bmatrix} 1 & 1 & -1 & -1 & 0 \\ 1 & 0 & 1 & 0 & 1 \end{bmatrix}$ and $A'' = \begin{bmatrix} 0 \\ -n \end{bmatrix}$, then im $A' = \mathbb{Z} \oplus \mathbb{Z}$ and im $A'' = n\mathbb{Z}$. Thus, $\text{Cl}(S) \simeq (\mathbb{Z} \oplus \mathbb{Z})/n\mathbb{Z} \simeq \mathbb{Z} \oplus \mathbb{Z}_n$. Since $\text{rank } Q(S) = 4$, we have that $d_r(S) = 2$ and $d_c(M) = 2 + 4 = 6$.

(c) Suppose that $G \simeq \mathbb{Z} \oplus \mathbb{Z}$. Let

$$S = \{x \in \mathbb{N}^6 \mid x_1 + x_2 - x_3 - x_4 = 0, x_2 + x_3 - x_5 - x_6 = 0\}.$$  

Clearly, $S = M_A$ for $A = \begin{bmatrix} 1 & 0 & 1 & -1 & 0 & -1 \\ 0 & 1 & 1 & 0 & -1 & -1 \end{bmatrix} \in \mathbb{Z}^{2 \times 6}$. As above, $w(M_A) = 1$, but here all projections are essential. Thus, $A' = A$ and Lemma 3.5 yields $\text{Cl}(S) \simeq \mathbb{Z}^2$. Since $\text{rank } Q(S) = 4$, we have that $d_r(S) = 2$ and $d_c(M) = 2 + 4 = 6$.

To close Section 4, we present an algorithm which reflects the techniques developed in Sections 2 and 3. The method is based on having the complete set of minimal solutions over the nonnegative integers of the system $Ax = 0$. An algorithm for that computation, by García-Saháez and Rosales, can be found in [14, Section 3, p. 80]. Before proceeding, we will require one additional result. Let $M$ be a finitely generated submonoid of $(\mathbb{N}^r, +)$ and $u_1, \ldots, u_t$ the irreducible elements of $M$. Let $V$ and $W$ be the $\mathbb{Q}$-vector spaces generated by $u_1, \ldots, u_t$ and $u_2 - u_1, \ldots, u_t - u_1$ respectively. Then $\dim V - \dim W \leq 1$ and $V = W$ if and only if $u_1 \in W$.

Lemma 4.6. Let $M$, $V$ and $W$ be as above. The following statements are equivalent:

i) $M$ is half factorial

ii) $\dim V = 1 + \dim W$.

Proof. For i) $\Rightarrow$ ii), assume that $u_1 = \sum_{j=2}^t \alpha_j (u_j - u_1) \in W$ with each $\alpha_j \in \mathbb{Q}$. Then $k_1 u_1 = \sum_{j=2}^t k_j (u_j - u_1)$ for suitable $k_1, \ldots, k_t \in \mathbb{Z}$, $k_1 \neq 0$. Since $(k_1 + \sum_{j=2}^t k_j) u_1 - \sum_{j=2}^t k_j u_j = 0$, the monoid $M$ is not half factorial.
For \( \text{ii)} \Rightarrow \text{i} \), let \( r_1, \ldots, r_t \in \mathbb{Z} \) with
\[
\sum_{j=1}^{t} r_j u_j = 0 = \sum_{j=2}^{t} r_j (u_j - u_1) + \left( \sum_{j=1}^{t} r_j \right) u_1.
\]
Since \( u_1 \not\in W \) it follows that \( \sum_{j=1}^{t} r_j = 0 \).

\[\square\]

**Algorithm 4.7.** Assume that \( A \in \mathbb{Z}^{m \times n} \). The following algorithm calculates the class group of \( M_A \) and determines whether or not \( M_A \) is half-factorial. Suppose that \( (u_\tau|1 \leq \tau \leq t) \neq \emptyset \) is the family of all irreducible elements of the monoid \( M_A \). Let \( C := (u_\tau) \in \mathbb{N}^{n \times t} \) be the matrix with column vectors \( u_\tau \) and row vectors \( v_i := (u_\tau) \in \mathbb{N}^{1 \times t}, 1 \leq i \leq n \). Let \( C_1 := (u_{i_\tau} - u_{i_1}) \in \mathbb{Z}^{n \times t} \). By Lemma 4.6, \( M_A \) is not half factorial if and only if \( \text{im}_Z C = \text{im}_Z C_1 \). The calculation of the class group proceeds as follows.

I) Reduction of the system. Let \( v_i := (u_\tau) \in \mathbb{N}^{1 \times t}, 1 \leq i \leq n \), be the \( i \)-th row vector of the matrix \( C \).

Step 1): For all \( i \in \{1, \ldots, n\} \), if \( v_i = 0 \), then cancel the \( i \)-th row of \( C \).

Step 2): For all \( i, j \in \{1, \ldots, n\} \) with \( i < j \), if \( \lambda v_i = v_j \) for some \( \lambda \in \mathbb{Q} \), then cancel the \( j \)-th row of \( C \).

After these canceling steps, we denote the new matrix again with \( C \). Then \( C \in \mathbb{Z}^{\tilde{n} \times t} \) for some \( \tilde{n} \leq n \).

Step 3): For all \( j \in \{1, \ldots, \tilde{n}\} \), calculate \( c_j := \gcd (u_{j_\tau}|1 \leq \tau \leq t) \in \mathbb{N} \) and replace the row vector \( v_j \) of \( C \) by \( \frac{1}{c_j} v_j \).

II) Determining the essential states.

Step 4): For every \( i \in \{1, \ldots, \tilde{n}\} \), define \( J_i := \{ \tau \in \{1, \ldots, t\}| u_{i_\tau} = 0 \} \). If \( J_i \neq \emptyset \), calculate the sums
\[
v_j^{(i)} := \sum_{\tau \in J_i} u_{j_\tau}
\]
for all \( j \in \{1, \ldots, \tilde{n}\}, j \neq i \). Define
\[ I := \{ i \in \{1, \ldots, \tilde{n}\} | J_i \neq \emptyset, v_j^{(i)} \neq 0 \text{ for all } j \in \{1, \ldots, \tilde{n}\}, j \neq i \} \]
and \( e := |I| \). The projections \( \pi_i, i \in I \), are exactly the essential states of \( M \).

III) The final calculation.

Step 5): Let \( \widetilde{C} \in \mathbb{N}^{e \times t} \) be the matrix with the row vectors \( v_i, i \in I \). Transform \( \widetilde{C} \) into its Smith normal form, using e.g., the algorithm given in [14].
From the Smith normal form one gets \( k := \text{rank} \, \tilde{C} \) and \( r \geq 0 \) elementary divisors \( \alpha_i \geq 2 \) of \( \tilde{C} \) with \( \alpha_{i+1} \mid \alpha_i \) for \( 1 \leq i \leq r - 1 \) if \( r \geq 2 \). Then

\[
\text{Cl}(M) = \mathbb{Z}^{e-k} \oplus \mathbb{Z}/\alpha_1 \mathbb{Z} \oplus ... \oplus \mathbb{Z}/\alpha_r \mathbb{Z}.
\]
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