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For −1 < α ≤ 0 and 0 < p < ∞, the solutions of cer-
tain extremal problems are known to act as contractive zero-
divisors in the weighted Bergman space Ap

α. We show that for
0 < α ≤ 1 and 0 < p < ∞, the analogous extremal functions
do not have any extra zeros in the unit disk and, hence, have
the potential to act as zero-divisors. As a corollary, we find
that certain families of hypergeometric functions either have
no zeros in the unit disk or have no zeros in a half-plane.

1. Introduction.

For −1 < α < ∞ and 0 < p < ∞, the weighted Bergman space Ap
α is the

space of functions f analytic in the unit disk D for which

‖f‖p
p,α =

∫
D
|f(z)|p wα(z) dσ(z) < ∞,

where wα(z) = (α + 1)(1− |z|2)α and dσ is normalized area measure on the
disk. When α = 0, this space is precisely the unweighted Bergman space
Ap. Hedenmalm [5] showed that contractive zero-divisors in A2 can be
constructed as solutions of extremal problems. This result was generalized
to Ap for 0 < p < ∞ by Duren, Khavinson, Shapiro and Sundberg [2, 3].
More precisely, given an Ap zero-set {ζj} with ζj 6= 0, the solution G of the
extremal problem

sup{Ref(0) : f ∈ Ap, f({ζj}) = 0, ‖f‖p = 1}
is a contractive divisor. In other words, if f ∈ Ap vanishes on {ζj}, then
‖f/G‖p ≤ ‖f‖p.

Shimorin [9, 10, 11] showed that analogous results hold in A2
α for −1 <

α ≤ 1 and in Ap
α for −1 < α < 0 and 0 < p < ∞. On the other hand, it was

shown by Hedenmalm and Zhu [7] that contractive divisors do not exist in
A2

α for α > 1. For p 6= 2, it is an open problem to determine the precise
values of α for which the extremal functions will act as contractive divisors.

To act as a divisor, an extremal function must vanish only at the points in
the prescribed zero-set. To examine when this is true, we first consider the
case when the zero-set consists of a single point. Indeed, showing that the
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188 RACHEL J. WEIR

extremal function corresponding to a singleton zero-set has no extra zeros is
a key step in proving the same for a general extremal function. For details
see, for instance, [2].

In [13], we showed that for −1 < α < ∞ and 1 ≤ p < ∞ this single-point
extremal function can be expressed in terms of a hypergeometric function.
This representation is valid whenever it is known that the hypergeometric
function is nonvanishing in the unit disk, in which case the extremal function
will have no extra zeros in D. Equivalently, if the extremal function is known
a priori to have no extra zeros, the same technique can be used to establish
the formula and, as a consequence, we may conclude that the corresponding
hypergeometric function has no zeros in D.

When α is a nonnegative integer, the hypergeometric functions in question
are in fact polynomials. Using this fact and a result of Osipenko and Stessin
[8], we were able to establish that the single-point extremal function in Ap

α

has no extra zeros when α = 1, 2, 3 [13]. For other values of α, describing
the zeros of these hypergeometric functions directly is difficult.

In this paper, using techniques of Bergman space theory we establish a
result about the zeros of hypergeometric functions. Indeed, we show that for
0 < α ≤ 1 and 0 < p < ∞ extremal functions in Ap

α have no extra zeros in
the unit disk. In particular, the single-point extremal functions can not have
any extra zeros in D. From this we may conclude that the corresponding
hypergeometric functions can not vanish in the unit disk.

The key step is to show that the single-point extremal functions in Ap
1 act

as expansive multipliers on Ap
α for 0 < α ≤ 1, although they are constructed

as functions in Ap
1. Since single-point extremal functions have no extra

zeros when α = 1, the result follows. This method is a modification of the
technique used by Shimorin [11] to prove that extremal functions in Ap

α have
no extra zeros when −1 < α < 0 and 0 < p < ∞. We also use properties of
the weighted biharmonic Green function Γ1 corresponding to the weight w1.
These properties can be established using the explicit formula for Γ1 stated
by Hedenmalm [6].

2. Background.

A sequence of points {ζj} is called an Ap
α zero-set if there is a function in

Ap
α which vanishes precisely on this sequence. In particular, if a point α

appears in the sequence m times, then the function must have a zero at α
of order exactly m. Given such a sequence {ζj} with ζj 6= 0, we can pose
the extremal problem

sup{Ref(0) : f ∈ Ap
α, f({ζj}) = 0, ‖f‖p,α = 1}.

A normal families argument shows that for α > −1 and 0 < p < ∞ an
extremal function G will exist.
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The Gauss hypergeometric function F (a, b; c; z) is defined as

F (a, b; c; z) =
∞∑

n=0

(a)n(b)n

(c)n

zn

n!
,(1)

where

(x)n =
Γ(x + n)

Γ(x)
= x(x + 1) . . . (x + n− 1)

is Pochhammer’s symbol [1]. Here, Γ denotes the usual Gamma function. In
[13], we showed that for each β ∈ D the extremal function Gβ corresponding
to the zero-set {β} can be expressed in terms of hypergeometric functions.
Indeed, for −1 < α < ∞ and 1 ≤ p < ∞,

Gβ(z) =
β

|β|
β − z

1− βz

 F
(
−α− 1, p

2 ; p
2 + 1;β β−z

1−βz

)2

F
(
−α− 1, p

2 ; p
2 + 1; 1

)
F
(
−α− 1, p

2 ; p
2 + 1; |β|2

)


1
p

,

(2)

provided that F (−α−1, p
2 ; p

2 +1; ζ) 6= 0 in the disk {|ζ| < |β|}. In this case,
Gβ will not vanish in D except for a simple zero at β. Conversely, if we
assume a priori that Gβ vanishes only at β, we can derive the same formula
and conclude that the function F

(
−α− 1, p

2 ; p
2 + 1; ζ

)
is nonvanishing in

{|ζ| < |β|}.
For each fixed ζ in D the weighted biharmonic Green function Γα(z, ζ) is

the solution of the boundary-value problem
∆z

(
1

wα(z)∆zΓα(z, ζ)
)

= δζ(z) for z ∈ D

Γ(z, ζ) = ∂Γα
∂nz

(z, ζ) = 0 for z ∈ ∂D.

(3)

Here, ∂
∂n is the outward normal derivative and ∆ denotes one-fourth of the

usual Laplacian. When α = 0, the function Γα is precisely the well-known
biharmonic Green function Γ which is given by the formula

Γ(z, ζ) = |z − ζ|2 log
∣∣∣∣ z − ζ

1− ζz

∣∣∣∣2 + (1− |ζ|2)(1− |z|2).

For details of the derivation of this formula, see [4].
Essential to the proof of our main result is the fact that an explicit formula

for the weighted biharmonic Green function is also known when α = 1.
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Indeed, Hedenmalm [6] presented the formula

Γ1(z, ζ) = 2
(
|z − ζ|2 − 1

4

∣∣z2 − ζ2
∣∣2) log

∣∣∣∣ z − ζ

1− ζz

∣∣∣∣2(4)

+
1
4
(1− |z|2)(1− |ζ|2)

(
7− |z|2 − |ζ|2 − |zζ|2 − 4 Re(ζz)

)
− 1

2
(1− |z|2)2(1− |ζ|2)2 Re

{
1 + ζz

1− ζz

}
.

The Green function Γ1 is positive for z, ζ in D [6]. Moreover, the function
∆zΓ1(z, ζ) has the form

∆zΓ1(z, ζ) = w1(z)

(
log
∣∣∣∣ z − ζ

1− ζz

∣∣∣∣2 + H1(z, ζ)

)
,(5)

where H1(·, ζ) is harmonic in D for fixed ζ ∈ D. Indeed, since

∆

(
log
∣∣∣∣ z − ζ

1− ζz

∣∣∣∣2
)

= δζ(z),

the function

1
w1(z)

∆zΓ1(z, ζ)− log
∣∣∣∣ z − ζ

1− ζz

∣∣∣∣2
must be harmonic in D.

When α = 1 we are also able to establish some important properties of
the single-point extremal functions. For the remainder of this paper, we
will use the notation Gβ to denote the single-point extremal function in the
space Ap

1. In other words, Gβ will be the solution of the extremal problem

sup{Ref(0) : f ∈ Ap
1, f(β) = 0, ‖f‖p,1 = 1}.

By Theorem 4.1 in [13], the hypergeometric function

F
(
−2, p

2 ; p
2 + 1; z

)
=

(p + 2)(p + 4)− 2p(p + 4)z + p(p + 2)z2

(p + 2)(p + 4)

does not vanish in D when 1 ≤ p < ∞. In fact, it is easy to see that it does
not vanish in D. Hence, using Formula (2), we see that

Gβ(z) =
β

|β|
β − z

1− βz

P
(
β β−z

1−βz

)2

8P (|β|2)


1
p

,(6)

where P (z) = (p+2)(p+4)−2p(p+4)z+p(p+2)z2. Consequently, Gβ(z) 6= 0
in D except for a simple zero at β.
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It is clear that Gβ(0) must be real and positive. Indeed, if not, multiplying
Gβ by a suitable unimodular constant would produce a competitor function
with larger real part. We can say more about Gβ(0).

Lemma 2.1. For 1 ≤ p < ∞, it is true that 0 < Gβ(0) < 1.

This result follows from the subharmonicity of |Gβ|p. The same arguments
can be used to conclude that 0 < G(0) < 1, where G is an extremal function
in Ap

α corresponding to an arbitrary Ap
α zero-set for −1 < α < ∞ and

0 < p < ∞.

3. The expansive multiplier property.

The first step in the proof of the main result is showing that Gβ acts as
an expansive multiplier on Ap

α for 0 < α ≤ 1, where Gβ is the single-point
extremal function in the space Ap

1. The technique used to establish this is
a modification of a method of Shimorin [11]. From (6), it is clear that the
function Gβ is analytic in D. Hence, the function (|Gβ(z)|p − 1)w1(z) is
continuous in D. Thus, the boundary value problem ∆φ = (|Gβ|p − 1)w1 in D

φ = 0 on ∂D
(7)

has a unique solution φ in C2(D).

Lemma 3.1. The solution φ has the following properties:
(i) ∂φ

∂n = 0 on ∂D
(ii) φ(ζ) =

∫
D Γ1(z, ζ)∆ (|Gβ(z)|p) dσ(z) for each ζ in D.

Proof. (i) The proof is a modification of the proof of Lemma 3(a) in [2] and
will be omitted. It uses the fact that∫

D
(|Gβ|p − 1) fw1 dσ = 0

for all f in h∞, which can be proved by adapting an argument given in [3].
(ii) We would like to show that, since φ = ∂φ

∂n = 0 on ∂D, we can write

φ(ζ) =
∫

D
Γ1(z, ζ) ∆

(
1

w1(z)
∆φ(z)

)
dσ(z).(8)

The result would then follow since ∆
(

1
w1

∆φ
)

= ∆(|Gβ|p − 1) = ∆ (|Gβ |p).
Identity (8) can be obtained as a consequence of Green’s formula. How-
ever, since the integrand is smooth only in D\{β, ζ}, we must apply Green’s
formula to the integral∫

Dε

Γ1(z, ζ)∆
(

1
w1(z)

∆φ(z)
)

dσ(z),
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where Dε is the domain formed by removing from D the balls Bζ = {z :
|z − ζ| < ε} and Bβ = {z : |z − β| < ε}. By letting ε → 0, the result follows
from several estimates on the growth of φ and Γ1. First, on ∂Bβ,∣∣∣∣ε ∂

∂n

(
1
w1

∆φ

)∣∣∣∣ ≤ εp |Gβ|p
∣∣∣∣∣G′

β

Gβ

∣∣∣∣∣ = O(εp),

as ε → 0.
Second, direct calculation using Formula (4) shows that

ε
1

w1(ζ + εeiθ)
∆Γ1(ζ + εeiθ, ζ) = O(ε log ε),

ε
∂

∂r
Γ1(ζ + reiθ, ζ)

∣∣∣∣
r=ε

= O(ε2 log ε),

and

ε
∂

∂r

(
1

w1(ζ + reiθ)
∆Γ1(ζ + reiθ, ζ)

)∣∣∣∣
r=ε

= 2 + O(ε)

as ε → 0. �

Using the properties of φ established in Lemma 3.1, we can now prove
that Gβ is an expansive multiplier.

Theorem 3.2. For 0 < α ≤ 1 and 1 ≤ p < ∞, if f ∈ Ap
α, then

‖Gβf‖p,α ≥ ‖f‖p,α.

Proof. Let g = |f |p h, where f is a polynomial and h ∈ C2(D). Then∫
D
(|Gβ(z)|p − 1)g(z)w1(z) dσ(z)(9)

=
∫

D
g(z)∆φ(z) dσ(z)

=
∫

D
φ(z)∆g(z) dσ(z)

=
∫

D

∫
D

Γ1(z, ζ)∆ (|Gβ(ζ)|p) ∆g(z) dσ(ζ) dσ(z),

where the last step follows from Lemma 3.1 (ii). Although the derivatives of
g are not smooth near the zeros of the polynomial f , we can use arguments
similar to those used to show (8) to justify our use of Green’s formula.

For n = 0, 1, 2, . . . , we now let gn(z) = |f(z)|p
∑n

k=0(−1)k
(
α−1

k

)
|z|2k,

where f is a polynomial and 0 < α < 1. When α = 1, we let gn(z) = |f(z)|p.
Each function gn is subharmonic. To see this, we need only observe that for
each k ∈ N and for p > 0, the function log (|f |p |z|2k) is subharmonic and
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hence, by Jensen’s inequality, the function |f |p |z|2k is subharmonic, since
the exponential function is convex. As

(−1)k

(
α− 1

k

)
=

1
k!

(1− α)(2− α) . . . (k − α) > 0

for 0 < α < 1, each function gn is a positive linear combination of subhar-
monic functions and must also be subharmonic. Setting g = gn in (9), we
conclude that∫

D
(|Gβ(z)|p − 1) |f(z)|p

n∑
k=0

(−1)k

(
α− 1

k

)
|z|2k w1(z) dσ(z) ≥ 0,

since gn is subharmonic and Γ1 is positive. An application of the Dominated
Convergence Theorem then shows that∫

D
(|Gβ(z)|p − 1) |f(z)|p (1− |z|2)α−1w1(z) dσ(z) ≥ 0,

from which we can conclude that

‖Gβf‖p,α ≥ ‖f‖p,α

for all polynomials f . Since Gβ is bounded and polynomials are dense in
Ap

α, the result follows. �

4. Boundary values of extremal functions.

Before proving the main theorem, we first show that since Gβ is an expansive
multiplier, its boundary values can not be too small. The ideas in this section
generalize an approach of Dragan Vukotić [12].

The weighted Berezin transform Bαu of a function u ∈ L1(D, wαdσ) is
defined as

Bαu(a) =
∫

D
u(ϕa(ζ))wα(ζ) dσ(ζ)(10)

= (α + 1)
∫

D

(1− |a|2)α+2(1− |z|2)α

|1− az|2α+4 u(z) dσ(z),

where ϕa(ζ) = a−ζ
1−aζ .

Proposition 4.1. Let a0 ∈ ∂D and u ∈ L1(D, wαdσ). If lima→a0 u(a) = L
exists and is finite, then lima→a0 Bαu(a) = L.

Proof. Fix ε > 0. We can find r > 0 for which |u(z)− L| < ε/2 whenever
z ∈ D0 = D∩D(a0, r). It is not hard to show that |ϕ′a(z)|α+2 → 0 uniformly
on compact subsets of D\{a0} as a → a0. Hence, we can choose a close
enough to a0 to ensure that∣∣ϕ′a(z)

∣∣α+2
<

ε

2(‖u‖1,α + |L|)
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for all z ∈ D\D0. Noting that
∫

D |ϕ
′
a(z)|2 wα(ϕa(z)) dσ(z) = 1, we see that

|Bαu(a)− L| ≤ ε

2

∫
D0

∣∣ϕ′a∣∣2 wα(ϕa) dσ +
∫

D\D0

|u− L|
∣∣ϕ′a∣∣α+2

wα dσ ≤ ε.

�

Theorem 4.2. Suppose −1 < α < ∞ and 0 < p < ∞ and let G be an
expansive multiplier in Ap

α. If G has a continuous extension across the
point a0 ∈ ∂D, then |G(a0)| ≥ 1.

Proof. For a ∈ D let

fa(z) =

(
1− |a|2

(1− az)2

)α+2
p

.

Then f is in Ap
α since ‖fa‖p,α = 1. Now by Proposition 4.1, since |G|p ∈

L1(D, wαdσ), ∫
D
|faG|p wα dσ = Bα(|G|p)(a) → |G(a0)|p

as a → a0. But the expansive multiplier property implies that for each
a ∈ D, ∫

D
|faG|p wα dσ ≥

∫
D
|fa|p wα dσ = 1.

Hence, |G(a0)|p ≥ 1. �

Since Gβ is analytic in D and, by Theorem 3.2, acts as an expansive
multiplier on Ap

α for 0 < α ≤ 1, we have the following consequence of
Theorem 4.2:

Corollary 4.3. |Gβ(z)| ≥ 1 for all z in ∂D.

5. The main result.

We now show that extremal functions in Ap
α can not have extra zeros in D

when 0 < α ≤ 1 and 1 ≤ p < ∞.

Theorem 5.1. For 0 < α ≤ 1 and 1 ≤ p < ∞, let G be an extremal
function in Ap

α corresponding to an Ap
α zero-set. Then G has no extraneous

zeros in D.

Proof. Suppose G has an extra zero, β, for some p and α. Let Gβ be the
corresponding single-point extremal function in Ap

1 given by Formula (2)
and consider the function G/Gβ. Since |Gβ(z)| ≥ 1 for all z ∈ ∂D by
Corollary 4.3, it is not hard to see that G/Gβ ∈ Ap

α. Moreover,

1 = ‖G‖p,α = ‖Gβ(G/Gβ)‖p,α ≥ ‖G/Gβ‖p,α,
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by Theorem 3.2. Since the function

G/Gβ

‖G/Gβ‖p,α

is a competitor for the extremal property, we see that

Re {G(0)} ≥ Re
{

G(0)/Gβ(0)
‖G/Gβ‖p,α

}
> Re {G(0)} ,

where we have also used Lemma 2.1. From this contradiction, we see that
G can not have any extraneous zeros. �

In particular, for 0 < α ≤ 1 and 1 ≤ p < ∞ the single-point extremal
functions in Ap

α can not have any extra zeros in D. Hence, these extremal
functions must be given by Formula (2). Shimorin’s results [11] allow us to
conclude the same for −1 < α < 0. We then have the following result about
the corresponding hypergeometric functions:

Corollary 5.2. When 1 ≤ p < ∞ and −1 < α ≤ 1, the hypergeometric
function F (−α− 1, p

2 ; p
2 + 1; z) has no zeros in D.

Using two well-known transformation formulas, we can prove additional
corollaries involving hypergeometric functions. The first corollary is a con-
sequence of Pfaff’s transformation

F (a, b; c; z) = (1− z)−aF

(
a, c− b; c;

z

z − 1

)
.

A derivation of this transformation can be found in [1].

Corollary 5.3. When 1 ≤ p < ∞ and −1 < α ≤ 1, the hypergeometric
functions F (−α− 1, 1; p

2 + 1; z) and F (p
2 + α + 2, p

2 ; p
2 + 1; z) have no zeros

in the half-plane Re {z} < 1
2 .

By exploiting the symmetry of the hypergeometric function in the pa-
rameters a and b, Pfaff’s transformation can be used to establish Euler’s
formula

F (a, b; c; z) = (1− z)c−a−bF (c− a, c− b; c; z).(11)

We can then conclude the following:

Corollary 5.4. When 1 ≤ p < ∞ and −1 < α ≤ 1, the hypergeometric
function F (p

2 + α + 2, 1; p
2 + 1; z) has no zeros in D.
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6. Extremal functions for 0 < p < 1.

In [13], Formula (2) was established only when 1 ≤ p < ∞, since the proof
required the use of certain Banach space results. We now show that when
α = 1 the formula holds for 0 < p < 1 also. This allows us to prove that,
even for 0 < p < 1, extremal functions in Ap

α can not have extra zeros when
0 < α ≤ 1.

For 0 < p < 1, define the function Gβ as

Gβ(z) =
β

|β|
β − z

1− βz

 F
(
−2, p

2 ; p
2 + 1;β β−z

1−βz

)2

F
(
−2, p

2 ; p
2 + 1; 1

)
F
(
−2, p

2 ; p
2 + 1; |β|2

)


1
p

.(12)

In other words, let Formula (2) be the definition of Gβ when 0 < p < 1 and
α = 1. We first establish an orthogonality property of this function.

Lemma 6.1. For 0 < p < 1, the function Gβ has the property∫
D
|Gβ|p fw1 dσ = f(0)(13)

for all f ∈ h∞.

Proof. First, using Equation (11), we can write Gβ in the form

βϕβ(z)
|β|

 (1− |β|2)3F
(p

2 + 3, 1; p
2 + 1;βϕβ(z)

)2
2B
(p

2 + 1, 2
)
(1− βz)6F

(
p
2 + 3, 1; p

2 + 1; |β|2
)
 1

p

,

where ϕβ(z) = (β − z)/(1 − βz) and B(x, y) = Γ(x)Γ(y)/Γ(x + y) is the
Beta function. If f is a polynomial, setting ζ = ϕβ(z) we see that,∫

D
|Gβ(z)|p f(z)w1(z) dσ(z)

=
[
B
(
2, p

2 + 1
)
F
(

p
2 + 3, 1; p

2 + 1; |β|2
)]−1

·
∫

D
|ζ|p

∣∣F (p
2 + 3, 1; p

2 + 1; βζ
)∣∣2 f(ϕβ(ζ))(1− |ζ|2) dσ(ζ).

Letting F (p
2 + 3, 1; p

2 + 1;βζ) =
∑∞

n=0 bnζn and

F (p
2 + 3, 1; p

2 + 1;βζ)f(ϕβ(ζ)) =
∞∑

n=0

cnζn,
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we find that ∫
D
|Gβ(z)|p f(z)w1(z) dσ(z)

=
[
B
(
2, p

2 + 1
)
F
(

p
2 + 3, 1; p

2 + 1; |β|2
)]−1

·
∞∑

n=0

B
(
2, p

2 + n + 1
)
bncn.

Now, rewriting the definition of F
(p

2 + 3, 1; p
2 + 1; z

)
, we see that

F
(p

2 + 3, 1; p
2 + 1; z

)
=

∞∑
n=0

B
(
2, p

2 + 1
)

B
(
2, p

2 + n + 1
)zn,

and so, B(2, p
2 + n + 1)bn = B(2, p

2 + 1)βn. Thus,∫
D
|Gβ(z)|p f(z)w1(z) dσ(z)

=
[
B
(
2, p

2 + 1
)
F
(

p
2 + 3, 1; p

2 + 1; |β|2
)]−1

·
∞∑

n=0

B
(
2, p

2 + 1
)
βncn

=
[
F
(

p
2 + 3, 1; p

2 + 1; |β|2
)]−1

∞∑
n=0

cnβn = f(0).

This shows that (13) holds for all polynomials f . It is clear that the result
holds for harmonic polynomials also. Since |Gβ|p ∈ L1(D, w1dσ), we can
conclude that the relation holds for all f ∈ h∞. �

We note that (13) is equivalent to the condition∫
D
(|Gβ|p − 1)fw1dσ = 0

for all f in h∞, using the mean-value property for harmonic functions.

Proposition 6.2. Suppose 0 < p < 1, β ∈ D\{0} and α = 1. Then the
function Gβ defined by Formula (12) is the unique extremal function in Ap

1
corresponding to the zero-set {β}.

Proof. For 0 < p < 1, the function defined by Formula (12) is analytic in D.
Thus, the boundary-value problem (7) has a solution φ ∈ C2(D) in this case
also. In view of Lemma 6.1, we can then establish an analogue of Lemma 3.1
and use the representation for φ given in the second part of this lemma to
show that Gβ acts as an expansive multiplier on Ap

α for 0 < α ≤ 1. Thus,
by Theorem 4.2, we see that |Gβ(z)| ≥ 1 for all z ∈ ∂D. Hence, if f ∈ Ap

1
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and f(β) = 0, then f/Gβ ∈ Ap
1 and ‖f/Gβ‖p,α ≤ ‖f‖p,α. We use this last

property to show that Gβ is extremal.
Let f ∈ Ap

1 satisfy f(β) = 0 and ‖f‖p,α = 1, and assume that f is not
a constant multiple of Gβ. For every g in Ap

α, since |g|p is subharmonic,
|g(0)|p < ‖g‖p

p,α, unless g is constant. Thus since Gβ(0) > 0,

Re{f(0)}
Re{Gβ(0)}

≤
∣∣∣∣ f(0)
Gβ(0)

∣∣∣∣ < ‖f/Gβ‖p,α ≤ ‖f‖p,α = 1.

In other words, Re{f(0)} < Re{Gβ(0)}.
Thus, the only remaining competitors for the extremal property are con-

stant multiples of Gβ . But since we know that the extremal function
has norm 1 and is real and positive at the origin (see the remark after
Lemma 2.1), Gβ is the only possible candidate. �

We can now conclude that our main result holds for 0 < p < 1 also.

Theorem 6.3. For 0 < α ≤ 1 and 0 < p < 1, let G be an extremal function
in Ap

α corresponding to an Ap
α zero-set. Then G has no extraneous zeros in

D.
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