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It is shown that the fundamental solution to the Schrödinger equation on a $d$-dimensional sphere has an explicit description at times that are rational multiples of $\pi$. This leads to sharp $L^p$ estimates on the solution operator at those times. Analogous, though less explicit, results are obtained when spheres are replaced by Zoll manifolds, and when potentials are added.

1. Introduction.

Let $\Delta$ denote the Laplace-Beltrami operator on the $d$-dimensional sphere $S^d$, with its standard metric. The fundamental solution to the Schrödinger equation:

$$i\frac{\partial u}{\partial t} = \Delta u, \quad u(0, x) = \delta_p(x),$$

is a distribution on $\mathbb{R} \times S^d$ with fairly nasty behavior; its singular support is all of $\mathbb{R} \times S^d$. However, J. Rauch pointed out to me that when $d = 1$ and $t$ is a rational multiple of $\pi$ (we say $t \in \pi\mathbb{Q}$), then $e^{-it\Delta} \delta(x) \in \mathcal{D}'(S^1)$ is a finite sum of delta functions on $S^1$. Hence for such $t \in \pi\mathbb{Q}$, $e^{-it\Delta}$ is bounded on $L^p(S^1)$ for each $p \in [1, \infty]$. Here we work out an equally precise description of $e^{-it\Delta}$ on $\mathcal{D}'(S^d)$, for each $t \in \pi\mathbb{Q}$. From this follows a precise account of the $L^p$-Sobolev mapping properties of $e^{-it\Delta}$, for such $t$.

In §2 we will derive the basic identities for $e^{-it\Delta}$ on $\mathcal{D}'(S^d)$ when $t \in \pi\mathbb{Q}$. For such $t$ we express $e^{-it\Delta}$ in terms of solution operators to a wave equation. This leads to the sharp $L^p$-Sobolev estimates. Establishing sharpness is simply a matter of showing that certain coefficients in the formula for $e^{-it\Delta}$ do not vanish. This issue is settled in §3.

In §4 we discuss various extensions of these results. It is mentioned that another extension of the $S^1$ case is to $d$-dimensional tori, and that formulas there have a number-theoretical significance. We also discuss extensions to Zoll surfaces and to situations where a potential is added to the Laplace operator.
2. Basic identities.

For \( d = 1 \), we have the Fourier series representation for \( S(t, x) = e^{-it\Delta}\delta(x) \) at \( t = 2\pi m/n \):

\[
S(2\pi m/n, x) = \frac{1}{2\pi} \sum_{\nu=-\infty}^{\infty} e^{2\pi i \nu^2 m/n} e^{i\nu x}.
\]

(2.1)

If we set \( \nu = nj + \ell \) and produce a double sum over \( j \in \mathbb{Z}, \ell \in \{0, \ldots, n-1\} \), the sum over \( j \) becomes

\[
\sum_{j=-\infty}^{\infty} e^{injx} = \frac{2\pi}{n} \sum_{j=0}^{n-1} \delta_{2\pi j/n},
\]

(2.2)

and we obtain the distribution on \( S^1 = \mathbb{R}/(2\pi \mathbb{Z}) \):

\[
S(2\pi m/n, x) = \frac{1}{n} \sum_{j=0}^{n-1} G(m, n, j) \delta_{2\pi j/n}(x),
\]

(2.3)

with

\[
G(m, n, j) = \frac{1}{n} \sum_{\ell=0}^{n-1} e^{2\pi i (\ell^2 m + \ell j)/n}.
\]

(2.4)

Let us note that the sum is really over \( \ell \in \mathbb{Z}/(n) \). In particular we can replace \( \ell \) by \(-\ell\) and hence see that \( G(m, n, j) \) is even in \( j \). We also note that our formulas implicitly assume \( n > 0 \), but we need make no restriction on the sign of \( m \).

The following alternative presentation of (2.3) has some advantages: Set

\[
\Gamma(m, k, j) = \frac{1}{2k} G(m, 2k, j) = \frac{1}{2\pi} \sum_{\ell=0}^{2k-1} e^{\pi i (\ell^2 m + \ell j)/2k}.
\]

(2.5)

If we set \( n = 2k \) in (2.3), we have

\[
S(\pi m/k, x) = \sum_{j=0}^{2k-1} \Gamma(m, k, j) \delta_{\pi j/k}(x).
\]

(2.6)

These formulas will prove useful in our analysis of the higher-dimensional case.

We now consider \( e^{-it\Delta} \) on \( S^d \). As is common in analysis on spheres, we take

\[
A = \sqrt{-\Delta + \left( \frac{d-1}{2} \right)^2}.
\]

(2.7)
It is well-known that
\[
\text{Spec } A = \left\{ \frac{d-1}{2} + j : j = 0, 1, 2, \ldots \right\}.
\] (2.8)
In particular Spec \( A \subset \mathbb{Z} \) if \( d \) is odd and Spec \( A \subset \mathbb{Z} + \frac{1}{2} \) if \( d \) is even.

Now when Spec \( A \subset \mathbb{Z} \) we can analyze functions of the self-adjoint operator \( A \) by the formula
\[
\varphi(A) = \int_{S^1} \hat{\varphi}(t) \cos tA \, dt,
\] (2.9)
provided \( \varphi \) is even, with
\[
\hat{\varphi}(t) = \frac{1}{2\pi} \sum_{\nu=-\infty}^{\infty} \varphi(\nu) e^{i\nu t}.
\] (2.10)
This is easily confirmed via the spectral theorem and Fourier inversion, if \( \varphi : \mathbb{Z} \to \mathbb{C} \) is summable. Then a limiting argument gives it for any bounded (or even polynomially bounded) \( \varphi \) (yielding \( \hat{\varphi} \in \mathcal{D}'(S^1) \)), exploiting the smooth dependence on \( t \) of the family of operators \( \cos tA \), acting on \( \mathcal{D}'(S^d) \).

In particular we can apply (2.9) with \( \varphi(\nu) = \varphi_s(\nu) = e^{i\nu s/2} \). If \( s = m\pi/k \), then \( \hat{\varphi}_s \) is given by (2.1), with \( n = 2k \), so by (2.6) we have
\[
e^{\pi i(m/k)A^2} = \sum_{j=0}^{2k-1} \Gamma(m, k, j) \cos \frac{\pi j}{k} A,
\] (2.11)
yielding a formula for
\[
e^{-it\Delta} = e^{-it(d-1)^2/4} e^{itA^2}
\] (2.12)
at \( t = m\pi/k \), on \( \mathcal{D}'(S^d) \), when \( d \) is odd.

In case Spec \( A \subset \mathbb{Z} + \frac{1}{2} \), then Spec \( 2A \subset \mathbb{Z} \), and (2.9) applies with \( A \) replaced by \( 2A \). Taking \( \varphi(\nu) = \varphi_s(\nu) \) as before, we have
\[
e^{4\pi i(m/k)A^2} = \sum_{j=0}^{2k-1} \Gamma(m, k, j) \cos \frac{2\pi j}{k} A,
\] (2.13)
yielding a formula for \( e^{-it\Delta} \) at \( t = 4\pi m/k \) on \( \mathcal{D}'(S^d) \), valid for \( d \) even (and also for \( d \) odd).

Note that \( \cos tA \) is a solution operator for a hyperbolic PDE. In fact, given \( f \in \mathcal{D}'(S^d) \), \( u(t, x) = (\cos tA)f(x) \) solves
\[
u_{tt} - \left( \Delta - \left( \frac{d-1}{2} \right)^2 \right) u = 0, \quad u(0, x) = f(x), \quad u_t(0, x) = 0.
\] (2.14)
In particular, for each \( t \), \( \cos tA \) is a Fourier integral operator of order zero. Its mapping properties on \( L^p \) Sobolev spaces \( H^{s,p} \) are well-known (cf. [S3]), and by (2.11) and (2.13) they are shared by \( e^{-it\Delta} \) for each \( t \in \pi\mathbb{Q} \). Thus we have the following:
Proposition 2.1. Given $p \in (1, \infty)$, $s \in \mathbb{R}$, we have

$$e^{-\pi i (m/k) \Delta} : H^s_p(S^d) \to H^{s-(d-1)/2-1/p}_p(S^d).$$

Such estimates also hold in the endpoint cases $p = 1, \infty$, with $L^1$ replaced by the local Hardy space $h^1$ and $L^\infty$ replaced by bmo.

It is well-known that such a mapping property cannot be improved for $\cos t A$ when $0 < t < \pi$. We aim to show that (2.15) cannot be improved, with some obvious exceptions, noted in §3. In view of (2.11) and (2.13) this merely amounts to examining whether cancellations can arise. In fact (2.11) and (2.13) can be collapsed somewhat, to involve $\cos \mathfrak{t} \nu A$ with $\{\mathfrak{t} \nu\}$ running over $[0, \pi]$, without multiplicities. We take up the task of doing this.

3. Further analysis of the coefficients.

First look at (2.11), and note that $\Gamma(m, k, j)$, given by (2.5), is even in $j$ and periodic of period $2k$ in $j$, so $\Gamma(m, k, j) = \Gamma(m, k, 2k-j)$. Also, when $\text{Spec } A \subset \mathbb{Z}$, $\cos(2\pi - t) A = \cos t A$, so $\cos(\pi j/k) A$ is unchanged when $j$ is replaced by $2k-j$. Thus we have on $\mathcal{D}'(S^d)$ for $d$ odd:

$$e^{\pi i (m/k) A^2} = \Gamma(m, k, 0)I + \Gamma(m, k, k)P + 2 \sum_{j=1}^{k-1} \Gamma(m, k, j) \cos \frac{\pi j}{k} A. \quad (3.1)$$

Here $I$ is the identity operator and $P = \cos A$. When $A$ is given by (2.7) on $\mathcal{D}'(S^d)$, with $d$ odd, we have

$$P f(x) = (-1)^{(d-1)/2} f(-x). \quad (3.2)$$

Looking at (2.13), we also see that

$$e^{4\pi i (m/k) A^2} = \Gamma(m, k, 0)I + \Gamma(m, k, k)Q + 2 \sum_{j=1}^{k-1} \Gamma(m, k, j) \cos \frac{2\pi j}{k} A. \quad (3.3)$$

In this case $Q = \cos 2\pi A$. From (2.8) we see that $Q = (-1)^{d-1} I$. In other words,

$$e^{4\pi i (m/k) A^2} = \{\Gamma(m, k, 0) + (-1)^{d-1} \Gamma(m, k, k)\} I$$
$$+ 2 \sum_{j=1}^{k-1} \Gamma(m, k, j) \cos \frac{2\pi j}{k} A. \quad (3.4)$$

Now we have terms $\cos t_j A$, with $t_j \in (0, 2\pi)$, and we still want to cut the sum down. This time, use

$$\cos(2\pi - t) A = (\cos 2\pi A) \cos t A - (\sin 2\pi A) \sin t A. \quad (3.5)$$

As seen above, $\cos 2\pi A = (-1)^{d-1} I$, and meanwhile $\text{Spec } 2A \subset \mathbb{Z} \Rightarrow \sin 2\pi A = 0$, so we have $\cos(2\pi - t) A = (-1)^{d-1} \cos t A = - \cos t A$ if $d$ is even, which
we assume from here to the end of formula (3.8) below. To work on the sum
over \( j \) in (3.4), we consider separately two cases.

First suppose \( k = 2\nu \) is even. Then we can write the sum over \( 1 \leq j \leq k - 1 \) in (3.4) as

\[
\sum_{j=1}^{k/2-1} \{ \Gamma(m, k, j) - \Gamma(m, k, k - j) \} \cos \frac{2\pi j}{k} A + \Gamma(m, k, \nu) \cos \pi A.
\]  

(3.6)

Recalling that \( \text{Spec } A \subset \mathbb{Z} + \frac{1}{2} \) for \( d \) even, we have \( \cos \pi A = 0 \), so in this case we have

\[
e^{4\pi i (m/k)A^2} = \{ \Gamma(m, k, 0) - \Gamma(m, k, k) \} I
\]

\[
+ 2 \sum_{j=1}^{k/2-1} \{ \Gamma(m, k, j) - \Gamma(m, k, k - j) \} \cos \frac{2\pi j}{k} A.
\]

(3.7)

Next suppose \( k = 2\nu + 1 \) is odd. Then we have

\[
e^{4\pi i (m/k)A^2} = \{ \Gamma(m, k, 0) - \Gamma(m, k, k) \} I
\]

\[
+ 2 \sum_{j=1}^{(k-1)/2} \{ \Gamma(m, k, j) - \Gamma(m, k, k - j) \} \cos \frac{2\pi j}{k} A.
\]

(3.8)

To reiterate, (3.7) and (3.8) hold on \( \mathcal{D}'(S^d) \) for \( d \) even.

Now at this point there are no cancellations between terms in any of the formulas (3.1), (3.7), and (3.8). To be precise, suppose \( f \) is supported in a ball of radius \(< 1/2k \) in \( S^d \). Then, in each of these formulas, we have that the various terms \( \cos t_\nu A f \) that arise have disjoint singular support. There remains the issue of whether the coefficients of these various terms \( \cos t_\nu A \) might vanish. In fact, some do, and we now take up the question of exactly which coefficients vanish and which do not.

We mention some properties of \( \Gamma(m, k, j) \), whose proofs are given in [HB], and also in [T2]. First, \( \Gamma(m, k, j) \) can vanish sometimes. In fact

\[
\text{mk} + j \text{ odd} \implies \Gamma(m, k, j) = 0.
\]

(3.9)

Now let us set \( \Gamma(m, k) = \Gamma(m, k, 0) \). There is the following result of [HB]:

**Lemma 3.1.** Assume that \( m \) and \( k \) are relatively prime.

(i) If \( mk \) and \( j \) are even, then, with \( \mu \) solving \( \mu m = 1 \) mod \( k \),

\[
\Gamma(m, k, j) = e^{-\pi i (m/k)(j/2)^2 \mu^2} \Gamma(m, k).
\]

(3.10)

(ii) If \( mk \) and \( j \) are odd, then, with \( \nu \) solving \( 4\nu m = 1 \) mod \( k \),

\[
\Gamma(m, k, j) = e^{-4\pi i (m/k)} j^2 \Gamma(4m, k).
\]

(3.11)
Furthermore, in Cases (i) and (ii), respectively, we have

\[ |\Gamma(m, k)| = k^{-1/2}, \quad |\Gamma(4m, k)| = k^{-1/2}. \]

In particular, when \( m \) and \( k \) are relatively prime,

\[ mk + j \text{ even} \implies \Gamma(m, k, j) \neq 0. \]  

(3.13)

The results (3.9) and (3.13) specify precisely which coefficients arising in (3.1), for \( e^{\pi i (m/k)A^2} \) on \( \mathcal{D}'(S^d) \) with \( d \) odd, are nonvanishing, when \( m \) and \( k \) are relatively prime. It remains to look at the coefficients that arise in (3.7)-(3.8), describing \( e^{4\pi i (m/k)A^2} \) on \( \mathcal{D}'(S^d) \) for \( d \) even. Again we take \( m \) and \( k \) to be relatively prime. We consider three main cases, each having two subcases.

**Case (I):** \( m \) even, \( k \) odd.

\( j \) even \implies \( \Gamma(m, k, j) \neq 0 \) and \( \Gamma(m, k, k - j) = 0 \),

\( j \) odd \implies \( \Gamma(m, k, j) = 0 \) and \( \Gamma(m, k, k - j) \neq 0 \).

In both subcases, \( \Gamma(m, k, j) - \Gamma(m, k, k - j) \neq 0 \).

**Case (II):** \( m \) odd, \( k \) even.

\( j \) odd \implies \( \Gamma(m, k, j) = \Gamma(m, k, k - j) = 0 \),

\( j \) even \implies \( \Gamma(m, k, j) - \Gamma(m, k, k - j) \)

\[ = \{ e^{-\pi i (m/k)(j/2)^2 \mu^2} - e^{-\pi i (m/k)(k/2-j/2)^2 \mu^2} \} \Gamma(m, k). \]

We take a closer look at this expression. Recall that \( |\Gamma(m, k)| = k^{-1/2} \) in this case. Meanwhile the quantity in braces is equal to

\[ e^{-\pi i (m/k)(j/2)^2 \mu^2} \left[ 1 - e^{-\pi i (m/k)(k/2-jk/2)^2 \mu^2} \right]. \]

(3.14)

We look at the exponent in the last exponential in (3.14). Say \( \mu m = 1 + ak \), \( a \in \mathbb{Z} \). Then \( (\mu + bk)m = 1 + (a + bm)k = 1 + a_k k \), and since \( m \) is odd we can arrange that \( a_k \) be even. The quantity (3.10) is independent of the choice of \( \mu \) mod \( k \), so we can just assume \( a \) is even. Now the exponent mentioned above is seen to be the negative of

\[ \pi i \mu \left( \frac{k}{4} - \frac{j}{2} \right) + \pi i a \mu \left( \frac{k^2}{4} - \frac{jk}{2} \right), \]

so the quantity (3.14) vanishes if and only if \( k/4 - j/2 \) is an even integer.

**Case (III):** \( m \) odd, \( k \) odd.

\( j \) even \implies \( \Gamma(m, k, j) = 0 \) and \( \Gamma(m, k, k - j) \neq 0 \),

\( j \) odd \implies \( \Gamma(m, k, j) \neq 0 \) and \( \Gamma(m, k, k - j) = 0 \).
These considerations specify all the coefficients arising in (3.1), (3.7), and (3.8), except that (3.12) specifies \( \Gamma(m, k) \) (for \( m k \) even) only up to phase. Further specification can be found in [T2].

Having these formulas for \( e^{-it\Delta} \) when \( t \in \pi\mathbb{Q} \), we note that there are explicit formulas for the action of \( \cos tA \) on functions on \( S^d \). We write them down here (at least for \( d \) odd). Demonstrations can be found in Chapter 8 of [T1]. If \( d = 2\nu + 1 \) is odd, we have

\[
(\cos tA) f(x) = C_\nu \left( \frac{1}{\sin t} \frac{\partial}{\partial t} \right)^{\nu} (\sin^{2\nu-1} t \, J_x(t)),
\]

for \( 0 < t < \pi \), where \( J_x(t) \) is the mean value of \( f \) over the shell \( \Sigma_x(t) = \{ y \in S^d : \text{dist}(x, y) = t \} \),

\[
\Sigma_x(t) = \{ y \in S^d : \text{dist}(x, y) = t \},
\]

and where \( \text{dist}(x, y) \) denotes the spherical distance. Here \( C_\nu = 1/(2\nu-1)!! \), where \( (2\nu-1)!! = 3 \cdot 5 \ldots (2\nu-1) \). Note that the strong Huygens principle holds here; \( (\cos tA) \delta_p \) is supported on the shell \( \Sigma_p(t) \). If \( d = 2\nu \) is even, there is a formula in similar analogy to the solution to the wave equation on \( \mathbb{R} \times \mathbb{R}^d \) for \( d \) even; we refer to [T1] for details. Of course, in this case the strong Huygens principle fails, but the singular support of \( (\cos tA) \delta_p \) lies on \( \Sigma_p(t) \).

We apply the results of this section to demonstrate the sharpness of the operator regularity stated in (2.15), with a discrete set of exceptions. Some of the exceptions are apparent from the fact that \( \text{Spec}(-\Delta) = \{ j(j + d - 1) : j = 0, 1, 2, \ldots \} \), hence consists of integers (even integers if \( d \) is even). Thus \( e^{-\pi i t \Delta} = I \) on functions on \( S^d \) whenever \( d \) is odd and \( t \) is an even integer, and whenever \( d \) is even and \( t \) is an integer. We check this observation against the formulas (3.1) and (3.7)-(3.8). Doing so will produce another discrete set of \( t \)s for which \( e^{-\pi i t \Delta} \) is bounded on all the spaces \( H^{s,p}(S^d) \) and show that for all other \( t \in \mathbb{Q} \) the operator mapping properties given in (2.15) cannot be improved.

First suppose \( d \) is odd, so (3.1) applies. Assume \( m \) and \( k \) are relatively prime. The “wave contribution” is

\[
2 \sum_{j=1}^{k-1} \Gamma(m, k, j) \cos \frac{\pi j}{k} A.
\]

If \( k = 1 \), this sum is empty, and we have \( e^{\pi im A^2} = \Gamma(m, 1, 0) I + \Gamma(m, 1, 1) P \). When \( m \) is even, \( \Gamma(m, 1, 1) = 0 \) and we recover the observation made in the previous paragraph. If \( k = 2 \) in (3.1), then the sum (3.17) has one term, involving \( \Gamma(m, 2, 1) \), which vanishes, by (3.9), so \( e^{\pi i(m/2) A^2} = \Gamma(m, 2, 0) I + \Gamma(m, 2, 2) P \). Hence \( e^{-\pi i t \Delta} : H^{s,p}(S^d) \to H^{s,p}(S^d) \) for all \( s, p \) if \( d \) is odd and \( 2t \in \mathbb{Z} \). If \( k \geq 3 \) in (3.1), then the sum (3.17) contains terms involving the coefficients \( \Gamma(m, k, 1) \) and \( \Gamma(m, k, 2) \), and by (3.13) at least one of these terms is not zero, so (2.15) cannot be improved.
Next suppose $d$ is even, so (3.7) applies to $e^{-\pi it\Delta}$ if $t = 4m/k$ with $k$ even, and (3.8) applies if $k$ is odd. Assume $m$ and $k$ are relatively prime. This time the “wave contribution” is

$$
(3.18) \quad 2 \sum_{j=1}^{[(k-1)/2]} \{ \Gamma(m, k, j) - \Gamma(m, k, k-j) \} \cos \frac{2\pi j}{k} A.
$$

If $k = 1$ or $2$, this sum is empty. If $k = 4$, the sum (3.18) has one term, with coefficient $\Gamma(m, 4, 1) - \Gamma(m, 4, 3) = 0$. These results recover the observation that $e^{-\pi it\Delta} = I$ for $t \in \mathbb{Z}$. If $k \geq 3$ is odd, then Cases (I) and (III) show none of the terms in (3.18) vanish. If $k \geq 6$ is even, a check of Case (II) shows some of the terms in (3.18) can vanish, but in no cases do all of them vanish, so there are no further cases when (2.15) can be improved. In particular, for $k = 6$ one has $\Gamma(m, 6, 2) - \Gamma(m, 6, 4) \neq 0$ and for $k = 8$ one has $\Gamma(m, 8, 2) - \Gamma(m, 8, 6) \neq 0$.

4. Remarks and extensions.

Here we make several remarks on applications and extensions of the calculations made in §2.

Remark 1. The quantities $G(m, n, j)$ and $\Gamma(m, k, j)$ defined in (2.4)-(2.5), which arise in the calculation of $S(2\pi m/n, x)$, are Gauss sums, of interest in number theory. Another way to evaluate $S(2\pi m/n, x)$ is to take the free-space fundamental solution $S_0(t, x)$ giving $e^{-it\Delta}$ on $\mathbb{R} \times \mathbb{R}$ and sum its translates $S_0(t, x - 2\pi \nu)$, $\nu \in \mathbb{Z}$. Carrying this out yields a formula similar to (2.3), but with coefficients involving different Gauss sums. Comparing the calculations produces a straightforward and nifty proof of the reciprocity formula for Gauss sums:

$$
(4.1) \quad \sum_{\ell=0}^{n-1} e^{2\pi i \ell^2 m/n} e^{2\pi i \ell j/n} = \frac{1 + i}{2} \left( \frac{n}{m} \right)^{1/2} e^{-\pi ij^2/2mn} \sum_{\ell=0}^{2m-1} e^{-\pi i \ell^2 n/2m} e^{\pi ij \ell/m}.
$$

This formula was first derived (by different means) by Landsberg and Schaar, in the 1890s. Specializing to $j = 0$, $m = 1$ gives the classical formula

$$
(4.2) \quad \sum_{\ell=0}^{n-1} e^{2\pi i \ell^2/n} = \frac{1 + i}{2} (1 + i^{-n}) \sqrt{n},
$$

due to Gauss, used in one of his proofs of the quadratic reciprocity formula.
Remark 2. Another multidimensional extension of (2.3) involves $e^{itQ(D)}\delta(x)$ on the torus $\mathbb{T}^d = \mathbb{R}^d/(2\pi\mathbb{Z})^d$, where

\begin{equation}
Q(\xi) = \xi \cdot A\xi, \quad A^t = A \in G\ell(d, \mathbb{Z}), \quad \det A = \pm 1.
\end{equation}

Then $e^{itQ(D)}\delta(x)$ can be evaluated for $t \in \pi\mathbb{Q}$. Again two methods work. One involves Fourier series on $\mathbb{T}^d$. The other involves writing down the fundamental solution $S_0^Q(t, x)$ giving $e^{itQ(D)}$ on $\mathbb{R} \times \mathbb{R}^d$ and summing $S_0^Q(t, x + 2\pi\nu)$ over $\nu \in \mathbb{Z}^d$. Both produce finite linear combinations of delta functions supported on a lattice in $\mathbb{T}^d$, and comparing calculations produces reciprocity formulas for multivariate Gauss sums, obtained (by different means) in [K]. The reader can try this as an exercise, or see [T2] for details.

Remark 3. There are other extensions of the material presented above, arising from the fact that the identity (2.11) is valid whenever $A$ is a self-adjoint operator with spectrum contained in $\mathbb{Z}$. This can be applied as follows: Let $M$ be a $d$-dimensional Zoll manifold, a compact Riemannian manifold on which all geodesics have minimal period $2\pi$, and consider $H = -\Delta + V$, with positive, real-valued $V \in C^\infty(M)$. As shown in [CdV] (cf. also \S29.2 of [H]), there exists a positive, self-adjoint $A \in OPS^1(M)$ and $S \in OPS^{-1}$, commuting with each other (and with $H$) and $\alpha \in \mathbb{R}$, such that

\begin{equation}
\sqrt{-\Delta + V} = A + \alpha I + S, \quad \text{Spec } A \subset \mathbb{Z}.
\end{equation}

(Here $OPS^m(M)$ denotes the space of $m$th order pseudodifferential operators of classical type on $M$.) Then

\begin{equation}
\ e^{it(-\Delta + V)} = e^{it(\alpha^2 + 2AS + 2\alpha S + S^2)} e^{2i\alpha A} e^{itA^2}.
\end{equation}

Noting that $e^{itA}$ is a group of operators with the same Sobolev space mapping properties as used to prove Proposition 2.1, and that the first factor on the right side of (4.5) is a family of operators in $OPS^0(M)$, and applying (2.11) to $e^{itA^2}$ for $t \in \pi\mathbb{Q}$, we see that

\begin{equation}
\ e^{\pi i(m/k)(-\Delta + V)} : H^{s,p}(M) \rightarrow H^{s-(d-1)/2+1/p,p}(M),
\end{equation}

extending (2.15) to this context.

Remark 4. In [GGR] it is shown that, when $d = 1$, $e^{-it\Delta}$ does not map $L^p(S^1)$ to itself for any $p \neq 2$ when $t \notin \pi\mathbb{Q}$. By contrast with such an indication that $S(t, \cdot) \in D'(S^1)$ is less regular for $t \notin \pi\mathbb{Q}$ than for $t \in \pi\mathbb{Q}$, results in [KR] give a sense in which $S(t, \cdot) \in D'(S^1)$ is more regular for (most) $t \notin \pi\mathbb{Q}$ than for $t \in \pi\mathbb{Q}$. Here regularity is measured in the scale of Besov spaces $B_{s,\infty,\infty}^s(S^1)$. It is clear from Formula (2.3) that $S(t, \cdot) \in B_{-1,\infty,\infty}^{-1}(S^1)$ for $t \in \pi\mathbb{Q}$ and one cannot improve this. It is shown in [KR]
that, for a.e. $t \in \mathbb{R}$,
\begin{equation}
S(t, \cdot) \in B_{\infty, \infty}^{-s}(S^1), \quad \forall \ s > \frac{1}{2}.
\end{equation}

More precise results relate the best $s$ to the continued fraction expansion of $t/\pi$; see [KR] for details.

It is tempting to speculate that $S(t, \cdot) \in D'(S^1)$ is more regular in $B^{-s}_{p,p}(S^1)$ for rational than for irrational $t/\pi$ when $p < 2$ and more regular for irrational than for rational $t/\pi$ when $p > 2$. But at this point this is just a speculation.

**Remark 5.** We also mention the recent paper [BGT], dealing with the Schrödinger equation on a compact $d$-dimensional Riemannian manifold $M$. It is shown that, given $\varphi \in C^\infty_0(\mathbb{R})$, there exists $\alpha > 0$ such that, for $h \in (0, 1]$,
\begin{equation}
\|e^{-it\Delta} \varphi(h^2 \Delta)f\|_{L^\infty(M)} \leq C |t|^{-d/2}\|f\|_{L^1(M)}, \quad |t| \leq \alpha h.
\end{equation}
This is used to produce Strichartz estimates, leading to solvability results for nonlinear Schrödinger equations. In [BGT], the sharpness of some of their Strichartz estimates is verified in particular for $M = S^d$, with its standard metric.
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