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Let $G = SU(n, 1)$, $K = S(U(n) \times U(1))$, and for $l \in \mathbb{Z}$, let $\{\tau_l\}_{l \in \mathbb{Z}}$ be a one-dimensional $K$-type and let $E_l$ the line bundle over $G/K$ associated to $\tau_l$. In this work we prove that the resolvent of the Laplacian, acting on $C^\infty_c$-sections of $E_l$ is given by convolution with a kernel which has a meromorphic continuation to $\mathbb{C}$. We prove that this extension has only simple poles and we identify the images of the corresponding residues with $(\mathfrak{g}, K)$-submodules of the principal series representations. We show that for certain values of the parameters these modules are holomorphic (or antiholomorphic) discrete series.

1. Introduction.

In [9] the meromorphic continuation of the resolvent kernel of the Laplacian acting on functions was studied in the case of the so called Damek-Ricci spaces. These include, in particular, symmetric spaces of strictly negative curvature. This meromorphic continuation has simple poles and the residues are finite rank operators whose images can be explicitly described and their dimensions determined. In the present paper, we shall prove similar results in the case of the action of the Laplacian on line bundles over $\mathbb{CH}^n$. We use work by Shimeno on the theory of spherical functions in this context. We prove that in a certain open half-plane of $\mathbb{C}$, the resolvent is given by convolution with an explicit kernel and this has a meromorphic continuation to $\mathbb{C}$. We prove that this continuation has simple poles located at parameters of reducibility of certain principal series representations of $G$. The corresponding residues are convolution operators and their images are isomorphic to $(\mathfrak{g}, K)$-submodules of the principal series representations. For some values of the parameters, these modules are finite dimensional and for others they are holomorphic, antiholomorphic or limits of discrete series representations, hence infinite dimensional. This is in contrast with the case of the trivial $K$-type, studied in [9].

An outline of the paper is as follows: In Sections 2 and 3 we introduce notation and describe some results due mainly to Shimeno, to be used in
the rest of the paper. In Section 4 we study the meromorphic continuation of the resolvent kernel, and we describe the images of the residues as \((\mathfrak{g}, K)\)-submodules of the principal series. We show in particular that any holomorphic or anti-holomorphic representation occurs as image of a residue, as well as any limit of discrete series and any finite dimensional representation whose contain a one dimensional \(K\)-type. Moreover, in the last case, we also prove that this module is the kernel of the standard intertwining operator of the principal series representation.

We finally discuss in Section 5, in detail, the case when \(G = SU(1, 1)\).

This paper is part of my thesis work. I am very grateful to my advisor, R. Miatello, for his guidance and constant support. I also wish to thank J. Vargas for helpful conversations.

2. Preliminaries.

2.1. Basic notation. We begin by introducing notation that will be used throughout this paper. As is customary, we will denote a Lie group by an upper case letter and its Lie algebra by the corresponding lower case gothic letter.

If \(G = SU(n, 1)\), then the Lie algebra of \(G\) is given by \(\mathfrak{g} = \{X \in \mathfrak{sl}(n + 1, \mathbb{C}) : XJ + JX^t = 0\}\), where \(J = \begin{bmatrix} 0 & 0 & 1 \\ 0 & 1 & 0 \end{bmatrix}\).

Let \(\mathfrak{g} = \mathfrak{t} + \mathfrak{p}\) be the Cartan decomposition associated to the Cartan involution \(\theta(X) = X^t\). Thus
\[
\mathfrak{t} = \left\{ \begin{bmatrix} A & 0 \\ 0 & y \end{bmatrix} : A \in \mathfrak{u}(n), \text{tr}(A) + y = 0 \right\} \quad \text{and}
\]
\[
\mathfrak{p} = \left\{ \begin{bmatrix} 0 & b \\ \bar{b} & 0 \end{bmatrix} : b \in \mathbb{C}^n \right\}.
\]

If we put \(H_0 = \begin{bmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \end{bmatrix}\), it is easy to see that \(\mathfrak{a} = \mathbb{R}H_0\) is a maximal abelian subalgebra of \(\mathfrak{p}\) and \(\mathfrak{z} = \mathbb{R} \begin{bmatrix} i & 0 \\ 0 & -1 \end{bmatrix}\) is the center of \(\mathfrak{t}\), where \(i = \sqrt{-1}\). We have that \(\mathfrak{t} = \mathfrak{t}_s + \mathfrak{z}\), where \(\mathfrak{t}_s = [\mathfrak{t}, \mathfrak{t}]\) is the semisimple part of \(\mathfrak{t}\). Let \(M\) be the centralizer of \(A\) in \(K\), that is for \(n > 1\)
\[
M = \left\{ \begin{bmatrix} e^{is} & 0 & 0 \\ 0 & U & 0 \\ 0 & 0 & e^{is} \end{bmatrix} : U \in \mathfrak{U}(n - 1), \det(U)e^{2is} = 1 \right\}.
\]

If \(\mathfrak{t}\) is the set of diagonal matrices of \(\mathfrak{t}\), then \(\mathfrak{t}_c\) is a Cartan subalgebra of \(\mathfrak{g}_c\). The corresponding root system is
\[
\Delta = \{\gamma_{i,j} = \epsilon_i - \epsilon_j : 1 \leq i \neq j \leq n + 1\}
\]
where \(\epsilon_i(\text{Diag}(h_1, \ldots, h_{n+1})) = h_i\). We choose an ordering in the dual space of \(\mathfrak{t}\) such that the system of positive roots is \(\Delta^+ = \{\gamma_{i,j} : i < j\}\). Let \(\Delta_c\)
and $\Delta_n$ be the set of compact and noncompact roots respectively. We fix a bilinear form $B$ on $\mathfrak{g}$, given by a multiple of the Killing form of $\mathfrak{g}$ such that $B(H_0, H_0) = 1$, and for $\gamma \in t^*_c$ we denote by $H_\gamma$ the element of $t$ defined by $\gamma(H) = B(H, H_\gamma)$ for all $H \in t$. Denote by

$$t^- = \mathbb{R}H_{\gamma_1,n+1}, \quad \text{and} \quad t^+ = \{H \in t : \gamma_1,n+1(H) = 0\}.$$  

Since $\{\gamma_1,n+1\}$ is a basis of $\Delta_n$, we have that $t = t^- \oplus t^+$, and there exists an automorphism $c$ of $\mathfrak{g}_c$, such that $c$ maps $t^-$ bijectively to $\mathfrak{a}$, fixing $t^+$ (see [10, p. 281]). Therefore, $\mathfrak{h} = t^+ + \mathfrak{a}$ is a Cartan subalgebra of $\mathfrak{g}$, where

$$\mathfrak{h} = \left\{ H = \begin{bmatrix} \mathfrak{i}u_1 & 0 & \cdots & 0 \\ 0 & \ddots & \ddots & \vdots \\ 0 & \cdots & 0 & \mathfrak{i}u_n \\ t & 0 & \cdots & \mathfrak{i}u_1 \end{bmatrix} : \sum_{j=2}^{n} u_j + 2u_1 = 0, \quad t, u_j \in \mathbb{R} \right\}.$$  

Let $\varepsilon_j$ be the linear funcional on $\mathfrak{a}_c^*$ defined by

$$\varepsilon_1(H) = \mathfrak{i}u_1 + t, \quad \varepsilon_{n+1}(H) = \mathfrak{i}u_1 - t, \quad \text{and} \quad \varepsilon_j(H) = \mathfrak{i}u_j \quad (1 < j < n).$$  

Thus, with the natural ordering, the corresponding set of positive roots is

$$R^+ = \{\alpha_{ij} = \varepsilon_i - \varepsilon_{j+1} : 1 \leq i \leq j \leq n\}.$$  

We denote by $\Sigma$ the set of restricted roots of the pair $(\mathfrak{g}, \mathfrak{a})$, and we use a compatible ordering in the dual space of $\mathfrak{a}$. Hence, for $n > 1$, $\Sigma^+ = \{\alpha, \frac{1}{2}\alpha\}$ is the set of positive restricted roots, where $\alpha$ is the restriction of $\alpha_{1,n+1}$.

The corresponding root spaces are given by

$$\mathfrak{g}_{\alpha/2} = \left\{ \begin{bmatrix} 0 & \mathfrak{i}x & 0 \\ -x & 0 & \mathfrak{i}x \\ 0 & \mathfrak{i}x & 0 \end{bmatrix} : x \in \mathbb{C}^{n-1} \right\} \quad \text{and} \quad \mathfrak{g}_{\alpha} = \mathbb{R} \begin{bmatrix} -1 & 0 & 1 \\ 0 & 0 & 0 \\ 1 & 0 & 1 \end{bmatrix},$$  

and thus $m_{\alpha} = \dim \mathfrak{g}_{\alpha} = 1$ and $m_{\alpha/2} = \dim \mathfrak{g}_{\alpha/2} = 2(n-1)$.

We will identify the dual space $\mathfrak{a}_c^*$ with $\mathbb{C}$ under the correspondence $\nu = z^{1/2} \alpha \mapsto z$. In other words, since $\alpha(H_0) = 2$, we are identifying $\nu$ with $\nu(H_0)$. As usual, let $\rho$ be the linear functional on $\mathfrak{a}$ defined by $\rho(H) = \frac{1}{2} \sum_{\beta \in \Sigma^+} m_{\beta}\beta(H)$. Hence, under the above convention, $\rho$ is identified with $n$.

We denote by $W$ the Weyl group of $G$, and we note that in this case $W = \{\pm \text{Id}\}$.

If $A^+ = \{\exp(tH_0) : t > 0\}$, then we have the Cartan decomposition of $G$, $G = K \text{Cl}(A^+)K$. We take on $A$ the measure $da = dt$, on $K$ we use the Haar measure so that the total mass is one, and on $G$ we use the Haar measure such that

$$\int_{G} f(g)dg = \int_{K \text{A}^+K} \delta(t)f(k_1ak_2)dk_1dadk_2$$  

where $\delta(t) = 2^{2n-1}(\sinh t)^{2(n-1)}\sinh 2t$.  

For any \( g \in G \), let \( g = \kappa(g) \exp H(g)n(g) \) be the Iwasawa decomposition of \( g \).

2.2. Representations. We denote by \( \hat{K} \) and \( \hat{M} \) the set of irreducible unitary representations of \( K \) and \( M \), respectively. For \( l \in \mathbb{Z} \) let \( \tau_l \) be the one-dimensional representation of \( K \) associated to the character \( \chi_l \left( \begin{bmatrix} A & 0 \\ \text{det} A & y \end{bmatrix} \right) = y^l \). We note that every one-dimensional representation of \( K \) is of this form. We set \( \sigma_l = \tau_l|_M \).

For each \( l \in \mathbb{Z} \), we define \( m_\alpha(l) = 1 - 2l \), \( m_\alpha/2(l) = 2(n - 1) + 2l \), and \( \rho(l) = \frac{1}{2} \sum_{\beta \in \mathbb{R}^+} m_\beta(l)\beta \). Thus, under the above identification \( \rho(l) = n - l \) (see §2.1).

Let \( E_l \) denote the homogeneous line bundle over \( G/K \) associated with \( \tau_l \). We identify the space of \( C^\infty \)-sections of \( E_l \) with the space \( C^\infty(G/K; \tau_l) \) of \( C^\infty \)-functions on \( G \) such that \( f(xk) = \tau_l(k)^{-1}f(x) \) for any \( x \in G, k \in K \). We denote by \( D_l = D_l(G/K) \), the space of left invariant differential operators on \( G \) which leave \( C^\infty(G/K; \tau_l) \) invariant. We note that for \( l = 0 \), \( \tau_l \) is the trivial representation of \( K \), and \( D_0 = D(G/K) \). Recall that we have the isomorphism (see for instance [12, Thm. 2.1])

\[
D_l \cong U(\mathfrak{g})^K / U(\mathfrak{g})^K \cap U(\mathfrak{g})\mathfrak{t}_l
\]

where \( \mathfrak{t}_l = \{ X + \tau_l(X) \mid X \in \mathfrak{z} \} \).

Since \( \tau_l \) is a one-dimensional representation, \( \tau_l|_M \) is clearly multiplicity free (i.e., no constituent occurs twice), then by [1, Thm. 3] \( D_l \) is commutative.

Definition 2.1. A complex valued function \( f \) on \( G \) is said to be \( \tau_l \)-radial if \( f(k_1xk_2) = \tau_l(k_1)^{-1}f(x)\tau_l(k_2)^{-1} \) for all \( g \in G, k_1, k_2 \in K \).

The space of \( \tau_l \)-radial \( C^\infty \)-functions on \( G \) will be denoted by \( C^\infty_l(G) \). We note that \( C^\infty_l(G) \) is an algebra with the following convolution product:

\[
f \ast g(x) = \int_G f(y^{-1}x)g(y)dy.
\]

Let \( f^- \) denote the restriction to \( A^+ \) of a function \( f \in C^\infty_l(G) \). It follows from the Cartan decomposition \( G = KCL(A^+)K \) that \( f \in C^\infty_l(G) \) is determined by \( f^- \). For \( D \in U(\mathfrak{g}) \), we denote by \( \Delta_l(D) \) the \( \tau_l \)-radial component, that is, \( \Delta_l(D) \) is a differential operator on \( A^+ \) satisfying

\[
(Df)^- = \Delta_l(D)(f^-) \quad \forall f \in C^\infty_l(G).
\]

We will now recall some facts on the radial component of \( C \), the Casimir operator of \( \mathfrak{g}_c \) with respect to \( B \). Let \( X_1, \ldots, X_{2(n-1)} \) and \( X_0 \) be basis of \( \mathfrak{g}_{\alpha/2} \) and \( \mathfrak{g}_{\alpha} \) respectively, such that \( -B(X_i, \theta(X_j)) = \delta_{ij} \). Let \( \{ U_1, \ldots, U_r \} \) be an orthonormal basis of \( \mathfrak{m} \) with respect to \( -B_{\mathfrak{m}} \).
Proposition 2.2. If $f \in C_\infty^\infty(G)$ and $C_m$ denotes the Casimir element of $m$ with respect to $-B_m$, then

$$\Delta_l(C)f(a_t) = \left( \frac{d^2}{dt^2} - \tau_l(C_m) + ((2n - 1) \coth t + 2 \coth 2t) \frac{d}{dt} - \frac{l^2}{(\cosh t)^2} \right) f(a_t).$$

Proof. If we define, as usually, for $j = 0, \ldots, 2(n - 1)$

$$Z_j = 2^{-\frac{1}{2}}(X_j + \theta(X_j)), \quad Y_j = 2^{-\frac{1}{2}}(X_j - \theta(X_j)),$$

then, it is easy to see that

$$C = H_0^2 - C_m + \sum_{j=0}^{2(n-1)} Y_j^2 - \sum_{j=0}^{2(n-1)} Z_j^2.$$

Using arguments analogous to those in [13, p. 280] (see also [3, Lemma 22]), we can see that in our case we obtain for $f \in C_\infty^\infty(G/K)$:

$$Cf(a_t) = \frac{d^2}{dt^2}f(a_t) - \tau_l(C_m)f(a_t) + (2n - 1) \coth t + 2 \coth 2t \frac{d}{dt}f(a_t)$$

$$+ (\sinh t)^{-2} \sum_{j=1}^{2(n-1)} \tau_l(Z_j^2)f(a_t) + (\sinh 2t)^{-2}\tau_l(Z_0^2)f(a_t)$$

$$+ (\coth t)^2 \sum_{j=1}^{2(n-1)} f(a_t) \tau_l(Z_j^2) + (\coth 2t)^2 f(a_t) \tau_l(Z_0^2)$$

$$- 2(\sinh t)^{-1}(\coth t) \sum_{j=1}^{2(n-1)} \tau_l(Z_j)f(a_t)\tau_l(Z_j)$$

$$- 2(\sinh 2t)^{-1}(\coth 2t) \tau_l(Z_0)f(a_t)\tau_l(Z_0) - \sum_{j=0}^{2(n-1)} \tau_l(Z_j^2)f(a_t).$$

Here, we have used that $\alpha(H_0) = 2$, and therefore $\alpha(\log(a_t)) = 2t$.

On the other hand, it is easy to see that if $X = \begin{bmatrix} 0 & i \pi & 0 \\ -x & 0 & x \\ 0 & 0 & 0 \end{bmatrix} \in g_{\alpha/2}$, then

$$(X + \theta(X)) = \begin{bmatrix} 0 & 2ix \pi & 0 \\ -2x & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}.$$

Hence, by the definition of $\tau_l$, $\tau_l(Z_j) = 0$ for $j = 1, \ldots, 2(n - 1)$. We also have that $Z_0 = -i(E_{1,1} - E_{n+1,n+1})$, and then $\tau_l(Z_0) = il$. Therefore, the
above equation becomes
\[ Cf(a_t) = \frac{d^2}{dt^2}f(a_t) - \tau_l(C_m)f(a_t) + (2(n-1)\coth t + 2\coth 2t)\frac{d}{dt}f(a_t) - l^2 ((\sinh 2t)^{-2} + (\coth 2t)^2 - (\sinh 2t)^{-1}\coth 2t - 1) f(a_t) \]
and the last term of the right-hand side of the above equation equals \( \frac{l^2}{(\cosh t)^2} \), as was to be shown. □

Remark. In the case \( l = 0 \), a \( \tau_0 \)-radial function corresponds to a \( K \)-biinvariant function on \( G \), and Proposition 2.2 generalizes the formula for the action of \( \Delta(C) \) in this case given in [8, §1, p. 667].


Definition 3.1. If \( l \in \mathbb{Z} \) and \( \phi \) is a complex valued \( \tau_l \)-radial continuous function on \( G \), then \( \phi \) is said to be a \( \tau_l \)-spherical function if \( \phi(e) = 1 \) and \( D\phi = \chi(D)\phi \) for each \( D \in D_l \), with \( \chi(D) \in \mathbb{C} \).

We have the following description of the \( \tau_l \)-spherical functions (see for instance [12, Prop. 6.1]), as an Einsenstein Integral (see [13, 8.12.2]).

Proposition 3.2. For \( l \in \mathbb{Z} \), \( g \in G \) and \( \nu \in \mathfrak{a}^* \), define
\[ \Phi_{\nu,l}(g) = \int_K e^{-(\nu+\rho)(H(g^{-1}k))}\tau_l(k^{-1}\kappa(g^{-1}k))dk. \]
The function \( \phi_{\nu,l} \) is a \( \tau_l \)-spherical function on \( G \) and every \( \tau_l \)-spherical function is of this form, for some \( \nu \in \mathfrak{a}_c^* \). Furthermore, \( \phi_{\nu,l} = \phi_{\mu,l} \) if and only if \( \mu = s\nu \) for some \( s \in W \), and the map \( \nu \to \phi_{\nu,l}(g) \) is holomorphic for each \( g \in G \).

In order to give another characterization of \( \tau_l \)-spherical functions, we will recall some facts on the principal series representations of \( G \). Let \( P = MAN \) be the minimal parabolic subgroup of \( G \). For \( \nu \in \mathfrak{a}_c^* \) and \( l \in \mathbb{Z} \), let \( (\pi_{l,\nu},H_{l,\nu}^P) \) be the induced representation from \( P \) to \( G \) of the representation \( (\pi_{l,\nu},H_{\nu}) \) of \( P \), given by \( \pi_{l,\nu}(man)v = a(\nu+\rho)\sigma_l(m)v \).

Since \( [\tau_l : \sigma_l] = 1 \), by Frobenius reciprocity, \( \tau_l \) appears in the \( K \)-decomposition of \( H_{l,\nu}^P \), and then we can define \( 1_{l,\nu} \in H_{l,\nu}^P \) such that \( 1_{l,\nu | K} = \tau_l \). Moreover, we have that
\[ \langle \pi_{l,\nu}(g)1_{l,\nu},1_{l,\nu} \rangle = \int_K 1_{l,\nu}(k^{-1}g)\overline{1_{l,\nu}(k)}dk = \int_K e^{-(\nu+\rho)(H(g^{-1}k))}\tau_{-l}(k^{-1}\kappa(g^{-1}k))dk \]
This means that $\phi_{\nu,-l}(g) = \langle \pi_{\nu,l}(g)1_{\nu,l}, 1_{\nu,l} \rangle$, and so it can be shown that the restriction $\Phi_{\nu,l}^-\mathbb{C}$ of $\Phi_{\nu,l}$ to $A^+$ satisfies the differential equation:

$$\Delta_l(C)\Phi_{\nu,l}^- = \chi(\nu, l)\Phi_{\nu,l}^-$$

where $\chi(\nu, l) = \nu^2 - \rho^2 + \tau_l(C_m)$ ([13, p. 280]).

As in the case of the trivial $K$-type, these spherical functions are also related with hypergeometric functions, as we will now see.

**Proposition 3.3** ([11, Prop. 2.6]). Let $u(t) = 2\cosh t$, then we have that

$$u(t)^l \cdot (\Delta_l(C) + \rho^2 - \tau_l(C_m)) \cdot u(t)^{-l} = L(l) + \rho(l)^2$$

where $L(l) = \frac{d^2}{dt^2} + ((2n - 1)\coth t + (1 - 2l)\tanh t)\frac{d}{dt}$.

Using this proposition one can see that the function

$$\psi(t) = u(t)^l \Phi_{\nu,l}^-(\exp(tH_0))$$

is an even smooth function on $(0, +\infty)$ satisfying $\psi(0) = 1$ and

$$L(l)\psi = \lambda(\nu, l)\psi$$

where $\lambda(\nu, l) = \nu^2 - \rho(l)^2$. Furthermore, it is known that the Jacobi function

$$\phi_{\nu}^{(n-1,-l)} = 2F_1 \left( \frac{n-l+\nu, n-l-\nu}{2}, n, -(\sinh t)^2 \right)$$

is the unique solution satisfying these conditions (see [6, §2.1]). Therefore

$$\Phi_{\nu,l}(\exp tH_0) = (2\cosh t)^{-l}\phi_{\nu}^{(n-1,-l)}(t).$$

It can also be seen (see [6, p. 7] and [11, p. 384]) that for $\nu \notin -\mathbb{N}$, a second solution of (1) in $(0, +\infty)$ is given by

$$Q_{\nu,l}(t) = (2\cosh t)^{-l+\nu}(2n-1)\frac{d}{dt}$$

As a function of $\nu$, $\bar{Q}_{\nu,l}$ is holomorphic on $\mathbb{C} \setminus \mathbb{N}$, and for $\nu \notin \mathbb{Z}$, $\bar{Q}_{\nu,l}$ and $\bar{Q}_{-\nu,l}$ are linearly independent, and so, as in the case $l = 0$, we can write

$$2\cosh t)^l\Phi_{\nu,l}(\exp(tH_0)) = c(\nu, l)\bar{Q}_{-\nu,l}(t) + c(-\nu, l)\bar{Q}_{\nu,l}(t)$$

where

$$c(\nu, l) = \frac{2^{n-1}\Gamma(\nu)n!}{\Gamma(\nu+n+1)\Gamma(\nu+n-l)},$$

and if $\Re\nu > 0$, the asymptotic behavior of $\Phi_{\nu,l}$, as $t \to \infty$, is given by:

$$\Phi_{\nu,l}(\exp(tH_0)) \sim c(\nu, l) e^{t(\nu-\rho)}.$$
We will also need the following fact (see [4, Prop. 2.2]):

\[
\delta^{1/2}(\Delta_l(C) + \rho^2) \cdot \delta^{-1/2} = \frac{d^2}{dt^2} + \tau_l(C_m) + \sum_{\beta \in \mathbb{R}^+} \frac{1}{4} m_{\beta}(l)(2 - m_{\beta}(l) - 2m_{\beta}(l))4 \sinh(2t)^{-2}.
\]

With all these elements in place, we can adapt most of the arguments in [8, 9], to obtain generalizations of the results of [9, §3].

**Theorem 3.4.** If \( \nu \in \mathbb{C}, \nu \notin -\mathbb{N} \), then there exists a function \( Q_{\nu,l} \in C^\infty_{\text{c}}(G - K) \) with the following properties:

(a) \( \Delta_l(C)Q_{\nu,l} = \chi(\nu, l)Q_{\nu,l} \). \( Q_{\nu,l}(x) \) is holomorphic for \( \nu \notin -\mathbb{N} \) and if \( \nu \in -\mathbb{N} \), \( Q_{\nu,l}(x) \) has at most a simple pole.

(b) \( \Phi^-_{\nu,l} = c(-\nu, l)Q_{\nu,l}^- + c(\nu, l)Q_{-\nu,l}^- \).

(c) As \( t \to 0 \), \( Q_{\nu,l}(\exp(tH_0)) \sim d(\nu)t^{-2(n-1)}|\log t|^\delta_{n-1, l} \), for some meromorphic function \( d(\nu) \) on \( \mathbb{C} \), holomorphic if \( \nu \notin -\mathbb{N} \). Furthermore, if \( \nu \in \mathbb{C} \setminus -\mathbb{N} \), then \( Q_{\nu,l}(g) \) lies in \( L^1_{\text{loc}}(G) \), and if \( \text{Re} \nu > \rho \), \( Q_{\nu,l}(g) \) is \( L^1(G) \).

(d) \( \lim_{t \to 0^+} \delta(t) \frac{d}{dt}Q_{\nu,l}(\exp(tH_0)) = -2\nu c(\nu, l) \).

(e) If \( f \in C^\infty_{\text{c}}(G/K, \tau_l) \) and \( \nu \notin -\mathbb{N} \) then for \( \text{Re} \nu > \rho \)

\[
\int_G Q_{\nu,l}(x^{-1}y)(C - \lambda(\nu, l)1)f(y)dy = -2\nu c(\nu, l)f(x).
\]

**Proof.** Let \( Q_{\nu,l}(ka_tk') = \tau_l(k)u(t)^{-l}\tilde{Q}_{\nu,l}(t)\tau_l(k') \). As we noted before, since \( \tilde{Q}_{\nu,l} \) is a solution of \( L(l)g(t) = \lambda(\nu, l)g(t) \), \( Q_{\nu,l} \) is a solution of \( \Delta_l(C)f^- = \chi(\nu, l)f^- \).

It is clear from the definition that \( Q_{\nu,l} \in C^\infty_{\text{c}}(G \setminus K) \), and by the above observations, it satisfies (a). From our definition, it is also clear that (b) is equivalent to (3).

The proof of (c) is similar to that in the case of the trivial \( K \)-type, so it will be omitted (see [9]). Note that (2) implies that \( \tilde{Q}_{\nu,l}(t) \sim e^{-t(\nu+\rho)} \) when \( t \to \infty \), therefore \( Q_{\nu,l}(\exp(tH_0)) \sim e^{-(\nu+\rho)} \) when \( t \to \infty \). This fact allows us to prove (d) as in the case of \( l = 0 \).

In order to see (e), we first note that since if \( f \in C^\infty_{\text{c}}(G/K, \tau_l) \), so is \( L_{\nu-1} f \), then it suffices to see that

\[
\int_G Q_{\nu,l}(y)(C - \lambda(\nu, l))f(y)dy = -2\nu c(\nu, l)f(x).
\]

The left-hand side equals

\[
\int_0^\infty Q_{\nu,l}(ak_t)(C - \lambda(\nu, l)) \int_K \tau_l(k)f(ak_t) dk \delta(t) dt.
\]
If \( f \in C_c^\infty(\mathbb{G}/\mathbb{K}, \tau_1) \), then \( f^I(a_t) := \int_K \tau_1(k)f(ka_t)\,dk \) is a \( \tau_1 \)-radial function on \( G \). Hence we can replace \( C \) by its radial part to obtain
\[
\int_0^\infty \left( \delta^\frac{1}{2}(t)Q_{\nu,l}(a_t)\delta^\frac{1}{2}(t)\Delta_{l}(C)f^I(a_t) - \delta^\frac{1}{2}(t)\Delta_{l}(C)Q_{\nu,l}(a_t)\delta^\frac{1}{2}(t)f^I(a_t) \right) \,dt.
\]
Now using the radialization \( (6) \) and arguing as in [9, pp. 1225], we obtain that the above is equal to
\[
\int_0^\infty \frac{d}{dt} \left( \delta(t)Q_{\nu,l}(\exp(tH_0))\frac{d}{dt}f^I(a_t) - \delta(t)\frac{d}{dt}Q_{\nu,l}(\exp(tH_0))f^I(a_t) \right) \,dt.
\]
Therefore, looking at the asymptotic behavior as \( t \to 0 \), and as \( t \to \infty \), we obtain that the above integral equals \( \lim_{t \to 0^+} \delta(t)\frac{d}{dt}Q_{\nu,l}(\exp(tH_0))f^I(e) \). Then, using \( (d) \) we are done. \( \square \)

### 4. The residues of the resolvent kernel.

Let \( \tilde{R}(\lambda(\nu,l)) \) denote the kernel operator with kernel \( K_{\nu,l}(x,y):=-\frac{Q_{\nu,l}(x^{-1}y)}{2\nu c(\nu,l)} \) and let \( R(\lambda(\nu,l)) \) denote the resolvent of \( C \) acting on \( L^2(\mathbb{G}/\mathbb{K}, \tau_1) \). By Theorem 3.4, if \( \text{Re} \nu > \rho \), then \( \tilde{R}(\lambda(\nu,l)) = R(\lambda(\nu,l)) \).

Since \( \nu \mapsto K_{\nu,l} \) is defined also for \( \text{Re} \nu \leq \rho \), we are interested in \( \tilde{R}(\lambda(\nu,l)) \) acting on \( C_c^\infty(\mathbb{G}/\mathbb{K}, \tau_1) \) as a meromorphic continuation of \( R(\lambda(\nu,l)) \). In the next theorem, we will give a description of the singularities of \( \tilde{R}(\lambda(\nu,l)) \).

**Theorem 4.1.** \( \tilde{R}(\lambda(\nu,l)) \) has simple poles lying at \( \nu = \nu_{k,l}^\pm = -|l| - n - 2k, \ k \in \mathbb{N}_0, \) and \( \nu_{k,l}^+ = |l| - n - 2k, \) for \( k \in \mathbb{N}_0 \) such that \( |l| - n - 2k \geq 0 \). If \( \nu \) is a pole and we set, for \( f \in C_c^\infty(\mathbb{G}, \mathbb{K}, \tau_1) \), \( T_\nu(f) := \text{Res}_{z=\nu} \tilde{R}(\lambda(z,l))(f) \), then \( T_\nu(f) = p(\nu)f*\Phi_{\nu,-l} \).

**Proof.** We know that \( \Phi_{\nu,l}(g) \) is everywhere holomorphic as a function of \( \nu \). Hence, using \( (a) \) and \( (b) \) of Theorem 3.4, we find that the poles of \( K_{\nu,l} \) are precisely the zeros of \( 2\nu c(\nu,l) \).

Furthermore, it is easy to see from \( (4) \) that the zeros of \( c(\nu,l) \) are at \( \nu = \nu_{k,l}^\pm \), as in the statement of the theorem. On the other hand, we have that \( |\nu_{k,l}^\pm| < |\nu_{0,l}| \), when \( |l| > n \), so that \( \nu_{k,l}^\pm \) is defined. Hence \( \frac{Q_{\nu,l}}{2\nu c(-\nu,l)} \) is analytic at \( \nu_{k,l}^\pm \). Thus, for \( f \in C_c^\infty(\mathbb{G}/\mathbb{K}, \tau_1) \), using Theorem 3.4(b), we get that if \( \nu \) is a pole, then
\[
\text{Res}_{z=\nu} \tilde{R}(\lambda(z,l))(f) = p(\nu)f*\Phi_{\nu,-l},
\]
where \( p(\nu) = -\text{Res}_{z=\nu}(2\nu c(\nu,l)c(-\nu,l))^{-1} \). \( \square \)

Now we want to study the image of these operators, and in order to do this, we will introduce certain irreducible representations of \( K \), for \( n > 1 \).
For $p, q \in \mathbb{N}_0$, we denote by $V_{p,q}$, the set of harmonic polynomials in $z \in \mathbb{C}^n$ of bidegree $(p, q)$, and define on this space the action of $K$ given by

$$\tau_{l,p,q}(\begin{bmatrix} A & 0 \\ 0 & y \end{bmatrix}) f(z) = y^{q-p+1} f(t^l z A).$$

**Proposition 4.2** ([2, § 2]). Let $\tau$ be an arbitrary $K$-type which contains the $M$-type $\sigma_l$. Then there exist $p, q \in \mathbb{N}_0$ such that $\tau$ is equivalent with $V_{p,q}$.

Actually, if we put $F_{p,q}(z) = z_1^{2p} z_2^{2q} \frac{\Gamma(1-p-q)}{\Gamma(1-p)} f(-p, q, n-1, -|z_2|^2 + \cdots + |z_n|^2) / |z_1|^2$ then $F_{p,q} \in V_{p,q}$, and it is easy to see that $\tau_{l,p,q}(X) F_{p,q} = \sigma_l(X) F_{p,q}$ for $X \in M$.

For any $P \in \mathrm{Hom}_M(V_{p,q}, H_l)$ and $\nu \in \mathfrak{a}_c^*$ we can define a $K$-intertwining operator from $V_{p,q}$ to $H_l$ by $L(P, f, \nu)(g) = e^{-(\nu+\rho)H(g)} P(\tau_{l,p,q}(\kappa(g)^{-1}) f)$, for $f \in V_{p,q}$ (see [13, 8.11.4]). Furthermore, since $[\tau_{l,p,q} : \sigma_l] = 1$, we have that $f \mapsto L(P, f, \nu)$ is an injective $K$-intertwining operator.

Let $P$ denote the linear map from $V_{p,q}$ to $\mathbb{C}$ defined by $P(f) = f(1, 0, \ldots, 0)$. It is clear that $P \in \mathrm{Hom}_M(V_{p,q}, H_l)$, and then we have the related homomorphism $L(P, f, \nu)$. Let $\overline{V}_{p,q} \subset H_l^{\nu, l}$ denote the image of $V_{p,q}$ under this homomorphism and let $A(w, l, \nu) : H_l^{\nu, l} \mapsto H_l^{\nu, l}$ denote the standard intertwining operator, where $w = \mathrm{diag}(-1, -1, \ldots, 1) \in K$ is a representative of the nontrivial element of $W$.

In particular, from [2, § 3] we have that

$$A(w, l, \nu) L(P, F_{p,q}, \nu) = (-1)^{p+q} c_{\tau_{l,p,q}}(\sigma_l, \nu) L(P, F_{p,q}, -\nu)$$

where $c_{\tau_{l,p,q}}(\sigma_l, \nu)$ is given by

$$c_{\tau_{l,p,q}}(\sigma_l, \nu) = \frac{k \Gamma(\nu) \prod_{j=0}^{p-1}(\nu - n + l - 2j) \prod_{j=0}^{q-1}(\nu - n - l - 2j)}{\Gamma(\nu + n + l + 2p) \Gamma(\nu + n + l + 2q)}.$$

If $\nu \neq 0$, let $D^l_{\nu^*} = \{(p, q) \in \mathbb{N}_0^2 : c_{\tau_{l,p,q}}(\sigma_l, \nu) = 0\}$. If $(p, q) \in D^l_{\nu^*}$, it is clear that $L(P, F_{p,q}, \nu) \in \mathrm{Ker} A(w, l, \nu)$ which is a $G$-module. Hence $\overline{V}_{p,q} \subset \mathrm{Ker} A(w, l, \nu)$, and moreover, by Frobenius reciprocity and Proposition 4.2 we have that

$$\mathrm{Ker} A(w, l, \nu) = \oplus_{(p,q) \in D^l_{\nu^*}} \overline{V}_{p,q}.$$

It is easy to see that

$$D^l_{\nu^*} = \begin{cases} (p, q) \in \mathbb{N}_0^2 : p \leq k + \frac{l + |l|}{2}, \; q \leq k + \frac{|l| - l}{2} \end{cases},$$

and therefore $\mathrm{Ker} A(w, l, \nu^*) = \sum_{(p,q) \in D^l_{\nu^*}} \overline{V}_{p,q}$ is a finite dimensional $(\mathfrak{g}, K)$-module. It is clear that its restriction contains $\tau_l = \tau_{l,0,0}$.

For $\nu = 0$, since we know that $c(\nu, l)$ has a pole, we can consider the normalized intertwining operator $B(w, l, \nu) = \Gamma(\nu)^{-1} A(w, l, \nu)$; now, since
\[ \Gamma(\nu)^{-1}c_{\tau,\nu}(\sigma_l, \nu) \] is holomorphic at \( \nu = 0 \), then as in the other cases, we have that \( \ker B(w,l,0) = \sum_{(p,q) \in D_0^l} \tilde{V}_{p,q} \), where

\[ D_0^l = \left\{ (p,q) \in \mathbb{N}_0^2 : \Gamma(\nu)^{-1}c_{\tau,\nu}(\sigma_l, \nu)|_{\nu=0} = 0 \right\}. \]

We note that since \( \nu = 0 \) is a pole, then \(|l| - n = 2k\) with \( k \in \mathbb{N} \) and one can verify that

\[ D_0^l = \left\{ (p,q) \in \mathbb{N}_0^2 : p \leq k = \frac{l-n}{2} \right\}, \quad \text{if } l > 0, \]

\[ D_0^l = \left\{ (p,q) \in \mathbb{N}_0^2 : q \leq k = \frac{-l-n}{2} \right\}, \quad \text{if } l < 0. \]

It is well-known that \( H^\mu_P \) is equivalent to \( H^\mu_{\mathcal{P}} \) and the intertwining operator is \( R(w) \), where \( R \) is the right regular representation of \( G \). It is also known that if \( A(\mathcal{P}, P, \sigma_l, \nu) \) denotes the standard intertwining operator from \( H^\mu_P \) to \( H^\nu_{\mathcal{P}} \), then \( A(w,l,\nu) = R(w)A(\mathcal{P}, P, \sigma_l, \nu) \) (see [5, VII §4]).

Let \( V(\mu, l) \) denote the image of the residue of \( \tilde{R}(\lambda(\nu, l)) \) at \( \nu = \mu \), and \( V(\mu, l)_K \) the space of \( K \)-finite vectors in \( V(\mu, l) \). Now, using a generalization of Helgason’s theorem ([10, §7]), we can give a very explicit description of \( V(\mu, l)_K \).

**Theorem 4.3.** If \( \mu \) is a pole of \( \tilde{R}(\lambda(\nu, l)) \), then \( V(\mu, l)_K \) is a \((g, K)\)-module. This module is of finite dimension only in the case when \( \mu = \nu^+_k \) for \( k \in \mathbb{N}_0 \).

The modules corresponding to \( \mu = \nu^+_k \) are equivalent, as \((g, K)\)-modules, to holomorphic discrete series representations. Moreover, in the case when \( \mu = \nu^-_k \) and \( \mu = 0 \) these \((g, K)\)-modules are isomorphic to \( \ker A(w,l,\nu^-_k) \) and \( \ker B(w,l,0) \) respectively.

**Proof.** If \( f \in C_c^\infty(G/K, l) \) and \( x \in G \), by Theorem 4.1 we have that:

\[ T_{\nu^+_k}(f)(x) = p(\nu^+_k) f \ast \tilde{\phi}_{\nu^+_k,l,-}(x) \]

\[ = p(\nu^+_k) \left( \pi_{\nu^+_k,l}^{-1} \pi_{\nu^+_k,l}(f) 1_{\nu^+_k,l} \right). \]

Hence, \( V(\nu, l)_K \) is isomorphic to the \((g, K)\)-module generated by \( 1_{l,\nu} \), so we will now describe this module.

In order to do this, we will give a condition on \( \nu \) for \( 1_{l,\nu} \) to generate a finite dimensional \((g, K)\)-submodule of \( H^\mu_P \).

For \( \lambda \in \mathfrak{h}^*_c \) we define

\[ m_0 = \lambda(iX) \quad \text{and} \quad m_1 = \frac{2\langle \lambda, \alpha \rangle}{\langle \alpha, \alpha \rangle}, \]
where as in [10, 4.4], \( X = \begin{bmatrix} -1 & \frac{2}{\pi} \Id \\ \frac{2}{\pi} \Id & -1 \end{bmatrix} \).

If \( \lambda|_{\mathfrak{t}^1} = 0 \), then by [10, Prop 7.1], \( \lambda \) is dominant integral if and only if \( m_0 \) and \( m_1 \) are integers such that \( |m_0| \leq m_1 \) and \( (-1)^{m_0} = (-1)^{m_1} \).

We note that \( \{ \alpha, \varepsilon_1, \ldots, \varepsilon_n \} \) is a basis of \( \mathfrak{h}^*_c \), then straightforward calculation shows that if \( \lambda = a_1 \alpha + \sum_{i=2}^{n} a_i \varepsilon_i \in \mathfrak{h}^*_c \), then \( \lambda|_{\mathfrak{t}^1} = 0 \) if and only if \( a_2 = a_3 = \cdots = a_n \). Hence, if we denote \( \beta = \sum_{i=2}^{n} \varepsilon_i \), and \( \lambda = a_1 \alpha + a_0 \beta \), then we have that \( m_0 = -2a_0 \) and \( m_1 = 2a_1 \).

On the other hand, by [10, Thm. 7.2], \( \lambda = a_1 \alpha + a_0 \beta \), is a highest weight of a finite dimensional irreducible representation of \( G \), whose restriction to \( K \) contains the one-dimensional \( K \)-type \( \chi_{m_0} \) with multiplicity one.

Furthermore, in the proof of the theorem, we can see that this representation is equivalent to \( \text{Im} A(\mathcal{P}, P, \sigma_t, \mu) \), a subrepresentation of \( H^l_{\mathcal{P}} \), where \( \mu = \lambda |_{\mathfrak{a}} + \rho \).

Therefore, \( 1_{l, \nu} \) generates a finite dimensional \( G \)-submodule of \( H^l_{\mathcal{P}} \) (with highest weight \( \lambda \)) if and only if \( \nu = -\lambda |_{\mathfrak{a}} - \rho \), where \( \lambda = \frac{l}{2} \beta + (|l| + 2k) \frac{\alpha}{2} \).

We note that because of our identification, \( \nu = \nu_{k,l} \), as we want to show.

On the other hand, we have proved that \( \text{Ker} A(w, l, \nu_{k,l}^-) \) is a finite dimensional submodule of \( H^l_{\mathcal{P}} \) which contains \( 1_{l, \nu_{k,l}^-} \). We also know that \( H^l_{\mathcal{P}} \nu_{k,l}^- \) is equivalent to \( H^l_{\mathcal{P}} \nu_{k,l}^+ \), and it has only one irreducible representation ([5, p. 273]). Therefore, it is clear that the \((\mathfrak{g}, K)\)-submodule of \( H^l_{\mathcal{P}} \nu_{k,l}^- \) generated by \( 1_{l, \nu_{k,l}^-} \) is \( \text{Ker} A(w, l, \nu_{k,l}^-) \).

We will now study the case when \( \nu = \nu_{k,l}^+ \). We begin by observing that in the rank one case, [11, Thm. 5.1] states that if \( \lambda \in \mathfrak{a}_c^* \), \( \lambda = \nu \cdot \frac{\alpha}{2} \), with \( \nu \geq 0 \), then \( \Phi_{\lambda, l} \) belongs to \( L^2(G/K, \pi_l) \) if and only if

\[
\frac{\langle -\lambda - \rho(|l|), \alpha \rangle}{\langle \alpha, \alpha \rangle} \in \mathbb{N}.
\]

In particular, there exists \( \lambda \in \mathfrak{a}_c^* \) such that \( \Phi_{\lambda, l} \) belongs to \( L^2(G/K, \pi_l) \) if and only if \( |l| > n \). We note that (8) means that \( -\nu - (n - |l|) = 2k \) with \( k \in \mathbb{N} \), or equivalently, \( \nu = \nu_{k,l}^+ \) for some \( k \). Hence the \((\mathfrak{g}, K)\)-module generated by \( 1_{l, \nu} \) in \( H^l_{\mathcal{P}} \) is infinitesimally equivalent to a discrete series representation if and only if \( \nu = \nu_{k,l}^+ \).

Moreover, Shimeno proves in [11, Thm 5.10], that these are actually infinitesimally equivalent to holomorphic discrete series representations.

For \( \nu = 0 \), it is known that if \( H^l_{\mathcal{P}} \) is reducible, it is a sum of two inequivalent irreducible representations. These representations are called limits of discrete series. Since they are inequivalent and \( B(w, l, 0) \) is an intertwining
operator, it is easy to see that \( \text{Ker} B(w,l,0) \) is the \((g,K)\)-submodule of \( H_{P}^{l,0} \) generated by \( 1_{l,0} \), concluding the proof.

**Remark 4.4.** We wish to point out that every (irreducible) finite dimensional, discrete series, or limit of discrete series representation of \( G \), containing a one-dimensional \( K \)-type can be seen as a residue of the resolvent kernel. That is, if \( (\pi,H_\pi) \) is a finite dimensional representation of \( G \) containing a one-dimensional \( K \)-type \( \chi_m \), then there exists a line bundle over \( G/K \) such that this representation is isomorphic to the residue of the meromorphic continuation of the resolvent of the Casimir operator acting on that line bundle. In fact, if \( \lambda \) is the highest weight of \( \pi \), then by [10, Thm 7.2] \( \lambda = a\alpha + b\beta \), where \( a = |b| + k \). Then by the above, \( H_\pi \) is isomorphic to \( V_{k,2b} \), the image of the residue of \( R(\lambda(\nu,2b)) \) at \( \nu = \nu_{k,2b}^- \).

In the case that \( (\pi,H_\pi) \) is a discrete series, this implies that \( \Phi_{\lambda,m} \) belongs to \( L^2(G/K,\tau_m) \), and then by [11, Thm 5.1] \( \lambda = \nu_{k,m}^+ \). Hence, \( H_\pi \) is isomorphic to \( V(\nu_{k,m}^+,m) \).

Finally, if \( (\pi,H_\pi) \) is a limit of discrete series containing the one-dimensional \( K \)-type \( \tau_m \), it means that \( H_{P}^{l,0} \) is reducible, and so \( m \equiv n \mod 2 \) and \( |m| > n \) ([5, p. 621]). Thus, \( \tilde{H}_\pi \) is isomorphic to the image of the residue of \( R(\lambda(\nu,m)) \) at \( \nu = \nu_{[m-n,m]}^+ \).

**Remark 4.5.** We observe that \( \nu = 0 \) is not a pole of the resolvent kernel \( \tilde{R}_l(\lambda(\nu,l)) \), in the case when \( l = 0 \).

We will now use the Weyl dimension formula to calculate the dimension of the representation \( V(\nu_{k,l}^-) \). The fundamental weights of \( g_c \) are \( \Lambda_j = \epsilon_1 + \cdots + \epsilon_j \), \( 1 \leq j \leq n \), hence \( \alpha = \Lambda_1 + \Lambda_n \) and \( \beta = \Lambda_n - \Lambda_1 \). Hence, we are interested in the dimension of the \( g_c \)-module associated to \( \Lambda_{k,l} = \frac{l}{2} \beta + (\frac{|l|+2k}{2}) \alpha = (\frac{|l|-k}{2} + k) \Lambda_1 + (\frac{|l|+k}{2} + k) \Lambda_n \). Then we have that

\[
\dim(V_{k,l}) = \prod_{1 \leq i < j \leq n+1} \frac{\langle \Lambda_{k,l} + \rho, \epsilon_i - \epsilon_j \rangle}{\langle \rho, \epsilon_i - \epsilon_j \rangle} = \prod_{1 \leq j \leq n} \frac{|l|-j+k+j-1}{j-1} \cdot \prod_{1 \leq i \leq n} \frac{|l|+l+k+n+1-i}{n+1-i} \cdot \frac{1}{n} \left( \frac{|l|+l}{2} + \frac{|l|-l}{2} + 2k+n \right)
\]

and so

\[
\dim(V_{k,l}) = \left( \frac{|l|-l}{2} + k + n - 1 \right) \cdot \left( \frac{|l|+l}{2} + k + n - 1 \right) \cdot \frac{|l|+2k+n}{n}.
\]
5. The case $G = SU(1, 1)$.

We will consider now the case when $G = SU(1, 1)$. We shall see that the results will be entirely similar to those in the case of $SU(n, 1), n > 1$, but we shall analyze this case separately, because the notation and some of the definitions are different.

We have that $\theta(X) = X^t$ and $g = t + p$, where

$$\mathfrak{t} = \left\{ \begin{bmatrix} it & 0 \\ 0 & -it \end{bmatrix} : t \in \mathbb{R} \right\} \quad \text{and} \quad \mathfrak{p} = \left\{ \begin{bmatrix} 0 & b \\ \bar{b} & 0 \end{bmatrix} : b \in \mathbb{C} \right\}.$$

If $H_0 = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}$ and $a = \mathbb{R} H_0$, then $M = \{ \pm I \}$ and in this case, $\hat{K} = \{ \tau_l : l \in \mathbb{Z} \}$ and $\hat{M} = \{ 1, \epsilon \}$, where $\epsilon$ denotes the nontrivial character of $M$. Therefore, for each $\nu \in \mathbb{C}$ we have two principal series representations, $H_0^{\nu,+}$ and $H_0^{\nu,-}$ corresponding to 1 and $\epsilon$, respectively and $\tau_{l|m} = I$ if and only if $l \equiv 0 \pmod{2}$, $\tau_{l|m} = \epsilon$, otherwise. Now, Proposition 2.2 may be stated as follows:

$$\Delta_l(C) = \frac{d^2}{dt^2} + 2 \coth t \frac{d}{dt} + l^2 (\cosh t)^{-2}. \tag{9}$$

Furthermore, Proposition 3.3 becomes

$$u(t)^l \circ (\Delta_l(C) + \rho^2) \circ u(t)^{-l} = \frac{d^2}{dt^2} + (\coth(t) + (1 - 2l) \tanh t) \frac{d}{dt} + \rho(l)^2,$$

where $u(t) = 2 \cosh t$.

We now define a differential operator on $\mathbb{R}^+$, as in Proposition 3.3:

$$L(l) = \frac{d^2}{dt^2} + (\coth(t) + (1 - 2l) \tanh(t)) \frac{d}{dt}.$$

As in the case when $n > 1$, one can relate the spherical functions $\Phi_{\nu,l}$ with the solutions of $L(l)f = (\nu^2 - \rho(l)^2)f$, where $\rho(l) = 1 - l$ (see §2.1), and find that they are given by

$$\Phi_{\nu,l}(\exp(tH_0)) = (2 \cosh t)^{-l} \phi_{\nu}^{(0,-l)}(t).$$

In the same way, we can see that if we take the solution in (2) of the above equation for $n = 1$ and $\nu \notin -\mathbb{N}$, we get the following eigenfunction of $\Delta_l(C)$ on $A^+$:

$$Q_{\nu,l}(\exp tH_0)$$

$$= (2 \cosh(t))^{-(\nu+\rho(l))} \binom{1-l+\nu}{2}, \binom{1+l+\nu}{2}, 1+\nu, \cosh(t)^{-2}) \right)$$

which satisfies

$$(2 \cosh t)^l \Phi_{\nu,l}(\exp(tH_0)) = c(\nu, l)Q_{-\nu,l}(a_t) + c(-\nu, l)Q_{\nu,l}(a_t)$$
where
\[ c(\nu, l) = \frac{2^{1-l-\nu} \Gamma(\nu)}{\Gamma\left(\frac{\nu+1+l}{2}\right) \Gamma\left(\frac{\nu+1-l}{2}\right)}. \]

With all this in place, we can prove Theorem 3.4 in our case, obtaining in the same way the meromorphic continuation of the resolvent kernel \( K_{\nu,l}(x, y) = -\frac{Q_{\nu,l}(x^{-1}y)}{2\nu e(x^l y)} \), hence we have the following theorem, which gives results analogous to those in Theorem 4.1 and Theorem 4.3 in the present case.

**Theorem 5.1.** \( \tilde{R}(\lambda(\nu)) \) has simple poles lying at \( \nu = \nu_{k,l}^{\pm} \), where \( \nu_{k,l}^{-} = -|l| - 1 - 2k \), with \( k \in \mathbb{N}_0 \), and \( \nu_{k,l}^{+} = |l| - 1 - 2k \), with \( k \in \mathbb{N} \) such that \( |l| - 1 - 2k \geq 0 \). If \( \nu \) is a pole, \( \text{Res}_{\nu=l} \tilde{R}(\lambda(z))(f) = p(\nu) f * \tilde{\phi}_{\nu,-l} \).

Moreover, the rank of the residue of \( \tilde{R}(\lambda(\nu)) \) at \( \nu = \nu_{k,l}^{-} \) is a finite dimensional \((\mathfrak{g}, K)\)-module. The residues at \( \nu = \nu_{k,l}^{+} \) are infinitesimally equivalent to holomorphic discrete series representations.

**Proof.** Since the proof can be done as in the general case, we will only prove the representation theory assertion. As in the general case, we have that \( \phi_{\nu,-l}(g) = \langle \pi_{\nu,l} 1_{\nu,l}, 1_{\nu,l} \rangle \), where \( 1_{\nu,l}(k_{an}) = a^{-(\nu+\rho)} \tau(k)^{-1} \) belongs to \( H^{\nu,+} \) (resp. \( H^{\nu,-} \)) if \( l \) is even (resp. odd).

If we denote \( k(\theta) = \begin{bmatrix} e^{i\theta} & 0 \\ 0 & e^{-i\theta} \end{bmatrix} \), then \( \tau(k(\theta)) = e^{i\theta} \), and therefore \( 1_{\nu,l}(k(\theta)_{an}) = a^{-(\nu+\rho)} e^{i\theta} \). On the other hand, since \( \mathfrak{g} \) is isomorphic to \( \tilde{\mathfrak{g}} = sl(2, \mathbb{R}) \), for each \( \nu \in \mathbb{C} \), \( 1_{\nu,l} \) can be identified with the function of \( SL(2, \mathbb{R}) \) defined by
\[
\phi_{l}(\begin{bmatrix} e^{-it} & 0 \\ 0 & e^{it} \end{bmatrix} \begin{bmatrix} e^{2it} & 2it \\ 0 & 1 \end{bmatrix} \begin{bmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{bmatrix}) = e^{(\nu+1)t} e^{-i\theta}.
\]

This function belongs to \( H(\nu) = \{ f : SL(2, \mathbb{R}) \to \mathbb{C} : f(ank) = a^{\nu+1} f(k) \}, f_K \in L^2(K) \} \) (see [7, p. 116]) and the \((\mathfrak{g}, K)\)-modules of \( H^{\nu,\pm} \) generated by \( 1_{\nu,l} \) are isomorphic to the \((\tilde{\mathfrak{g}}, K)\)-modules of \( H(\nu) \) generated by \( \phi_{l} \).

We note that the difference in the sign (with [7]) is due to the different choices in the Iwasawa decompositions.

We thus have that \( V_{\nu_{k,l}^{-}} \approx \sum_{j=1}^{2l+1} \langle \phi_{-(|l|+2(k-j))} \rangle \), and therefore \( V_{\nu_{k,l}^{-}} \) is finite dimensional. If \( \nu_{k,l}^{+} \neq 0 \), then we obtain the discrete series:
\[
V_{\nu_{k,l}^{+}} \approx \begin{cases} \sum_{j \in \mathbb{Z}(2)} \langle \phi_j \rangle & l > 0 \\ \sum_{j \in \mathbb{Z}(2)} \langle \phi_j \rangle & l < 0. \end{cases}
\]
Finally, we can see that if $\nu = 0$ is a pole then $l$ is odd, and therefore we obtain the so called ‘Mock discrete series’ or limit of discrete series representations:

$$V_{0,l} \simeq \begin{cases} 
\sum_{j \equiv l(2) \leq -1} \langle \phi_j \rangle & l > 0 \\
\sum_{j \equiv l(2) \geq 1} \langle \phi_j \rangle & l < 0
\end{cases}$$

thus concluding the proof.

□
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