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# ORTHOGONAL FUNCTIONS IN $\boldsymbol{H}^{\boldsymbol{\infty}}$ 

Christopher J. Bishop


#### Abstract

We construct examples of $H^{\infty}$ functions $f$ on the unit disk such that the push-forward of Lebesgue measure on the circle is a radially symmetric measure $\mu_{f}$ in the plane, and we characterize which symmetric measures can occur in this way. Such functions have the property that $\left\{f^{n}\right\}$ is orthogonal in $H^{2}$, and provide counterexamples to a conjecture of W. Rudin, independently disproved by Carl Sundberg. Among the consequences is that there is an $f$ in the unit ball of $\boldsymbol{H}^{\infty}$ such that the corresponding composition operator maps the Bergman space isometrically into a closed subspace of the Hardy space.


## 1. Introduction

Let $H^{\infty}$ denote the algebra of bounded holomorphic functions on the unit disk $\mathbb{D}$, let $U$ be the closed unit ball of $H^{\infty}$ and let $U_{0}=\{f \in U: f(0)=0\}$. If $f \in H^{\infty}$ then it has radial boundary values (which we also call $f$ ) almost everywhere on the unit circle $\mathbb{T}$. We say that $f$ is orthogonal if the sequence of powers $\left\{f^{n}: n=0,1, \ldots\right\}$ is orthogonal, that is, if

$$
\int_{\mathbb{T}} f^{n} \bar{f}^{m} d \theta=0
$$

whenever $n \neq m$. In this paper we will characterize orthogonal functions in $H^{\infty}$ in terms of the Borel probability measure $\mu_{f}(E)=\left|f^{-1}(E)\right|$, where $|\cdot|$ denotes Lebesgue measure on $\mathbb{T}$, normalized to have mass 1 . We will also determine exactly which measures arise in this way. We say a measure is radial if $\mu(E)=\mu\left(e^{i \theta} E\right)$ for $-\infty<\theta<\infty$ and every measurable set $E$. We will prove:

Theorem 1.1. If $f \in U_{0}$ then $\left\{f^{n}: n=0,1, \ldots\right\}$ is an orthogonal sequence if and only if $\mu_{f}$ is a radial probability measure supported in the closed unit disk and

[^0]satisfying
\[

$$
\begin{equation*}
\int_{|z| \leq 1} \log \frac{1}{|z|} d \mu_{f}(z)<\infty \tag{1-1}
\end{equation*}
$$

\]

Moreover, given any measure $\mu$ satisfying these conditions there exists $f \in U_{0}$ such that $\mu=\mu_{f}$.

The result is motivated by the observation that if $f$ is an inner function (that is, $f \in H^{\infty}$ and $|f|=1$ almost everywhere on $\mathbb{T}$ ) with $f(0)=0$ then $\mu_{f}$ is normalized Lebesgue measure on $\mathbb{T}$ (Lemma 2.3) and $f$ is orthogonal since, if $m>n$,

$$
\int_{\mathbb{T}} f^{n} \bar{f}^{m} d \theta=\int_{\mathbb{T}} f^{n-m} d \theta=2 \pi f^{n-m}(0)=0
$$

At a 1988 MSRI conference Walter Rudin asked if the converse is true, that is, are multiples of inner functions the only orthogonal bounded holomorphic functions on the disk? In other words, is normalized Lebesgue measure on the circle the only radial measure which can occur as a $\mu_{f}$ ? Our characterization shows that many other symmetric measures can occur and hence provide counterexamples to Rudin's "orthogonality conjecture". The conjecture was independently disproved by Carl Sundberg [2003].

The simplest example of a measure satisfying Theorem 1.1 (other than Lebesgue measure on a circle) is to take $\mu$ to be Lebesgue measure on the union of two circles $\left\{z:|z|=\frac{1}{2}\right\} \cup\{z:|z|=1\}$, normalized to give each mass $\frac{1}{2}$. The corresponding function $f$ is orthogonal by the theorem, but is clearly not inner since $|f|=\frac{1}{2}$ on a subset of $\mathbb{T}$ of positive measure.

A more interesting example of a radial measure satisfying (1-1) is normalized area measure on the disk. Thus there is an $f \in U_{0}$ such that $\mu_{f}$ is normalized area measure. We will show (Lemma 6.1) that for any holomorphic $g$ on the disk, and $f \in U_{0}$ orthogonal,

$$
\begin{equation*}
\|g \circ f\|_{H^{p}}^{p}=\int_{\mathbb{D}}|g|^{p} d \mu_{f}+\mu_{f}(\mathbb{T})\|g\|_{H^{p}}^{p} \tag{1-2}
\end{equation*}
$$

and hence:
Corollary 1.2. There is an $f \in U_{0}$ such that for any analytic $g$ on $\mathbb{D}, g$ is in the Bergman space $A^{p}$, if and only if $g \circ f$ is in the Hardy space $H^{p}$, and the norms are equal.

Thus the subspace $M_{f}$ spanned by the powers of $f$ in $H^{2}$ is isomorphic to the Bergman space, and multiplication by $f$ on $M_{f}$ is isomorphic to multiplication by $z$ on the Bergman space. Since both spaces are Hilbert spaces, of course one is isomorphic to a subspace of the other, but it is perhaps a little surprising that this isomorphism can be accomplished with a composition operator. Similar statements
can be made for Bergman spaces with respect to radial weights $w d x d y=d \mu$ of finite mass which satisfy (1-1).

More generally, it would be interesting to know for which pair of spaces $X, Y$, of analytic functions on $\mathbb{D}$, there is an $f \in U_{0}$ such that $g \in X$ if and only if $g \circ f \in Y$, and to characterize such $f$ 's when they exist. The latter problem is interesting even when $X=Y$ (for example, see [Cima and Hansen 1990]). In Corollary 6.3 we characterize orthogonal functions with this property when $X=Y=H^{p}$ (it is true if and only if $\mu_{f}(\mathbb{T})>0$ ). In particular, all inner functions have this property (as claimed in [Cima and Hansen 1990]).

Paul Bourdon has pointed out that (1-2) implies that orthogonal functions $f$ where $\mu_{f}(\mathbb{T})>0$ give examples of composition operators with closed range. See [Cima et al. 1974/75] and [Zorboska 1994] for characterizations of such functions.

The radial symmetry of a "Rudin counterexample" has also been noted by Paul Bourdon [1997a]. He showed that $f$ is orthogonal if and only if the Nevanlinna counting function,

$$
N_{f}(w)=\sum_{f(z)=w} \log \frac{1}{|z|}
$$

is almost everywhere constant on each circle centered on the origin. He also showed that the answer to Rudin's question is "yes" if $f$ is univalent, and that if $f$ is orthogonal, the closure of the range of $f$ is a disk (since the range of $f$ equals the set where $N_{f}$ is positive). The Nevanlinna function $N_{f}$ is related to $\mu_{f}$ by the formula

$$
N_{f}(w)=\log \frac{1}{|w|}-\int \log \frac{1}{|z-w|} d \mu_{f}(z)
$$

(except possibly on a set of logarithmic capacity zero). This is due to W. Rudin [1967] but we shall give a proof for completeness (Lemma 3.1).

Corollary 1.3. If $f \in U_{0}$ is nonconstant and orthogonal then $N_{f}(w)=N(|w|)$ for all $w$ outside an exceptional set of zero logarithmic capacity, where

$$
N(r)=\int_{r}^{1} \frac{1-\mu(t)}{t} d t
$$

for some increasing function $\mu$ on $[0,1]$ such that $\mu(0)=0$ and $\mu(1)=1$, and $\int_{0}^{1} \mu(t) d t / t<\infty\left(\right.$ in fact,$\left.\mu(r)=\mu_{f}(D(0, r))\right)$. Moreover, for every such $N$ there is an $f \in U_{0}$ such that $N_{f}(w)=N(|w|)$ except possibly on a set of logarithmic capacity zero.

The first part of this is due to Paul Bourdon [1997b]. The condition on $N$ in the previous result has many equivalent formulations; for example, it holds if and only if $M(r)=N\left(e^{r}\right)$ on $(-\infty, 0]$ is concave up, has $M(0)=0$ and $\sup _{r<0} M(r)+r<$ $\infty$, or if $N(|z|)$ is subharmonic on $\mathbb{D} \backslash\{0\}$ and $N(|z|)+\log |z|$ is bounded above.

The behavior of the composition operator $C_{f}: g \rightarrow g \circ f$ can often be expressed in terms of $N_{f}$, for example, see [Shapiro 1987; Smith 1996; Smith and Yang 1998]. The result above provides radial examples with any desired rate of decay faster than $1-r$ as $r \rightarrow 1$.

If $f$ is orthogonal, then $f(0)=2 \pi \int f d \theta=0$, so $f$ cannot be an outer function. However, our construction can be modified to give:
Corollary 1.4. There is an orthogonal $f$ such that $f(z) / z$ is a nonconstant outer function.
Thus, not only are there orthogonal functions which are not inner, there are examples with only the most trivial possible inner factor. I do not know whether there is an example where $f(z) / z$ is bounded away from zero on $\mathbb{D}$ or which symmetric measures $\mu$ are of the form $\mu_{f}$ with $f(z) / z$ outer.

One can also construct examples with other properties. For example, $f \in U_{0}$ is said to be in the hyperbolic little Bloch class $\mathscr{B}_{0}^{h}$ if

$$
\lim _{|z| \rightarrow 1} \frac{\left(1-|z|^{2}\right)\left|f^{\prime}(z)\right|}{1-|f(z)|^{2}}=0
$$

(This is contained in the usual little Bloch space, where only the numerator is required to go to zero.) We will show (Lemma 5.2) that if $g$ is inner and $f \in H^{\infty}$ then $\mu_{f \circ g}=\mu_{f}$. Thus taking $g$ to be an inner function in the hyperbolic little Bloch class (which exists by a result of Wayne Smith [1998] and independently of Aleksandrov, Anderson and Nicolau [Aleksandrov et al. 1999]; also see [Cantón 1998]), we can deduce:
Corollary 1.5. Any of the measures in Theorem 1.1 is $\mu_{f}$ for some $f \in \mathscr{B}_{0}^{h}$.
Cima, Korenblum and Stessin [Cima et al. 1993] also identified symmetric properties of orthogonal functions and showed the answer to Rudin's question is "yes" if $f$ is Hölder of order $\alpha>\frac{1}{2}$ on $\mathbb{T}$. I do not know if there exists any (noninner) orthogonal function which is continuous up to the boundary, but expect that it might be possible to build one by modifying the construction in this paper. If there is a continuous orthogonal function, it would be very interesting to know if the result of Cima, Korenblum and Stessin is sharp, and if not, what the best modulus of continuity for such a function could be. What other natural conditions on an orthogonal function imply that it is actually inner?

The remaining sections are organized as follows:
Section 2: We describe some elementary properties of $\mu_{f}$ and prove it is radial if and only if $f$ is orthogonal.
Section 3: We prove Corollary 1.3 (given Theorem 1.1).
Section 4: We prove some results concerning the convergence of $\mu_{f}$.

Section 5: We prove Corollary 1.5 (given Theorem 1.1).
Section 6: We prove Corollary 1.2 (given Theorem 1.1).
Section 7: We construct a symmetric $\mu_{f}$ which is supported on two circles.
Section 8: We construct all examples supported in $\left\{\frac{1}{2} \leq|z| \leq 1\right\}$.
Section 9: We complete the proof of Theorem 1.1.
Section 10: We prove Corollary 1.4.

## 2. Elementary properties of $\boldsymbol{\mu}_{\boldsymbol{f}}$

We begin by recalling a few simple facts about analytic functions $f$ and their corresponding measures $\mu_{f}$. Many of these are well known but we include them for the convenience of the reader.
Lemma 2.1. If $f \in H^{\infty}$ then $\mu_{f}$ satisfies

$$
\int \log \frac{1}{|z|} d \mu_{f}(z)<\infty
$$

Proof. If $f$ has a zero of order $n$ at the origin, then $g(z)=f(z) / z^{n}$ is holomorphic on the unit disk and $|g|=|f|$ on $\mathbb{T}$, hence $\mu_{g}(A)=\mu_{f}(A)$ for any annulus $A=$ $\left\{z: r_{1} \leq|z| \leq r_{2}\right\}$. Thus

$$
\int \varphi(z) d \mu_{f}(z)=\int \varphi(z) d \mu_{g}(z)
$$

for any radial function $\varphi$. Using Fatou's lemma and the fact that $\log |g(z)|^{-1}$ is superharmonic on the disk (see [Garnett 1981, page 35]), we deduce

$$
\begin{aligned}
\int \log \frac{1}{|z|} d \mu_{f}(z) & =\int \log \frac{1}{|z|} d \mu_{g}(z)=\frac{1}{2 \pi} \int \log \left|g\left(e^{i \theta}\right)\right|^{-1} d \theta \\
& =\frac{1}{2 \pi} \int \lim _{r \rightarrow 1} \log \left|g\left(r e^{i \theta}\right)\right|^{-1} d \theta \\
& \leq \frac{1}{2 \pi} \lim _{r \rightarrow 1} \int \log \left|g\left(r e^{i \theta}\right)\right|^{-1} d \theta \leq \log |g(0)|^{-1}<\infty
\end{aligned}
$$

A similar estimate is true for other points, for example,

$$
\int \log \frac{1}{|z-a|} d \mu_{f}(z)<\infty
$$

In particular, this implies the well-known fact that the set where $f$ has radial limit $a$ must have measure zero.

Given an arc $I \subset \mathbb{T}$ we define the Carleson box with base $I$ to be

$$
Q=Q_{I}=\{z \in \mathbb{D}: z /|z| \in I, 1-|z| \leq|I|\} .
$$

A positive measure $\mu$ is a Carleson measure if there exists a $C<\infty$ such that $\mu\left(Q_{I}\right) \leq C|I|$, for every arc $I \in \mathbb{D}$.

Lemma 2.2. If $f \in U_{0}$ then $\mu_{f}$ is a Carleson measure with constant independent of $f$.

Proof. Define $\varphi(z)=\omega(z, Q, \mathbb{D} \backslash Q)$ for $z \in \mathbb{D} \backslash Q$ and $\varphi(z)=1$ for $z \in Q$. It is easy to see that $\omega(z, I, \mathbb{D}) \geq M^{-1}>0$ for every $z \in \partial Q \cap \mathbb{D}$ and some $M<\infty$ (independent of $I$ and $z \in \partial Q$ ), so the maximal principle implies

$$
\varphi(0) \leq M \omega(0, I, \mathbb{D}) \leq M|I|
$$

Let $f_{r}(z)=f(r z)$. Note that $\lim _{r \rightarrow 1} \varphi(f(r x))=\varphi(f(x))$ for almost every $x \in \mathbb{T}$, because $\varphi$ is continuous on the closed disk except at two points, and the set where $f$ has a radial limit equal to one of these has measure zero (by the remark following Lemma 2.1). So by the Lebesgue dominated convergence theorem,

$$
\begin{equation*}
\mu_{f}(Q) \leq \int \varphi d \mu_{f}=\frac{1}{2 \pi} \int \varphi \circ f d \theta=\lim _{r \rightarrow 1} \frac{1}{2 \pi} \int \varphi \circ f_{r} d \theta \tag{2-1}
\end{equation*}
$$

Since $\varphi$ is superharmonic on $\mathbb{D}$, it follows that $\varphi \circ f$ is too, so the right-hand side of $(2-1)$ is at most $\varphi(f(0))=\varphi(0) \leq M|I|$.

If $f(0) \neq 0$ then $\mu_{f}$ is still a Carleson measure, but with norm depending on $|f(0)|$.

One can think of the previous lemma as a weak version of the Littlewood subordination principle: that if $f$ is an analytic self-map of the disk then $g \in H^{p}$ implies $g \circ f \in H^{p}$ (with smaller or equal norm). Formally, this implies that if $f(0)=0$, then

$$
\int|g|^{p} d \mu_{f} \leq \frac{1}{2 \pi} \int_{\mathbb{T}}|g \circ f|^{p} d \theta=\|g \circ f\|_{H^{p}}^{p} \leq\|g\|_{H^{p}}^{p}
$$

for every $g \in H^{p}$. This implies that $d \mu_{f}$ is a Carleson measure with norm independent of $f$ (see, for example, [Garnett 1981, Theorem I.5.6]).

The following result appears in many places (for example, [Löwner 1923; Nordgren 1968, Lemma 1; Rudin 1980, page 405; Tsuji 1959, Theorem VIII.30]) and is sometimes called "Löwner's lemma". See [Fernández et al. 1996] and its references for various generalizations.

Lemma 2.3. If $f$ is an inner function such that $f(0)=0$, then $\mu_{f}$ is normalized Lebesgue measure on the unit circle.

Proof. It is enough to check that $\mu_{f}(I)=|I|$ for arcs. Let $I$ be an arc on the unit circle and let $\varphi(z)=\omega(z, I, \mathbb{D})$. Then $\varphi \circ f$ is bounded and harmonic, and takes radial boundary values 1 and 0 almost everywhere ( 1 almost everywhere that $f$ has
radial limit in $I$, and 0 almost everywhere that $f$ has radial limit outside $I$ ). Thus

$$
|I|=\varphi(0)=\varphi(f(0))=\frac{1}{2 \pi} \int_{f^{-1}(I)} d \theta=\mu_{f}(I)
$$

As noted before, the following lemma is similar to results in [Bourdon 1997a] and [Cima et al. 1993].

Lemma 2.4. Suppose $f \in H^{\infty}$. Then the measure $\mu_{f}$ is radial if and only if $\left\{f^{n}\right\}$ is orthogonal.

Proof. If $\mu_{f}$ is radial, it can be written so that

$$
\int g(z) d \mu_{f}(z)=\int_{0}^{2 \pi} \int_{0}^{\infty} g\left(r e^{i \theta}\right) d \theta d v(r)
$$

for every $g \in C_{c}\left(\mathbb{R}^{2}\right)$, the set of continuous functions of compact support defined on $\mathbb{R}^{2}$, and for some measure $v$ on $(0, \infty)$. Thus

$$
\int_{\mathbb{T}} f^{n} \bar{f}^{m} d \theta=\int_{\mathbb{C}} z^{n} \bar{z}^{m} d \mu_{f}(z)=\int_{0}^{\infty} \int_{0}^{2 \pi} r^{n+m} e^{i(n-m) \theta} d \theta d \nu(r)=0
$$

if $n \neq m$, so $f$ is orthogonal. Conversely, if $f$ is orthogonal, then $\mu_{f}$ satisfies

$$
\int_{\mathbb{C}} z^{n} \bar{z}^{m} d \mu_{f}(z)=\int_{0}^{2 \pi} \int_{0}^{\infty} r^{n+m} e^{i(n-m) \theta} d \mu_{f}\left(r e^{i \theta}\right)=0
$$

for $n \neq m$. Thus

$$
\int_{\mathbb{C}} P(z, \bar{z}) d \mu_{f}(z)=\int_{\mathbb{D}} \sum_{n} a_{n, n} r^{2 n} d \mu_{f}(z)
$$

for any polynomial $P(z, \bar{z})=\sum_{n, m} a_{n, m} z^{n} \bar{z}^{m}$ in $z$ and $\bar{z}$, and hence

$$
\int_{\mathbb{C}} P(\lambda z, \bar{\lambda} \bar{z}) d \mu_{f}(z)=\int_{\mathbb{C}} P(z, \bar{z}) d \mu_{f}(z)
$$

for any $|\lambda|=1$. Since polynomials in $z$ and $\bar{z}$ are dense in the continuous functions on the closed unit disk, we deduce that

$$
\int_{\mathbb{D}} g(z) d \mu_{f}(z)=\int_{\mathbb{D}} g(\lambda z) d \mu_{f}(z)
$$

for any $g \in C_{c}\left(\mathbb{R}^{2}\right)$ and any $|\lambda|=1$. This implies $\mu_{f}$ is radial.
The following lemma greatly simplifies the construction of the basic example, where $\mu_{f}$ is supported on two circles. It says that if we can construct an example where $\mu_{f}$ is radial on the smaller circle, then it automatically looks like Lebesgue measure on the larger one.

Lemma 2.5. Suppose $f$ lies in $\vartheta_{0}$, and $\mu_{f}$ is supported on the circles $C_{1 / 2} \cup C_{1}=$ $\left\{|z|=\frac{1}{2}\right\} \cup\{|z|=1\}$. If $\mu_{f}$ restricted to $C_{1 / 2}$ is a multiple of Lebesgue 1-dimensional measure, then so is $\mu_{f}$ restricted to $C_{1}$.

Proof. Suppose $u$ is any bounded harmonic function on $\mathbb{D}$. Then $v(z)=u(f(z))$ is also bounded and harmonic on $\mathbb{D}$ and $u(0)=v(0)$. Thus

$$
\begin{aligned}
u(0)=v(0) & =\frac{1}{2 \pi} \int_{0}^{2 \pi} u\left(f\left(e^{i \theta}\right)\right) d \theta=\int u(z) d \mu_{f}(z) \\
& =\int_{C_{1 / 2}} u(z) d \mu_{f}(z)+\int_{C_{1}} u(z) d \mu_{f}(z) \\
& =\mu_{f}\left(C_{1 / 2}\right) u(0)+\int_{C_{1}} u(z) d \mu_{f}(z)
\end{aligned}
$$

Hence $\int_{C_{1}} u d \mu_{f}=\mu_{f}\left(C_{1}\right) u(0)$ for any bounded harmonic function $u$ on $\mathbb{D}$. This easily implies that $\mu_{f}$ restricted to $C_{1}$ is a multiple of Lebesgue measure on $C_{1}$.

The same proof gives the following generalization of Lemma 2.5.
Lemma 2.6. Suppose $f \in U_{0}$. Then $\mu_{f}$ restricted to the unit circle is of the form $\frac{1}{2 \pi}(1-g(\theta)) d \theta$, where $g$ is the balayage of $\mu_{f}$ onto the circle, that is,

$$
g(\theta)=\int_{\mathbb{D}} P_{z}(\theta) d \mu_{f}(z)
$$

where $P_{z}(\theta)$ is the Poisson kernel for $\mathbb{D}$ with respect to the point $z$.

## 3. The Nevanlinna counting function

For $f \in H^{\infty}$, the Nevanlinna counting function is defined to be

$$
N_{f}(w)=\sum_{f(z)=w} \log \frac{1}{|z|}
$$

If $f \in U_{0}$ then $N_{f}(w) \leq \log |w|^{-1}$. Clearly this is just the Green's function for the Riemann surface associated to $f$ (projected to the plane by summing over sheets). Since $\mu_{f}$ is the projection of harmonic measure for the Riemann surface, the following is analogous to the standard result for Green's functions of planar domains. Let $\Delta=\partial_{x}^{2}+\partial_{y}^{2}$ denote the Laplacian and let $\delta_{0}$ be the Dirac mass at the origin.

Lemma 3.1 [Rudin 1967]. If $f \in U_{0}$ then $\Delta N_{f}=-\delta_{0}+\mu_{f}$ in the sense of distributions, and

$$
\begin{equation*}
N_{f}(w)=\log \frac{1}{|w|}-\int \log \frac{1}{|z-w|} d \mu_{f}(z) \tag{3-1}
\end{equation*}
$$

for all $w$, except possibly for an exceptional set $E$ of logarithmic capacity zero where " $<$ " holds.

The exceptional set is required. For example, if $f$ is the universal covering map of $\mathbb{D}$ minus a compact set $E$ of zero logarithmic capacity, $f$ is an inner function, $\mu_{f}$ is normalized Lebesgue measure on the circle and $N_{f}(z)=\chi_{\mathbb{D} \backslash E}(z) \log |z|^{-1}$.
Proof. For $0<r<1$, let $f_{r}(z)=f(r z)$ and let $\gamma_{r}=f_{r}(\mathbb{T})$. If we choose $r$ so that $f^{\prime}$ never vanishes on the circle of radius $r$, then $\gamma_{r}$ is a smooth curve and it is easy to check using Green's theorem that $\Delta N_{f_{r}}=-\delta_{0}+\mu_{f_{r}}$. To see that (3-1) holds for $\mu_{f_{r}}$, note that both sides of the equation have the same distributional Laplacian, so they differ by a harmonic function. $N_{f_{r}}$ vanishes outside the unit disk by definition, and the right side of (3-1) vanishes there because $\mu_{f_{r}}$ evaluates harmonic functions at 0 . Hence the difference between the left and right sides is the constant zero function.

For any smooth $\varphi$ with compact support,

$$
\int N_{f_{r}} \Delta \varphi d x d y=-\varphi(0)+\int \varphi d \mu_{f_{r}}
$$

We shall see later that $\mu_{f_{r}}$ weakly converges to $\mu_{f}$ (Corollary 4.4), and clearly $N_{f_{r}} \nearrow N_{f}$ as $r \nearrow 1$. Thus taking $r \rightarrow 1$ and applying the monotone convergence theorem we get

$$
\int N_{f} \Delta \varphi d x d y=-\varphi(0)+\int \varphi d \mu_{f}
$$

This proves the first claim of the lemma. Next we verify (3-1).
We already know that if we replace $f$ by $f_{r}$ then we have equality in (3-1) for all $z$ and as $r \rightarrow 1$, and we know $N_{f_{r}}(z) \nearrow N_{f}(z)$ for all $z$. Thus the question reduces to whether

$$
\begin{equation*}
U_{r}(w) \rightarrow U_{1}(w) \text { as } r \rightarrow 1 \tag{3-2}
\end{equation*}
$$

for all $w$ except a set $E$ of logarithmic capacity zero, where

$$
U_{r}(w)=\int \log \frac{1}{|z-w|} d \mu_{f_{r}}(z)
$$

Note that $U_{r}$ is decreasing in $r$, by the superharmonicity of $\log |f|^{-1}$, and that $U_{1}$ is bounded below by $-\log 2$, since $|z-w|<2$ for points in the unit disk.

To prove that (3-2) holds, we follow the proof of Frostman's theorem (see [Garnett 1981, Theorem II.6.4], for example). Suppose $\sigma$ is a measure such that $V(z)=\int \log |z-w|^{-1} d \sigma(z)$ is bounded. It suffices to show $\sigma(E)=0$. By Fatou's lemma

$$
\lim _{r \rightarrow 1} \int \log \frac{1}{|z-w|} d \mu_{f_{r}}(z) \geq \int \log \frac{1}{|z-w|} d \mu_{f}(z)
$$

so $\lim _{r \rightarrow 1} U_{r}(w) \geq U_{1}(w)$ for all $w$. On the other hand, by Fatou's lemma, Fubini's theorem and the Lebesgue dominated convergence theorem,

$$
\begin{aligned}
\int_{E} \lim _{r \rightarrow 1} U_{r}(w) d \sigma(w) & \leq \lim _{r \rightarrow 1} \int_{E} U_{r}(w) d \sigma(w) \\
& =\lim _{r \rightarrow 1} \frac{1}{2 \pi} \int_{0}^{2 \pi} V\left(f\left(r e^{i \theta}\right)\right) d \theta=\frac{1}{2 \pi} \int_{0}^{2 \pi} V\left(f\left(e^{i \theta}\right)\right) d \theta \\
& =\frac{1}{2 \pi} \int_{0}^{2 \pi} \int_{E} \log \frac{1}{\left|f\left(e^{i \theta}\right)-w\right|} d \sigma(w) d \theta=\int_{E} U_{1}(z) d \sigma(w) .
\end{aligned}
$$

Thus we must have $\lim _{r \rightarrow 1} U_{r}(w)=U_{1}(w)$ except on a set of zero $\sigma$ measure.
Lemma 3.1 clearly implies that $\mu_{f}$ is radial if and only if $N_{f}$ is (except for the exceptional set). Thus we see that $\left\{f^{n}\right\}$ is an orthogonal sequence if and only if $\mu_{f}$ is radial, if and only if $N_{f}$ is radial, except on a set of logarithmic capacity zero. This gives an alternate approach to the results of Bourdon [1997a].

We can also compute exactly which radial functions can occur as $N_{f}$ for some $f \in U_{0}$. Note that

$$
\frac{1}{2 \pi} \int_{0}^{2 \pi} \log \frac{1}{\left|r e^{i \theta}-w\right|} d \theta= \begin{cases}\log (1 /|w|) & \text { if } r \leq|w| \\ \log (1 / r) & \text { if } r \geq|w|\end{cases}
$$

Thus if $\mu_{f}$ is radial and we set $\mu(r)=\mu_{f}(D(0, r))$, then

$$
N_{f}(w)=\log \frac{1}{|w|}-\int \log \frac{1}{|z-w|} d \mu_{f}(z)=\int_{|w|}^{1} \frac{1-\mu(r)}{r} d r
$$

Moreover, the integral condition

$$
\int_{\mathbb{D}} \log \frac{1}{|z|} d \mu<\infty
$$

becomes

$$
\int_{0}^{1} \mu(r) \frac{d r}{r}<\infty
$$

Thus Theorem 1.1 implies the following corollary.
Corollary 3.2. Suppose $N(r)=\int_{r}^{1}(1-\mu(t)) d t / t$ for some increasing function $\mu$ such that $\int_{0}^{1} \mu(r) d r / r<\infty$, with $\mu(0)=0$ and $\mu(1)=1$. Then there is an $f \in U_{0}$ such that $N_{f}(z)=N(|z|)$ except on a set of zero logarithmic capacity.

For example, if $\mu_{f}$ is normalized area measure on the unit disk then $\mu(r)=r^{2}$ and $N_{f}(z)=\log 1 / r-(1-r) \approx(1-r)^{2}$ as $r \rightarrow 1$.

## 4. Weak* convergence of $\boldsymbol{\mu}_{\boldsymbol{f}}$

We will obtain the functions $f$ in Theorem 1.1 by a "cut and paste" construction of the corresponding Riemann surface. What this means is that we shall build a sequence of nested Riemann surfaces $R_{0} \subset R_{1} \subset R_{2} \subset \cdots \subset \bigcup R_{n}=R$ by identifying subdomains of the unit disk along common boundary arcs. The projection of $R$ into the unit disk is a bounded holomorphic function on $R$, and hence $R$ must be hyperbolic, that is, its universal covering space is the unit disk $\mathbb{D}$. The desired map will be the covering map $f: \mathbb{D} \rightarrow R$ followed by the projection into the disk and the corresponding measure $\mu_{f}$ is simply the harmonic measure for the surface $R$, projected into the plane. In fact, we shall abuse notation and consider the covering map $f: \mathbb{D} \rightarrow R$ as actually mapping into the complex numbers (that is, we identify the covering map and this map followed by the projection into the plane). By a similar abuse we shall think of harmonic measure on $R$ and the corresponding projected measure $\mu_{f}$ as the same. Similarly, we will fix a point in $R_{0}$ which projects to 0 and call it 0 as well. All our covering maps will be chosen to map 0 in the disk to 0 on the surface. See [Bishop 1993] and [Stephenson 1988], where a similar procedure has been used in different problems.

The main point we must be careful about is to show that the harmonic measure for $R$ is the limit of the measures for $R_{n}$. To see that there might be a problem in general, consider what can happen when the surfaces are not nested. For example, $R_{n}$ is the unit disk minus the points $\left\{z_{k}=\frac{1}{2} \exp \left(i 2 \pi k 2^{-n}\right): k=1, \ldots, 2^{n}\right\}$. Then the universal covering map $f_{n}: \mathbb{D} \rightarrow R_{n}$ is an inner function (the isolated boundary points do not have any harmonic measure, so all the measure lives on the part of the boundary above the unit circle) and hence $\mu_{f_{n}}$ is Lebesgue measure on the unit circle. However, one can show (with some work) that $f_{n}(z) \rightarrow \frac{1}{2} z$ uniformly on compact sets of $\mathbb{D}$, so that $\mu_{f}$ is Lebesgue measure on the circle of radius $\frac{1}{2}$. However, if the Riemann surfaces are nested by (increasing) inclusion, then we will show the corresponding measures converge weak*, that is,

$$
\lim _{n \rightarrow \infty} \int g d \mu_{n}=\int g d \mu
$$

for any $g \in C_{c}\left(\mathbb{R}^{2}\right)$.
Lemma 4.1. Suppose $\epsilon>0$ and $D(0, \epsilon)=R_{0} \subset R_{1} \subset \cdots$ are obtained by identifying subdomains of the unit disk along boundary arcs. Let $R=\bigcup_{n=1}^{\infty} R_{n}$. Choose covering maps $f_{n}: \mathbb{D} \rightarrow R_{n}$ and $f: \mathbb{D} \rightarrow R$ so that $f_{n}(0)=f(0)=0$. Then $\mu_{f_{n}}$ converges weak* to $\mu_{f}$ on the closed unit disk.

The easiest way to see this is using Brownian motion; we shall first sketch such a proof and then give a more classical proof without using Brownian motion.

Let ${ }^{\mathscr{W}}$ be the Wiener space of continuous paths in $\mathbb{C}$ starting at the origin. If $R$ is a Riemann surface constructed as above then we can think of the paths as taking values in $R$ and for each path $w \in \mathscr{W}$, we define the stopping time $t_{w}$ as the first time $t$ such that $w(t) \notin R$. Then $w \rightarrow t_{w}$ is measurable and the harmonic measure for $R$ is simply the push-forward of Wiener measure on $\mathscr{W}$ under the map given by $w \rightarrow w\left(t_{w}\right)$. Given a sequence of nested surfaces $R_{0} \subset R_{1} \subset \cdots$ as in the lemma, we get a corresponding sequence of maps $g_{n}: \mathscr{W} \rightarrow \mathbb{C}$. Moreover, if $R=\bigcup_{n} R_{n}$ and $g: \mathscr{W} \rightarrow \mathbb{C}$ is the corresponding map, then $g(w)=\lim _{n} g_{n}(w)$; this is because the inclusions imply that for any continuous path in the plane, the first time it leaves $R$ is the limit of the first time it left $R_{n}$. Thus for any bounded, continuous function $\varphi$ on the plane, $\varphi\left(g_{n}(w)\right) \rightarrow \varphi(g(w))$ for all $w$, so the Lebesgue dominated convergence theorem implies that

$$
\int_{\mathscr{W}} \varphi(g(w)) d w=\lim _{n \rightarrow \infty} \int_{\mathscr{W}} \varphi\left(g_{n}(w)\right) d w
$$

which is the desired weak* convergence.
The sketch above is simple and explains why the result is true, but uses the existence of Wiener measure and deep connections between it and harmonic measure. It therefore seems desirable to provide a second proof which uses only function theory. Moreover, we will need some corollaries of the following classical proof for our applications to composition operators.

Let $\left\{R_{n}\right\}, R,\left\{f_{n}\right\}$ and $f$ be as in the lemma and let $\Omega_{n}=f^{-1}\left(R_{n}\right) \subset \mathbb{D}$. Then $\Omega_{0} \subset \Omega_{1} \subset \cdots$ and $\bigcup_{n} \Omega_{n}=\mathbb{D}$. Let $\omega_{n}$ be the harmonic measure for $\Omega_{n}$ with respect to the origin and let $\varphi$ be any continuous function on the plane. We want to show that

$$
\lim _{n \rightarrow \infty} \int \varphi(f(z)) d \omega_{n}(z)=\int_{\mathbb{T}} \varphi\left(f\left(e^{i \theta}\right)\right) d \theta / 2 \pi
$$

We start by proving the much easier fact that $\omega_{n}$ converges weak* to normalized Lebesgue measure on the circle. (Since $f$ need not be continuous up to the boundary, $\varphi \circ f$ need not be continuous either, so weak* convergence of $\omega_{n}$ is not, by itself, enough to prove weak* convergence of $\mu_{f_{n}}$.)

Lemma 4.2. If $\{0\} \in \Omega_{0} \subset \Omega_{1} \subset \cdots$ is a sequence of subdomains such that $\bigcup_{n} \Omega_{n}=\mathbb{D}$, and $\omega_{n}=\omega\left(0, \cdot, \Omega_{n}\right)$ is the corresponding harmonic measure with respect to the origin, then $\left\{\omega_{n}\right\}$ converges weak* to (normalized) Lebesgue measure on $\mathbb{T}$. Moreover, the measures $\omega_{n}$ are all Carleson with a uniform constant.

Proof. The Carleson condition follows from Lemma 2.2 applied to the covering map onto $\Omega_{n}$, so we need only prove weak* convergence. Since $\bigcap_{n}\left(\overline{\mathbb{D}} \backslash \Omega_{n}\right)=\mathbb{T}$, there is a sequence $\left\{r_{n}\right\} \nearrow 1$ such that $D_{n}=\left\{z:|z|<r_{n}\right\} \subset \Omega_{n} \subset \mathbb{D}$. Suppose that $I \subset \mathbb{T}$ is an open arc and let $Q=\{z \in \mathbb{D}: z /|z| \in I, 1-|z| \leq|I|\}$ be the corresponding

Carleson square. To show $\omega_{n}$ converges weak* to normalized Lebesgue measure, it is clearly enough to show that $\omega_{n}(Q) \rightarrow|I|$.

Let $U_{n}=D_{n} \cup Q$ and $V_{n}=\mathbb{D} \backslash\left(Q \backslash D_{n}\right)$. Then $\omega\left(0, I, U_{n}\right) \rightarrow|I|$. To see this, first note that $\omega\left(0, I, U_{n}\right) \leq|I|$ follows immediately from the maximum principle applied to $\omega\left(z, I, U_{n}\right)$ on $U_{n}$. For the other direction, suppose that $J \subset I$ is a proper subinterval and note that

$$
\omega\left(0, I, U_{n}\right) \geq \omega\left(0, J, U_{n}\right)=|J|-\int_{\partial U_{n} \backslash I} \int_{J} P_{z}(\theta) d \theta d \omega\left(0, \cdot, U_{n}\right)
$$

and that $\int_{J} P_{z}(\theta) d \theta \rightarrow 0$ as $n \rightarrow \infty$ for $z \in \partial U_{n} \backslash I$. Thus the Lebesgue dominated convergence theorem implies $\lim \inf \omega\left(0, I, U_{n}\right) \geq|J|$. Since this holds for any proper subinterval $J$, we see that $\omega\left(0, I, U_{n}\right) \rightarrow|I|$ as desired. A similar argument shows that $\omega\left(0, Q \cap V_{n}, V_{n}\right) \rightarrow|I|$ as $n \rightarrow \infty$.

Thus, by the monotonicity of harmonic measure,

$$
\omega_{n}(Q) \geq \omega\left(0, \partial \Omega_{n} \cap Q, U_{n}\right) \geq \omega\left(0, I, U_{n}\right) \rightarrow|I|
$$

and so $\liminf _{n} \omega_{n}(Q) \geq|I|$. On the other hand,

$$
\omega_{n}(Q) \leq \omega\left(0, Q \cap \partial V_{n}, V_{n}\right) \rightarrow|I|
$$

which implies that $\omega_{n}(Q) \rightarrow|I|$. This proves the lemma.
Lemma 4.3. Suppose $g$ is a bounded, continuous function on $\mathbb{D}$ which has nontangential limit $g(x)$ almost everywhere on $\mathbb{T}$, and that $v_{n}$ is a sequence of probability measures on $\overline{\mathbb{D}}$ which converge weak* to (normalized) Lebesgue measure on the circle and which are all Carleson measures with a uniform constant. Then

$$
\lim _{n \rightarrow \infty} \int_{\overline{\mathbb{D}}} g(z) d v_{n}(z)=\frac{1}{2 \pi} \int_{\mathbb{T}} g\left(e^{i \theta}\right) d \theta .
$$

Proof. We may assume that $\|g\|_{\infty}=1$. Fix some $\epsilon>0$. Since $g$ has nontangential limits almost everywhere, given almost any $x \in \mathbb{T}$ there is a $\delta(x)>0$ such that if $I$ is any interval containing $x$ with length less than $\delta(x)$, then $g$ is within $\epsilon / 2$ of $g(x)$ on the top half of the corresponding Carleson box $Q$. Fix a complex number $a$, and a $\delta>0$, and assume that $E_{a}=\{x \in \mathbb{T}:|g(x)-a| \leq \epsilon / 2, \delta(x)>\delta\}$ has positive Lebesgue measure. Using the Lebesgue density theorem choose a dyadic interval $I$ of length less than $\delta$ so that $\left|I \cap E_{a}\right| \geq(1-\epsilon)|I|$ and let $Q_{k}$ be the collection of maximal dyadic subsquares with bases $\left\{I_{k}\right\} \subset I$ such that $|g(z)-a|>\epsilon$ for some $z$ in the top half of $Q_{k}$. Let $Q$ be the Carleson square with base $I$ and let $W=Q \backslash \bigcup Q_{k}$. Then $g$ is within $\epsilon$ of a constant on $W$, and $|\partial W \cap I| \geq(1-\epsilon)|I|$.

We claim that for these domains $\lim _{n} v_{n}(W)=|\partial W \cap \mathbb{T}|$. To prove this, we use the weak* convergence of $\left\{v_{n}\right\}$ to deduce

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \int_{W} d v_{n} & =\lim _{n \rightarrow \infty}\left(v_{n}(Q)-\sum_{k} v_{n}\left(Q_{k}\right)\right) \\
& =|I|-\lim _{n \rightarrow \infty} \sum_{k} v_{n}\left(Q_{k}\right) \\
& =|I|-\sum_{k} \lim _{n \rightarrow \infty} v_{n}\left(Q_{k}\right) \\
& =|I|-\sum\left|I_{k}\right| \\
& =|\partial W \cap \mathbb{T}|,
\end{aligned}
$$

where we used the Lebesgue dominated convergence theorem on the sequence space $\ell^{1}$ to interchange the limit and the infinite sum (our assumption that the measures are uniformly Carleson implies that $v_{n}\left(Q_{k}\right) \leq C\left|I_{k}\right|$, independent of $n$; this gives the $\ell^{1}$ upper bound).

Moreover, the intervals $I$ with these properties form a Vitali cover of $\mathbb{T}$ (see, for example, [Wheeden and Zygmund 1977, Section 7.3]), so we can form a disjoint cover of almost every point of $\mathbb{T}$ using such intervals. Thus we can construct a finite number of disjoint domains $W_{j}=Q_{j} \backslash \bigcup_{k} Q_{k}^{j}$, where
(1) $Q_{j}$ is a Carleson square with base $I_{j}$ and $\left|\partial W_{j} \cap I_{j}\right| \geq(1-\epsilon)\left|I_{j}\right|$,
(2) $g$ is within $\epsilon$ of a constant $c_{j}$ on each $W_{j}$,
(3) $\sum_{j}\left|\partial W_{j} \cap \mathbb{T}\right| \geq 1-\epsilon$.

Let $W=\bigcup_{j} W_{j}$ be this finite union. The weak* convergence of $\left\{v_{n}\right\}$ implies that

$$
\limsup _{n \rightarrow \infty} v_{n}(\mathbb{D} \backslash W) \leq \epsilon,
$$

and so if $\|g\|_{\infty} \leq 1$,

$$
\begin{aligned}
\left|\lim _{n \rightarrow \infty} \int g d v_{n}-\int_{\mathbb{T}} g d \theta / 2 \pi\right| & \leq \lim _{n \rightarrow \infty}\left|\int_{W} g d v_{n}-\frac{1}{2 \pi} \int_{\partial W \cap \mathbb{T}} g d \theta\right| \\
& +\int_{\mathbb{D} \backslash W}|g| d v_{n}+\frac{1}{2 \pi} \int_{\mathbb{T} \backslash \partial W}|g| d \theta \\
& \leq C \epsilon \sum_{j}\left|\partial W_{j} \cap \mathbb{T}\right|+2\left|\mathbb{T} \backslash \cup \partial W_{j}\right| \\
& \leq C \epsilon .
\end{aligned}
$$

Letting $\epsilon \rightarrow 0$ proves Lemma 4.3 and thus completes our function-theoretic proof of Lemma 4.1.

A very special (and easier) case of Lemma 4.3 is:
Corollary 4.4. Suppose $f \in U_{0}$ and let $f_{r}(z)=f(r z)$ for $r<1$. Then $\mu_{f_{r}}$ converges weak* to $\mu_{f}$ as $r \rightarrow 1$.

Corollary 4.5. If $f$ is inner and $f(0)=0$ then $\mu_{f_{r}}$ converges weak* to normalized Lebesgue measure on $\mathbb{T}$.

## 5. A change of variables

The following result was suggested by Paul Bourdon and simplifies certain arguments from an earlier version of the paper.

Lemma 5.1. Suppose $g$ is a positive, continuous function on $\mathbb{D}$ and has nontangential boundary values almost everywhere on $\mathbb{T}$. Then, for any $f \in \cup$,

$$
\int g(z) d \mu_{f}(z)=\frac{1}{2 \pi} \int_{0}^{2 \pi} g\left(f\left(e^{i \theta}\right)\right) d \theta
$$

The integral on the left requires some interpretation since $g$ is not necessarily continuous on the support of $\mu_{f}$. On the interior of the disk, $g$ is continuous and positive so the integral is well defined (possibly infinite). On the circle, $\mu_{f}$ is absolutely continuous with respect to Lebesgue measure and the boundary values of $g$ are Borel, so the integral on the circle is also well defined.

Proof. Using the monotone convergence theorem we can reduce to the case when $g$ is bounded (just truncate and let the truncation tend to $\infty$ ). So assume $g$ is bounded by $M$. For any $\epsilon>0$ we can easily construct a sawtooth region $W$ so that $|\mathbb{T} \cap \partial W|>1-\epsilon$ and $g$ extends continuously to the closure of $W$. Thus we can write $g=(g-h)+h$ where $h$ is continuous, bounded by $M$ and $g-h$ is zero on $W$. The lemma is true for continuous functions by the definition of $\mu_{f}$, and

$$
\int(g-h) d \mu_{f} \leq 2 M \mu_{f}(\overline{\mathbb{D}} \backslash W) \leq 2 M C \epsilon
$$

since $\mu_{f}$ is Carleson with a uniform constant. Similarly

$$
\int(g-h) \circ f\left(e^{i \theta}\right) d \theta \leq 2 M C \epsilon
$$

so taking $\epsilon \rightarrow 0$ proves the lemma.
The following lemma is now immediate.
Lemma 5.2. If $g \in H^{\infty}$ and $f$ is inner with $f(0)=0$ then $\mu_{g}=\mu_{g \circ f}$.

The hyperbolic little Bloch space, $\mathscr{B}_{0}^{h}$, is defined to be the space of those holomorphic maps $f \in U$ such that

$$
\lim _{|z| \rightarrow 1} \frac{\left(1-|z|^{2}\right)\left|f^{\prime}(z)\right|}{1-|f(z)|^{2}}=0
$$

and is contained in the usual little Bloch space, $\mathscr{B}_{0}$. Schwarz's inequality implies the left side is bounded by 1 for any analytic self-map of the disk, and from this it is easy to verify that $g$ and $f$ are both holomorphic self-maps of the disk, and $f$ is hyperbolic little Bloch then so is $g \circ f$. It is far from obvious that there is an inner function in the hyperbolic little Bloch space, but they do exist (see [Aleksandrov et al. 1999; Cantón 1998; Smith 1998]). This and Lemma 5.2 thus imply:

Corollary 5.3. If $g \in U$, then there is an $f \in \mathscr{B}_{0}^{h}$ such that $\mu_{f}=\mu_{g}$.
Recall that the Hardy space, $H^{p}$, is the set of holomorphic functions $g$ such that

$$
\|g\|_{H^{p}}=\lim _{r \rightarrow 1}\left(\frac{1}{2 \pi} \int_{0}^{2 \pi}\left|g\left(r e^{i \theta}\right)\right|^{p} d \theta\right)^{1 / p}<\infty
$$

Such a function has radial boundary values almost everywhere on $\mathbb{T}$, which we also denote by $g$. If we know $g \in H^{p}$ for $p>1$, then the radial maximal function of $g$ is in $L^{p}$ and so on can use the dominated convergence theorem to deduce that

$$
\|g\|_{H^{p}}=\frac{1}{2 \pi} \int_{0}^{2 \pi}\left|g\left(e^{i \theta}\right)\right|^{p} d \theta
$$

In general, however, the right-hand side might be finite but $g$ might not be in $H^{p}$ (there exist nonzero holomorphic functions on the disk that have radial value zero almost everywhere, and hence are not in $H^{p}$ ). If $f \in U$ then $\mu_{f}$ restricted to $\mathbb{T}$ is absolutely continuous with respect to Lebesgue measure, so $\int_{\overline{\mathbb{D}}}|g|^{p} d \mu_{f}$ makes sense.

As another application of Lemma 5.1 we can show
Lemma 5.4. Suppose $g \in H^{p}$ on the unit disk and $f \in U_{0}$. Then for any $0<p<\infty$,

$$
\|g \circ f\|_{H^{p}}^{p}=\lim _{r \rightarrow 1} \int_{\mathbb{D}}|g|^{p} d \mu_{f_{r}}=\int_{\mathbb{\mathbb { D }}}|g|^{p} d \mu_{f}
$$

Proof. The first equality is the definition of the $H^{p}$ norm, so we only have to prove the second. If $g \in H^{p}$ and $f \in U_{0}$ then by a result of Ryff [1966], $g \circ f \in H^{p}$ with smaller or equal norm. Thus $|g|^{p}$ is positive, continuous function on the disk which has nontangential boundary values almost everywhere, so Lemma 5.1 shows that

$$
\int|g(z)|^{p} d \mu_{f}=\frac{1}{2 \pi} \int_{0}^{2 \pi}\left|g\left(f\left(e^{i \theta}\right)\right)\right|^{p} d \theta
$$

and since we already know $g \circ f \in H^{p}$, we can deduce that the right-hand side equals $\|g \circ f\|_{H^{p}}$.

## 6. Mapping the Bergman space into the Hardy space

For our applications to composition operators, we need a version of Lemma 5.4 that works without the assumption that $g \in H^{p}$. The proof given above doesn't work in general because if $g$ is not in $H^{p}$ we can't say that $\|g\|_{H^{p}}=\int_{0}^{2 \pi}|g|^{p} d \theta / 2 \pi$. In fact, we will not even assume $g$ has boundary values on the circle, so this integral is not necessarily defined.
Lemma 6.1. Suppose $g$ is holomorphic on the open unit disk, $f \in U_{0}$ and $\mu_{f}$ is radial. Then, for any $0<p<\infty$,
(6-1) $\quad\|g \circ f\|_{H^{p}}^{p}=\lim _{r \rightarrow 1} \int_{\mathbb{D}}|g|^{p} d \mu_{f_{r}}=\int_{\mathbb{D}}|g|^{p} d \mu_{f}+\mu_{f}(\mathbb{T})\|g\|_{H^{p}}^{p}$.
Proof. Let $g_{s}(z)=g(s z)$ for $0<s<1$. First, we want to show that, for any $0<p<\infty$,

$$
\begin{equation*}
\lim _{s \rightarrow 1} \int|g(s z)|^{p} d \mu_{f}=\int_{\mathbb{D}}|g(z)|^{p} d \mu_{f}+\mu_{f}(\mathbb{T})\|g\|_{H^{p}}^{p} \tag{6-2}
\end{equation*}
$$

Since $g$ is holomorphic, $|g|^{p}$ is subharmonic for $0<p<\infty$ (see, for example, [Garnett 1981, page 35]) and hence $m(r)=\frac{1}{2 \pi} \int\left|g\left(r e^{i \theta}\right)\right|^{p} d \theta$, is defined on [0, 1) and is an increasing function of $r$ [Garnett 1981, Corollary I.6.6]. Therefore we can extend it to be defined at $r=1$ by $\|g\|_{H^{p}}^{p}=m(1)=\lim _{r \rightarrow 1} m(r)$. Thus $m_{s}(r) \equiv m(s r)$ increases to $m(r)$ as $s \rightarrow 1$ for all $r \in[0,1]$. Let $v$ be the measure on $[0,1]$ defined by $\nu(E)=\mu_{f}(\{z:|z| \in E\})$. Since $\mu_{f}$ is radial we have

$$
\int \varphi d \mu_{f}=\frac{1}{2 \pi} \int_{0}^{1} \int_{0}^{2 \pi} \varphi\left(r e^{i \theta}\right) d \theta d \nu(r)
$$

Thus by the monotone convergence theorem,

$$
\lim _{s \rightarrow 1} \int\left|g_{s}\right|^{p} d \mu_{f}=\lim _{s \rightarrow 1} \int m_{s}(r) d v=\int_{[0,1]} m(r) d \nu=\int_{\mathbb{D}}|g|^{p} d \mu_{f}+\mu_{f}(\mathbb{T}) m(1)
$$

This is (6-2).
We will break the proof of (6-1) into three cases.
Case 1: $\int_{\mathbb{D}}|g|^{p} d \mu_{f}=\infty$.
For any $M>0$ choose $0<t<1$ so that $\int_{|z|<t}|g|^{p} d \mu_{f}>2 M$ and write $|g|^{p}=$ $g_{1}+g_{2}$ where $g_{1}$ and $g_{2}$ are nonnegative, $g_{1}=|g|^{p}$ on $|z|<t$, and $g_{1}$ is continuous and compactly supported in $\mathbb{D}$. Then

$$
\int|g|^{p} d \mu_{f_{r}} \geq \int g_{1} d \mu_{f_{r}}>\frac{1}{2} \int g_{1} d \mu_{f} \geq M
$$

if $r$ is close enough to 1 . Thus $\int|g|^{p} d \mu_{f_{r}} \rightarrow \infty=\int|g|^{p} d \mu_{f}$.
Case 2: $\int_{\mathbb{D}}|g|^{p} d \mu_{f}<\infty$ and $\mu_{f}(\mathbb{T})=0$.
Since $\mu_{f_{r}}$ converges weak* to $\mu_{f}$,

$$
\lim _{r \rightarrow 1} \int\left|g_{s}\right|^{p} d \mu_{f_{r}}=\int\left|g_{s}\right|^{p} d \mu_{f}
$$

for any fixed $s<1$. Since $g_{s}(f(z))$ is holomorphic on the open disk, $\left|g_{s}(f(z))\right|^{p}$ is subharmonic. Thus $\int\left|g_{s}\right|^{p} d \mu_{f_{r}}$ is increasing in $r$, and hence

$$
\int\left|g_{s}\right|^{p} d \mu_{f_{r}} \leq \int\left|g_{s}\right|^{p} d \mu_{f}
$$

Now take $s \rightarrow 1$. For $r$ fixed, $\mu_{f_{r}}$ is compactly supported in the disk, so $\left|g_{s}\right|^{p}$ is uniformly bounded on its support and hence the left-hand side converges to $\int|g|^{p} d \mu_{f_{r}}$. Condition (6-2) implies the right-hand side converges to $\int|g|^{p} d \mu_{f}$. Thus

$$
\int|g|^{p} d \mu_{f_{r}} \leq \int|g|^{p} d \mu_{f}
$$

for all $r<1$.
Fix $\epsilon>0$ and choose $0<t<1$ so that $\int_{t<|z|<1}|g|^{p} d \mu_{f}<\epsilon$. Write $|g|^{p}=g_{1}+g_{2}$ as in Case 1. Thus $\int g_{2} \mu_{f}<\epsilon$. Also, if $r$ is close enough to 1 then, by weak* convergence,

$$
\left|\int g_{1} d \mu_{f}-\int g_{1} d \mu_{f_{r}}\right|<\epsilon
$$

Thus

$$
\int g_{2} d \mu_{f_{r}} \leq\left|\int g_{1} d \mu_{f}-\int g_{1} d \mu_{f_{r}}\right|+\int g_{2} d \mu_{f} \leq 2 \epsilon
$$

Hence

$$
\begin{aligned}
\left.\left|\int\right| g\right|^{p} d \mu_{f}-\int|g|^{p} d \mu_{f_{r}} \mid & \leq \int g_{2} d \mu_{f_{r}}+\left|\int g_{1} d \mu_{f}-\int g_{1} d \mu_{f_{r}}\right|+\int g_{2} d \mu_{f} \\
& \leq 4 \epsilon
\end{aligned}
$$

if $r$ is close enough to 1 .
Case 3: $\int_{\mathbb{D}}|g|^{p} d \mu_{f}<\infty$ and $\mu_{f}(\mathbb{T})>0$.
If $\lim _{r \rightarrow 1} \int|g|^{p} d \mu_{f_{r}}=\infty$ then by the subharmonicity of $|g \circ f|^{p}$ we see that $\int|g|^{p} d \mu_{f}=\infty$, so (6-1) holds. Thus we may assume that $\lim _{r \rightarrow 1} \int|g|^{p} d \mu_{f_{r}}<$ $\infty$, that is, we may assume that $g \circ f \in H^{p}$, and hence that $|g(f(z))|^{p}$ has a harmonic majorant $u$ on $\mathbb{D}$ (see [Garnett 1981, Lemma II.1.1]).

First we show that $g \in H^{p}$. For $0<r<1$ let $D_{r}=D(0, r)$. Let $\Omega_{r}$ be the component of $f^{-1}\left(D_{r}\right)$ which contains the origin, and let $\omega_{r}$ be the harmonic measure on $\Omega_{r}$ with respect to the origin. Let $v_{r}$ be the push-forward of $\omega_{r}$ under
the map $f$. Then clearly $v_{r}$ is supported on $\bar{D}_{r}$ and $v_{r}(E) \leq \mu_{f}(E)$ for any $E \subset D_{r}$. By Lemma 2.6, $v_{r}$ on $C_{r}=\partial D_{r}$ must be $\frac{1}{2 \pi} d \theta$ minus the balayage of $v_{r}$ restricted to $D_{r}$. Since $v_{r} \leq \mu_{f}$, this means that $v_{r}$ on $C_{r}$ is at least $\frac{1}{2 \pi} d \theta$ minus the balayage of $\mu_{f}$ restricted to $D_{r}$. Since $\mu_{f}$ is radial, its balayage onto $C_{r}$ is also radial, that is, equal to $\frac{1}{2 \pi} \mu_{f}\left(D_{r}\right) d \theta \leq \frac{1}{2 \pi}\left(1-\mu_{f}(\mathbb{T})\right) d \theta$. Thus $v_{r} \geq \frac{1}{2 \pi} \mu_{f}(\mathbb{T}) d \theta$ on $C_{r}$. Hence, for any $g$ holomorphic on $\mathbb{D}$,

$$
\frac{1}{2 \pi} \int_{0}^{2 \pi}\left|g\left(r e^{i \theta}\right)\right|^{p} d \theta \leq \frac{1}{\mu_{f}(\mathbb{T})} \int|g|^{p} d v_{r}=\frac{1}{\mu_{f}(\mathbb{T})} \int|g \circ f|^{p} d \omega_{r}
$$

Thus, if $u$ is a harmonic majorant of $|g \circ f|^{p}$ on $\mathbb{D}$,

$$
\frac{1}{2 \pi} \int_{0}^{2 \pi}\left|g\left(r e^{i \theta}\right)\right|^{p} d \theta \leq \frac{1}{\mu_{f}(\mathbb{T})} \int u d \omega_{r}=\frac{u(0)}{\mu_{f}(\mathbb{T})}<\infty
$$

In other words, $g \in H^{p}$ and thus (6-1) follows from Lemma 5.4.
Recall that the Bergman space $A^{p}$ is defined as the set of holomorphic functions $g$ on the disk $\mathbb{D}$ such that

$$
\|g\|_{A^{p}}=\left(\frac{1}{\pi} \int_{\mathbb{D}}|g|^{p} d x d y\right)^{1 / p}<\infty
$$

Corollary 6.2. If $f \in H^{\infty}$ such that $d \mu_{f}=\frac{1}{\pi} \chi_{\mathbb{D}} d x d y$, then any function $g$, analytic on the disk, is in the Bergman space if and only if $g \circ f$ is in the Hardy space, and $\|g\|_{A^{p}}=\|g \circ f\|_{H^{p}}$, that is, the composition operator $C_{f}: A^{p} \rightarrow H^{p}$ is an isometry.
Proof. Using Lemma 6.1 we see that

$$
\begin{aligned}
\|g \circ f\|_{H^{p}} & =\lim _{r \rightarrow 1}\left(\frac{1}{2 \pi} \int_{0}^{2 \pi}\left|g\left(f\left(r e^{i \theta}\right)\right)\right|^{p} d \theta\right)^{1 / p} \\
& =\lim _{r \rightarrow 1}\left(\int|g|^{p} d \mu_{f_{r}}\right)^{1 / p}=\left(\int|g|^{p} d \mu_{f}\right)^{1 / p}=\|g\|_{A^{p}}
\end{aligned}
$$

This corollary may seem a little surprising, since functions in $H^{p}$ have nontangential limits almost everywhere, whereas those in $A^{p}$ need not, but since $f$ has almost all of its boundary values in the interior of the disk, this is not a contradiction. Of course, it still remains to show (see Section 9) that there is an $f \in H^{\infty}$ such that $\mu_{f}$ is area measure.

Corollary 6.2 obviously holds for any weighted Bergman space where the weight is a radial measure of finite mass satisfying the integral condition (1-1) in Theorem 1.1. If instead of an isometry, we merely want $\|g\|_{A_{p}} \simeq\|g \circ f\|_{H^{2}}$ we could take a much bigger class of functions $f$, for example, $\mu_{f}=w d x d y$ for some weight $w$ which is bounded above and below on an annulus $\{r<|z|<1\}$. Constructing such examples only needs the techniques of Section 8, not the full proof of Theorem 1.1.

Similarly, by appropriate choices of $\mu_{f}$ one can construct composition operators on $H^{p}$ which satisfy conditions like

$$
\left\|C_{f}(g)\right\|_{H^{p}}^{p}=\frac{1}{2}\|g\|_{H^{p}}^{p}+\frac{1}{2}\|g\|_{A^{p}}^{p} \quad \text { or } \quad\left\|C_{f}(g)\right\|_{H^{p}}^{p}=\frac{1}{2}\|g\|_{H^{p}}^{p}+\frac{1}{2}\left\|g_{1 / 2}\right\|_{H^{p}}^{p} .
$$

In [Cima and Hansen 1990], a function $f$ is said to have property $(*)$ relative to $H^{p}$ if $g \circ f \in H^{p}$ implies that $g \in H^{p}$, for any holomorphic $g$ on $\mathbb{D}$. Paul Bourdon has pointed out that for general $f \in \mathscr{U}$, the condition $\mu_{f}(\mathbb{T})=0$ implies condition $(*)$, which implies $N_{f}(z)=o(1-|z|)$ which, by J. Shapiro's theorem [1987], implies that $C_{f}$ is compact and hence does not have a bounded right inverse. Since $f$ is nonconstant, $C_{f}$ is 1-to-1 and so does not have closed range (this is a consequence of the open mapping theorem, for example [Rudin 1973, Corollary 2.12c]). Thus $C_{f}$ does not have property $(*)$, since any function in $\overline{C_{f}\left(H^{p}\right)} \backslash C_{f}\left(H^{p}\right)$ is an $H^{p}$ function without an $H^{p}$ preimage. Lemma 6.1 clearly implies the following corollary.

Corollary 6.3. If $f \in U_{0}$ is orthogonal, then $f$ has property $(*)$ relative to $H^{p}$ if and only if $\mu_{f}(\mathbb{T})>0$.
Proof. If $\mu_{f}(\mathbb{T})>0$ then the argument in Case 3 of the proof of Lemma 6.1 shows that $g \circ f \in H^{p}$ implies $g \in H^{p}$. Thus $f$ has property $(*)$ with respect to $H^{p}$.

A special case of Corollary 6.3 is when $\mu_{f}(\mathbb{T})=1$, that is, all inner functions have property $(*)$. It would be very interesting to have a similar characterization of property $(*)$ for general functions in $U_{0}$.

## 7. An example of $\mu_{f}$ supported on two circles

In this section we will construct an $f \in H^{\infty}$ so that $\mu_{f}$ is supported on the union of two circles $C_{1 / 2}$ and $C_{1}$ (where $C_{r}=\{z:|z|=r\}$ ) and is a multiple of Lebesgue measure on each. This example suffices to disprove Rudin's orthogonality conjecture, and introduces the estimates and techniques needed for the general case of Theorem 1.1. In the next section we will show that any radial probability measure supported in $\left\{\frac{1}{2} \leq|z| \leq 1\right\}$ can occur as a $\mu_{f}$, and in Section 9 we will do the general case of measures supported on $\mathbb{D}$.

Based on Lemmas 4.1 and 2.5, it suffices to build an increasing sequence of Riemann surfaces $\left\{R_{n}\right\}$ so that the corresponding maps $\left\{f_{n}\right\}$ satisfy $f_{n}(0)=0$, that $\mu_{f_{n}}$ is supported on the two circles $C_{1 / 2} \cup C_{1}$, and that $\mu_{f_{n}}$ restricted to $C_{1 / 2}$ is of the form $\frac{1}{2 \pi} g_{n}(\theta) d \theta$, where $g_{n}$ converges uniformly to a positive constant.

We start by taking $f_{0}(z)=\frac{1}{2} z$, that is, $f_{0}$ is the (trivial) Riemann mapping from $\mathbb{D}$ to the disk $R_{0}=\{|z|<1 / 2\}$. The corresponding measure $\mu_{0}=\mu_{f_{0}}$ is normalized Lebesgue measure on the circle $C_{1 / 2}$, that is, $\frac{1}{2 \pi} g_{0}(\theta) d \theta$ where $g_{0}(\theta)=1$.

Now we describe the idea of the construction of $R_{1}$ (we will give the details later). First we replace $R_{0}$ with a slightly smaller disk, $S_{1}$. We divide the boundary
of $S_{1}$ into a large number of alternating intervals which we call type $I$ and type $J$. Along each type $I$ interval we attach a copy of a certain Riemann surface with boundary over $C_{1 / 2}$ (attaching different copies to different intervals) and along each type $J$ interval we attach copies of certain surfaces with boundary over $C_{1}$. This gives the surface $R_{1}$. With appropriate choices of the parameters involved we can show that, with high probability, the Brownian paths which first hit $\partial S_{1}$ at a type $I$ interval go on to hit the part of $\partial R_{1}$ over $C_{1 / 2}$ and the paths which hit the $J$ intervals go on to hit $\partial R_{1}$ over $C_{1}$. Thus we have "rerouted" a certain fraction of the harmonic measure on $C_{1 / 2}$ out to $C_{1}$. By choosing various parameters correctly, we can make the harmonic measure over $C_{1 / 2}$ in $R_{1}$ be close to any multiple of Lebesgue measure we want (as long as the total mass is less than 1). The resulting measure may not be radial but, by iterating the construction with variable size barriers, we can make harmonic measure as close to a multiple of Lebesgue measure as we wish, obtaining a radial measure in the limit.

Now we give the construction of $R_{1}$ in more detail. Choose $\delta_{1}$ very small and let $S_{1}=D\left(0, r_{1}\right)$, where $r_{1}=\frac{1}{2}-\delta_{1}$. Obviously harmonic measure on $S_{1}$ is just normalized Lebesgue measure on its boundary. Choose a large integer $m_{1}$ and points $\left\{z_{j}: j=1, \ldots, m_{1}\right\}$ equally spaced on the circle $C_{r_{1}}$. Choose a continuous function $0<\eta(x)<1$ on $C_{r_{1}}$, let $I_{j}$ be an arc of $\partial S_{1}$ of angle measure $\eta\left(z_{j}\right) 2 \pi / m_{1}$ centered at $z_{j}$, and let $\left\{J_{j}\right\}$ be the complementary arcs. For the first step of the construction we can take $\eta(x)=\eta_{1}$ to be a constant for simplicity, but in later steps we will have to use nonconstant $\eta$ 's.

Fix some $0<\tau_{1}<1$ and, for each arc of the form $I_{j}$ with endpoints $\{p, q\}$, choose a countable collection of points $E=\left\{w_{k}^{j}\right\} \subset I_{j}$, accumulating only at the endpoints of $I_{j}$, so that for any $z \in I_{j}$

$$
\begin{equation*}
\operatorname{dist}(z, E) \leq \tau_{1} \operatorname{dist}(z,\{p, q\}) \tag{7-1}
\end{equation*}
$$

Let the components of $I_{j} \backslash E$ be denoted $\left\{I_{k}^{j}\right\}$. For each $I_{k}^{j}$, consider the (infinitely connected) planar domain $\mathbb{D} \backslash E$ and the universal cover of the domain. Take a copy of the $\operatorname{arc} I_{k}^{j}$ in the universal cover; it is on the boundary of a simply connected domain $D$ in the universal cover which covers $D\left(0, \frac{1}{2}\right)$. The arc cuts the universal cover into two components and we let $R_{k}^{j}$ denote the component which does not contain $D$. For each interval $I_{k}^{j}$, we attach a copy of $R_{k}^{j}$ to $S_{1}$ along the $\operatorname{arc} I_{k}^{j}$.

For the intervals $\left\{J_{j}\right\}$ we follow the same procedure, defining a set $E \subset J_{j}$ and sub intervals $\left\{J_{k}^{j}\right\}$, but replacing $D\left(0, \frac{1}{2}\right)$ with $D(0,1)$. That is, we attach a component of the universal cover of $D(0,1) \backslash E$, cut along $J_{k}^{j}$. Doing this for all $j$ and $k$ gives the surface $R_{1}$. The harmonic measure for $R_{1}$ is now supported on $C_{1 / 2} \cup C_{1}$, (the rest of the ideal boundary covers a countable set, so has zero measure) so we only need to check that it is still close to radial on $C_{1 / 2}$.

Now we want to discuss the two main estimates for describing the harmonic measure of $R_{1}$. The first says that a continuous convolution of the Poisson kernel is well approximated by a discrete version if the sample points are sufficiently close together. The second says that the harmonic measure of $I$ intervals is small when viewed from a $J$ interval, and vice versa.

Suppose $D(0, r)$ is a disk and $g$ is a continuous function on a smaller circle $C_{s}$, $s<r$. The balayage of $g$ onto the circle $C_{r}$ is

$$
B g(\theta)=\int_{0}^{2 \pi} g\left(s e^{i t}\right) P_{s e^{i t}}(\theta) d t
$$

where $P_{z}(\theta)$ is the Poisson kernel for $D(0, r)$ with respect to the point $z$.
Lemma 7.1. With the intervals $\left\{I_{j}\right\}$ defined as above, and $F=\bigcup_{j} I_{j}$, for any continuous $0<g<1$ on the circle $C_{s}$

$$
B\left(g \chi_{F}\right)(\theta)=\int_{F} g\left(s e^{i t}\right) P_{s e^{i t}}(\theta) d t \rightarrow B(g \eta)(\theta)
$$

uniformly as $m_{1} \rightarrow \infty$.
Proof. Let $K_{j}$ be the interval on $C_{s}$, centered at $z_{j}$, of angle measure $2 \pi / m_{1}$ (choose them to be half-open, so that they form a disjoint cover of the circle). Define piecewise constant functions $a(x)$ and $b(x)$ on $C_{r_{1}}$ by

$$
a(x)=\sum_{j} \chi_{K_{j}}(x) \eta\left(z_{j}\right), \quad b(x, \theta)=\sum_{j} \chi_{K_{j}}(x) g\left(z_{j}\right) P_{z_{j}}(\theta),
$$

and let

$$
A\left(m_{1}\right)=\|\eta(z)-a(z)\|_{\infty}, \quad B\left(m_{1}\right)=\left\|g(x) P_{x}(\theta)-b(x, \theta)\right\|_{\infty}
$$

It is clear that, by uniform continuity, both quantities tend to zero as $m_{1} \rightarrow \infty$. Thus by using the fact that $\chi_{F}(x)-a(x)$ has mean value zero on each interval $K_{j}$ where $b(x, \theta)$ is constant in $x$ we get

$$
\begin{aligned}
& \left|B\left(g \chi_{F}\right)(\theta)-B(g \eta)(\theta)\right| \\
& \quad=\left|\int_{0}^{2 \pi}\left(g\left(s e^{i t}\right) P_{s e^{i t}}(\theta)-b\left(s e^{i t}, \theta\right)+b\left(s e^{i t}, \theta\right)\right)\left(\chi_{F}\left(s e^{i t}\right)-\eta\left(s e^{i t}\right)\right) d t\right| \\
& \quad \leq B\left(m_{1}\right) \int_{0}^{2 \pi} \mid\left(\chi_{F}-\eta\left(s e^{i t}\right)\left|d t+\int_{0}^{2 \pi} b\left(s e^{i t}, \theta\right)\right| a\left(s e^{i t}\right)-\eta\left(s e^{i t}\right) \mid d t\right. \\
& \quad \leq 2 \pi B\left(m_{1}\right)+A\left(m_{1}\right) \max |b| .
\end{aligned}
$$

This clearly tends to zero as $m_{1} \rightarrow \infty$, as desired.
Now for the second estimate. We want to show that the harmonic measure of $C_{1 / 2}$ is much larger than that of $C_{1}$ with respect to a point $z \in I_{k}^{j}$.

Lemma 7.2. Suppose that $z \in I_{k}^{j}$, and suppose that $\gamma$ is a circular arc in $S_{1}$ with endpoints in the corresponding set $E$ such that $\operatorname{dist}(\gamma, z) \simeq \operatorname{dist}(z,\{p, q\})$ (with constants independent of $\tau_{1}$ ), and which separates $z$ from all the $J$-intervals. Let $\Omega$ be the component of $R_{1} \backslash \gamma$ which contains $z$. Then $\omega(z, \gamma, \Omega) \rightarrow 0$ as $\tau_{1}$ does.

Proof. Standard estimates of hyperbolic metric imply that $\gamma$ is within a bounded hyperbolic distance of a geodesic in $R_{1}$, and that the hyperbolic distance from $\gamma$ to $z$ is at least $C \log \tau_{1}^{-1}$. Lifted to the disk, this implies the harmonic measure of $\gamma$ with respect to $z$ is $\leq \exp \left(C \log \tau_{1}\right) \leq \tau_{1}^{\alpha}$, for some $\alpha>0$, as desired. Obviously, the same estimate holds if we reverse the rôles of the $I$ and $J$ intervals.

The previous result has a simple explanation in terms of Brownian motion. Consider a Brownian motion on the Riemann surface started at $z$ and run until it either hits $\gamma$ or leaves $R_{1}$. The path will only hit $\gamma$ if it stays on the correct sheet of $R_{1}$, but this is extremely unlikely because it will cross the arc $I_{j}$ many times and each time it has a certain chance (which is large if $\tau$ is small) of becoming "tangled" and ending up on the wrong sheet.

We can now show that the harmonic measure of $R_{1}$ on the circle $C_{1 / 2}$ can be taken as close to a multiple of Lebesgue measure as we wish (depending on our choices of $m_{1}, \tau_{1}$ and $\eta$ ). The harmonic measure of $R_{1}$ on the circle $C_{1 / 2}$ will be the balayage of the harmonic measure of $S_{1}$ restricted to the $I$ intervals, with an error bounded by $C \tau_{1}^{\alpha}$. The harmonic measure is (normalized) angle measure restricted to the $I$-intervals. Thus if $m_{1}$ is large enough, the harmonic measure on $C_{1 / 2}$ will be of the form $\frac{1}{2 \pi} g_{1}(x) d \theta$, with $g_{1}$ as close to a constant as we wish. Take $\frac{1}{2}+\frac{1}{10} \leq g_{1}(x) \leq \frac{1}{2}+\frac{3}{10}$, to be concrete.

Now suppose we have constructed $R_{n-1}$. To construct $R_{n}$, we follow the method above. We start passing to a subsurface $S_{n} \subset R_{n-1}$ where the boundary circles over $C_{1 / 2}$ are replaced by boundaries over $C_{1 / 2-\delta_{n}}$. The parameter $\delta_{n}$ is chosen so small that every component of $R_{n-1} \backslash S_{n}$ is a regular cover of the annulus $\left\{\frac{1}{2}-\delta_{n}<|z|<\frac{1}{2}\right\}$ (which will be possible by the construction of $R_{n-1}$ ) and so that harmonic measure $\mu_{S_{n}}$ on $S_{n}$ is very close to harmonic measure on $R_{n-1}$, say

$$
\begin{equation*}
\left|\int \varphi d\left(\mu_{S_{n}}-\mu_{R_{n-1}}\right)\right| \leq 2^{-n} \tag{7-2}
\end{equation*}
$$

for every smooth $\varphi$ with gradient bounded by $n$.
As before we choose $m_{n}$ equally spaced points $\left\{z_{j}^{n}\right\}$ on $C_{n}=C_{\frac{1}{2}-\delta_{n}}$ and define intervals $\left\{I_{j}^{n}\right\}$ of $C_{n}$, centered at these points, of angle measure $2 \pi \eta_{n}\left(z_{j}^{n}\right) / m_{n}$, where

$$
\eta_{n}(x)=\left(\frac{1}{2}+\frac{2}{10^{n}}\right) / g_{n-1}(x)
$$

The complementary intervals are denoted $\left\{J_{j}^{n}\right\}$. We choose a very small $\tau_{n}$ and sets $E$ in each interval which satisfies (7-1) with $\tau_{n}$. We then attach copies $D\left(0, \frac{1}{2}\right) \backslash E$
to the copies of the $I$ intervals in $\partial S_{n}$ and copies of $D(0,1) \backslash E$ to the $J$ intervals. Then if we choose $\delta_{n}$ and $\tau_{n}$ small enough and $m_{n}$ large enough, we can get the harmonic measure of $R_{n}$ over $C_{1 / 2}$ to be $g_{n}(x) d \theta / 2 \pi$ with $g_{n}$ as close to $g_{n-1} \eta_{n}$ as we wish, say

$$
\frac{1}{2}+\frac{1}{10^{n}} \leq g_{n} \leq \frac{1}{2}+\frac{3}{10^{n}}
$$

Continuing in this way we can clearly construct a sequence $\left\{R_{n}\right\}$ of Riemann surfaces so that the harmonic measures over $C_{1 / 2}$ converge to a multiple of Lebesgue measure. This almost finishes the proof, except that the surfaces $\left\{R_{n}\right\}$ are not nested by inclusion. However, the subsurfaces $\left\{S_{n}\right\}$ constructed as part of the induction are nested and their union is also $R$. Hence their harmonic measures converge to that of $R$. By (7-2), the weak* limit for the measures on $\left\{S_{n}\right\}$ and $\left\{R_{n}\right\}$ must be the same, so we are done.

The same proof shows that we can build an $f \in H^{\infty}$ so that $\left.\mu_{f}\right|_{C_{1 / 2}}=\frac{1}{2 \pi} g d \theta$ for any continuous $g$ with $0 \leq g<1$ (or any $g$ which is the decreasing limit of such functions). Similarly, the circle can be replaced by any smooth curve $\gamma$, and $g$ by a continuous function such that $g d s \leq d \omega(0, \cdot, \mathbb{D} \backslash \gamma)$.

The construction in this section clearly generalizes as follows.

Lemma 7.3. Suppose $R$ is a Riemann surface built by attaching subdomains of $\mathbb{D}$ along boundary arcs. Let $\Pi$ denote the corresponding projection of $R$ into the plane. Suppose $\Pi(\partial R)$ hits $C_{r}$ and there is $a \delta>0$ such that every component of $\Pi^{-1}\left(C_{r}\right)$ in $\partial R$ is the boundary of a domain in $R$ which is a regular cover of the annulus $\{r-\delta<|z|<r\}$ (or $\{r<|z|<r+\delta\}$ ). Suppose the harmonic measure of $R$ over $C_{r}$ projects to a measure of the form $\frac{1}{2 \pi} g d \theta$ on $C_{r}$, where $0<g<1$. Choose $s<r$ (or $s>r$ ) very close to $r$. Suppose we are given $N$ functions $\left\{\eta_{k}\right\}$ such that $0<\eta_{k}<1$. Choose a large integer $m$ and choose $m N$ equally spaced points $\left\{z_{i}\right\}$ on $C_{s}$. Let $I_{j}^{k}$ be the interval of length $2 \pi \eta_{k}\left(z_{k+j N}\right) / m N$ centered at $z_{k+j N}$. Let $J_{i}$ denote the components of $C_{s} \backslash \bigcup_{j, k} I_{j}^{k}$. Choose a small $\tau$ and choose sets $E$ satisfying (7-1) in every interval. For $k=0, \ldots, N$, choose $s_{k}<s<r_{k}$. For each arc in $\partial R$ projecting to $I_{j}^{k}$ attach a copy of $A_{k} \backslash E=\left\{s_{k}<|z|<r_{k}\right\} \backslash E$. To each arc projecting to a $J_{i}$ attach a copy of $A_{0} \backslash E=\left\{s_{0}<|z|<r_{0}\right\} \backslash E$. If s is close enough to $r$, if $m$ is large enough and if $\tau$ is small enough, then the projected harmonic measure of the new surface $S$ on $\partial S \backslash R$ is as close to $\sum_{k} B_{k}\left(\eta_{k} g\right)$ as we wish, where $B_{k}$ denotes balayage from $C_{s}$ onto $\partial A_{k}$.

For the proof of Theorem 1.1, we can always take $s_{k}=0$, that is, we can attach disks instead of annuli. Only for the proof of Corollary 1.4 will we have to attach proper annuli.

## 8. Theorem 1.1 on an annulus

In this section we will show that any radial probability measure $\mu$ supported in the annulus $\left\{z: \frac{1}{2} \leq|z| \leq 1\right\}$ is of the form $\mu_{f}$ for some $f \in U_{0}$, and in the next section we will extend this to the general case.

First some notation. For $0<r<s<1$ let $A(r, s)=\{z: r \leq|z|<s\}$. When $s=1$, we let $A(r, 1)=\{z: r \leq|z| \leq 1\}$. For $0<r<1$, let $\mu(r)=\mu(A(0, r))$. Let $r^{0}=\frac{1}{2}$, let $r_{0}^{1}=\frac{1}{2}$, let $r_{1}^{1}=\frac{3}{4}$ and, more generally, let $r_{k}^{n}=\frac{1}{2}+k 2^{-n-1}$ for $k=0, \ldots, 2^{n}-1$. Let $\mu_{k}^{n}=\mu\left(A\left(r_{k}^{n}, r_{k+1}^{n}\right)\right)$, and let $C_{k}^{n}=C_{r_{k}^{n}}$.

By rescaling, we may assume that $\mathbb{T} \subset \operatorname{supp}(\mu) \subset \overline{\mathbb{D}}$ and hence that $\mu_{2^{n}-1}^{n}$ is positive for all $n$.

We will construct a sequence $R_{0} \subset R_{1} \subset \cdots$ of Riemann surfaces, such that the corresponding measure $\mu_{n}$ is supported on the union of $2^{n}$ circles, $\bigcup_{k=0}^{2^{n}-1} C_{k}^{n}$. On $C_{k}^{n}$ the measure $\mu_{n}$ will have the form $\frac{1}{2 \pi} g_{k}^{n} d \theta$ where

$$
\begin{equation*}
\mu_{k}^{n}<g_{k}^{n} \leq \mu_{k}^{n}+\epsilon_{n} \tag{8-1}
\end{equation*}
$$

for $k=0, \ldots, 2^{n}-2$ and any $\epsilon_{n}>0$ we choose, and for $k=2^{n}-1$ we have

$$
\begin{equation*}
\mu_{2^{n+1}-2}^{n+1}<g_{k}^{n} \leq \mu_{2^{n}-1}^{n} \tag{8-2}
\end{equation*}
$$

Recall that since $\mu_{n}$ is a probability measure, if it gives too much mass to the first $2^{n}-1$ annuli, then it must give too little to the last one. It is obvious that such measures $\left\{\mu_{n}\right\}$ converge weak* to $\mu$, so by the argument at the end of the previous section, the $\mu_{f}$ corresponding to the limiting surface $R=\bigcup_{n} R_{n}$ must equal $\mu$.

Thus it only remains to construct the surfaces. As in the previous section we start with $R_{0}=D\left(0, \frac{1}{2}\right)$. To construct $R_{1}$, we will proceed exactly as in the previous section, except that instead of redirecting harmonic measure to the unit circle, we send it to the circle $C_{3 / 4}$. The estimates are all the same so we can obtain a surface $R_{1}$ such that the corresponding $\mu_{1}$ is supported on $C_{1 / 2} \cup C_{3 / 4}$ and is of the form $\frac{1}{2 \pi} g_{0}^{1} d \theta$ on $C_{0}^{1}$ and $\frac{1}{2 \pi} g_{1}^{1} d \theta$ on $C_{1}^{1}$ where

$$
\mu_{0}^{1}<g_{0}^{1}<\mu_{0}^{1}+\epsilon_{1} \quad \text { and } \quad \mu_{2}^{2}<g_{1}^{1}<\mu_{1}^{1}
$$

for any $\epsilon_{1}>0$ we choose.
To construct $R_{n+1}$ for $n \geq 1$, we just make one small change. The mass on the outermost circle $C_{2^{n}-1}^{n}$ is redistributed to itself, $C_{2^{n}-1}^{n}=C_{2^{n+1}-2}^{n+1}$, and to the outermost circle of the next stage, $C_{2^{n+1}-1}^{n+1}$. The mass of any other circle $C_{j}^{n}$ is redistributed to three circles; itself, $\stackrel{C}{~}_{j}^{n}=C_{2 j}^{n+1}$, the next circle out in the next generation, $C_{2 j+1}^{n+1}$ and the outermost circle of the next generation, $C_{2^{n+1}-1}^{n+1}$.

To do this we let $\tilde{C}_{j}^{n}$ be the circle of radius $r_{j}^{n}-\delta_{n}$, where $\delta_{n}<2^{-n-10}$ is chosen so small that the harmonic measure on $S_{n}$ (the subsurface of $R_{n}$ bounded by the lifts of $\tilde{C}_{j}^{n}$ which contain 0 and hence contain $S_{n-1}$ ) is as close as we wish to harmonic
measure on $R_{n-1}$, that is, it satisfies (7-2). We now just apply the construction of Lemma 7.3, with $N=2, s_{0}=s_{1}=s_{2}=0, r_{0}=r_{2 j}^{n+1}, r_{1}=r_{2 j+1}^{n+1}$ and $r_{2}=r_{2^{n+1}-1}^{n+1}$. More precisely, suppose that we have two continuous functions $\eta_{1}$ and $\eta_{2}$ defined on $\tilde{C}_{j}^{n}$, such that $\eta_{1}+\eta_{2}<2$, together with $m_{n}$ equidistributed points $\left\{z_{j}\right\}$ on $\partial S_{n}$, and choose intervals centered at these points. However, instead of having two types of intervals, we will have three: $\left\{I_{j}\right\}$ of angle measure $2 \pi \eta_{1}(\theta) / m_{n}$ centered at $z_{j}$ for $j$ even, $\left\{K_{j}\right\}$ of angle measure $2 \pi \eta_{2}(\theta) / m_{n}$ centered at $z_{j}$ for $j$ odd, and the remaining intervals $\left\{J_{j}\right\}$. We choose a very small $\tau_{n}$ and a countable set $E$ in each interval which satisfies (7-1). Then along type $I$ intervals we attach a copy of the universal cover of $D\left(0, r_{j}^{n}\right) \backslash E$, along the type $K$ intervals we attach the universal cover of $D\left(0, r_{2 j+1}^{n+1}\right) \backslash E$, and along the type $J$ intervals we attach that of $D\left(0, r_{2^{n+1}-1}^{n+1}\right) \backslash E$. Then if we take $m_{n}$ large enough and $\delta_{n}$ and $\tau_{n}$ small enough, the harmonic measure of the surface $R_{n+1}$ over $C_{j}^{n}$ will be as close to the balayage of $\eta_{1} g_{j}^{n}$ onto $C_{j}^{n}$ as we wish and the harmonic measure over $C_{2 j+1}^{n+1}$ will be as close to the balayage of $\eta_{2} g_{j}^{n}$ onto that circle as we wish, independent of what changes we make at circles other than $C_{j}^{n}$.

Now do a similar construction around each circle $C_{j}^{n}$, for $j=0, \ldots, 2^{n}-2$. At the outermost circle $C_{2^{n}-1}^{n}$, we redirect the measure to only two circles: itself and the outermost circle of the next generation, $C_{2^{n+1}-1}^{n+1}$. By construction, condition (8-1) holds with any constant $\epsilon_{n}$ we want. Then by Lemma 2.6, $\mu_{n}$ on the outermost circle must be normalized Lebesgue measure minus the balayage of the measures on the inner circles. Since these measures have total mass as close to, but larger than,

$$
\mu\left(A\left(\frac{1}{2}, r_{2^{n}-1}^{n}\right)\right)=\sum_{j=0}^{2^{n}-2} \mu_{j}^{n}
$$

r as we wish, the mass of the outermost circle is as close to, but smaller than, $\mu\left(A\left(r_{2^{n}-1}^{n}, 1\right)\right)=\mu_{2^{n}-1}^{n}$. Moreover, since the measures on the inner circles are as close to radial as we wish, so is their balayage onto the outermost circle and hence so is $\mu_{f}$ restricted to the outermost circle (this condition defines our choice of $\epsilon_{n}$ ). This gives condition (8-2). The proof is completed by taking limits just as before.

## 9. Theorem 1.1 on the whole disk

To complete the proof of Theorem 1.1 we need to show how to obtain any measure satisfying (1-1). As in the last section we can assume $\mathbb{T} \subset \operatorname{supp}(\mu) \subset \overline{\mathbb{D}}$. We can also simplify the situation slightly by observing that it is enough to assume that most of the mass of $\mu$ lives away from the origin, that is,

$$
\begin{equation*}
\int \log \frac{1}{|z|} d \mu \leq \delta \tag{9-1}
\end{equation*}
$$

This is because for $f \in H^{\infty}$ the measure $\mu_{f^{d}}$ is the push-forward under $z \rightarrow z^{d}$ of the measure $\mu_{f}$ and so

$$
\int \log \frac{1}{|z|} d \mu_{f}=\frac{1}{d} \int \log \frac{1}{|z|} d \mu_{f^{d}}
$$

By taking $d$ large we can make the right-hand side as small as we wish. Thus for any $\mu$ on the disk satisfying (1-1), it suffices to construct an $f$ corresponding to the pull-back of $\mu$ under $z^{d}$, that is, it suffices to consider only measures satisfying (9-1) for any $\delta>0$ we choose.

Start by taking $R_{0}=D\left(0, \frac{1}{4}\right)$. Let $r_{n}=2^{-n}$ for $n=0,1,2, \ldots$ and let $\mu_{n}=$ $\mu\left(A\left(r_{n}, r_{n-1}\right)\right)$. Then

$$
\begin{equation*}
\sum_{n>2}(n-1)(\log 2) \mu_{n} \leq \int \log \frac{1}{|z|} d \mu \leq \delta \tag{9-2}
\end{equation*}
$$

so

$$
\begin{equation*}
\mu_{n} \leq \frac{\delta}{(\log 2)(n-1)} \leq \frac{\delta^{\prime}}{n} \tag{9-3}
\end{equation*}
$$

where $\delta^{\prime}$ is as small as we wish.
We need two simple facts about harmonic measure on an annulus.
Lemma 9.1. Suppose $A=\{z: s<|z|<r\}$ and $s<t<r$. Then $\omega\left(z, C_{s}, A\right)=$ $u_{s, r}(z)=(\log |z|-\log r) /(\log s-\log r)$ for any $z$ with $|z|=t$.
Proof. This is immediate since the given function is harmonic in $A$, equals 1 on $C_{s}$ and equals 0 on $C_{r}$.

Lemma 9.2. Suppose $s, t, r$ and $A$ are as in Lemma 9.1. Then if $t \geq 2 s$, there is an $M<\infty$, independent of $s, t$ and $r$, such that for $|z|=t, \omega(z, \cdot, A)$ restricted to $C_{s}$ has the form $\frac{1}{2 \pi} g d \theta$ and $g$ satisfies $\max _{C_{s}} g \leq M \min _{C_{s}} g$.
Proof. Recall that harmonic measure on $\partial A$ is the normal derivative of Green's function $G$ with pole at $z$. Let $t^{\prime}=\frac{2}{3} t>s$. By Harnack's inequality there is an $M$ such that $\max _{C_{t^{\prime}}} G \leq M \min _{C_{t^{\prime}}} G$, and hence there is a constant $C$ such that

$$
C\left(1-u_{s, t^{\prime}}\right) \leq G \leq M C\left(1-u_{s, t^{\prime}}\right)
$$

on $\left\{s<|z|<t^{\prime}\right\}$. Since the normal derivative of $u_{s, r^{\prime}}$ is constant on $C_{s}$ (since $u$ is radial), this implies the normal derivative of $G$ on $C_{s}$ is trapped between two constants $A$ and $M A$, as desired.

Consider the annulus $A_{n}=\left\{z: 2^{-n}<|z|<2^{-1}, n=3,4, \ldots\right\}$ and a point $z$ such that $|z|=\frac{1}{3}$. The two previous results imply that there is a constant $B$ such that harmonic measure for $A$ on the circle $C_{2^{-n}}$ is of the form $\frac{1}{2 \pi} g d \theta$ where $g \geq B / n$ for $n \geq 3$. By (9-2) we can assume $\mu$ is chosen so that $\sum_{n} n \mu_{n} \leq(2 B)^{-1}$.

Thus $\sum_{n} B n \mu_{n} \leq \frac{1}{2}$, and hence it is possible to choose a collection of disjoint, adjacent intervals $\left\{I_{n}: n=2,3,4 \ldots\right\}$ on $C_{1 / 4}$, of angle measure $4 \pi n \mu_{n} / B$. In each interval $I_{n}$ choose a countable set $E_{n}$ satisfying the "thickness" condition (7-1) with some $\tau_{n}$, and attach to $I_{n}$ a copy of the universal cover of $A_{n+1} \backslash E_{n}$. The resulting Riemann surface has harmonic measures supported over the union of circles $\bigcup_{n} C_{2^{-n}}$ for $n=1,3,4,5, \ldots$ and, moreover, if we choose $\tau_{n} \rightarrow 0$ quickly enough, the harmonic measure of the circles corresponding to $n=3,4,5 \ldots$ is of the form $\frac{1}{2 \pi} g_{n} d \theta$ with $g_{n}>\mu_{n-1}$, but might not be close to radial.

For each such circle $C_{2^{-n}}$, choose $I$ and $J$ intervals in the usual way and attach copies of $D\left(0, \frac{1}{2}\right) \backslash E$ and $D\left(0,2^{-n}\right) \backslash E$ respectively. As we have seen before, we can choose $\eta, m$ and $\tau$ so that the harmonic measure $\frac{1}{2 \pi} g_{n} d \theta$ on $C_{2^{-n}}$ is as close to (but larger than) $\mu_{n}$ as we wish. Using Lemma 2.6, the harmonic measure of $C_{1 / 2}$ will be as close to (but less than) $\mu_{1}$ as we wish and, in particular, it is larger than $\mu\left(\left\{\frac{1}{2} \leq|z|<\frac{3}{4}\right\}\right)$ (this is where we use the assumption that $\mathbb{T}$ is in the support of $\mu)$.

The rest of the proof is now the same as the previous section. On each annulus we redistribute the harmonic measure from the circle into the annulus, sending any "extra" measure to the outermost circle, $C_{1-2^{-n}}$. In the limit, we obtain the desired measure $\mu$.

## 10. An example which is almost an outer function

In this section we will construct an orthogonal function $f$ whose only inner factor is the required zero at 0 , that is, $f(z) / z$ is outer. We will construct $f$ so that 0 is the only zero of $f$; thus $f(z) / z$ has no Blaschke factor. In order to prove it has no singular inner factor, recall that if $f(z) / z=g h$ with $g$ outer and $h$ a nontrivial singular inner function, then

$$
\log |f|^{-1}=\log |g|^{-1}+\log |h|^{-1}
$$

and that the first term on the right is the Poisson integral of its boundary values on $\mathbb{T}$, but that the second term is the Poisson integral of a singular measure on $\mathbb{T}$ and has boundary value zero almost everywhere on $\mathbb{T}$. Let

$$
H_{\epsilon}=\{z \in \mathbb{D}:|h(z)|<\epsilon\} \quad \text { and } \quad F_{\epsilon}=\{z \in \mathbb{D}:|f(z)|<\epsilon\} .
$$

Since $\log |h(0)|^{-1}=\log (1 / \epsilon) \omega\left(0, H_{\epsilon}, \mathbb{D} \backslash H_{\epsilon}\right)$, we deduce that

$$
\omega\left(0, H_{\epsilon}, \mathbb{D} \backslash H_{\epsilon}\right) \geq C / \log (1 / \epsilon)
$$

where $C=\log |h(0)|^{-1}$ and consequently, since $H_{\epsilon} \subset F_{\epsilon}$,

$$
\begin{equation*}
\omega\left(0, F_{\epsilon}, \mathbb{D} \backslash F_{\epsilon}\right) \geq C / \log (1 / \epsilon) \tag{10-1}
\end{equation*}
$$

We will construct $R$ so that the harmonic measure of $\left\{z \in R \backslash D\left(0, \frac{1}{2}\right):|z| \leq 2^{-n}\right\}$ has harmonic measure (in $R$, with respect to 0 ) less than $\lambda^{n}$ for some $\lambda<1$. This contradicts ( $10-1$ ), so the covering map has no singular inner factor.

Since we have already seen several constructions of this type in great detail, I will only sketch the construction. Start with $R_{0}=D\left(0, \frac{1}{2}\right)$. Divide $C_{1 / 2}$ into a finite collection of intervals $\left\{I_{n}\right\}$ and in each choose a set $E$ satisfying (7-1). Along each interval attach a copy of $\left\{\frac{1}{4}<|z|<1\right\} \backslash E$. This gives $R_{2}$.

Lemmas 9.1 and 9.2 imply that harmonic measure of $R_{2}$ over $C_{1 / 4}$ is of the form $\frac{1}{2 \pi} g d \theta$ where the max of $g$ is bounded by a universal constant times the minimum. Thus there is a constant $c<\min (g)$ and a $\lambda<1$ such that

$$
\int(g-c) d \theta \leq \lambda \int g d \theta
$$

In other words, we can truncate $g$ to be a constant and still retain a fixed fraction of the harmonic measure.

Now do the standard construction of $I$ and $J$ intervals on $C_{\frac{1}{4}+\delta}$, attaching copies of $\left\{\frac{1}{8}<|z|<1\right\}$ and $\left\{\frac{1}{4}<|z|<1\right\}$ respectively, so that the new harmonic measure on $C_{1 / 4}$ is very close to radial (say within $\epsilon_{1}$ of constant) and has mass at least $(1-\lambda)$ times the previous mass.

At the next stage we do the construction near both circles $C_{1 / 4}$ and $C_{1 / 8}$. At $C_{1 / 8}$ we repeat the process of the previous paragraph, making the harmonic measure above $C_{1 / 8}$ as close to radial as we wish, while retaining at least $(1-\lambda)$ of the total mass, transferring the excess to $C_{1}$ and $C_{1 / 16}$. On $C_{1 / 4}$ we only make the measure within $\epsilon_{2}$ of constant (while losing at most $\epsilon_{1}$ of the mass), the excess being transferred to $C_{1 / 8}$ and $C_{1}$.

We now iterate the process in the obvious way. At stage $n$ we have a surface $R_{n}$ which only covers the origin once, and such that the harmonic measure is supported on the circles $\left\{C_{2^{-k}}\right\}$, with the $k$-th circle getting mass at most $\lambda^{k}$. Thus the same is true for the limiting measure $\mu$, and hence the harmonic measure of the set $\left\{z \in R \backslash R_{0}:|z|<2^{-n}\right\}$ has harmonic measure less than $C \lambda^{n}$ in $R$. This proves that $f(z) / z$ is outer.
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# BASES OF QUANTIZED ENVELOPING ALGEBRAS 

Bangming Deng and Jie Du


#### Abstract

We give a systematic description of many monomial bases for a specified quantized enveloping algebra and of many integral monomial bases for the associated Lusztig $\mathbb{Z}\left[v, v^{-1}\right]$-form. The relations among monomial bases, PBW bases and canonical bases are also discussed.


## 1. Introduction

Let $\mathfrak{g}$ be a (complex) semisimple Lie algebra and let $\boldsymbol{U}^{+}$be the positive part of its associated quantized enveloping algebra $\boldsymbol{U}=\boldsymbol{U}_{v}(\mathfrak{g})$ over $\mathbb{Q}(v)$ with a DrinfeldJimbo presentation in the generators $E_{i}, F_{i}, K_{i}^{ \pm 1}(i \in I=[1, n])$. We denote by $U^{+}$the Lusztig form of $\boldsymbol{U}^{+}$, that is, $U^{+}$is generated by all the divided powers $E_{i}^{(m)}$ over $\mathscr{L}:=\mathbb{Z}\left[v, v^{-1}\right]$. Let $\Omega$ be the set of words on the alphabet $I$ and, for $w=i_{1}^{e_{1}} i_{2}^{e_{2}} \cdots i_{m}^{e_{m}} \in \Omega$ with $i_{j-1} \neq i_{j}$ for all $j$, put $E_{w}=E_{i_{1}}^{e_{1}} \cdots E_{i_{m}}^{e_{m}}$ and $\mathfrak{m}^{(w)}=E_{i_{1}}^{\left(e_{1}\right)} \cdots E_{i_{m}}^{\left(e_{m}\right)}$. Further, let $\Lambda$ denote the set of all functions from the set of positive roots of $\mathfrak{g}$ to nonnegative integers.

Certain monomial bases of the form $\mathfrak{m}^{(w)}$ have been introduced for $U^{+}$in [Lusztig 1990, 7.8] and [Ringel 1995, Theorem $1^{\prime}$ ] for the simply laced case, and in [Chari and Xi 1999] in general, and are used in the elementary construction of canonical bases. In this paper, we present a systematic way to sort out bases from the monomials $E_{w}$ for $\boldsymbol{U}^{+}$and from the monomials $\mathfrak{m}^{(w)}$ for $U^{+}$, and relate them to PBW bases and canonical bases. The main result is:
Theorem 1.1. Assume that $\mathfrak{g}$ is simply laced. There is a partition $\Omega=\bigcup_{\lambda \in \Lambda} \Omega_{\lambda}$ such that, by choosing an arbitrary word $w_{\lambda} \in \Omega_{\lambda}$ for every $\lambda \in \Lambda$, the set $\left\{E_{w_{\lambda}}\right\}_{\lambda \in \Lambda}$ of monomials forms a basis for $\boldsymbol{U}^{+}$. If all words $w_{\lambda}$ are chosen to be distinguished (see Section 5), the set $\left\{\mathfrak{m}^{\left(w_{\lambda}\right)}\right\}_{\lambda \in \Lambda}$ forms a $\mathscr{\mathscr { L }}$-basis for $U^{+}$.

We shall see from Remarks 6.5 that the monomial bases given in [Lusztig 1990], [Ringel 1995] and [Reineke 2001a, 4.2] can be obtained in this systematic description by a selection of the representatives $w_{\lambda}$. The assumption of simply laced types

[^1]is made so that we may directly use the theory of quiver representations. See also [Deng and Du 2005] for a similar result in the affine $\mathfrak{s l}_{n}$ case. It is natural to expect that a similar result holds in the nonsimply laced case and to relate this theory to Kashiwara's crystal bases defined by using the monomials in Kashiwara operators [1991].

The main ingredients for the proof are Ringel's Hall algebra theory [Ringel 1995], the monoidal structure [Reineke 2001b] on the set $\mathcal{M}$ of isoclasses of finitedimensional representations of a Dynkin quiver $Q$ and the Bruhat-Chevalley type partial ordering on orbits in an affine space. These will be discussed separately in Sections 2, 3 and 4. Distinguished words are introduced and investigated in Section 5 and we prove the main result in Section 6. As an application of the theory, we mention an elementary construction [Reineke 2001b, §6] of the canonical bases for $U^{+}$as the counterpart of a similar construction for the Hecke algebra in [Kazhdan and Lusztig 1979]. This construction uses the same order as the one used in the geometric construction, involving perverse sheaf and intersection cohomology theories. Finally, more explicit results on distinguished words are worked out for the case of type $A$ in Section 7.

Throughout, $k$ denotes a finite field unless otherwise specified. Let $q_{k}=|k|$. All modules are finite-dimensional over $k$. If $M$ is a module, $n M, n \geqslant 0$, denotes the direct sum of n copies of $M$. Further, by $[M]$ we denote the class of modules isomorphic to $M$, i.e., the isoclass of $M$. For modules $M, N_{1}, \ldots, N_{t}$, let $F_{N_{1} \cdots N_{t}}^{M}$ denote the number of filtrations

$$
M=M_{0} \supset M_{1} \supset \cdots \supset M_{t-1} \supset M_{t}=0
$$

such that $M_{i-1} / M_{i} \cong N_{i}$ for all $1 \leqslant i \leqslant t$.

## 2. Ringel-Hall algebras of Dynkin quivers

Let $Q=\left(I, Q_{1}\right)$ be a quiver, i.e., a finite directed graph, where $I=Q_{0}$ is the set of vertices $\{1,2, \ldots, n\}$ and $Q_{1}$ is the set of arrows. If $\rho \in Q_{1}$ is an arrow from tail $i$ to head $j$, we write $h(\rho)$ for $j$ and $t(\rho)$ for $i$. Thus we obtain functions $h, t: Q_{1} \rightarrow I$. A vertex $i \in I$ is called a sink if there is no arrow $\rho$ with $t(\rho)=i$, and a source if there is no $\rho$ with $h(\rho)=i$.

Let $k Q$ be the path algebra of $Q$. A (finite-dimensional) representation $V$ of $Q$, consisting of a set of finite-dimensional vector spaces $V_{i}$ for each $i \in I$ and a set of linear transformations $V_{\rho}: V_{t(\rho)} \rightarrow V_{h(\rho)}$ for each $\rho \in Q_{1}$, is identified with a (left) $k Q$-module. We call $\operatorname{dim} V:=\left(\operatorname{dim} V_{1}, \ldots, \operatorname{dim} V_{n}\right)$ the dimension vector of $V$ and $\ell(V):=\sum_{i=1}^{n} \operatorname{dim} V_{i}$ the length of $V$ (also called the dimension of $V$ ). If
$Q$ contains no oriented cycles, there are exactly $n$ pairwise nonisomorphic simple $k Q$-modules $S_{1}, \ldots, S_{n}$ corresponding bijectively to the vertices of $Q$.

From now on, we assume that $Q$ is a Dynkin quiver, that is, a quiver whose underlying graph is a (simply laced) Dynkin graph. By Gabriel's theorem [1972], there is a bijection between the set of isoclasses of indecomposable $k Q$-modules and a positive system $\Phi^{+}$of the root system $\Phi$ associated with $Q$. For any $\beta \in \Phi^{+}$, let $M(\beta)=M_{k}(\beta)$ denote the corresponding indecomposable $k Q$-module. By the Krull-Remak-Schmidt theorem, every $k Q$-module $M$ is isomorphic to

$$
M(\lambda)=M_{k}(\lambda):=\bigoplus_{\beta \in \Phi^{+}} \lambda(\beta) M_{k}(\beta)
$$

for some function $\lambda: \Phi^{+} \rightarrow \mathbb{N}$. Thus the isoclasses of $k Q$-modules are indexed by the set

$$
\Lambda=\left\{\lambda: \Phi^{+} \rightarrow \mathbb{N}\right\} \cong \mathbb{N}^{\left|\Phi^{+}\right|}
$$

By a result of Ringel [1990], for $\lambda, \mu_{1}, \ldots, \mu_{m}$ in $\Lambda$, there is a polynomial $\varphi_{\mu_{1} \cdots \mu_{m}}^{\lambda}(q) \in \mathbb{Z}[q]$, called a Hall polynomial, such that for any finite field $k$ of $q_{k}$ elements

$$
\varphi_{\mu_{1} \cdots \mu_{m}}^{\lambda}\left(q_{k}\right)=F_{M_{k}\left(\mu_{1}\right) \cdots M_{k}\left(\mu_{m}\right)}^{M_{k}(\lambda)} .
$$

Let $\mathscr{A}=\mathbb{Z}[q]$ be the integral polynomial ring in the indeterminate $q$. The generic (untwisted) Ringel-Hall algebra $\mathscr{H}=\mathscr{H}_{q}(Q)$ of $Q$ over $\mathscr{A}$ is by definition the free $\mathscr{A}$-module having basis $\left\{u_{\lambda} \mid \lambda \in \Lambda\right\}$, and satisfying the multiplicative relations

$$
u_{\mu} u_{\nu}=\sum_{\lambda \in \Lambda} \varphi_{\mu \nu}^{\lambda}(q) u_{\lambda}
$$

We sometimes write $u_{\lambda}=u_{[M(\lambda)]}$ in order to make certain calculations in term of modules. For $i \in I$, we set $u_{i}=u_{\left[S_{i}\right]}$. Clearly, $\mathscr{H}$ admits a natural $\mathbb{N}^{n}$-grading by dimension vectors.

Following [Ringel 1993b], we can twist the multiplication of the Ringel-Hall algebra to obtain the positive part $\boldsymbol{U}^{+}$of a quantized enveloping algebra.

Let $\mathscr{Z}=\mathbb{Z}\left[v, v^{-1}\right]$, where $v$ is an indeterminate with $v^{2}=q$. The twisted Ringel Hall algebra $\mathscr{H}^{\star}=\mathscr{H}_{v}^{\star}(Q)$ of $Q$ is by definition the free $\mathscr{L}$-module having basis $\left\{u_{\lambda}=u_{[M(\lambda)]} \mid \lambda \in \Lambda\right\}$ and satisfying the multiplication rules

$$
u_{\mu} \star u_{\nu}=v^{\langle\mu, \nu\rangle} u_{\mu} u_{\nu}=v^{\langle\mu, \nu\rangle} \sum_{\lambda \in \Lambda} \varphi_{\mu \nu}^{\lambda}\left(v^{2}\right) u_{\lambda}
$$

where $\langle\mu, \nu\rangle=\operatorname{dim}_{k} \operatorname{Hom}_{k Q}(M(\mu), N(\nu))-\operatorname{dim}_{k} \operatorname{Ext}_{k Q}^{1}(M(\mu), N(v))$ is the Euler form associated with the quiver $Q$. Note that, if we define the bilinear form $\langle-,-\rangle$ : $\mathbb{Z}^{n} \times \mathbb{Z}^{n} \rightarrow \mathbb{Z}$ by

$$
\langle\boldsymbol{a}, \boldsymbol{b}\rangle=\sum_{i \in I} a_{i} b_{i}-\sum_{\rho \in Q_{1}} a_{t(\rho)} b_{h(\rho)},
$$

where $\boldsymbol{a}=\left(a_{1}, \cdots, a_{n}\right), \boldsymbol{b}=\left(b_{1}, \ldots, b_{n}\right)$, then

$$
\langle\mu, v\rangle=\langle\operatorname{dim} M(\mu), \operatorname{dim} M(v)\rangle .
$$

For each $m \geqslant 1$, set $[m]=\left(v^{m}-v^{-m}\right) /\left(v-v^{-1}\right)$ and $[m]^{!}=[1][2] \cdots[m]$. We define, for each $i \in I$, the divided powers

$$
u_{i}^{(\star m)}=\frac{u_{i}^{\star m}}{[m]^{!}} \text {and } E_{i}^{(m)}=\frac{E_{i}^{m}}{[m]^{!}}
$$

in $\mathscr{H}^{\star}$ and $\boldsymbol{U}^{+}$, respectively. Here $u_{i}^{\star m}=\underbrace{u_{i} \star \cdots \star u_{i}}_{m}=v^{m(m-1) / 2} u_{i}^{m}$.
Proposition 2.1 [Ringel 1995, §7]. The algebra $\mathscr{H}^{\star}$ is generated by all $u_{i}^{(\star m)}$, for $i \in I, m \geqslant 1$. There is a natural isomorphism

$$
\Psi: U^{+} \xrightarrow{\sim} \mathscr{H}^{\star}, E_{i}^{(m)} \mapsto u_{i}^{(\star m)} \quad(i \in I, m \geqslant 1) .
$$

We shall identify $U^{+}$with $\mathscr{H}^{\star}$ under this isomorphism.

## 3. Generic extensions and the monoid $\mathcal{M}$

In this section, we collect some recent results on generic extensions for quiver representations over an algebraically closed field $k$.

Fix $\boldsymbol{d}=\left(d_{i}\right)_{i} \in \mathbb{N}^{n}$ and define the affine space

$$
R(\boldsymbol{d})=R(Q, \boldsymbol{d}):=\prod_{\alpha \in Q_{1}} \operatorname{Hom}_{k}\left(k^{d_{t(\alpha)}}, k^{d_{h(\alpha)}}\right) \cong \prod_{\alpha \in Q_{1}} k^{d_{h(\alpha)} \times d_{t(\alpha)}} .
$$

Thus a point $x=\left(x_{\alpha}\right)_{\alpha}$ of $R(\boldsymbol{d})$ determines a representation $V(x)$ of $Q$. The algebraic group $\mathrm{GL}(\boldsymbol{d})=\prod_{i=1}^{n} \mathrm{GL}_{d_{i}}(k)$ acts on $R(\boldsymbol{d})$ by conjugation:

$$
\left(g_{i}\right)_{i} \cdot\left(x_{\alpha}\right)_{\alpha}=\left(g_{h(\alpha)} x_{\alpha} g_{t(\alpha)}^{-1}\right)_{\alpha}
$$

The $\operatorname{GL}(\boldsymbol{d})$-orbits $\mathcal{O}_{x}$ in $R(\boldsymbol{d})$ correspond bijectively to the isoclasses [ $V(x)$ ] of representations of $Q$ with dimension vector $\boldsymbol{d}$.

The stabilizer $\operatorname{GL}(\boldsymbol{d})_{x}=\{g \in \mathrm{GL}(\boldsymbol{d}) \mid g x=x\}$ of $x$ is the group of automorphisms of $M:=V(x)$ which is Zariski-open in $\operatorname{End}_{k Q}(M)$ and has dimension equal to $\operatorname{dim} \operatorname{End}_{k Q}(M)$. It follows that the orbit $\mathbb{O}_{M}:=\mathscr{O}_{x}$ of $M$ has dimension

$$
\operatorname{dim} \mathbb{O}_{M}=\operatorname{dim} \operatorname{GL}(\boldsymbol{d})-\operatorname{dim} \operatorname{End}_{k Q}(M)
$$

Lemma 3.1 [Reineke 2001b]. Let $Q$ be a Dynkin quiver. For $x \in R\left(\boldsymbol{d}_{1}\right)$ and $y \in R\left(\boldsymbol{d}_{2}\right)$, let $\mathscr{E}\left(\mathrm{O}_{x}, \mathcal{O}_{y}\right)$ be the set of all $z \in R(\boldsymbol{d})$ where $\boldsymbol{d}=\boldsymbol{d}_{1}+\boldsymbol{d}_{2}$ such that $V(z)$ is an extension of some $M \in \mathbb{O}_{x}$ by some $N \in \mathbb{O}_{y}$. Then $\mathscr{E}\left(\mathbb{O}_{x}, \mathcal{O}_{y}\right)$ is irreducible.

Given representations $M, N$ of $Q$, consider the extensions

$$
0 \rightarrow N \rightarrow E \rightarrow M \rightarrow 0
$$

of $M$ by $N$. By the lemma, there is a unique (up to isomorphism) such extension $G$ with $\operatorname{dim}_{0_{G}}$ maximal (i.e., with $\operatorname{dim} \operatorname{End}_{k Q}(G)$ minimal). We call $G$ the generic extension of $M$ by $N$, denoted by $M * N$.

For two representations $M, N$, we say that $M$ degenerates to $N$, or that $N$ is a degeneration of $M$, and write $[N] \leqslant[M]$ (or simply $N \leqslant M$ ), if $\mathcal{O}_{N} \subseteq \overline{\mathbb{O}}_{M}$, the closure of $\mathcal{O}_{M}$. Note that $N<M \Longleftrightarrow \mathcal{O}_{N} \subseteq \overline{\mathrm{O}}_{M} \backslash \mathrm{O}_{M}$.

Remark 3.2. The relation $\leqslant$ on the isoclasses is independent of the field $k$. This is seen from the following equivalence proved in [Bongartz 1996, Proposition 3.2]:

$$
\begin{equation*}
N \leqslant M \Longleftrightarrow \operatorname{dim} \operatorname{Hom}(X, N) \geqslant \operatorname{dim} \operatorname{Hom}(X, M) \text { for all } X \tag{3-1}
\end{equation*}
$$

and the fact that the dimension $\operatorname{dim} \operatorname{Hom}(X, Y)$ is the same over any field. Thus we may simply define a (characteristic-free) partial order on $\Lambda$ by

$$
\lambda \leqslant \mu \Longleftrightarrow M_{k}(\lambda) \leqslant M_{k}(\mu)
$$

for any given (algebraically closed) field $k$.
The first part of the following result is well-known (see, for example, [Bongartz 1996, 1.1]) and the other parts are proved in [Reineke 2001b].

Theorem 3.3. (1) If $0 \rightarrow N \rightarrow E \rightarrow M \rightarrow 0$ is exact and nonsplit, then $M \oplus N<E$.
(2) Let $M, N, X$ be representations of $Q$. Then $X \leqslant M * N$ if and only if there exist $M^{\prime} \leqslant M, N^{\prime} \leqslant N$ such that $X$ is an extension of $M^{\prime}$ by $N^{\prime}$. In particular, $M^{\prime} \leqslant M, N^{\prime} \leqslant N \Longrightarrow M^{\prime} * N^{\prime} \leqslant M * N$.
(3) Let $\mathcal{M}$ be the set of isoclasses of $k Q$-modules and define a multiplication $*$ on $\mathcal{M}$ by $[M] *[N]=[M * N]$ for any $[M],[N] \in \mathcal{M}$. Then $\mathcal{M}$ is a monoid with identity $1=[0]$ and the multiplication $*$ preserves the induced partial ordering on $M$.
(4) $\mathcal{M}$ is generated by the simple modules $\left[S_{i}\right], i \in I$.

Let $\Omega$ be the set of words in the alphabet $I=\{1, \ldots, n\}$. For $w=i_{1} i_{2} \cdots i_{m} \in \Omega$, let $\wp(w) \in \Lambda$ be the element defined by

$$
\begin{equation*}
\left[S_{i_{1}}\right] * \cdots *\left[S_{i_{m}}\right]=[M(\wp(w))] . \tag{3-2}
\end{equation*}
$$

Thus we obtain a map $\wp: \Omega \rightarrow \Lambda$. The theorem shows that $\wp$ is surjective and induces a partition $\Omega=\bigcup_{\lambda \in \Lambda} \Omega_{\lambda}$ with $\Omega_{\lambda}=\wp^{-1}(\lambda)$. Each $\Omega_{\lambda}$ is called a fibre of $\wp$.

By Remark 3.2, if we set $\lambda * \mu:=M(\lambda * \mu) \cong M(\lambda) * M(\mu)$ for $\lambda, \mu \in \Lambda$, the element $\lambda * \mu$ is well-defined, independent of the field $k$. Note that the multiplication * on $\Lambda$ depends on the orientation of $Q$.

## 4. The poset $\Lambda$

In this section we look at some properties of the poset $(\Lambda, \leqslant)$, where $\leqslant$ is defined in Remark 3.2.

For $w=i_{1} i_{2} \cdots i_{m} \in \Omega$ and $\lambda \in \Lambda$, let $\varphi_{w}^{\lambda}$ denote the Hall polynomial $\varphi_{\mu_{1} \cdots \mu_{m}}^{\lambda}$, where $M\left(\mu_{r}\right) \cong S_{i_{r}}$. Thus, for a finite field $k$,

$$
\varphi_{w}^{\lambda}\left(q_{k}\right)=F_{S_{i_{1} k} \cdots S_{i_{m} k}}^{M_{k}(\lambda)}
$$

is the number of composition series of $M_{k}(\lambda)$ :

$$
M_{k}(\lambda)=M_{0} \supset M_{1} \supset \cdots \supset M_{m-1} \supset M_{m}=0
$$

with $M_{j-1} / M_{j} \cong S_{i j}$. Such a composition series is called a composition series of type $w$.

The following lemma is a bit stronger than [Deng and Du 2005, 6.2].
Lemma 4.1. Let $w \in \Omega$ and $\mu \geqslant \lambda$ in $\Lambda$. Then $\varphi_{w}^{\mu} \neq 0$ implies $\varphi_{w}^{\lambda} \neq 0$.
Proof. Let $w=i_{1} i_{2} \cdots i_{m}$ and $w^{\prime}=i_{2} \cdots i_{m}$. We apply induction on $m$. If $m=1$ then $\mu \geqslant \lambda$ forces $M(\mu)=M(\lambda)$ and the result is clear. Now assume $m>1$. If $\varphi_{w}^{\mu} \neq 0$, then $\varphi_{w}^{\mu}\left(q_{k}\right) \neq 0$ for some finite field $k$. Thus $M_{k}(\mu)$ has a submodule $M_{k}^{\prime} \cong M_{k}\left(\mu^{\prime}\right)$ having a composition series of type $w^{\prime}$. Hence $\varphi_{w^{\prime}}^{\mu^{\prime}} \neq 0$, since $\varphi_{w^{\prime}}^{\mu^{\prime}}\left(q_{k}\right) \neq 0$. Base change to the algebraic closure $\bar{k}$ of $k$ gives an exact sequence over $\bar{k}$

$$
0 \longrightarrow M^{\prime} \longrightarrow M(\mu) \longrightarrow S_{i_{1}} \longrightarrow 0
$$

where we have dropped the subscripts $\bar{k}$. Thus

$$
M(\lambda) \leqslant M(\mu) \leqslant S_{i_{1}} * M^{\prime}
$$

By Theorem 3.3(2), there exist modules $N^{\prime}, N^{\prime \prime}$ such that $M(\lambda)$ is an extension of $N^{\prime}$ by $N^{\prime \prime}$ and $N^{\prime} \leqslant M^{\prime}, N^{\prime \prime} \leqslant S_{i_{1}}$. So we obtain an exact sequence (over $\bar{k}$ )

$$
0 \longrightarrow N^{\prime} \xrightarrow{f} M(\lambda) \xrightarrow{g} N^{\prime \prime} \longrightarrow 0 .
$$

Now the condition $N^{\prime} \leqslant M^{\prime}$ means $\lambda^{\prime} \leqslant \mu^{\prime}$ where $N^{\prime} \cong M\left(\lambda^{\prime}\right)$. Since $\varphi_{w^{\prime}}^{\mu^{\prime}} \neq 0$, it follows from induction that $\varphi_{w^{\prime}}^{\lambda^{\prime}} \neq 0$, that is, $N^{\prime}$ has a composition series of type $w^{\prime}$. On the other hand, since $S_{i_{1}}$ is simple, $N^{\prime \prime} \leqslant S_{i_{1}}$ implies $N^{\prime \prime} \cong S_{i_{1}}$. Therefore, $M(\lambda)$ has a composition series of type $w$, and consequently, $\varphi_{w}^{\lambda} \neq 0$.

We now relate the partial order $\leqslant$ to certain nonzero Hall polynomials.
Theorem 4.2. Let $\lambda, \mu \in \Lambda$. Then $\lambda \leqslant \mu$ if and only if there exists a word $w \in$ $\wp^{-1}(\mu)$ with $\varphi_{w}^{\lambda} \neq 0$.

Proof. Suppose $\lambda \leqslant \mu$. Since $\wp$ is surjective, $\mu=\wp(w)$ for some $w \in \Omega$. By (3-2), we see that $\varphi_{w}^{\wp(w)} \neq 0$. Thus Lemma 4.1 implies $\varphi_{w}^{\lambda} \neq 0$, as required.

Conversely, let $w=i_{1} i_{2} \cdots i_{m} \in \Omega, \lambda \in \Lambda$, and suppose $\varphi_{w}^{\lambda} \neq 0$. We use induction on $m$ to prove that $\lambda \leqslant \wp(w)$. If $m=1$, there is nothing to prove. Let $m>1$ and $w^{\prime}=i_{2} \cdots i_{m}$ and assume $\lambda^{\prime} \leqslant \wp\left(w^{\prime}\right)$ whenever $\varphi_{w^{\prime}}^{\lambda^{\prime}} \neq 0$. Since $\varphi_{w}^{\lambda} \neq 0$, there is a finite field $k$ (of any given characteristic) such that $\varphi_{w}^{\lambda}\left(q_{k}\right) \neq 0$. Thus there is a submodule $M_{k}^{\prime}$ of $M_{k}(\lambda)$ having a composition series of type $w^{\prime}$. This implies $\varphi_{w^{\prime}}^{\lambda^{\prime}} \neq 0$ where $M_{k}\left(\lambda^{\prime}\right) \cong M_{k}^{\prime}$. By induction, we have $\lambda^{\prime} \leqslant \wp\left(w^{\prime}\right)$.

On the other hand, base change to the exact sequence

$$
0 \longrightarrow M_{k}^{\prime} \longrightarrow M_{k}(\lambda) \longrightarrow S_{i_{1} k} \longrightarrow 0
$$

yields an exact sequence over $\bar{k}$

$$
0 \longrightarrow M^{\prime} \longrightarrow M(\lambda) \longrightarrow S_{i_{1}} \longrightarrow 0
$$

(Here again we dropped the subscripts $\bar{k}$.) By Theorem 3.3(2) we obtain

$$
M(\lambda) \leqslant S_{i_{1}} * M\left(\lambda^{\prime}\right) \leqslant S_{i_{1}} * M\left(\wp\left(w^{\prime}\right)\right)=M(\wp(w))
$$

Therefore, $\lambda \leqslant \wp(w)$.

## 5. Distinguished words

Let $w=i_{1} i_{2} \cdots i_{m}$ be a word in $\Omega$. Then $w$ can be uniquely expressed in the tight form $w=j_{1}^{e_{1}} j_{2}^{e_{2}} \cdots j_{t}^{e_{t}}$, where $e_{r} \geqslant 1,1 \leqslant r \leqslant t$, and $j_{r} \neq j_{r+1}$ for $1 \leqslant r \leqslant t-1$. Following [Ringel 1993a, 2.3], a filtration

$$
M=M_{0} \supset M_{1} \supset \cdots \supset M_{t-1} \supset M_{t}=0
$$

of a module is called a reduced filtration of type $w$ if $M_{r-1} / M_{r} \cong e_{r} S_{j_{r}}$ for all $1 \leqslant r \leqslant t$. Any reduced filtration of $M$ of type $w$ can be refined to a composition series of $M$ of type $w$. Conversely, given a composition series of $M$ of type $w$, there is a unique reduced filtration of $M$ of type $w$ such that the given composition series is a refinement of this reduced filtration. By $\gamma_{w}^{\lambda}(q)$ we denote the Hall polynomial $\varphi_{\mu_{1} \cdots \mu_{t}}^{\lambda}(q)$, where $M\left(\mu_{r}\right)=e_{r} S_{j_{r}}$. Thus, for a finite field $k$ of $q_{k}$ elements, $\gamma_{w}^{\lambda}\left(q_{k}\right)$ is the number of the reduced filtrations of $M_{k}(\lambda)$ of type $w$. A word $w$ is called distinguished if $\gamma_{w}^{\wp(w)}(q)=1$; this is the case if and only if, for some algebraically closed field $k, M_{k}(\wp(w))$ has a unique reduced filtration of type $w$. See [Deng and Du 2005, §5].

Example 5.1. Let $w=j_{1}{ }^{e_{1}} j_{2}{ }^{e_{2}} \cdots j_{t}{ }^{e_{t}}$ be in the tight form. If $j_{1}, \ldots, j_{t}$ are pairwise distinct and satisfy

$$
\operatorname{Ext}_{k Q}^{1}\left(S_{j_{r}}, S_{j_{s}}\right) \neq 0 \Longrightarrow r<s
$$

then $F_{N_{1} \cdots N_{t}}^{M}=0$ or 1 for every $k Q$-module $M$, where $N_{r}=e_{r} S_{j_{r}}$. Thus $w$ is distinguished.

Distinguished words will be used in the construction of integral monomial bases for the Lusztig form. The following lemma shows that these words are somehow evenly distributed.
Lemma 5.2. Each fibre of $\wp$ contains at least one distinguished word.
Proof. This follows directly from [Reineke 2001a, Lemma 4.5]. For completeness, we present here the construction of such distinguished words.

By $\mathscr{I}$ we denote the set of the isoclasses of indecomposable representations of $Q$. Let $\mathscr{I}_{*}$ be a directed partition of $\mathscr{I}$ [Reineke 2001a, §4], that is, a partition of the set $\mathscr{I}$ into subsets $\Phi_{1}, \ldots, \Phi_{m}$ such that
(a) $\operatorname{Ext}_{k Q}^{1}(M, N)=0$ for all $M, N$ in the same part $\mathscr{I}_{r}$,
(b) $\operatorname{Ext}_{k Q}^{1}(M, N)=0=\operatorname{Hom}_{k Q}(N, M)$ if $M \in \mathscr{I}_{r}, N \in \Phi_{s}$, where $1 \leqslant r<s \leqslant m$.

Then, for each $\lambda \in \Lambda$, we have a unique decomposition

$$
M(\lambda)=\bigoplus_{r=1}^{m} M_{r}
$$

where all the summands of $M_{r}$ belong to $\mathscr{I}_{r}, 1 \leqslant r \leqslant m$. Thus

$$
\begin{equation*}
\operatorname{Hom}_{k Q}\left(M_{r}, M_{s}\right) \neq 0 \Longrightarrow r \leqslant s \tag{5-1}
\end{equation*}
$$

Further, since $Q$ is a Dynkin quiver, we can order the vertices of $Q$ in a sequence $i_{1}, i_{2}, \ldots, i_{n}$ such that, for each $1<j \leqslant n, i_{j}$ is a sink in the full subquiver of $Q$ with vertices $\left\{i_{1}, \ldots, i_{j-1}, i_{j}\right\}$. Equivalently, $i_{1}, i_{2}, \ldots, i_{n}$ are ordered to satisfy

$$
\begin{equation*}
\operatorname{Ext}_{k Q}^{1}\left(S_{i_{j}}, S_{i_{l}}\right) \neq 0 \Longrightarrow j<l \tag{5-2}
\end{equation*}
$$

Let $\boldsymbol{d}^{(r)}=\left(d_{1}^{(r)}, \ldots, d_{n}^{(r)}\right)=\operatorname{dim} M_{r}$, for $1 \leqslant r \leqslant m$, and set

$$
w_{r}=\underbrace{i_{1} \cdots i_{1}}_{d_{i_{1}}^{(r)}} \cdots \cdots \underbrace{i_{n} \cdots i_{n}}_{d_{i_{n}}^{(r)}}
$$

and $w_{\lambda}=w_{1} \cdots w_{m} \in \Omega$. Then [Reineke 2001a, Lemma 4.5] implies that $\wp\left(w_{\lambda}\right)=$ $\lambda$ and $\gamma_{w_{\lambda}}^{\lambda}(q)=1$, that is, $w_{\lambda}$ is distinguished.

We call the distinguished words constructed above directed distinguished words (with respect to the given directed partition $\mathscr{I}_{*}$ ).

We mention a special case of directed partitions $\mathscr{I}_{*}$ where each part $\mathscr{I}_{r}$ contains only one isoclass. This case is equivalent to ordering the indecomposable modules $M\left(\beta_{1}\right), M\left(\beta_{2}\right), \ldots$ such that

$$
\begin{equation*}
\operatorname{Hom}_{k Q}\left(M\left(\beta_{r}\right), M\left(\beta_{s}\right)\right) \neq 0 \Longrightarrow r \leqslant s \tag{5-3}
\end{equation*}
$$

Note that monomial bases associated to these special directed distinguished words have been constructed in [Lusztig 1990] and [Ringel 1995]; see Remarks 6.5 below.

The following example shows that a fibre of $\wp$ could contain many words other than directed distinguished ones.
Example 5.3. Let $Q$ denote the quiver


Let $\lambda \in \Lambda$ be such that $M(\lambda)$ is the indecomposable $k Q$-module with dimension vector ( $1,1,1,2$ ). Then $\wp^{-1}(\lambda)$ contains 12 words

$$
\begin{aligned}
& 1234^{2}, 1324^{2}, 2134^{2}, 2314^{2}, 3124^{2}, 3214^{2} \\
& 12434,13424,21434,23414,31424,32414
\end{aligned}
$$

all distinguished. From the structure of the Auslander-Reiten quiver of $k Q$, one sees easily that the first 6 words are directed distinguished, but the last 6 are not.

## 6. Monomial and integral monomial bases

For $m \geqslant 1$, let $\llbracket m \rrbracket!=\llbracket 1 \rrbracket \llbracket 2 \rrbracket \cdots \llbracket m \rrbracket$, where $\llbracket e \rrbracket=\left(q^{e}-1\right) /(q-1)$. Then $\llbracket m \rrbracket=$ $v^{m-1}[m]$ and $\llbracket m \rrbracket^{!}=v^{m(m-1) / 2}[m]^{!}$.
Lemma 6.1. Let $w \in \Omega$ be a word with the tight form $j_{1}^{e_{1}} j_{2}^{e_{2}} \ldots j_{t}^{e_{t}}$. Then, for each $\lambda \in \Lambda$,

$$
\varphi_{w}^{\lambda}(q)=\gamma_{w}^{\lambda}(q) \prod_{r=1}^{t} \llbracket e_{r} \rrbracket^{!}
$$

In particular, $\varphi_{w}^{\wp(w)}(q)=\prod_{r=1}^{t} \llbracket e_{r} \rrbracket^{!}$if $w$ is distinguished.
Proof. The result follows from the definition of a distinguished word and the fact that the number of composition series of $e S_{i}$ is $\llbracket e \rrbracket!$ (see [Ringel 1993b, 8.2]).

To each word $w=i_{1} i_{2} \cdots i_{m} \in \Omega$, we associate a monomial

$$
u_{w}=u_{i_{1}} u_{i_{2}} \cdots u_{i_{m}} \in \mathscr{H}
$$

Theorem 4.2 and Lemma 6.1 give:
Proposition 6.2. For each $w \in \Omega$ with the tight form $j_{1}{ }^{e_{1}} j_{2}{ }^{e_{2}} \cdots j_{t}{ }^{e_{t}}$, we have

$$
\begin{equation*}
u_{w}=\sum_{\lambda \leqslant \wp(w)} \varphi_{w}^{\lambda}(q) u_{\lambda}=\prod_{r=1}^{t} \llbracket e_{r} \rrbracket^{!} \sum_{\lambda \leqslant \wp(w)} \gamma_{w}^{\lambda}(q) u_{\lambda} \tag{6-1}
\end{equation*}
$$

Moreover, the coefficients appearing in the sum are all nonzero.

This improves [Ringel 1995, Theorem 1, p. 96] in two ways: it generalizes the formula from certain directed distinguished words to all words, and it replaces the lexicographical order by the Bruhat type partial order $\leqslant$.

For any commutative ring $\mathscr{A}^{\prime}$ which is an $\mathscr{A}$-algebra and any $\mathscr{A}$-module $M$, let $M_{\mathscr{A} \mathfrak{A}^{\prime}}=\mathscr{A}^{\prime} \otimes_{\mathscr{A}} M$ denote the $\mathscr{A}^{\prime}$-module obtained from $M$ by base change to $\mathscr{A}^{\prime}$.

Theorem 6.3. For every $\lambda \in \Lambda$, choose an arbitrary word $w_{\lambda} \in \wp^{-1}(\lambda)$. The set $\left\{u_{w_{\lambda}} \mid \lambda \in \Lambda\right\}$ is a $\mathbb{Q}(q)$-basis of $\mathscr{H}_{\mathbb{Q}(q)}$. If all the $w_{\lambda}$ are chosen to be distinguished, then this set is an $\mathscr{A}_{(q-1)}$-basis of $\mathscr{H}_{\mathscr{A}_{(q-1)}}$ where $\mathscr{A}_{(q-1)}$ denotes the localization of $\mathscr{A}$ at the maximal ideal generated by $q-1$.
Proof. This follows from Proposition 6.2 and the fact that $\varphi_{w_{\lambda}}^{\wp\left(w_{\lambda}\right)}$ is invertible in $\mathscr{A}_{(q-1)}$ if $w_{\lambda}$ is distinguished.

Let $\mathfrak{g}=\mathfrak{n}_{-} \oplus \mathfrak{h} \oplus \mathfrak{n}_{+}$be the Lie algebra over $\mathbb{Q}$ of type $Q$ with generators $e_{i}, f_{i}, h_{i}$. Let $\mathfrak{U}(\mathfrak{g})$ be the universal enveloping algebra of $\mathfrak{g}$. Define monomials $e_{w}$ similarly for $w \in \Omega$ in $\mathfrak{U}\left(\mathfrak{n}_{+}\right)$.

Corollary 6.4. For every $\lambda \in \Lambda$, choose an arbitrary distinguished word $w_{\lambda} \in$ $\wp^{-1}(\lambda)$. The set $\left\{e_{w_{\lambda}} \mid \lambda \in \Lambda\right\}$ is a $\mathbb{Q}$-basis of $\mathfrak{U}\left(\mathfrak{n}_{+}\right)$.

Proof. The result follows from the isomorphism $\mathscr{H}_{\mathscr{A}^{\prime}} /(q-1) \mathscr{H}_{\mathscr{A}^{\prime}} \cong \mathfrak{U}\left(\mathfrak{n}_{+}\right)$, where $\mathscr{A}^{\prime}=\mathscr{A}_{(q-1)}$, and Theorem 6.3.

Proof of Theorem 1.1. For each $w=i_{1} i_{2} \cdots i_{m} \in \Omega$ we have

$$
u_{i_{1}} \star \cdots \star u_{i_{m}}=v^{\varepsilon(w)} u_{w}
$$

where

$$
\varepsilon(w)=\sum_{1 \leqslant r<s \leqslant m}\left\langle\operatorname{dim} S_{i_{r}}, \operatorname{dim} S_{i_{s}}\right\rangle .
$$

Let, for $w=j_{1}^{e_{1}} \cdots j_{t}^{e_{t}}$ in tight form,

$$
\mathfrak{m}^{(w)}:=E_{j_{1}}^{\left(e_{1}\right)} \cdots E_{j_{t}}^{\left(e_{t}\right)}=\left(\prod_{r=1}^{t}\left[e_{r}\right]^{!}\right)^{-1} u_{j_{1}}^{\star e_{1}} \star \cdots \star u_{j_{t}}^{\star e_{t}} .
$$

Since $\prod_{r=1}^{t}\left[e_{r}\right]^{!}=v^{-\delta(w)} \prod_{r=1}^{t} \llbracket e_{r} \rrbracket^{!}$, where $\delta(w)=\sum_{r=1}^{t} e_{r}\left(e_{r}-1\right) / 2$, it follows from Proposition 6.2 that

$$
\begin{equation*}
\mathfrak{m}^{(w)}=\left(\prod_{r=1}^{t} \llbracket e_{r} \rrbracket^{!}\right)^{-1} v^{\delta(w)+\varepsilon(w)} u_{w}=v^{\delta(w)+\varepsilon(w)} \sum_{\lambda \leqslant \wp(w)} \gamma_{w}^{\lambda}\left(v^{2}\right) u_{\lambda} \tag{6-2}
\end{equation*}
$$

Together with Proposition 2.1 and Theorem 6.3, this implies Theorem 1.1 with $\Omega_{\lambda}=\wp^{-1}(\lambda)$ for all $\lambda \in \Lambda$.

Remarks 6.5. (a) It is clear, from the definition, that the monomial basis $\left\{E^{(M)}\right\}$ constructed in [Reineke 2001a, Theorem 4.2] involves only directed distinguished words $w_{\lambda}$.
(b) As a special case of [Reineke 2001a, Theorem 4.2], the monomial bases constructed in [Lusztig 1990, 7.8; Ringel 1995, pp. 101-2] involve only those directed distinguished words defined with respect to the special directed partition $\mathscr{I}_{*}$ satisfying conditions (5-3) and (5-2); see [Ringel 1995, Theorem 1] and [Lusztig 1990, 4.12(c), 4.13]. ${ }^{1}$

We now look briefly at the elementary and algebraic construction of the canonical basis for $U^{+}$[Reineke 2001b, §6]. Note that the elementary constructions given in, e.g., [Lusztig 1990; Kashiwara 1991; Ringel 1995; Chari and Xi 1999] used a finer order than the one used in the geometric construction. We now use the same order which has an algebraic interpretation (3-1).

For each $\lambda \in \Lambda$, set

$$
\tilde{\mathfrak{u}}_{\lambda}=v^{-\operatorname{dim} M(\lambda)+\operatorname{dim} \operatorname{End}(M(\lambda))} u_{\lambda} .
$$

Then, by Proposition 2.1, $U^{+}$is $\mathscr{L}$-free with basis $\mathscr{E}=\left\{\tilde{\mathfrak{u}}_{\lambda}: \lambda \in \Lambda\right\}$. Note that $U^{+}=\bigoplus_{\boldsymbol{d}} U_{\boldsymbol{d}}^{+}$is $\mathbb{N} I$-graded according to the dimension vectors, and each $U_{\boldsymbol{d}}^{+}$is $\mathscr{L}$-free with basis $\mathscr{E} \cap U_{d}^{+}=\left\{\tilde{\mathfrak{u}}_{\lambda}: \lambda \in \Lambda_{\boldsymbol{d}}\right\}$. Clearly, each $\Lambda_{\boldsymbol{d}}$ together with $\leqslant$ is a poset.

Define a ring homomorphism $\iota: U^{+} \rightarrow U^{+}$by setting $\iota\left(E_{i}^{(m)}\right)=E_{i}^{(m)}$ and $\iota(v)=v^{-1}$. Clearly, $\iota$ preserves the grading of $U^{+}$. Write, for any $\tilde{\mathfrak{u}}_{\lambda} \in U_{\boldsymbol{d}}^{+}$,

$$
\begin{equation*}
\iota\left(\tilde{\mathfrak{u}}_{\mu}\right)=\sum_{\lambda} r_{\lambda, \mu} \tilde{\mathfrak{u}}_{\lambda} . \tag{6-3}
\end{equation*}
$$

By [Lusztig 1990, 9.10] (see [Du 1994] for more details), the existence of the canonical bases for $U_{d}^{+}$follows from the property

$$
\begin{equation*}
r_{\lambda, \lambda}=1, r_{\lambda, \mu}=0 \quad \text { unless } \lambda \leqslant \mu \tag{6-4}
\end{equation*}
$$

of the coefficients $r_{\lambda, \mu}$. We use (6-2) to derive (6-4). We first calculate $\delta(w)+\varepsilon(w)$ for directed distinguished words; compare [Ringel 1995, Lemma, p. 102].

Lemma 6.6. We have for any directed distinguished word $w \in \Omega$

$$
\delta(w)+\varepsilon(w)=-\operatorname{dim} M(\wp(w))+\operatorname{dim} \operatorname{End} M(\wp(w)) .
$$

Proof. Let $w \in \Omega$ be a directed distinguished word. Then, by definition, there is a directed partition $\mathscr{I}_{*}$ of $\mathscr{I}$ and a $\lambda \in \Lambda$ such that $w$ has the form $w=w_{\lambda}=w_{1} \cdots w_{m}$

[^2]with
$$
w_{r}=\underbrace{i_{1} \cdots i_{1}}_{d_{i_{1}}^{(r)}} \cdots \cdots \underbrace{i_{n} \cdots i_{n}}_{d_{i_{n}}^{(r)}},
$$
where $M(\lambda)=M_{1} \oplus M_{2} \oplus \cdots \oplus M_{m}, \boldsymbol{d}^{(r)}=\left(d_{1}^{(r)}, \ldots, d_{n}^{(r)}\right)=\operatorname{dim} M_{r}$ for $1 \leqslant r \leqslant m$, and the sequence $i_{1}, i_{2}, \ldots, i_{n}$ of vertices are ordered to satisfy (5-2). Clearly,
$$
\delta(w)=\sum_{r=1}^{m} \sum_{j=1}^{n} \frac{d_{i_{j}}^{(r)}\left(d_{i_{j}}^{(r)}-1\right)}{2}
$$

Since $\left\langle\operatorname{dim} S_{i_{j}}, \operatorname{dim} S_{i_{l}}\right\rangle=0$ for $j>l$ and $\operatorname{Ext}^{1}\left(M_{r}, M_{s}\right)=0$ for all $1 \leqslant r \leqslant s \leqslant m$, we obtain, for each $1 \leqslant r \leqslant m$,

$$
\begin{aligned}
\varepsilon\left(w_{r}\right) & =\sum_{j=1}^{n} \frac{d_{i_{j}}^{(r)}\left(d_{i_{j}}^{(r)}-1\right)}{2}\left\langle\operatorname{dim} S_{i_{j}}, \operatorname{dim} S_{i_{j}}\right\rangle+\sum_{1 \leqslant j<l \leqslant n}\left\langle\operatorname{dim} d_{i_{j}}^{(r)} S_{i_{j}}, \operatorname{dim} d_{i_{l}}^{(r)} S_{i_{l}}\right\rangle \\
& =\left\langle\operatorname{dim} M_{r}, \operatorname{dim} M_{r}\right\rangle-\sum_{j=1}^{n} \frac{\left(d_{i_{j}}^{(r)}\right)^{2}}{2}-\sum_{j=1}^{n} \frac{d_{i_{j}}^{(r)}}{2} \\
& =\operatorname{dim} \operatorname{End}\left(M_{r}\right)-\sum_{j=1}^{n} \frac{d_{i_{j}}^{(r)}\left(d_{i_{j}}^{(r)}+1\right)}{2}
\end{aligned}
$$

and therefore,

$$
\begin{aligned}
\varepsilon(w) & =\sum_{r=1}^{m} \varepsilon\left(w_{r}\right)+\sum_{1 \leqslant r<s \leqslant m}\left\langle\operatorname{dim} M_{r}, \operatorname{dim} M_{s}\right\rangle \\
& =\sum_{r=1}^{m} \varepsilon\left(w_{r}\right)+\sum_{1 \leqslant r<s \leqslant m} \operatorname{dim} \operatorname{Hom}\left(M_{r}, M_{s}\right) .
\end{aligned}
$$

Noting that $\operatorname{Hom}\left(M_{r}, M_{s}\right)=0$ for $r>s$, we finally obtain

$$
\begin{aligned}
\delta(w)+\varepsilon(w) & =\sum_{r=1}^{m} \operatorname{dim} \operatorname{End}\left(M_{r}\right)+\sum_{1 \leqslant r<s \leqslant m} \operatorname{dim} \operatorname{Hom}\left(M_{r}, M_{s}\right)-\sum_{r=1}^{m} \sum_{j=1}^{n} d_{i_{j}}^{(r)} \\
& =\operatorname{dim} \operatorname{End}(M(\lambda))-\operatorname{dim} M(\lambda) .
\end{aligned}
$$

This completes the proof.
By Lemma 6.6 and (6-2), any directed distinguished word $w$ satisfies

$$
\begin{equation*}
\mathfrak{m}^{(w)}=\tilde{\mathfrak{u}}_{\wp(w)}+\sum_{\lambda<\wp(w)} f_{\lambda, \wp(w)} \tilde{\mathfrak{u}}_{\lambda} \tag{6-5}
\end{equation*}
$$

where $0 \neq f_{\lambda, \wp(w)} \in \mathscr{L}$. If we fix a representative set $\Lambda^{\prime}=\left\{w_{\lambda}: \lambda \in \Lambda\right\}$, where $w_{\lambda} \in \Omega_{\lambda}$, consisting of directed distinguished words, the relation above implies that, for any $\mu \in \Lambda$,

$$
\tilde{\mathfrak{u}}_{\mu} \in \mathfrak{m}^{\left(w_{\mu}\right)}+\sum_{\lambda<\mu} \mathscr{\mathscr { L }} \mathfrak{m}^{\left(w_{\lambda}\right)} .
$$

Restricting to $\Lambda_{\boldsymbol{d}}$, where $\boldsymbol{d}$ is a fixed dimension vector, we obtain the transition matrix $\left(f_{\lambda, \mu}\right)_{\lambda, \mu \in \Lambda_{d}}$. This matrix has an inverse $\left(g_{\lambda, \mu}\right)_{\lambda, \mu \in \Lambda_{d}}$ satisfying $g_{\lambda, \lambda}=1$ and $g_{\lambda, \mu}=0$ unless $\lambda \leqslant \mu$. Thus

$$
\tilde{\mathfrak{u}}_{\mu}=\mathfrak{m}^{\left(w_{\mu}\right)}+\sum_{\lambda<\mu} g_{\lambda, \mu} \mathfrak{m}^{\left(w_{\lambda}\right)}
$$

Applying $\iota$, we obtain by (6-5)

$$
\begin{equation*}
\iota\left(\tilde{\mathfrak{u}}_{\mu}\right)=\mathfrak{m}^{\left(w_{\mu}\right)}+\sum_{\lambda<\mu} \bar{g}_{\lambda, \mu} \mathfrak{m}^{\left(w_{\lambda}\right)}=\tilde{\mathfrak{u}}_{\mu}+\sum_{\lambda<\mu} r_{\lambda, \mu} \tilde{\mathfrak{u}}_{\lambda} \tag{6-6}
\end{equation*}
$$

This proves that the coefficients in (6-3) satisfy (6-4). Thus the corresponding canonical basis $\left\{\mathfrak{c}_{\lambda}\right\}_{\lambda \in \Lambda}$ is uniquely defined.
Remarks 6.7. (a) The canonical basis defined above is the same as Lusztig's canonical basis. This is because the basis $\mathscr{E}$ is a PBW type basis (see [Ringel 1996, Theorem 7]). We also note that, as in the Hecke algebra case [Kazhdan and Lusztig 1979; 1980], the partial order used in this construction is the same as the one used in the geometric construction (see [Lusztig 1990, §9]).
(b) The relation (6-6) is derived via directed distinguished words. However, it can be used to prove the following result, ${ }^{2}$ which generalizes the formula given in Lemma 6.6 to all distinguished words. Thus we may also use nondirected distinguished words in the construction above to obtain canonical bases.
Proposition 6.8. For any distinguished word $w \in \Omega$, we have

$$
\delta(w)+\varepsilon(w)=-\operatorname{dim} M(\wp(w))+\operatorname{dim} \operatorname{End} M(\wp(w)) .
$$

Proof. Let $w \in \Omega$ be distinguished. By (6-2), we have

$$
\begin{equation*}
\mathfrak{m}^{(w)}=v^{s} \tilde{\mathfrak{u}}_{\wp(w)}+\sum_{\lambda<\wp(w)} h_{\lambda, \wp(w)} \tilde{\mathfrak{u}}_{\lambda}, \tag{6-7}
\end{equation*}
$$

where $s=\delta(w)+\varepsilon(w)+\operatorname{dim} M(\wp(w))-\operatorname{dim} \operatorname{End} M(\wp(w))$ and $0 \neq h_{\lambda, \wp(w)} \in \mathscr{L}$ for $\lambda<\wp(w)$. By applying $\iota$ to (6-7), we deduce from (6-6) that

$$
\iota\left(\mathfrak{m}^{(w)}\right)=v^{-s} \tilde{\mathfrak{u}}_{\wp(w)}+\sum_{\lambda<\wp(w)} d_{\lambda, \wp(w)} \tilde{\mathfrak{u}}_{\lambda}
$$

[^3]for some $d_{\lambda, \wp(w)} \in \mathscr{L}$. Since $\iota\left(\mathfrak{m}^{(w)}\right)=\mathfrak{m}^{(w)}$, equating coefficients yields $v^{s}=v^{-s}$. This implies $s=0$, that is,
$$
\delta(w)+\varepsilon(w)=-\operatorname{dim} M(\wp(w))+\operatorname{dim} \operatorname{End} M(\wp(w)) .
$$

## 7. The type $\boldsymbol{A}$ case

We now give a combinatorial description of the map $\wp: \Omega \rightarrow \Lambda$ for the linear quiver

$$
Q=A_{n}: 1 \longrightarrow 2 \longrightarrow \cdots \longrightarrow n-1 \longrightarrow n
$$

We also give an explicit description of the distinguished words in this case. Since $A_{n}$ is a subquiver of a cyclic quiver, the results obtained below and their proofs are similar to (or even simpler than) those given in [Deng and Du 2005], and the proofs will mostly be omitted.

It is known that, for $1 \leqslant i \leqslant j \leqslant n$, there is a unique (up to isomorphism) indecomposable $k A_{n}$-module $M_{i j}$ with top $S_{i}$ and of length $j-i+1$, and all $M_{i j}, 1 \leqslant i \leqslant j \leqslant n$, form a complete set of nonisomorphic indecomposable $k A_{n^{-}}$ modules. By Gabriel's theorem, each $M_{i j}$ corresponds to a positive root $\beta_{i j}$. Thus $\Phi^{+}=\left\{\beta_{i j} \mid 1 \leqslant i \leqslant j \leqslant n\right\}$. For each map $\lambda \in \Lambda$, we set $\lambda_{i j}=\lambda\left(\beta_{i j}\right)$. First, we have the following positivity result, which can be proved by counting and induction on the length of $w$ (compare [Deng and Du 2005, Proposition 9.1]).
Proposition 7.1. For each $w \in \Omega$ and each $\lambda \in \Lambda$, the polynomial $\varphi_{w}^{\lambda}$ lies in $\mathbb{N}[q]$.
Now, for each $i \in I$, we define a map $\sigma_{i}: \Lambda \rightarrow \Lambda$ as follows. For $\lambda \in \Lambda$, if $S_{i+1}$ is not a summand of $M(\lambda) / \mathrm{rad} M(\lambda)$ (i.e., $\lambda_{i+1, l}=0$ for all $l$ ), then $\sigma_{i} \lambda$ is obtained by adding 1 to $\lambda_{i i}$ so that $M\left(\sigma_{i} \lambda\right)=M(\lambda) \oplus S_{i}$; otherwise, $\sigma_{i} \lambda$ is defined by

$$
\left(\sigma_{i} \lambda\right)_{r s}= \begin{cases}\lambda_{r s} & \text { if }(r, s) \neq(i, j),(i+1, j) \\ \lambda_{i j}+1 & \text { if }(r, s)=(i, j) \\ \lambda_{i+1, j}-1 & \text { if }(r, s)=(i+1, j)\end{cases}
$$

where $j$ is the maximal index with $\lambda_{i+1, j} \neq 0$. We have the following (compare [Deng and Du 2005, Proposition 3.7]).
Proposition 7.2. Let $i \in I$ and $\lambda \in \Lambda$. Then $S_{i} * M(\lambda) \cong M\left(\sigma_{i} \lambda\right)$. Therefore $\wp(w)=\sigma_{i_{1}} \cdots \sigma_{i_{m}}(0)$ for any $w=i_{1} \cdots i_{m} \in \Omega$.

Let $w=j_{1}^{e_{1}} j_{2}^{e_{2}} \cdots j_{t}^{e_{t}} \in \Omega$ be in the tight form. For each $0 \leqslant r \leqslant t$, we put $w_{r}=j_{r+1}^{e_{r+1}} \cdots j_{t}^{e_{t}}$ and $\lambda^{(r)}=\wp\left(w_{r}\right)$. In particular, $w_{0}=w$ and $w_{t}=1$. Further, for $r \geqslant 1$, we have

$$
\lambda^{(r-1)}=\wp\left(w_{r-1}\right)=\underbrace{\sigma_{j_{r}} \cdots \sigma_{j_{r}}}_{e_{r}}\left(\lambda^{(r)}\right)
$$

The following result gives a combinatorial description of distinguished words (compare [Deng and Du 2005, 5.5]).
Proposition 7.3. Let $w=j_{1}^{e_{1}} j_{2}^{e_{2}} \cdots j_{t}^{e_{t}} \in \Omega$ and $\lambda^{(r)}$, with $0 \leqslant r \leqslant t$, be given as above. Then $w$ is distinguished if and only if, for each $1 \leqslant r \leqslant t$, either $\lambda_{j_{r} j}^{(r)}=0$ for all $j_{r} \leqslant j \leqslant n$, or $e_{r} \leqslant \sum_{a=l_{r}+1}^{n} \lambda_{j_{r}+1, a}^{(r)}$ where $l_{r}$ is the maximal index for which $\lambda_{j_{r} l_{r}}^{(r)} \neq 0$.
Proof. Using a similar argument as in [Deng and Du 2005, Theorem 5.5], one can show that $w$ is distinguished if and only if, for each $1 \leqslant r \leqslant t, M\left(\lambda^{(r-1)}\right)$ admits a unique submodule isomorphic to $M\left(\lambda^{(r)}\right)$. However, the latter condition is equivalent to the described combinatorial condition, as shown in [Deng and Du 2005, Lemma 5.4].
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# FLAT MODULES AND LIFTING OF FINITELY GENERATED PROJECTIVE MODULES 

Alberto Facchini, Dolors Herbera and Iskhak Sakhajev


#### Abstract

We introduce nets in rings, which turn out to describe right flat modules and left flat modules over a fixed ring $R$ at the same time. As an application we prove that for a finitely generated projective right $R / J(R)$-module $P$, there exists a finitely generated flat right $R$-module $M$ with $M / M J(R)$ isomorphic to $P$ if and only if there exists a projective left $R$-module $P^{\prime}$ with $P^{\prime} / J(R) P^{\prime}$ isomorphic to the dual of $P$.


## 1. Introduction

Although there is a close relation between finitely generated projective right $R$ modules and finitely generated projective left $R$-modules given by the duality $\operatorname{Hom}_{R}(-, R)$, there does not seem to be such an evident relation between finitely generated flat right $R$-modules and finitely generated flat left $R$-modules. In this paper we define an algebraic object that allows us to describe right flat modules and left flat modules at the same time. We call this algebraic object a net, because its definition recalls the definition of nets encountered in topology. Our concept finds its origin in [Vasconcelos 1969, proof of Theorem 2.1], and was implicitly used in [Lazard 1974; Sakhaev 1987; 1993; 1996]. As an application of our theory, we study how projective modules over the ring $R / J(R)$ lift to projective or flat modules over $R$. For instance, we find that for a finitely generated projective right $R / J(R)$-module $P$, there exists a finitely generated flat right $R$-module $M$ with $M / M J(R)$ isomorphic to $P$ if and only if there exists a projective left $R$-module $P^{\prime}$ with $P^{\prime} / J(R) P^{\prime}$ isomorphic to the dual $\operatorname{Hom}_{R / J(R)}(P, R / J(R))$ of $P$ (Theorem 7.1).
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The paper is organized as follows. In the next two sections we give our basic definitions and constructions. We define nets in rings and show how it is possible to associate to each net both a flat cyclic right module and a flat cyclic left module. In Section 4 we prove that this construction allows us to describe all flat right or left modules.

In Section 5 we give a couple of examples. The first one is the flat module introduced in [Bass 1960]. The second one is based on [Sakhaev 1987; 1993; 1996] and is the key tool in the last two sections to study finitely generated flat modules that are projective modulo the Jacobson radical.

Our rings are associative and have an identity. Modules are unital. For every module $M_{R}$, we denote by $\mathscr{L}\left(M_{R}\right)$ the set of all submodules of $M_{R}$. The Jacobson radical of a ring $R$ is denoted by $J(R)$.

## 2. Nets in rings

In this section we introduce the concepts that will be used freely throughout the paper.

Let $A$ be a set with a transitive relation $<$. (We denote the relation by $<$, not $\leq$, to stress that it is not necessarily reflexive.)

Definition 2.1. A net in $A$ is a pair $(\Lambda, \varphi)$, where
(1) $\Lambda$ is a nonempty partially ordered set, without a greatest element, without a least element, and with $\Lambda$ upward directed and downward directed (that is, for each pair $\lambda, \mu$ in $\Lambda$ there exist $\nu$ and $\xi$ in $\Lambda$ such that $\lambda \leq \nu, \mu \leq \nu, \xi \leq \lambda$ and $\xi \leq \mu$ );
(2) $\varphi: \Lambda \rightarrow A$ is a strictly increasing map, that is, for every $\lambda, \mu \in \Lambda, \lambda \leq \mu$ and $\lambda \neq \mu$ implies $\varphi(\lambda)<\varphi(\mu)$.

For every $\lambda, \mu \in \Lambda$, we shall write $\lambda<\mu$ whenever $\lambda \leq \mu$ and $\lambda \neq \mu$. Whenever $(\Lambda, \varphi)$ is a net in $A$, we will usually write $a_{\lambda}$ instead of $\varphi(\lambda)$. The standard notation for the net will be $\left(a_{\lambda}\right)_{\lambda \in \Lambda}$.

Let $S$ be a ring. Let $<$ be the relation on $S$ defined by $s<t$ if $t s=s$ for $s, t \in S$.
Proposition 2.2. Let $S$ be a ring with the relation just defined.
(i) The relation < is transitive.
(ii) If $s, t \in S$ and $t$ is idempotent, then $s<t$ if and only if $s S \subseteq t S$.
(iii) For every $s, t \in S, s<t$ and $t<s$ if and only if $s$ and $t$ are both idempotent and $s S=t S$. In particular, for every $s \in S, s<s$ if and only if $s$ is idempotent.
(iv) For every $s, t \in S, s<t$ in $S$ if and only if $1-t<1-s$ in the opposite ring $S^{\mathrm{op}}$ of $S$.

Proof. Properties (i), (ii) and (iv) are trivial. For (iii), suppose that $s<t$ and $t<s$. Then $t s=s$ and $s t=t$, so that $s^{2}=s(t s)=t s=s$. By symmetry, $t$ also is idempotent. Now (iii) follows from (ii).

Let $\left(s_{\lambda}\right)_{\lambda \in \Lambda}$ be a net in a ring $S$ with the transitive relation $<$ just defined. Then:
(1) From $s_{\mu} s_{\lambda}=s_{\lambda}$ it follows that $s_{\lambda} S \subseteq s_{\mu} S$ whenever $\lambda \leq \mu$, so that $\left(s_{\lambda} S\right)_{\lambda \in \Lambda}$ is a net in the set $\mathscr{L}\left(S_{S}\right)$ with the transitive relation $\subseteq$.
(2) The canonical projections $S / s_{\lambda} S \rightarrow S / s_{\mu} S$ give a direct system of right $S$ modules over the upward directed set $\Lambda$. We shall denote the direct limit $S / \bigcup_{\lambda \in \Lambda} s_{\lambda} S$ of this direct system by $\overline{\lim }_{S}\left(s_{\lambda}\right)_{\lambda \in \Lambda}$, and call it the upper limit of the net $\left(s_{\lambda}\right)_{\lambda \in \Lambda}$.
(3) From Proposition 2.2(iv) it follows that $\left(1-s_{\lambda}\right)_{\lambda \in \Lambda^{\text {op }}}$ is a net in $S^{\text {op }}$ defined on the opposite partially ordered set $\Lambda^{\mathrm{op}}$ of $\Lambda$. Thus in the ring $S$ we have that $S\left(1-s_{\mu}\right) \subseteq S\left(1-s_{\lambda}\right)$ for $\lambda \leq \mu$ in $\Lambda$, so that the canonical projections $S / S\left(1-s_{\mu}\right) \rightarrow S / S\left(1-s_{\lambda}\right)$ give a direct system of left $S$-modules over $\Lambda^{\text {op }}$ ( $\Lambda^{\mathrm{op}}$ is upward directed because $\Lambda$ is downward directed). The direct limit of this direct system of left $S$-modules is $S / \bigcup_{\lambda \in \Lambda} S\left(1-s_{\lambda}\right)$. We shall denote it by $\underline{\lim }_{S}\left(s_{\lambda}\right)_{\lambda \in \Lambda}$, and call it the lower limit of the net $\left(s_{\lambda}\right)_{\lambda \in \Lambda}$. It coincides with the upper limit of the net $\left(1-s_{\lambda}\right)_{\lambda \in \Lambda^{\mathrm{op}}}$, which is a right $S^{\mathrm{op}}$-module.
Proposition 2.3. Let $\left(s_{\lambda}\right)_{\lambda \in \Lambda}$ be a net in a ring $S$. Then:
(i) The upper limit $\varlimsup_{S}\left(s_{\lambda}\right)_{\lambda \in \Lambda}$ is a cyclic flat right $S$-module.
(ii) The exact sequence

$$
0 \rightarrow \bigcup_{\lambda \in \Lambda} s_{\lambda} S \rightarrow S \rightarrow \overline{\lim }_{S}\left(s_{\lambda}\right)_{\lambda \in \Lambda} \rightarrow 0
$$

is pure, and $\bigcup_{\lambda \in \Lambda} s_{\lambda} S$ is a flat right ideal of $S$.
(iii) The upper limit $\overline{\lim }_{S}\left(s_{\lambda}\right)_{\lambda \in \Lambda}$ is projective if and only if there exists $\lambda_{0} \in \Lambda$ such that $s_{\lambda_{0}} S=s_{\lambda} S$ for any $\lambda \in \Lambda, \lambda \geq \lambda_{0}$. In this case, $s_{\lambda}^{2}=s_{\lambda}$ for any $\lambda \in \Lambda$, $\lambda>\lambda_{0}$.
(iv) The lower limit $\underline{\lim }_{S}\left(s_{\lambda}\right)_{\lambda \in \Lambda}$ is a cyclic flat left $S$-module.
(v) The exact sequence

$$
0 \rightarrow \bigcup_{\lambda \in \Lambda} S\left(1-s_{\lambda}\right) \rightarrow S \rightarrow \underline{\lim }_{S}\left(s_{\lambda}\right)_{\lambda \in \Lambda} \rightarrow 0
$$

is pure, and $\bigcup_{\lambda \in \Lambda} S\left(1-s_{\lambda}\right)$ is a flat left ideal of $S$.
(vi) The lower limit $\underline{\lim }_{S}\left(s_{\lambda}\right)_{\lambda \in \Lambda}$ is projective if and only if there exists $\mu_{0} \in \Lambda$ such that $S\left(1-s_{\mu_{0}}\right)=S\left(1-s_{\lambda}\right)$ for any $\lambda \in \Lambda, \lambda \leq \mu_{0}$. In this case, $s_{\lambda}^{2}=s_{\lambda}$ for any $\lambda \in \Lambda, \lambda<\mu_{0}$.

Proof. In order to show that $\varlimsup_{S}\left(s_{\lambda}\right)_{\lambda \in \Lambda}=S / \bigcup_{\lambda \in \Lambda} s_{\lambda} S$ is flat, it is enough to prove that $\left(\bigcup_{\lambda \in \Lambda} s_{\lambda} S\right) L=\left(\bigcup_{\lambda \in \Lambda} s_{\lambda} S\right) \cap L$ for any left ideal $L$ [Anderson and Fuller 1992, Lemma 19.18]. The inclusion $\left(\bigcup_{\lambda \in \Lambda} s_{\lambda} S\right) L \subseteq\left(\bigcup_{\lambda \in \Lambda} s_{\lambda} S\right) \cap L$ always holds. If $x \in\left(\bigcup_{\lambda \in \Lambda} s_{\lambda} S\right) \cap L$, then $x=s_{\mu} y$ for suitable $\mu \in \Lambda$ and $y \in S$. As $\Lambda$ does not have a greatest element, there exists $v>\mu$, so that $x=s_{\mu} y=s_{\nu} s_{\mu} y=$ $s_{\nu} x \in\left(\bigcup_{\lambda \in \Lambda} s_{\lambda} S\right) L$. This shows (i).

Statement (ii) follows from (i), because every short exact sequence that ends with a flat module is pure.

To prove (iii), assume that $\lambda_{0} \in \Lambda$ is such that $s_{\lambda_{0}} S=s_{\lambda} S$ for $\lambda \in \Lambda, \lambda \geq \lambda_{0}$. Then, for every $\lambda>\lambda_{0}$, there exists $a \in S$ such that $s_{\lambda}=s_{\lambda_{0}} a=s_{\lambda} s_{\lambda_{0}} a=s_{\lambda}^{2}$. Thus $\bigcup_{\lambda \in \Lambda} s_{\lambda} S$ is generated by an idempotent, hence it is a direct summand of $S$. Conversely, if $\varlimsup_{S}\left(s_{\lambda}\right)_{\lambda \in \Lambda}$ is projective, then $\bigcup_{\lambda \in \Lambda} s_{\lambda} S$ is principal, so that there is a $\lambda_{0}$ with $s_{\lambda_{0}} S=s_{\lambda} S$ for every $\lambda \geq \lambda_{0}$.

The proofs of statements (iv) to (vi) are similar.
Notice that every countable partially ordered set $\Lambda$ satisfying condition (1) of Definition 2.1 contains an upward and downward cofinal subset order-isomorphic to the ordered set $\mathbb{Z}$. Thus we can always suppose $\Lambda=\mathbb{Z}$ for every countably infinite net.

Examples 2.4. Let $S$ be a ring, and let $\Lambda$ be a partially ordered set satisfying condition (1) of Definition 2.1.
(1) Let $e \in S$ be an idempotent. Then the constant map $\Lambda \rightarrow S$ defined by $\lambda \mapsto e$ for every $\lambda \in \Lambda$ is a net whose upper limit is the projective right module $S / e S \cong(1-e) S$ and whose lower limit is the projective left module $S / S(1-e) \cong S e$.
(2) More generally, let $\varphi: \Lambda \rightarrow S$ be a net such that, for every $\lambda \in \Lambda, \varphi(\lambda)=$ $e_{\lambda}$ is an idempotent of $S$. Equivalently, $\left\{e_{\lambda}\right\}_{\lambda \in \Lambda}$ is a family of, not necessarily distinct, idempotents of $S$ such that $e_{\lambda} S \subseteq e_{\mu} S$ for any pair $\lambda<\mu$ in $\Lambda$. The upper limit of this net is $S / \bigcup_{\lambda \in \Lambda} e_{\lambda} S$ and the lower limit is $S / \bigcup_{\lambda \in \Lambda} S\left(1-e_{\lambda}\right)$. Moreover, the upper limit is projective if and only if the family $\left\{e_{\lambda} S\right\}_{\lambda \in \Lambda}$ has a greatest element, $e_{\lambda_{0}} S$ say, and in this case $\overline{\lim }_{S}\left(e_{\lambda}\right)_{\lambda \in \Lambda} \cong\left(1-e_{\lambda_{0}}\right) S$. Dually, the lower limit is projective if and only if $\left\{e_{\lambda} S\right\}_{\lambda \in \Lambda}$ has a least element, $e_{\lambda_{1}} S$ say, and then $\underline{\lim }_{S}\left(e_{\lambda}\right)_{\lambda \in \Lambda} \cong S e_{\lambda_{1}}$.

## 3. Tensoring nets with bimodules

Now we study how elements of nets act on bimodules producing interesting pure exact sequences.

Proposition 3.1. Let $R$ and $S$ be rings, let ${ }_{S} M_{R}$ be an $S$ - $R$-bimodule, and let ${ }_{R} N_{S}$ be an $R$-S-bimodule. Assume $\left(s_{\lambda}\right)_{\lambda \in \Lambda}$ is a net in the ring $S$. Then:
(i) $\left(s_{\lambda} M\right)_{\lambda \in \Lambda}$ is a net in $\mathscr{L}\left(M_{R}\right)$ with the transitive relation $\subseteq$, and $\left(M / s_{\lambda} M\right)_{\lambda \in \Lambda}$ is a directed system of right $R$-modules.
(ii) There is an exact sequence

$$
0 \rightarrow\left(\bigcup_{\lambda \in \Lambda} s_{\lambda} S\right) \otimes_{S} M \rightarrow S \otimes_{S} M \rightarrow\left(\overline{\lim }_{S}\left(s_{\lambda}\right)_{\lambda \in \Lambda}\right) \otimes_{S} M \rightarrow 0
$$

which is a pure sequence of right $R$-modules.
(iii) $\underset{\longrightarrow}{\lim } M / s_{\lambda} M \cong M / \sum_{\lambda \in \Lambda} s_{\lambda} M \cong \varlimsup_{S}\left(s_{\lambda}\right)_{\lambda \in \Lambda} \otimes_{S} M$.
(iv) The module $M_{R}$ is flat if and only if both $M / \sum_{\lambda \in \Lambda} s_{\lambda} M$ and $\sum_{\lambda \in \Lambda} s_{\lambda} M$ are flat.
(v) $\left(N\left(1-s_{\lambda}\right)\right)_{\lambda \in \Lambda}$ is a net in $\mathscr{L}\left({ }_{R} N\right)$ with the transitive relation $\subseteq$, and

$$
\left(N / N\left(1-s_{\lambda}\right)\right)_{\lambda \in \Lambda}
$$

is a directed system of left $R$-modules.
(vi) There is an exact sequence

$$
0 \rightarrow N \otimes_{S}\left(\bigcup_{\lambda \in \Lambda} S\left(1-s_{\lambda}\right)\right) \rightarrow N \otimes_{S} S \rightarrow N \otimes_{S}\left(\underline{\lim }_{S}\left(s_{\lambda}\right)_{\lambda \in \Lambda}\right) \rightarrow 0
$$

which is a pure sequence of left $R$-modules.
(vii) $\underset{\longrightarrow}{\lim } N / N\left(1-s_{\lambda}\right) \cong N / \sum_{\lambda \in \Lambda} N\left(1-s_{\lambda}\right) \cong N \otimes_{S} \underline{\lim }_{S}\left(s_{\lambda}\right)_{\lambda \in \Lambda}$.
(viii) The left module ${ }_{R} N$ is flat if and only if both $N / \sum_{\lambda \in \Lambda} N\left(1-s_{\lambda}\right)$ and $\sum_{\lambda \in \Lambda} N\left(1-s_{\lambda}\right)$ are flat.

Proof. (i) follows easily from the fact that $\left(s_{\lambda}\right)_{\lambda \in \Lambda}$ is a net in $S$. (ii) follows from Proposition 2.3(ii) and the associativity of tensor product.

Let $\left\{e_{\lambda}\right\}_{\lambda \in \Lambda}$ be the canonical basis of the free right $S$-module $S^{(\Lambda)}$. Setting $f\left(e_{\lambda}\right)=s_{\lambda}$ we obtain from Proposition 2.3(ii) an exact sequence

$$
S^{(\Lambda)} \xrightarrow{f} S \rightarrow \varlimsup_{\lim _{S}}\left(s_{\lambda}\right)_{\lambda \in \Lambda} \rightarrow 0
$$

Tensoring this exact sequence with $M$, we get that $\overline{\lim }_{S}\left(s_{\lambda}\right)_{\lambda \in \Lambda} \otimes_{S} M$ is isomorphic to the cokernel of $f \otimes_{S} 1_{M}: S^{(\Lambda)} \otimes_{S} M \rightarrow S \otimes_{S} M$. Thus (iii) follows from (ii).

To prove (iv) notice that the sequence

$$
0 \rightarrow \bigcup_{\lambda \in \Lambda} s_{\lambda} S \otimes_{S} M \cong \sum_{\lambda \in \Lambda} s_{\lambda} M \rightarrow S \otimes_{S} M \cong M \rightarrow \overline{\lim }_{S}\left(s_{\lambda}\right)_{\lambda \in \Lambda} \otimes_{S} M \rightarrow 0
$$

is pure.
The proof of statements (v) to (viii) is similar.
In the next examples we apply Proposition 3.1 to Examples 2.4(2).

Examples 3.2. Let $M_{R}$ be an arbitrary right module over a ring $R$. Let $S$ be the endomorphism ring $\operatorname{End}\left(M_{R}\right)$, so that ${ }_{S} M_{R}$ is a bimodule.
(1) As in Examples 2.4(2), let $\left(e_{\lambda}\right)_{\lambda \in \Lambda}$ be a net of idempotents of $S$. Then, for each $\lambda \in \Lambda, e_{\lambda} M$ is a direct summand of $M$ and $e_{\lambda} S_{S} \cong \operatorname{Hom}_{R}\left(M, e_{\lambda} M\right)_{S}$. In view of Proposition 2.3, $K=\bigcup_{\lambda \in \Lambda} \operatorname{Hom}_{R}\left(M, e_{\lambda} M\right)_{S}$ is a pure flat right ideal of $S$ and $S / K$ is a cyclic flat $S$-module. By Proposition 3.1, we obtain a pure exact sequence of right $R$-modules

$$
0 \rightarrow \sum_{\lambda \in \Lambda} e_{\lambda} M \rightarrow M \rightarrow M / \sum_{\lambda \in \Lambda} e_{\lambda} M \rightarrow 0
$$

(2) Nets as in (1) can be also constructed directly from a suitable family of direct summands of $M$. Let $\Lambda^{\prime}$ be a nonempty, upward directed and downward directed subset of $\mathscr{L}\left(M_{R}\right)$ whose elements are direct summands of $M_{R}$. Let $\Lambda=\Lambda^{\prime} \times \mathbb{Z}$ be partially ordered with the lexicographic order, so that $\Lambda$ is upward directed and downward directed and does not have a greatest element and a least element. For every $\lambda \in \Lambda^{\prime}$ fix an idempotent $e_{\lambda} \in S$ with image $\lambda$. Let $\varphi: \Lambda \rightarrow S$ be defined by $\varphi:(\lambda, n) \mapsto e_{\lambda}$ for every $(\lambda, n) \in \Lambda$. Then $\left(e_{\lambda}\right)_{\lambda \in \Lambda}$ is a net of idempotents of $S$.
(3) Assume $M=\bigoplus_{\alpha \in A} M_{\alpha}$. Let $\Lambda$ be the set of all finite subsets of $A$. For each subset $\lambda$ of $A$, let $M_{\lambda}=\bigoplus_{\alpha \in \lambda} M_{\alpha}$, and let $e_{\lambda}$ be the idempotent endomorphism of $M$ with image $M_{\lambda}$ and kernel $M_{A \backslash \lambda}$. Then

$$
K=\sum_{\lambda \in \Lambda} e_{\lambda} S=\sum_{\lambda \in \Lambda} \operatorname{Hom}_{R}\left(M, e_{\lambda} M\right)=\bigoplus_{\alpha \in A} e_{\{\alpha\}} S
$$

is a pure and projective right ideal of $S$. Note that, if $M_{\alpha}$ is nonzero for every $\alpha \in A$, then $K=S$ if and only if $A$ is finite, but in any case $S / K \otimes_{S} M \cong M / \bigoplus_{\alpha \in A} M_{\alpha}=0$. The set $\Lambda$ has a least element $\varnothing$, and, when $A$ is finite, a greatest element $A$. However, taking $\Lambda^{\prime}=\Lambda \times \mathbb{Z}$ with the lexicographic order, we obtain a partially ordered set with the properties required for index sets of nets.

## 4. All flat right modules and all flat left modules arise from suitable nets

Let $I$ be a nonempty set, and let $R$ be a ring. Let $F_{R}=\{f: I \times\{1\} \rightarrow R \mid f((i, 1))=$ 0 for almost all $i \in I\}$. Then $F_{R}$ is a free right $R$-module isomorphic to $R_{R}^{(I)}$, and we will rather think of it as the right $R$-module of all columns indexed by $I$, with entries in $R$, and at most finitely many nonzero entries. Let $\left\{e_{i} \mid i \in I\right\}$ be the canonical basis of $F_{R}$.

Let $F^{0}=\{f:\{1\} \times I \rightarrow R \mid f((1, i))=0$ for almost all $i \in I\}$. Then $F^{0}$ is a free left $R$-module isomorphic to ${ }_{R} R^{(I)}$, and we will think of it as the set of all rows indexed by $I$, with entries in $R$, and at most finitely many nonzero entries. Also denote by $\left\{e_{i} \mid i \in I\right\}$ the canonical basis of ${ }_{R} F^{0}$.

Let $\mathbb{R C F}(I, R)$ denote the ring of all square matrices indexed by $I \times I$ with only a finite number of nonzero entries in each row and each column. Then $\mathbb{R C F}(I,-)$ is a functor of the category of associative rings with identity into itself. Let $B(I, R)$ be the set of all square matrices indexed by $I \times I$, with entries from $R$, with at most finitely many nonzero entries. The set $B(I, R)$ is a two-sided ideal in $\mathbb{R C F}(I, R)$. If $I$ is finite of cardinality $n, \mathbb{R} \mathbb{C}(I, R)=B(I, R)$ is the ring of all $n \times n$ square matrices over $R$.

Let $S(I,-)$ be a subfunctor of $\mathbb{R C F}(I,-)$ with the following property: for every ring $R$, the subring $S(I, R)$ of $\mathbb{R C F}(I, R)$ contains $B(I, R)$ (and contains the identity of $\mathbb{R} \mathbb{C}(I, R)$ ). For instance, $S(I, R)$ could be the ring $\mathbb{R} \mathbb{C F}(I, R)$ itself; or the subring $B(I, R)+1_{\operatorname{RCF}(I, R)} \cdot R$, where $1_{\mathbb{R C F}(I, R)} \cdot R$ is the set of all scalar matrices; or $S(I, R)=B(I, R)+1_{\mathbb{R C F}(I, R)} \cdot \mathbb{Z}$.

From now on, in this section, we specialize nets to the rings $S=S(I, R)$. Notice that $F$ is an $S$ - $R$-bimodule and $F^{0}$ is an $R$ - $S$-bimodule.

Let $\left(A_{\lambda}\right)_{\lambda \in \Lambda}$ be a net in $S$. We can apply Proposition 3.1 and obtain a flat right $R$-module $\lim _{S}\left(A_{\lambda}\right)_{\lambda \in \Lambda} \otimes_{S} F \cong F_{R} / \bigcup_{\lambda \in \Lambda} A_{\lambda} F_{R}$ with presentation

$$
0 \rightarrow \bigcup_{\lambda \in \Lambda} A_{\lambda} S \otimes_{S} F \cong \sum_{\lambda \in \Lambda} A_{\lambda} F \rightarrow S \otimes_{S} F \cong F \rightarrow \overline{\lim }_{S}\left(A_{\lambda}\right)_{\lambda \in \Lambda} \otimes_{S} F \rightarrow 0
$$

and a flat left $R$-module $F^{0} \otimes_{S} \underline{\lim }_{S}\left(A_{\lambda}\right)_{\lambda \in \Lambda} \cong F^{0} / \bigcup_{\lambda \in \Lambda} F^{0}\left(1-A_{\lambda}\right)$ with presentation

$$
\begin{aligned}
& 0 \rightarrow F^{0} \otimes_{S} \bigcup_{\lambda \in \Lambda} S\left(1-A_{\lambda}\right) \cong \sum_{\lambda \in \Lambda} F^{0}\left(1-A_{\lambda}\right) \rightarrow F^{0} \otimes_{S} S \cong F^{0} \rightarrow \\
& \rightarrow F^{0} \otimes_{S} \underline{\lim }_{S}\left(A_{\lambda}\right)_{\lambda \in \Lambda} \rightarrow 0
\end{aligned}
$$

In the following theorem we show that all flat right $R$-modules and all flat left $R$-modules arise in this way from a net in $S=S(I, R)$ for a suitable set $I$.

Theorem 4.1. Let $F_{R} \rightarrow M_{R}$ be an epimorphism of the free right $R$-module $F_{R} \cong$ $R_{R}^{(I)}$ onto a flat right $R$-module $M_{R}$. Then there exists a net $\left(A_{\lambda}\right)_{\lambda \in \Lambda}$ in $S=S(I, R)$ with $A_{\lambda} \in B(I, R)$ for every $\lambda \in \Lambda$ and $\overline{\lim }_{S}\left(A_{\lambda}\right)_{\lambda \in \Lambda} \otimes_{S} F \cong M_{R}$. Dually, let ${ }_{R} F^{0} \rightarrow{ }_{R} N$ be an epimorphism of the free left $R$-module ${ }_{R} F^{0} \cong{ }_{R} R^{(I)}$ onto a flat left $R$-module ${ }_{R} N$. Then there exists a net $\left(B_{\lambda}\right)_{\lambda \in \Lambda}$ in $S=S(I, R)$ with $1-B_{\lambda} \in$ $B(I, R)$ for every $\lambda \in \Lambda$ and $F^{0} \otimes_{S} \underline{\lim }_{S}\left(B_{\lambda}\right)_{\lambda \in \Lambda} \cong{ }_{R} N$.

Proof. For the proof, we need the following result, which is a corollary of a theorem due to O. Villamayor [Lam 1999, Theorem 4.23].

Proposition 4.2. Let $\psi: F_{R} \rightarrow M_{R}$ be an epimorphism of the free right $R$-module $F_{R} \cong R_{R}^{(I)}$ onto a flat right $R$-module $M_{R}$. Then for any finitely generated submodule $C$ of ker $\psi$ there exists $A \in B(I, R)$ such that $\psi\left(A F_{R}\right)=0$ and $A x=x$ for every $x \in C$.

Proof. The proof of [Lam 1999, Theorem $4.23(1) \Rightarrow(2)]$ shows that for any $c \in$ ker $\psi$ there exists $\vartheta \in \operatorname{Hom}(F, \operatorname{ker} \psi)$ with $\vartheta(c)=c$ such that $\vartheta\left(e_{i}\right)=0$ for almost all $i \in I$. The proof by induction of [Lam 1999, Theorem 4.23, (2) $\Rightarrow$ (3)] shows that for any $c_{1}, \ldots, c_{n} \in \operatorname{ker} \psi$ there exists $\vartheta \in \operatorname{Hom}(F$, $\operatorname{ker} \psi)$ with $\vartheta\left(c_{j}\right)=c_{j}$ for all $j=1, \ldots, n$ and such that $\vartheta\left(e_{i}\right)=0$ for almost all $i \in I$. If $c_{1}, \ldots, c_{n}$ generate the submodule $C$ of ker $\psi$, then the matrix $A$ associated to $\vartheta$ with respect to the basis $\left\{e_{i} \mid i \in I\right\}$ has the required properties.

We are now ready for the proof of Theorem 4.1. Let $\psi: F_{R} \rightarrow M_{R}$ be an epimorphism of $F_{R}$ onto a flat right $R$-module $M_{R}$, and let $K$ be the kernel of $\psi$.

Suppose that $K$ is not finitely generated. Let $G$ be a set of generators of $K$. Let $\mathscr{P}_{\text {fin }}(G)$ denote the set of all finite subsets of $G$, partially ordered by set inclusion. Let $\mathbb{Z}^{-}$be the set of negative integers with its usual order, and let $\Lambda$ be the disjoint union of $\mathbb{Z}^{-}$and $\mathscr{P}_{\text {fin }}(G)$. Define $z<H$ for every $z \in \mathbb{Z}^{-}$and every $H \in \mathscr{P}_{\text {fin }}(G)$, so that $\Lambda$ turns out to be upward directed and downward directed, without a greatest element and without a least element. In order to define a net $\left\{A_{\lambda} \mid \lambda \in \Lambda\right\}$ in $S$, first of all set $A_{z}=0$ for $z \in \mathbb{Z}^{-}$. Then define, for each $H \in \mathscr{P}_{\text {fin }}(G)$, a matrix $A_{H} \in B(I, R)$ by induction on the cardinality $|H|$ of $H$. For $H=\varnothing$, set $A_{\varnothing}=0$. Let $H \in \mathscr{P}_{\text {fin }}(G)$ with $|H|>0$ and suppose that $A_{H^{\prime}}$ has already been defined for every $H^{\prime} \in \mathscr{P}_{\text {fin }}(G)$ with $\left|H^{\prime}\right|<|H|$. Since $H$ has only finitely many proper subsets, the submodule $C$ of $K$ generated by $H$ and by all $A_{H^{\prime}} F_{R}$ when $H^{\prime}$ ranges in the set of all proper subsets of $H$ is a finitely generated submodule of $K$. By Proposition 4.2, there exists $A_{H} \in B(I, R)$ such that $A_{H} x=x$ for every $x \in C$ and $A_{H} F_{R} \subseteq K$. This completes the definition of the matrix $A_{H}$. Notice that $A_{H^{\prime}} F_{R} \subseteq C$, so that $A_{H} A_{H^{\prime}}=A_{H^{\prime}}$ whenever $H^{\prime} \subset H$. Thus $\left(A_{\lambda}\right)_{\lambda \in \Lambda}$ is a net with the required properties.

If the module $K$ is finitely generated, there is a finite subset $J$ of $I$ with $K \subseteq$ $\bigoplus_{i \in J} e_{i} R$. Now $M_{R}$ is flat and

$$
M_{R} \cong F_{R} / K \cong\left(\bigoplus_{i \in J} e_{i} R / K\right) \oplus\left(\bigoplus_{i \in I \backslash J} e_{i} R\right)
$$

Thus $\left(\bigoplus_{i \in J} e_{i} R\right) / K$ is flat and finitely presented, hence projective. It follows that $K$ is a direct summand of $\bigoplus_{i \in J} e_{i} R$. Thus $K$ is a direct summand of $F_{R}$ and there is an idempotent endomorphism $\varepsilon$ of $F_{R}$ with image $K$. Let $A$ be the matrix associated to $\varepsilon$ with respect to the basis $\left\{e_{i} \mid i \in I\right\}$ of $F_{R}$. Then the partially ordered set $\mathbb{Z}$ of the integers with the matrices $A_{z}=A$ for every $z \in \mathbb{Z}$ form a net in $S$ with upper limit $\varlimsup_{S}\left(A_{z}\right)_{z \in \mathbb{Z}} \otimes_{S} F \cong F / \sum_{z \in \mathbb{Z}} A_{z} F \cong M_{R}$; cf. Examples 2.4(1). This concludes the case of $K$ finitely generated.

Dually, let ${ }_{R} F^{0} \rightarrow{ }_{R} N$ be an epimorphism of ${ }_{R} F^{0}$ onto a flat left $R$-module ${ }_{R} N$. Passing to the opposite ring $R^{\text {op }}$ of $R$, one has an epimorphism $F \rightarrow N$ of
the free right $R^{\text {op }}$-module $F$ onto the flat right $R^{\text {op }}$-module $N$. By applying to this epimorphism the first part of the statement, which we have just proved, we see that there exists a net $\left(C_{\lambda}\right)_{\lambda \in \Lambda}$ in $S\left(I, R^{\mathrm{op}}\right)$ with $\overline{\lim }\left(C_{\lambda}\right)_{\lambda \in \Lambda} \otimes F \cong F / \sum_{\lambda \in \Lambda} C_{\lambda} F \cong N$ as right $R^{\mathrm{op}}$-modules. In particular, the $C_{\lambda}$ 's belong to $S\left(I, R^{\mathrm{op}}\right)$, and $C_{\mu} C_{\lambda}=C_{\lambda}$ whenever $\lambda, \mu \in \Lambda$ and $\lambda<\mu$. Viewing these objects as left $R$-modules again and remarking that transposition is an isomorphism $\operatorname{tr}: S\left(I, R^{\mathrm{op}}\right) \rightarrow(S(I, R))^{\mathrm{op}}$, we have that the $C_{\lambda}^{\mathrm{tr}}$ 's belong to $S(I, R)$, that $C_{\lambda}^{\mathrm{tr}} C_{\mu}^{\mathrm{tr}}=C_{\lambda}^{\mathrm{tr}}$ in $S(I, R)$ whenever $\lambda<\mu$, and ${ }_{R} N \cong{ }_{R} F^{0} / \sum_{\lambda \in \Lambda}\left({ }_{R} F^{0}\right) C_{\lambda}^{\mathrm{tr}}$. From $C_{\lambda}^{\mathrm{tr}} C_{\mu}^{\mathrm{tr}}=C_{\lambda}^{\mathrm{tr}}$ for $\lambda<\mu$, we obtain that $\left(1-C_{\lambda}^{\mathrm{tr}}\right)\left(1-C_{\mu}^{\mathrm{tr}}\right)=1-C_{\mu}^{\mathrm{tr}}$ in $S=S(I, R)$ for $\lambda<\mu$. Denoting the set $\Lambda$ with the inverse order by $\Lambda^{\mathrm{op}}$, we see that there is a net $\left(1-C_{\lambda}^{\mathrm{tr}}\right)_{\lambda \in \Lambda^{\mathrm{op}}}$ in $S$ and

$$
F^{0} \otimes_{S} \underline{\lim }_{S}\left(1-C_{\lambda}^{\mathrm{tr}}\right)_{\lambda \in \Lambda^{\mathrm{op}}} \cong{ }_{R} F^{0} / \sum_{\lambda \in \Lambda}{ }_{R} F^{0} C_{\lambda}^{\mathrm{tr}} \cong{ }_{R} N
$$

Remark 4.3. Let $S$ and $S^{\prime}$ be rings. A ring homomorphism $f: S \rightarrow S^{\prime}$ induces for every net $\left(s_{\lambda}\right)_{\lambda \in \Lambda}$ in $S$ a net $\left(f\left(s_{\lambda}\right)\right)_{\lambda \in \Lambda}$ in $S^{\prime}$.

For instance, a ring homomorphism $g: R \rightarrow R^{\prime}$ induces a ring homomorphism $\tilde{g}=S(I, g): S=S(I, R) \rightarrow S^{\prime}=S\left(I, R^{\prime}\right)$. If $\left(A_{\lambda}\right)_{\lambda \in \Lambda}$ is a net in $S$, then

$$
\begin{equation*}
\left(\varlimsup_{\lim _{S}}\left(A_{\lambda}\right)_{\lambda \in \Lambda} \otimes_{S} F_{R}\right) \otimes_{R} R^{\prime} \cong \varlimsup_{S^{\prime}}\left(\tilde{g}\left(A_{\lambda}\right)\right)_{\lambda \in \Lambda} \otimes_{S^{\prime}} F_{R^{\prime}}^{\prime} \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
R^{\prime} \otimes_{R}\left({ }_{R} F^{0} \otimes_{S} \underline{\lim }_{S}\left(A_{\lambda}\right)_{\lambda \in \Lambda}\right) \cong{ }_{R^{\prime}}\left(F^{\prime}\right)^{0} \otimes_{S^{\prime}} \underline{\lim }_{S^{\prime}}\left(\tilde{g}\left(A_{\lambda}\right)\right)_{\lambda \in \Lambda} \tag{2}
\end{equation*}
$$

where we have denoted by $F_{R^{\prime}}^{\prime}$ the free right $R^{\prime}$-module of rank $|I|$ and by $R_{R^{\prime}}\left(F^{\prime}\right)^{0}$ the free left $R^{\prime}$-module of same rank.

We will be particularly interested in the case in which $g: R \rightarrow R / J(R)$ is the canonical projection.

## 5. Two examples of flat modules

As a first example, we shall consider the flat module $F_{R} / G$ introduced in the seminal paper [Bass 1960]. Fix a sequence $a_{n}(n \geq 1)$ of elements of a given ring $R$, let $F_{R}$ be the free right $R$-module with basis $\left\{e_{n} \mid n \geq 1\right\}$, and let $G$ be the submodule of $F_{R}$ generated by the elements $y_{n}=e_{n}-e_{n+1} a_{n}$, for $n \geq 1$. It is known that $G$ is a free $R$-module with basis $\left\{y_{n} \mid n \geq 1\right\}$ and $F_{R} / G$ is a flat module [Bass 1960; Anderson and Fuller 1992, Lemma 28.1]. The module $F_{R} / G$ is projective, that is, $G$ is a direct summand of $F_{R}$, if and only if all the descending chains $R a_{n} \supseteq R a_{n+1} a_{n} \supseteq R a_{n+2} a_{n+1} a_{n} \supseteq \cdots$, for $n \geq 1$, are stationary [Azumaya 1987, Theorem 26].

Let $S$ be the ring $S\left(\mathbb{Z}^{+}, R\right)$, where $\mathbb{Z}^{+}$denotes the set of all positive integers. Let $\left(A_{n}\right)_{n \in \mathbb{Z}}$ be the net in $S$ defined by $A_{n}=0$ for $n \leq 0$, and

$$
A_{n}=\left(\begin{array}{cccc|c}
1 & 0 & \cdots & 0 & \\
0 & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & 0 \\
0 & 0 & \cdots & 1 & \\
\hline-a_{n} \ldots a_{2} a_{1} & -a_{n} \ldots a_{2} & \cdots & -a_{n} & \\
& 0 & & & 0
\end{array}\right)
$$

for $n \geq 1$. An easy computation shows that $A_{n}^{2}=A_{n}$ for any $n \in \mathbb{Z}$. In particular, $A_{n} F_{R}$ is a direct summand of $F_{R}$.

Proposition 5.1. For every $n \geq 1$ the right $R$-module $A_{n} F_{R}$ is the free submodule of $G$ generated by $y_{1}, \ldots, y_{n}$.

Proof. We must show that the right $R$-module $A_{n} F_{R}$, generated by

$$
e_{1}-e_{n+1} a_{n} \ldots a_{2} a_{1}, \ldots, e_{n}-e_{n+1} a_{n}
$$

coincides with the right module generated by $y_{1}=e_{1}-e_{2} a_{1}, \ldots, y_{n}=e_{n}-e_{n+1} a_{n}$.

$$
\begin{aligned}
& e_{i}-e_{n+1} a_{n} \ldots a_{i+1} a_{i}=\left(e_{i}-e_{i+1} a_{i}\right)+\left(e_{i+1}-e_{i+2} a_{i+1}\right) a_{i} \\
& \quad+\left(e_{i+2}-e_{i+3} a_{i+2}\right) a_{i+1} a_{i}+\cdots+\left(e_{n}-e_{n+1} a_{n}\right) a_{n-1} a_{n-2} \ldots a_{i}
\end{aligned}
$$

Conversely, for $i<n$, we see that $y_{i}=e_{i}-e_{i+1} a_{i}=\left(e_{i}-e_{n+1} a_{n} \ldots a_{i+1} a_{i}\right)-$ $\left(e_{i+1}-e_{n+1} a_{n} \ldots a_{i+1}\right) a_{i}$.

Thus $\sum_{n \in \mathbb{Z}} A_{n} F_{R}=G$ and $\varlimsup_{S}\left(A_{\lambda}\right)_{\lambda \in \Lambda} \otimes_{S} F \cong F_{R} / G$.
Let $E=\operatorname{End}_{R}\left(F_{R}\right)$. Let $K_{1}=\bigcup_{n=1}^{\infty} \operatorname{Hom}_{R}\left(F, \sum_{j=1}^{n} e_{j} R\right)$, and let $K_{2}=$ $\bigcup_{n=1}^{\infty} \operatorname{Hom}_{R}\left(F, A_{n} F\right)$. In view of Examples 3.2, $K_{1}$ and $K_{2}$ are pure right ideals of $E$. Note that they are also projective [Lazard 1969, Théorème 3.2].
Proposition 5.2. The cyclic right E-modules $E / K_{1}$ and $E / K_{2}$ are flat and nonisomorphic. If the elements of the sequence $a_{n}(n \geq 1)$ belong to $J(R)$, then $E / K_{1} \otimes_{E} E / J(E) \cong E / K_{2} \otimes_{E} E / J(E)$.
Proof. Applying the functor $-\otimes_{E} F$ to the pure exact sequence

$$
0 \rightarrow K_{1} \rightarrow E \rightarrow E / K_{1} \rightarrow 0
$$

it follows that $E / K_{1} \otimes_{E} F=0$ (Examples 3.2). While applying the functor $-\otimes_{E} F$ to the pure exact sequence

$$
0 \rightarrow K_{2} \rightarrow E \rightarrow E / K_{2} \rightarrow 0
$$

it follows that $K_{2} \otimes_{E} F \cong G$, hence $E / K_{2} \otimes_{E} F \cong F / G$.
If $a_{n}(n \geq 1)$ is a sequence of elements in $J(R)$ and $g: R \rightarrow R / J(R)$ denotes the canonical projection, then $\tilde{g}\left(K_{1}\right)=\tilde{g}\left(K_{2}\right)$, so

$$
E / K_{1} \otimes_{E} E / J(E) \cong E / K_{2} \otimes_{E} E / J(E)
$$

in view of Remark 4.3.
The isomorphism $f: F \rightarrow G$ defined by $f\left(e_{n}\right)=y_{n}$ for every $n \geq 1$ induces an isomorphism between the projective ideals $K_{1}$ and $K_{2}$.

In the next proposition we give an example that was our initial motivation to define nets. We construct a countable net whose upper limit is nontrivial if and only and only if its lower limit is nontrivial; that is, the net produces a nontrivial right flat module if and only if it produces a nontrivial left flat module. This idea will be further developed and applied in the proof of Theorem 7.1.

Proposition 5.3. Let $S$ be a ring. Let $s$ and $u$ be elements of $S$ such that $u$ is invertible and $s^{2}=u s$. For every $m \in \mathbb{Z}$, set $s_{m}=u^{-m}\left(u^{-1} s\right) u^{m}$. Let $I=\sum_{m \in \mathbb{Z}} s_{m} S$, and let $L=\sum_{m \in \mathbb{Z}} S\left(1-s_{m}\right)$. Then:
(i) $\left(s_{m}\right)_{m \in \mathbb{Z}}$ is a net.
(ii) The right ideal I and the left ideal $L$ are projective. The right $S$-module $S / I$ and the left $S$-module $S / L$ are flat.
(iii) There exists $m \in \mathbb{Z}$ such that $s_{m}^{2}=s_{m}$ if and only if $s u^{-1} s=s$, if and only if $s_{m}^{2}=s_{m}$ for all $m \in \mathbb{Z}$.
(iv) The right ideal I is finitely generated if and only if the left ideal $L$ is finitely generated, if and only if $s u^{-2} s=u^{-1} s$.

Proof. (i) Direct computation shows that $s_{m}=s_{n} s_{m}$ for $m<n$.
(ii) Note that $S / I=\overline{\lim }_{S}\left(s_{m}\right)_{m \in \mathbb{Z}}$ and $S / L=\underline{\lim }_{S}\left(s_{m}\right)_{m \in \mathbb{Z}}$. By Proposition 2.3, $S / I$ is a flat right module and $S / L$ is a flat left module. Since, by [Lazard 1969, Théorème 3.2], countably presented flat modules have projective dimension 1, I and $L$ are projective.

To prove (iii), observe that $s_{m}^{2}=s_{m}$ if and only if

$$
u^{-m}\left(u^{-1} s\right) u^{m} \cdot u^{-m}\left(u^{-1} s\right) u^{m}=u^{-m}\left(u^{-1} s\right) u^{m}
$$

if and only if $s u^{-1} s=s$, as claimed. As this condition does not depend on $m$, if one $s_{m}$ is idempotent all must be idempotent.
(iv) First observe that the identity $s_{m} s_{m+1}=s_{m+1}$ holds for some $m$ if and only if $s u^{-2} s=u^{-1} s$. As this condition does not depend on $m$, this happens if and only if $s_{m} s_{m+1}=s_{m+1}$ for all $m$.

Since always $s_{m} S \subseteq s_{m+1} S$ for every $m, s u^{-2} s=u^{-1} s$ implies that $s_{m} S=s_{m+1} S$ for all $m$. Hence $I$ is principal.

Conversely, if $I_{S}$ is finitely generated, then $S / I$ is flat and finitely presented, hence projective, so by Proposition 2.3(iii) there exists $m$ such that $s_{m}^{2}=s_{m}$ and $I=s_{m} S$. Then $s_{m} S=s_{m+1} S$ implies $s_{m} s_{m+1}=s_{m+1}$, hence $s u^{-2} s=u^{-1} s$.

Similar arguments show the statement for $L$.
The symmetry in the conclusions of Proposition 5.3 can be explained through the following lemma, which is an observation based on [Zöschinger 1981, Satz 1.2]. See also [Puninski 2004, Section 3].
Lemma 5.4. Let $S$ be a ring, and let $s \in S$. There exists a unit $u$ such that $s^{2}=u s$ if and only if there exists $t \in S$ such that $t s=0$ and $s+t$ is a unit. In this situation, there exists a unit $v \in S$ such that $t^{2}=t v$.
Proof. Assume there exists a unit $u$ such that $s^{2}=u s$. Then $t=u-s$ satisfies the required properties. Conversely, if there exists $t \in S$ such that $t s=0$ and $s+t$ is a unit, then taking $u=s+t$ we have that $u s=s^{2}$. Note that then also $t u=t^{2}$.

## 6. Lifting projective modules modulo the Jacobson radical

In this section and the next we apply the theory developed earlier to the lifting of finitely generated projective modules modulo the Jacobson radical.

For every right (left) $R$-module $M_{R}\left({ }_{R} N\right)$, let $M^{*}=\operatorname{Hom}_{R}\left(M_{R}, R_{R}\right)\left(N^{*}=\right.$ $\operatorname{Hom}_{R}\left({ }_{R} N,{ }_{R} R\right)$ ) denote the dual of the module $M_{R}\left({ }_{R} N\right)$, which is a left (right) $R$-module. This defines a duality, that is, a contravariant equivalence, between the full subcategory of finitely generated projective right $R$-modules and the full subcategory of finitely generated projective left $R$-modules.

Consider a direct sum decomposition $P \oplus Q=(R / J(R))^{n}$ of the free right $R / J(R)$-module $(R / J(R))^{n}$, so that $P$ and $Q$ are two projective right $R / J(R)$ modules. It is easy to see that there exists a finitely generated projective right $R$ module $M_{R}$ such that $M / M J(R) \cong P$ if and only if there exists a finitely generated projective right $R$-module $Q_{R}^{\prime}$ such that $Q^{\prime} / Q^{\prime} J(R) \cong Q$, if and only if there exists a finitely generated projective left $R$-module ${ }_{R} N$ such that $N / J(R) N \cong$ $\operatorname{Hom}_{R}(Q, R / J(R))$, if and only if there exists a finitely generated projective left $R$-module ${ }_{R} P^{\prime}$ such that $P^{\prime} / J(R) P^{\prime} \cong \operatorname{Hom}_{R}\left(P, R / J(R)\right.$ ). (To prove this, let $M_{R}$ be a finitely generated projective right $R$-module such that $P \cong M / M J(R)$. Then $M / M J(R) \oplus Q \cong(R / J(R))^{n}$. By [Anderson and Fuller 1992, Lemma 17.17] there exists a finitely generated projective right $R$-module $Q^{\prime}$ such that $Q^{\prime} / Q^{\prime} J(R) \cong Q$ and $M \oplus Q^{\prime} \cong R^{n}$. Take $N=\operatorname{Hom}_{R}\left(Q^{\prime}, R\right)$.)

In this section we consider the problem of lifting these projective $R / J(R)$ modules to projective $R$-modules, not necessarily finitely generated. We need the following result of Bergman [Jøndrup 1976, Lemma 2.2].

Proposition 6.1. Let $Q$ and $Q^{\prime}$ be projective right $R$-modules, and let $\varphi: Q^{\prime} \rightarrow Q$ be a homomorphism. If the mapping $\bar{\varphi}: Q^{\prime} / Q^{\prime} J(R) \rightarrow Q / Q J(R)$ induced by $\varphi$ is a pure monomorphism, then $\varphi$ is a pure monomorphism.

Proof. First choose an $R$-module $P^{\prime}$ such that $Q^{\prime} \oplus P^{\prime}$ is free, then an $R$-module $P$ such that $\left(Q \oplus P^{\prime}\right) \oplus P$ is free. Let $\varepsilon: P^{\prime} \rightarrow P^{\prime} \oplus P$ denote the embedding. Substituting $\varphi: Q^{\prime} \rightarrow Q$ with $\varphi \oplus \varepsilon: Q^{\prime} \oplus P^{\prime} \rightarrow Q \oplus P^{\prime} \oplus P$, we may suppose that $Q$ and $Q^{\prime}$ are free. In order to show that $\varphi$ is a pure monomorphism, fix a finitely generated free direct summand $N^{\prime}$ of $Q^{\prime}$. Let $N$ be a finitely generated free direct summand of $Q$ containing $\varphi\left(N^{\prime}\right)$. Let $f: N \rightarrow Q$ and $f^{\prime}: N^{\prime} \rightarrow$ $Q^{\prime}$ be the inclusions, and $g: Q \rightarrow N, g^{\prime}: Q^{\prime} \rightarrow N^{\prime}$ be homomorphisms such that $g f=1_{N}$ and $g^{\prime} f^{\prime}=1_{N^{\prime}}$. If $\left.\varphi\right|_{N^{\prime}}: N^{\prime} \rightarrow N$ denotes the restriction of $\varphi$ : $Q^{\prime} \rightarrow Q$, then $\left.f \varphi\right|_{N^{\prime}}=\varphi f^{\prime}$. If - denotes reduction modulo $J(R)$, then $\overline{f^{\prime}}$ is a pure monomorphism, so that $\bar{\varphi} \overline{f^{\prime}}$ is a pure monomorphism. From $\left.f \varphi\right|_{N^{\prime}}=$ $\varphi f^{\prime}$, it follows that $\overline{\left.\varphi\right|_{N^{\prime}}}$ is a pure monomorphism. Thus the cokernel of $\overline{\left.\varphi\right|_{N^{\prime}}}$ is a flat finitely presented module, that is, a projective finitely generated module. In particular, $\overline{\left.\varphi\right|_{N^{\prime}}}$ is a split monomorphism. Let $h: N \rightarrow N^{\prime}$ be a homomorphism such that $1_{N^{\prime} / N^{\prime} J(R)}=\overline{\left.h \varphi\right|_{N^{\prime}}}$. Then $\left.h \varphi\right|_{N^{\prime}}$ is an automorphism of $N^{\prime}$, so that $\left.\varphi\right|_{N^{\prime}}$ is a split monomorphism. In particular, $\varphi$ is injective, and $\varphi\left(N^{\prime}\right)$ is a direct summand of $Q$ for every finitely generated free direct summand $N^{\prime}$ of $Q$. As $\varphi\left(Q^{\prime}\right)$ is the directed union of all these direct summands $\varphi\left(N^{\prime}\right), \varphi\left(Q^{\prime}\right)$ is a pure submodule of $Q$.

Corollary 6.2. Let $R$ be a ring with the property that for every projective right $R / J(R)$-module $P$ there exists a projective right $R$-module $Q$ with $Q / Q J(R) \cong P$. For every flat right $R / J(R)$-module $M$ of projective dimension $p d_{R / J(R)}(M) \leq 1$ there exists a flat right $R$-module $N$ of projective dimension $p d_{R}(N) \leq 1$ with $N / N J(R) \cong M$. Moreover, if $M$ is finitely generated, then $N$ can also be chosen finitely generated.

Proof. Apply Proposition 6.1 to a presentation

$$
0 \longrightarrow Q^{\prime} / Q^{\prime} J(R) \xrightarrow{\bar{\varphi}} Q / Q J(R) \longrightarrow M \longrightarrow 0
$$

of the $R / J(R)$-module $M$ with $Q$ and $Q^{\prime}$ projective $R$-modules.
The hypothesis of Corollary 6.2 applies to all rings $R$ for which every projective right $R / J(R)$-module is free, and to all exchange rings $R$.

Proposition 6.3. Let $R$ be a ring and $X$ a set. Let $P \oplus Q=(R / J(R))^{(X)}$ be a direct sum decomposition of the free right $R / J(R)$-module $(R / J(R))^{(X)}$ as a direct sum of two projective right $R / J(R)$-modules $P$ and $Q$, and let $\pi:(R / J(R))^{(X)} \rightarrow P$ be the projection with kernel $Q$. The following statements are equivalent:
(i) There exist a flat right $R$-module $M_{R}$ of projective dimension at most 1 , an epimorphism $\psi: R^{(X)} \rightarrow M_{R}$ and an isomorphism $\alpha: M_{R} / M_{R} J(R) \rightarrow P$ such that $\alpha \circ(\psi \otimes R / J(R))=\pi$.
(ii) There exists a projective right $R$-module $Q_{R}^{\prime}$ such that $Q^{\prime} / Q^{\prime} J(R) \cong Q$.

Proof. (i) $\Rightarrow$ (ii) Let $M_{R}, \psi$ and $\alpha$ have the properties stated in (i). We will show that the projective module $Q^{\prime}=\operatorname{ker} \psi$ has the property required in (ii). From the exact sequence

$$
0 \longrightarrow Q^{\prime} \longrightarrow R^{(X)} \xrightarrow{\psi} M_{R} \longrightarrow 0,
$$

we get the exact sequence

$$
0 \longrightarrow Q^{\prime} / Q^{\prime} J(R) \longrightarrow(R / J(R))^{(X)} \xrightarrow{\psi \otimes R / J(R)} M_{R} / M_{R} J(R) \longrightarrow 0 .
$$

Thus $Q=\operatorname{ker} \pi=\operatorname{ker}(\alpha \circ(\psi \otimes R / J(R)))=\operatorname{ker}(\psi \otimes R / J(R)) \cong Q^{\prime} / Q^{\prime} J(R)$.
(ii) $\Rightarrow$ (i) Let $Q_{R}^{\prime}$ be a projective $R$-module such that $Q^{\prime} / Q^{\prime} J(R) \cong Q$. Let $\rho: Q^{\prime} \rightarrow Q$ be an epimorphism with kernel $Q^{\prime} J(R)$. Denote by

$$
\varepsilon: Q \rightarrow(R / J(R))^{(X)}
$$

the embedding, which is a split monomorphism. As $\varepsilon \rho: Q_{R}^{\prime} \rightarrow(R / J(R))^{(X)}$ factors through the canonical projection of $R^{(X)}$ onto $(R / J(R))^{(X)}$, there is a commutative diagram


By Proposition 6.1 the mapping $\varphi$ is a pure monomorphism, so that its cokernel $M_{R}$ is a flat module of projective dimension $\leq 1$. Let $\psi: R^{(X)} \rightarrow M_{R}$ be the canonical projection. Applying $-\otimes_{R} R / J(R)$ to the pure exact sequence

$$
0 \longrightarrow Q_{R}^{\prime} \xrightarrow{\varphi} R^{(X)} \xrightarrow{\psi} M_{R} \rightarrow 0,
$$

we obtain an exact sequence that is the upper row of the commutative diagram


Here the two vertical arrows are isomorphisms (the vertical arrow on the right is the identity). Thus there is an isomorphism $\alpha: M_{R} / M_{R} J(R) \rightarrow P$ that completes the commutative diagram; that is, $\alpha \circ(\psi \otimes R / J(R))=\pi$.

## 7. Lifting finitely generated projective modules

Theorem 7.1. Let $P \oplus Q=(R / J(R))^{n}$ be a direct sum decomposition of the finitely generated free right $R / J(R)$-module $(R / J(R))^{n}$ as a direct sum of two projective right $R / J(R)$-modules $P$ and $Q$. Then the following statements are equivalent:
(i) There exists a finitely generated flat right $R$-module $M_{R}$ such that $M / M J(R)$ is isomorphic to $P$.
(ii) There exists a finitely generated, countably presented, flat right $R$-module $M_{R}$ such that $M / M J(R) \cong P$.
(iii) There exists a projective right $R$-module $Q_{R}^{\prime}$ such that $Q^{\prime} / Q^{\prime} J(R) \cong Q$.
(iv) There exists a finitely generated flat left $R$-module ${ }_{R} N$ such that $N / J(R) N \cong$ $\operatorname{Hom}_{R}(Q, R / J(R))$.
(v) There exists a finitely generated, countably presented, flat left $R$-module ${ }_{R} N$ such that $N / J(R) N \cong \operatorname{Hom}_{R}(Q, R / J(R))$.
(vi) There exists a projective left $R$-module ${ }_{R} P^{\prime}$ such that $P^{\prime} / J(R) P^{\prime}$ is isomorphic to $\operatorname{Hom}_{R}(P, R / J(R))$.
Proof. Suppose that (i) holds. Let $M_{R}$ be a finitely generated flat right $R$-module such that $M / M J(R) \cong P$, where $P \oplus Q=(R / J(R))^{n}$. Let $\alpha: M / M J(R) \rightarrow P$ be an isomorphism, and let $\pi:(R / J(R))^{n} \rightarrow P$ be the projection with kernel $Q$. The onto mapping $\alpha^{-1} \pi:(R / J(R))^{n} \rightarrow M / M J(R)$ can be lifted to a homomorphism of right $R$-modules $\psi: R_{R}^{n} \rightarrow M_{R}$, which is necessarily onto by Nakayama's Lemma. Let $K=\operatorname{ker} \psi$ and consider the pure exact sequence of right $R$-modules

$$
0 \longrightarrow K \xrightarrow{\varepsilon} R_{R}^{n} \xrightarrow{\psi} M_{R} \longrightarrow 0 .
$$

Tensoring by $R / J(R)$, this induces the exact sequence

$$
\begin{equation*}
0 \longrightarrow K / K J(R) \xrightarrow{\bar{\varepsilon}}(R / J(R))^{n} \xrightarrow{\alpha^{-1} \pi} M / M J(R) \longrightarrow 0, \tag{3}
\end{equation*}
$$

which splits because $M / M J(R) \cong P$ is projective. Moreover, $Q=\operatorname{ker} \pi=$ $\operatorname{ker}\left(\alpha^{-1} \pi\right) \cong K / K J(R)$. As (3) splits, there exists a left inverse

$$
\bar{\varphi}:(R / J(R))^{n} \rightarrow K / K J(R)
$$

of $\bar{\varepsilon}$ with kernel isomorphic to $M / M J(R) \cong P$. As $R^{n}$ is projective, $\bar{\varphi}$ can be lifted to a map $\varphi: R^{n} \rightarrow K$ making the diagram

commute. In this diagram the vertical arrows are the natural projections. By Proposition 4.2, there exists $\omega: R^{n} \rightarrow K$ such that $\varepsilon \omega$ is the identity over $\varepsilon \varphi\left(R^{n}\right)$. Equivalently, $\omega \varepsilon \varphi=\varphi$. Denote by $\bar{\omega}:(R / J(R))^{n} \rightarrow K / K J(R)$ the induced homomorphism. Then $\overline{\omega \varepsilon \varphi}=\bar{\varphi}$. As $\overline{\varphi \varepsilon}$ is the identity mapping, $\overline{\omega-\varphi \varepsilon \omega}=\overline{\omega-\omega}=0$, so that $(\omega-\varphi \varepsilon \omega)\left(R^{n}\right) \subseteq K J(R)$, from which $\varepsilon(\omega-\varphi \varepsilon \omega)\left(R^{n}\right) \subseteq(J(R))^{n}$. Thus $\varepsilon(\omega-\varphi \varepsilon \omega) \in J\left(\operatorname{End}\left(R^{n}\right)\right)$ [Anderson and Fuller 1992, Corollary 17.12]. Set $\beta=1-\varepsilon(\omega-\varphi \varepsilon \omega)$, and note that $\beta$ is an invertible element of $\operatorname{End}\left(R^{n}\right)$. As $\omega \varepsilon \varphi=\varphi$, it is easy to see that $\beta \varepsilon \varphi=(\varepsilon \varphi)^{2}$. Observe that $\beta$ induces the identity endomorphism on $(R / J(R))^{n}$ and also that $\varepsilon \varphi$ induces the idempotent endomorphism $\overline{\varepsilon \varphi}$ on $(R / J(R))^{n}$, whose image is $K / K J(R) \cong Q$ and whose kernel is isomorphic to $P$. For any $m \in \mathbb{Z}$, let $A_{m}$ be the matrix associated to the endomorphism $\beta^{-m-1} \varepsilon \varphi \beta^{m}: R_{R}^{n} \rightarrow R_{R}^{n}$. By Proposition 5.3(i), $\left(A_{m}\right)_{m \in \mathbb{Z}}$ is a net in the ring $S=S(n, R)$ of $n \times n$ matrices over $R$. Hence the left $R$-module ${ }_{R} N=R^{n} / \bigcup_{m \in \mathbb{Z}} R^{n}\left(1-A_{m}\right)$ is flat. By Remark 4.3, if we apply isomorphism (2) with $R^{\prime}=R / J(R)$ and $g$ the canonical projection, and using that $\left(\tilde{g}\left(A_{m}\right)\right)_{m \in \mathbb{Z}}$ is the net in $S^{\prime}=S(n, R / J(R))$ constantly equal to the matrix $\bar{A}$ of the endomorphism $\overline{\varepsilon \varphi}$ of $(R / J(R))^{n}$, we see that

$$
(R / J(R))^{n} \otimes_{S^{\prime}} \underline{\lim }_{S^{\prime}}\left(\tilde{g}\left(A_{m}\right)\right)_{m \in \mathbb{Z}} \cong(R / J(R))^{n} \otimes_{S^{\prime}} \underline{\lim }_{S^{\prime}}(\bar{A})_{m \in \mathbb{Z}}
$$

By Examples $2.4(1), \underline{\lim }_{S^{\prime}}(\bar{A})_{m \in \mathbb{Z}} \cong S^{\prime} \bar{A}$. Thus

$$
\begin{aligned}
N / J(R) N & \cong R / J(R) \otimes_{R} N \cong(R / J(R))^{n} \otimes_{S^{\prime}} \underline{\lim }_{S^{\prime}}\left(\tilde{g}\left(A_{m}\right)\right)_{m \in \mathbb{Z}} \cong \\
& \cong(R / J(R))^{n} \otimes_{S^{\prime}} \underline{\lim }_{S^{\prime}}(\bar{A})_{m \in \mathbb{Z}} \cong(R / J(R))^{n} \otimes_{S^{\prime}} S^{\prime} \bar{A} \cong(R / J(R))^{n}(\bar{A}) .
\end{aligned}
$$

Since $Q \cong \bar{A}(R / J(R))^{n}$, we can conclude $N / J(R) N \cong \operatorname{Hom}_{R}(Q, R / J(R))$. As $N$ is a finitely generated, countably presented, flat module, this shows that (iv) and (v) hold.

By symmetry, that is, applying (i) implies (iv) and (v) to the opposite ring $R^{\mathrm{op}}$, we see that (iv) implies (i) and (ii). Hence (i), (ii), (iv) and (v) are equivalent statements.

By Proposition 6.3, (iii) implies (i). Assume that (ii) holds, so that there exist a finitely generated, countably presented, flat right $R$-module $M$ and an isomorphism $\alpha: M / M J(R) \rightarrow P$. The module $M$ has projective dimension $\leq 1$ [Lazard 1969, Théorème 3.2]. Let $\pi:(R / J(R))^{n} \rightarrow P$ be the projection with kernel $Q$. The onto mapping $\alpha^{-1} \pi:(R / J(R))^{n} \rightarrow M / M J(R)$ can be lifted to a homomorphism of right $R$-modules $\psi: R_{R}^{n} \rightarrow M_{R}$, which is necessarily onto by Nakayama's Lemma. As the conditions of Proposition 6.3(i) are satisfied, we deduce the existence of a right projective module $Q^{\prime}$ such that $Q^{\prime} / Q^{\prime} J(R) \cong Q$. This proves that (ii) implies (iii), so that (ii) and (iii) are equivalent statements. By symmetry, (v) and (vi) are also equivalent.

Recall that a projective module $P$ is a direct sum of countably generated submodules, and that $P=0$ if and only if $P / P J(R)=0$. Hence, if a projective module is finitely generated modulo the Jacobson radical, it must be countably generated. Thus the modules $P^{\prime}$ and $Q^{\prime}$ in the statement of Theorem 7.1 are necessarily countably generated.

It would be interesting to know whether the module $M$ in Theorem 7.1(ii) is uniquely determined up to isomorphism. In Proposition 5.2 we saw an example of countably presented nonisomorphic cyclic flat modules that are isomorphic modulo the Jacobson radical, but the cyclic modules in that example are not projective modulo the Jacobson radical.

We conclude with two results related to this question, the first of which appears as [Lam 1999, p. 161, Exercise 20]. We give a proof for the sake of completeness.

Lemma 7.2. Let $M$ be a finitely generated flat right module over a ring $R$, and let $P$ be a projective right $R$-module. If $\gamma: P \rightarrow M$ is a projective cover, then $\gamma$ is an isomorphism.

Proof. The module $P$ is finitely generated because $M$ is finitely generated and $\operatorname{ker} \gamma$ is small in $P$. Hence there exist $n$ and a projective module $Q$ such that $P \oplus Q \cong R^{n}$. As $\gamma \oplus 1_{Q}: P \oplus Q \rightarrow M \oplus Q$ is a projective cover, and $\gamma$ is an isomorphism if and only if so is $\gamma \oplus 1_{Q}$, we may assume without loss of generality that $P$ is $R^{n}$ and that $\gamma: R^{n} \rightarrow M$ is a projective cover.

Let $x \in \operatorname{ker} \gamma$. By Proposition 4.2, there exists $A \in M_{n}(R)$ such that $A x=x$ and $A R^{n} \subseteq \operatorname{ker} \gamma \subseteq R^{n} J(R)$. This implies that $(1-A) x=0$ and that $A \in M_{n}(J(R))$, thus $x=0$. This shows that $\operatorname{ker} \gamma=0$, hence $\gamma$ is an isomorphism.

Proposition 7.3. Let $M$ be a finitely generated flat right module over a ring $R$, and let $P$ be a projective module. If $M / M J(R) \cong P / P J(R)$, then $M \cong P$.

Proof. As $M / M J(R) \cong P / P J(R)$, the module $P / P J(R)$ is finitely generated. We will prove that $P$ is, in fact, finitely generated.

By Theorem 7.1, there exists a finitely generated, countably presented, flat module $M^{\prime}$ such that $P / P J(R) \cong M^{\prime} / M^{\prime} J(R)$. Let $\alpha: P / P J(R) \rightarrow M^{\prime} / M^{\prime} J(R)$ be an isomorphism. Let $\pi: P \rightarrow P / P J(R)$ and $\pi^{\prime}: M^{\prime} \rightarrow M^{\prime} / M^{\prime} J(R)$ denote the canonical projections. Since $P$ is projective, there exists $\beta: P \rightarrow M^{\prime}$ such that the diagram

is commutative. Since $\operatorname{ker} \pi^{\prime}$ is small in $M^{\prime}, \beta$ is onto. As $M^{\prime}$ has projective dimension 1, $\operatorname{ker} \beta$ is projective. Applying $-\otimes_{R} R / J(R)$ to the exact sequence

$$
0 \longrightarrow \operatorname{ker} \beta \rightarrow P \xrightarrow{\beta} M^{\prime} \longrightarrow 0,
$$

we obtain the exact sequence

$$
0 \longrightarrow \operatorname{ker} \beta \otimes_{R} R / J(R) \rightarrow P / P J(R) \xrightarrow{\alpha} M^{\prime} / M^{\prime} J(R) \longrightarrow 0 .
$$

Since $\alpha$ is an isomorphism, we have $0=\operatorname{ker} \beta \otimes_{R} R / J(R) \cong \operatorname{ker} \beta /(\operatorname{ker} \beta) J(R)$. But ker $\beta$ is projective, hence $\beta$ is an isomorphism. This proves that $P$ is a finitely generated projective module.

Let $\rho: M \rightarrow M / M J(R)$ denote the canonical projection. Since $P$ is projective, there exists $\gamma: P \rightarrow M$ such that the diagram

is commutative. Since $\operatorname{ker} \rho$ is small in $M, \gamma$ is onto. Since $P$ is finitely generated and ker $\gamma \subseteq P J(R)$, ker $\gamma$ is small in $P$. Hence $\gamma: P \rightarrow M$ is a projective cover. By Lemma 7.2, $\gamma$ is an isomorphism.

Thus if a finitely generated projective right $R / J(R)$-module $P$ satisfies condition (i) of Theorem 7.1 (that is, $P \cong M / M J(R)$ for some finitely generated flat right $R$-module $M$ ) and the right/left symmetric of condition (vi) of Theorem 7.1 (that is, $P \cong P^{\prime} / P^{\prime} J(R)$ for some projective right $R$-module $P^{\prime}$ ), then $M \cong P^{\prime}$ is a projective cover of $P$.
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# MAXIMAL TORI DETERMINING THE ALGEBRAIC GROUPS 

Shripad M. Garge


#### Abstract

Let $\boldsymbol{k}$ be a finite field, a global field, or a local non-archimedean field, and let $H_{1}$ and $H_{2}$ be split, connected, semisimple algebraic groups over $k$. We prove that if $H_{1}$ and $H_{2}$ share the same set of maximal $k$-tori, up to $k$ isomorphism, then the Weyl groups $W\left(H_{1}\right)$ and $W\left(H_{2}\right)$ are isomorphic, and hence the algebraic groups modulo their centers are isomorphic except for a switch of a certain number of factors of type $B_{n}$ and $C_{n}$. (Due to a recent result of Philippe Gille, this result also holds for fields which admit arbitrary cyclic extensions.)


## 1. Introduction

Let $H$ be a connected, semisimple algebraic group over a field $k$. It is natural to ask to what extent the group $H$ is determined by the $k$-isomorphism classes of maximal $k$-tori contained in it. We study this question over finite fields, global fields and local non-archimedean fields, and prove the following theorem.
Theorem 1.1 (Theorem 4.1). Let $k$ be a finite field, a global field or a local nonarchimedean field, and let $H_{1}$ and $H_{2}$ be split, connected, semisimple algebraic groups over $k$. Suppose that for every maximal $k$-torus $T_{1} \subset H_{1}$ there exists a maximal $k$-torus $T_{2} \subset H_{2}$ such that the tori $T_{1}$ and $T_{2}$ are $k$-isomorphic, and vice versa. Then the Weyl groups $W\left(H_{1}\right)$ and $W\left(H_{2}\right)$ are isomorphic.

Moreover, if we write $W\left(H_{1}\right)$ and $W\left(H_{2}\right)$ as a direct product of Weyl groups of simple algebraic groups, $W\left(H_{1}\right)=\prod_{\Lambda_{1}} W_{1, \alpha}$, and $W\left(H_{2}\right)=\prod_{\Lambda_{2}} W_{2, \beta}$, then there exists a bijection $i: \Lambda_{1} \rightarrow \Lambda_{2}$ such that $W_{1, \alpha}$ is isomorphic to $W_{2, i(\alpha)}$ for every $\alpha \in \Lambda_{1}$.

Since a split simple algebraic group with trivial center is determined by its Weyl group, except for the groups of the type $B_{n}$ and $C_{n}$, we have following theorem.
Theorem 1.2. Let $k$ be as in Theorem 1.1, and let $H_{1}$ and $H_{2}$ be split, connected, semisimple algebraic groups over $k$, with trivial center. Write $H_{1}$ and $H_{2}$ as direct products of simple groups: $H_{1}=\prod_{\Lambda_{1}} H_{1, \alpha}$, and $H_{2}=\prod_{\Lambda_{2}} H_{2, \beta}$. If $H_{1}$ and $H_{2}$ satisfy the condition given in Theorem 1.1, then there is a bijection $i: \Lambda_{1} \rightarrow \Lambda_{2}$

Keywords: maximal tori, algebraic groups.
such that $H_{1, \alpha}$ is isomorphic to $H_{2, i(\alpha)}$, except for the case where $H_{1, \alpha}$ is a simple group of type $B_{n}$ or $C_{n}$, in which case $H_{2, i(\alpha)}$ could be of type $C_{n}$ or $B_{n}$.

From the explicit description of maximal $k$-tori in $\mathrm{SO}(2 n+1)$ and $\mathrm{Sp}(2 n)$ (see for instance [Kariyama 1989, Proposition 2]) one finds that these groups contain the same set of $k$-isomorphism classes of maximal $k$-tori.

We show by an example that the existence of split tori in the groups $H_{1}$ and $H_{2}$ is necessary. Note that if $k$ is $\mathbb{Q}_{p}$, then the Brauer group of $k$ is $\mathbb{Q} / \mathbb{Z}$. Consider the central division algebras of degree five, $D_{1}$ and $D_{2}$, corresponding to $1 / 5$ and $2 / 5$ in $\mathbb{Q} / \mathbb{Z}$ respectively, and let

$$
H_{1}=\operatorname{SL}_{1}\left(D_{1}\right) \quad \text { and } \quad H_{2}=\operatorname{SL}_{1}\left(D_{2}\right)
$$

The maximal tori in $H_{1}$ and $H_{2}$ correspond, respectively, to the maximal commutative subfields in $D_{1}$ and $D_{2}$. But over $\mathbb{Q}_{p}$ every division algebra of a fixed degree contains every field extension of that degree (see [Pierce 1982, Proposition 17.10 and Corollary 13.3]), so $H_{1}$ and $H_{2}$ share the same set of maximal tori over $k$. But they are not isomorphic, since it is known that $\mathrm{SL}_{1}(D) \cong \mathrm{SL}_{1}\left(D^{\prime}\right)$ if and only if $D \cong D^{\prime}$ or $D \cong\left(D^{\prime}\right)^{\text {op }}$ [Knus et al. 1998, 26.11].

This paper is arranged as follows. The description of the $k$-conjugacy classes of maximal $k$-tori in an algebraic group $H$ defined over $k$ can be given in terms of the Galois cohomology of the normalizer in $H$ of a fixed maximal torus. Similarly, the $k$-isomorphism classes of $n$-dimensional tori defined over $k$ can be described in terms of $n$-dimensional integral representations of the Galois group of $\bar{k}$ (the algebraic closure of $k$ ) over $k$. Using these two descriptions, in Section 2 we obtain a Galois cohomological description for the $k$-isomorphism classes of maximal $k$ tori in $H$. Since we are dealing with groups that are split over the base field $k$, the Galois action on the Weyl groups is trivial. This enables us to prove, in Section 4, that if split, connected, semisimple algebraic groups $H_{1}$ and $H_{2}$ of rank $n$ share the same set of maximal $k$-tori up to $k$-isomorphism, then the Weyl groups $W\left(H_{1}\right)$ and $W\left(H_{2}\right)$, considered as subgroups of $\mathrm{GL}_{n}(\mathbb{Z})$, share the same set of elements up to conjugacy in $\mathrm{GL}_{n}(\mathbb{Z})$.

This then is the main question to be answered: if the Weyl groups of two split, connected, semisimple algebraic groups, $W_{1}$ and $W_{2}$, embedded in $\mathrm{GL}_{n}(\mathbb{Z})$ in the natural way, i.e., by their action on the character group of a fixed split maximal torus, have the property that every element of $W_{1}$ is $\mathrm{GL}_{n}(\mathbb{Z})$-conjugate to one in $W_{2}$ and vice versa, are the Weyl groups isomorphic? Much of the work in this paper seeks to prove this statement by using elaborate information available about the conjugacy classes in Weyl groups of simple algebraic groups together with their standard representations in $\mathrm{GL}_{n}(\mathbb{Z})$. Our analysis finally depends on the knowledge of characteristic polynomials of elements in the Weyl groups considered
as subgroups of $\mathrm{GL}_{n}(\mathbb{Z})$. This information is summarized in Section 3. Using it we prove the main theorem in Section 4.

We emphasize that if we were proving Theorems 1.1 and 1.2 for simple algebraic groups, our proofs would be relatively very simple. However, for semisimple groups, we have to make a somewhat complicated inductive argument on the maximal rank among the simple factors of the semisimple groups $H_{1}$ and $H_{2}$.

We use the term "simple Weyl group of rank $r$ " for the Weyl group of a simple algebraic group of rank $r$. Any Weyl group is a product of simple Weyl groups in a unique way (up to permutation). We say that two Weyl groups are isomorphic if and only if the simple factors and their multiplicities are the same.

The question studied in this paper seems relevant for the study of MumfordTate groups over number fields. The author was informed, after the completion of the paper, that Theorem 1.1 over a finite field is implicit in the work of Larsen and Pink [1992]. We would like to mention that although much of the paper could be said to be implicitly contained in [Larsen and Pink 1992], the theorems we state (and prove) are not explicitly stated there, and our proofs are also different.

## 2. Galois cohomological lemmas

We begin by fixing notation. Let $k$ denote an arbitrary field and let $G(\bar{k} / k)$ be the Galois group of $\bar{k}$ (the algebraic closure of $k$ ) over $k$. Let $H$ denote a split, connected, semisimple algebraic group defined over $k$ and let $T_{0}$ be a fixed split maximal torus in $H$, of dimension $n$. Let $W$ be the Weyl group of $H$ with respect to $T_{0}$. Then we have an exact sequence of algebraic groups defined over $k$,

$$
0 \longrightarrow T_{0} \longrightarrow N\left(T_{0}\right) \longrightarrow W \longrightarrow 1
$$

where $N\left(T_{0}\right)$ denotes the normalizer of $T_{0}$ in $H$.
The above exact sequence gives us a map $\psi: H^{1}\left(k, N\left(T_{0}\right)\right) \rightarrow H^{1}(k, W)$. It is well known that a certain subset of $H^{1}\left(k, N\left(T_{0}\right)\right)$ classifies $k$-conjugacy classes of maximal $k$-tori in $H$. For the sake of completeness, we formulate this as a lemma in the case of split, connected, semisimple groups.
Lemma 2.1. Let H be a split, connected, semisimple algebraic group defined over a field $k$ and let $T_{0}$ be a fixed split maximal torus in $H$. The natural embedding $N\left(T_{0}\right) \hookrightarrow H$ induces a map $\Psi: H^{1}\left(k, N\left(T_{0}\right)\right) \rightarrow H^{1}(k, H)$. The set of $k$-conjugacy classes of maximal tori in $H$ are in one-one correspondence with the subset of $H^{1}\left(k, N\left(T_{0}\right)\right)$ which is mapped to the neutral element in $H^{1}(k, H)$ by the map $\Psi$.
Proof. Let $T$ be a maximal $k$-torus in $H$ and let $L$ be a splitting field of $T$, that is, assume that the torus $T$ splits as a product of $\mathbb{G}_{m}$ s over $L$. We assume that the field $L$ is Galois over $k$. By the uniqueness of maximal split tori up to conjugacy, there exists an element $a \in H(L)$ such that $a T_{0} a^{-1}=T$. Then for any $\sigma \in G(L / k)$, we
have $\sigma(a) T_{0} \sigma(a)^{-1}=T$, as both $T_{0}$ and $T$ are defined over $k$. This implies that

$$
\left(a^{-1} \sigma(a)\right) T_{0}\left(a^{-1} \sigma(a)\right)^{-1}=T_{0}
$$

Therefore $a^{-1} \sigma(a) \in N\left(T_{0}\right)$. This enables us to define a map $G(L / k) \rightarrow N\left(T_{0}\right)$ which sends $\sigma$ to $a^{-1} \sigma(a)$, and by composing this map with the natural map $G(\bar{k} / k) \rightarrow G(L / k)$, we get a map $\phi_{a}: G(\bar{k} / k) \rightarrow N\left(T_{0}\right)$. We check that

$$
\phi_{a}(\sigma \tau)=\phi_{a}(\sigma) \sigma\left(\phi_{a}(\tau)\right)
$$

for all $\sigma, \tau \in G(\bar{k} / k)$, and hence that $\phi_{a}$ is a 1-cocycle. If $b \in H(L)$ is another element such that $b T_{0} b^{-1}=T$, we see that

$$
\phi_{a}(\sigma)=\left(b^{-1} a\right)^{-1} \phi_{b}(\sigma) \sigma\left(b^{-1} a\right)
$$

Thus the element $\left[\phi_{a}\right] \in H^{1}\left(k, N\left(T_{0}\right)\right)$ is determined by the maximal torus $T$, and so we denote it by $\phi(T)$. It is clear that $\phi(T)$ is determined by the $k$-conjugacy class of $T$. Moreover, if $\phi(T)=\phi(S)$ for two maximal tori $T$ and $S$ in $H$, then one can check that these two tori are conjugate over $k$. Indeed, if $T=a T_{0} a^{-1}$ and $S=b T_{0} b^{-1}$ for $a, b \in H(\bar{k})$ then for any $\sigma \in G(\bar{k} / k)$,

$$
a^{-1} \sigma(a)=c^{-1}\left(b^{-1} \sigma(b)\right) \sigma(c)
$$

for some $c \in N\left(T_{0}\right)$. Then $\sigma\left(b c a^{-1}\right)=b c a^{-1}$ for all $\sigma \in G(\bar{k} / k)$, and hence $b c a^{-1} \in H(k)$ and $\left(b c a^{-1}\right) T\left(b c a^{-1}\right)^{-1}=S$. Further, it is clear that the image of $\phi$ in $H^{1}\left(k, N\left(T_{0}\right)\right)$ is mapped to the neutral element in $H^{1}(k, H)$ by $\Psi$.

Moreover, if $\phi_{1}: G(\bar{k} / k) \rightarrow N\left(T_{0}\right)$ is a 1-cocycle such that $\Psi\left(\phi_{1}\right)$ is neutral in $H^{1}(k, H)$, then $\phi_{1}(\sigma)=a^{-1} \sigma(a)$ for some $a \in H(\bar{k})$. Then the cohomology class $\left[\phi_{1}\right] \in H^{1}\left(k, N\left(T_{0}\right)\right)$ corresponds to the maximal torus $S_{1}=a T_{0} a^{-1}$ in $H$. Since $a^{-1} \sigma(a)=\phi_{1}(\sigma) \in N\left(T_{0}\right)$, the torus $S_{1}$ is invariant under the Galois action, and so we conclude that it is defined over $k$. Thus the image of $\phi$ is the inverse image of the neutral element in $H^{1}(k, H)$ under the map $\Psi$. This is the complete description of the $k$-conjugacy classes of maximal $k$-tori in the group $H$.

Finally, we observe that the detailed proof we have given above amounts to looking at the exact sequence $1 \rightarrow N\left(T_{0}\right) \rightarrow H \rightarrow H / N\left(T_{0}\right) \rightarrow 1$ which gives an exact sequence

$$
H / N\left(T_{0}\right)(k) \longrightarrow H^{1}\left(k, N\left(T_{0}\right)\right) \longrightarrow H^{1}(k, H)
$$

of pointed sets. Therefore $H / N\left(T_{0}\right)(k)$, which is the variety of conjugacy classes of $k$-tori in $H$, is identified with the elements of $H^{1}\left(k, N\left(T_{0}\right)\right)$ which become trivial in $H^{1}(k, H)$.

We also recall the correspondence between $k$-isomorphism classes of $n$-dimensional $k$-tori and equivalence classes of $n$-dimensional integral representations of
$G(\bar{k} / k)$. Let $T_{0}=\mathbb{G}_{m}^{n}$ be the split torus of dimension $n$, let $T_{1}$ be an $n$-dimensional torus defined over $k$, and let $L_{1}$ denote the splitting field of $T_{1}$. Since the torus $T_{1}$ is split over $L_{1}$, we have an $L_{1}$-isomorphism $f: T_{0} \rightarrow T_{1}$. The Galois action on $T_{0}$ and $T_{1}$ gives us another isomorphism, $f^{\sigma}:=\sigma f \sigma^{-1}: T_{0} \rightarrow T_{1}$. Again one sees that the map $\varphi_{f}: G(\bar{k} / k) \rightarrow \operatorname{Aut}_{L_{1}}\left(T_{0}\right)$, given by $\sigma \mapsto f^{-1} f^{\sigma}$, is a 1-cocycle. Since the torus $T_{0}$ is already split over $k$, we have $\operatorname{Aut}_{L_{1}}\left(T_{0}\right) \cong \operatorname{Aut}_{k}\left(T_{0}\right)$, and hence the Galois group $G(\bar{k} / k)$ acts trivially on $\mathrm{Aut}_{L_{1}}\left(T_{0}\right)$, which is isomorphic to $\mathrm{GL}_{n}(\mathbb{Z})$. Therefore, $\varphi_{f}$ is actually a homomorphism from the Galois group $G(\bar{k} / k)$ to $\mathrm{GL}_{n}(\mathbb{Z})$. This homomorphism gives an $n$-dimensional integral representation of the absolute Galois group, $G(\bar{k} / k)$. By changing the isomorphism $f$ to any other $L_{1}$-isomorphism from $T_{0}$ to $T_{1}$, we get a conjugate of $\varphi_{f}$. Thus the element $\left[\varphi_{f}\right.$ ] in $H^{1}\left(k, \mathrm{GL}_{n}(\mathbb{Z})\right)$ is determined by $T_{1}$ and we denote it by $\varphi\left(T_{1}\right)$. Thus a $k$-isomorphism class of an $n$-dimensional torus gives us an equivalence class of $n$-dimensional integral representations of the Galois group, $G(\bar{k} / k)$. This correspondence is known to be bijective [Platonov and Rapinchuk 1994, 2.2].

Since the group $H$ that we consider here is split over the base field $k$, the Weyl group $W$ of $H$ is defined over $k$, and $W(\bar{k})=W(k)$. Therefore $G(\bar{k} / k)$ acts trivially on $W$, and hence $H^{1}(k, W)$ is the set of conjugacy classes of elements in $\operatorname{Hom}(G(\bar{k} / k), W)$. Since $W$ acts faithfully on the character group of $T_{0}$, we can consider $W \hookrightarrow \mathrm{GL}_{n}(\mathbb{Z})$ and thus each element of $H^{1}(k, W)$ gives us an integral representation of the absolute Galois group. For a maximal torus $T$ in $H$, we already have an $n$-dimensional integral representation of $G(\bar{k} / k)$, as described above. We prove that this representation is equivalent to a Galois representation given by an element of $H^{1}(k, W)$.

Lemma 2.2. Let $H$ be a split, connected, semisimple algebraic group defined over $k$. Fix a maximal split $k$-torus $T_{0}$ in $H$. Let $T$ be a maximal $k$-torus in $H$, let $\phi(T) \in$ $H^{1}\left(k, N\left(T_{0}\right)\right)$ be the cohomology class corresponding to the $k$-conjugacy class of $T$ in $H$, and let $\varphi(T) \in H^{1}\left(k, \mathrm{GL}_{n}(\mathbb{Z})\right)$ be the cohomology class corresponding to the $k$-isomorphism class of $T$. Then the integral representations given by $\varphi(T)$ and $i \circ \psi \circ \phi(T)$ are equivalent, where $\psi: H^{1}\left(k, N\left(T_{0}\right)\right) \rightarrow H^{1}(k, W)$ is induced by the natural map from $N\left(T_{0}\right)$ to $W$, and $i$ is the natural map from $H^{1}(k, W)$ to $H^{1}\left(k, \mathrm{GL}_{n}(\mathbb{Z})\right)$.

Proof. Let $L$ be a splitting field of $T$, then an element $a \in H(L)$ such that $a T_{0} a^{-1}=$ $T$ enables us to define a 1-cocycle $\phi_{a}: G(\bar{k} / k) \rightarrow N\left(T_{0}\right)$ given by $\phi_{a}(\sigma)=a^{-1} \sigma(a)$. The element $\phi(T) \in H^{1}\left(k, N\left(T_{0}\right)\right)$ is precisely the class $\left[\phi_{a}\right]$.

Further, we treat conjugation by $a$ as an $L$-isomorphism $f: T_{0} \rightarrow T$, and then it can be checked that the map $f^{\sigma}:=\sigma f \sigma^{-1}$ is precisely conjugation by $\sigma(a)$. The element $\varphi(T) \in H^{1}\left(k, \mathrm{GL}_{n}(\mathbb{Z})\right)$ is equal to $\left[\varphi_{f}\right]$, where $\varphi_{f}(\sigma)=f^{-1} f^{\sigma}$. Now, the map $\psi: N\left(T_{0}\right) \rightarrow W$ is the natural map taking an element $\alpha \in N\left(T_{0}\right)$ to
$\bar{\alpha}:=\alpha \cdot T_{0} \in W=N\left(T_{0}\right) / T_{0}$. Hence we have

$$
\psi\left(\phi_{a}(\sigma)\right)=\overline{a^{-1} \sigma(a)}=f^{-1} f^{\sigma}=\varphi_{f}(\sigma)
$$

Since the action of $W$ on $T_{0}$ is given by conjugation, it is clear that the integral representation of the Galois group $G(\bar{k} / k)$, given by $\psi(\phi(T))$, is equivalent to the one given by $\varphi(T)$.

Thus, a $k$-isomorphism class of a maximal torus in $H$ gives an element in $H^{1}(k, W)$. We note here that not every subgroup of the Weyl group $W$ may appear as a Galois group of some finite extension $K / k$. For instance, if $k$ is a local field of characteristic zero it is known that the Galois group of any finite extension over $k$ is a solvable group [Serre 1979, IV].

If we assume that the base field $k$ is either a finite field or a local non-archimedean field, we have the following result.

Lemma 2.3. Let $k$ be a finite field or a local non-archimedean field and let $H$ be a split, connected, semisimple algebraic group defined over $k$. Fix a split maximal torus $T_{0}$ in $H$ and let $W$ denote the Weyl group of $H$ with respect to $T_{0}$. An element in $H^{1}(k, W)$ which corresponds to a homomorphism $\rho: G(\bar{k} / k) \rightarrow W$ with cyclic image, corresponds to a $k$-isomorphism class of a maximal torus in $H$ under the mapping $\psi: H^{1}\left(k, N\left(T_{0}\right)\right) \rightarrow H^{1}(k, W)$.
Proof. Consider the map $\Psi: H^{1}\left(k, N\left(T_{0}\right)\right) \rightarrow H^{1}(k, H)$ induced by the inclusion $N\left(T_{0}\right) \hookrightarrow H$. If we denote the neutral element in $H^{1}(k, H)$ by $\iota$, then by Lemma 2.1 the set

$$
X:=\left\{f \in H^{1}\left(k, N\left(T_{0}\right)\right): \Psi(f)=\iota\right\}
$$

is in one-one correspondence with the $k$-conjugacy classes of maximal $k$-tori in $H$. By Lemma 2.2, it is enough to show that $[\rho] \in \psi(X)$, where $\psi: H^{1}\left(k, N\left(T_{0}\right)\right) \rightarrow$ $H^{1}(k, W)$ is induced by the natural map from $N\left(T_{0}\right)$ to $W$.

By Tits' theorem [1966, 4.6], there exists a subgroup $\bar{W}$ of $N\left(T_{0}\right)(k)$ such that the sequence

$$
0 \longrightarrow \mu_{2}^{n} \longrightarrow \bar{W} \longrightarrow W \longrightarrow 1
$$

is exact. Let $N$ denote the image of $\rho$ in $W$. We know that $N$ is a cyclic subgroup of $W$. Let $w$ be a generator of $N$ and $\bar{w}$ be a lifting of $w$ to $\bar{W}$. Since the base field $k$ admits cyclic extensions of any given degree, there exists a map $\rho_{1}$ from $G(\bar{k} / k)$ to $\bar{W}$ whose image is the cyclic subgroup generated by $\bar{w}$. Since the Galois action on $\bar{W}$ is trivial, as $\bar{W}$ is a subgroup of $N\left(T_{0}\right)(k)$, the map $\rho_{1}$ could be treated as a 1-cocycle from $G(\bar{k} / k)$ to $N\left(T_{0}\right)$. Consider [ $\rho_{1}$ ] as an element in $H^{1}\left(k, N\left(T_{0}\right)\right)$, then $\psi\left[\rho_{1}\right]=[\rho] \in H^{1}(k, W)$. We now consider two cases.

Case 1: $k$ is a finite field.

By Lang's Theorem [1956, Corollary to Theorem 1], $H^{1}(k, H)$ is trivial and so the set $X$ coincides with $H^{1}\left(k, N\left(T_{0}\right)\right)$. Therefore the element $\left[\rho_{1}\right] \in H^{1}\left(k, N\left(T_{0}\right)\right)$ corresponds to a $k$-conjugacy class of maximal $k$-torus in $H$. Then, by Lemma 2.2, [ $\rho]=\psi\left[\rho_{1}\right]$ corresponds to a $k$-isomorphism class of maximal $k$-tori in $H$.

Case 2: $k$ is a local non-archimedean field.
By [Platonov and Rapinchuk 1994, Proposition 2.10] there exists a semisimple, simply connected algebraic group $\widetilde{H}$, which is defined over $k$, together with a $k$ isogeny $\pi: \widetilde{H} \rightarrow H$. We have already fixed a split maximal torus $T_{0}$ in $H$; let $\widetilde{T}_{0}$ be the split maximal torus in $\widetilde{H}$ which gets mapped to $T_{0}$ by the covering map $\pi$. It can be seen that by restriction we get a surjective map $\pi: N\left(\widetilde{T}_{0}\right) \rightarrow N\left(T_{0}\right)$, where the normalizers are taken in appropriate groups. Moreover, the induced map $\pi_{1}: \widetilde{W} \rightarrow W$ is an isomorphism.

We define the maps

$$
\tilde{\psi}: H^{1}\left(k, N\left(\widetilde{T}_{0}\right)\right) \rightarrow H^{1}(k, \tilde{W}) \quad \text { and } \quad \tilde{\Psi}: H^{1}\left(k, N\left(\widetilde{T}_{0}\right)\right) \rightarrow H^{1}(k, \tilde{H})
$$

in the same way as the maps $\psi$ and $\Psi$ are defined for the group $H$.
Consider the following diagram, where the horizontal arrows represent natural maps.


It is clear that this diagram is commutative and hence so is the following one.


Since $\pi_{1}$ is an isomorphism, the map $\pi_{1}^{*}$ is a bijection. Now consider an element $[\rho] \in H^{1}(k, W)$ such that the image of the 1 -cocycle $\rho$ is a cyclic subgroup of $W$, and let [ $\tilde{\rho}$ ] be its inverse image in $H^{1}(k, \widetilde{W})$ under the bijection $\pi_{1}^{*}$. Using Tits' theorem [1966] as above, we lift [ $\tilde{\rho}$ ] to an element [ $\tilde{\rho}_{1}$ ] in $H^{1}\left(k, N\left(\widetilde{T}_{0}\right)\right)$. Since $\widetilde{H}$ is simply connected and $k$ is a non-archimedean local field, $H^{1}(k, \widetilde{H})$ is trivial [Bruhat and Tits 1967; Kneser 1965a, 1965b]. Therefore, $\tilde{\Psi}\left[\tilde{\rho}_{1}\right]$ is neutral in $H^{1}(k, \tilde{H})$ and so is $\pi^{*}\left(\tilde{\Psi}\left[\tilde{\rho}_{1}\right]\right)$ in $H^{1}(k, H)$. By commutativity of the diagram, we have that the element $[\rho] \in H^{1}(k, W)$ has a lift $\pi^{*}\left[\tilde{\rho}_{1}\right]$ in $H^{1}\left(k, N\left(T_{0}\right)\right)$ such that $\Psi\left(\pi^{*}\left[\tilde{\rho}_{1}\right]\right)$ is neutral in $H^{1}(k, H)$. Thus the element $[\rho]$ corresponds to a $k$ isomorphism class of a maximal torus in $H$.

## 3. Characteristic polynomials

For a finite subgroup $W$ of $\mathrm{GL}_{n}(\mathbb{Z})$, we define $\operatorname{ch}(W)$ to be the set of characteristic polynomials of elements of $W$, and $\operatorname{ch}^{*}(W)$ to be the set of irreducible factors of elements of $\operatorname{ch}(W)$. Since all the elements of $W$ are of finite order, the irreducible factors (over $\mathbb{Q}$ ) of the characteristic polynomials are cyclotomic polynomials. We denote by $\phi_{r}$ the $r$-th cyclotomic polynomial, that is, the irreducible monic polynomial over $\mathbb{Z}$ satisfied by a primitive $r$-th root of unity. We define

$$
\mathfrak{m}_{i}(W)=\max \left\{t: \phi_{i}^{t} \text { divides } f \text { for some } f \in \operatorname{ch}(W)\right\}
$$

and

$$
\mathfrak{m}_{i}^{\prime}(W)=\min \left\{t: \phi_{2}^{t} \cdot \phi_{i}^{\mathfrak{m}_{i}(W)} \text { divides } f \text { for some } f \in \operatorname{ch}(W)\right\} .
$$

For positive integers $i \neq j$, we define

$$
\mathfrak{m}_{i, j}(W)=\max \left\{t+s: \phi_{i}^{t} \cdot \phi_{j}^{s} \text { divides } f \text { for some } f \in \operatorname{ch}(W)\right\} .
$$

If $U_{1}$ is a subgroup of $\mathrm{GL}_{n}(\mathbb{Z})$ and $U_{2}$ is a subgroup of $\mathrm{GL}_{m}(\mathbb{Z})$, then $U_{1} \times U_{2}$ can be treated as a subgroup of $\mathrm{GL}_{m+n}(\mathbb{Z})$. Then

$$
\operatorname{ch}\left(U_{1} \times U_{2}\right)=\left\{f_{1} \cdot f_{2}: f_{1} \in \operatorname{ch}\left(U_{1}\right), f_{2} \in \operatorname{ch}\left(U_{2}\right)\right\}
$$

Moreover, one can easily check that

$$
\begin{aligned}
& \mathfrak{m}_{i}\left(U_{1} \times U_{2}\right)=\mathfrak{m}_{i}\left(U_{1}\right)+\mathfrak{m}_{i}\left(U_{2}\right), \\
& \mathfrak{m}_{i}^{\prime}\left(U_{1} \times U_{2}\right)=\mathfrak{m}_{i}^{\prime}\left(U_{1}\right)+\mathfrak{m}_{i}^{\prime}\left(U_{2}\right)
\end{aligned}
$$

for all $i$, and

$$
\mathfrak{m}_{i, j}\left(U_{1} \times U_{2}\right)=\mathfrak{m}_{i, j}\left(U_{1}\right)+\mathfrak{m}_{i, j}\left(U_{2}\right)
$$

for all $i, j$. A simple Weyl group $W$ of rank $n$ has a natural embedding in $\mathrm{GL}_{n}(\mathbb{Z})$. We obtain a description of the sets $\mathrm{ch}^{*}(W)$ with respect to this natural embedding. Here we use the following result due to T. A. Springer [1974, Theorem 3.4(i)] about the fundamental degrees of the Weyl group $W$. We recall that the degrees of the generators of the invariant algebra of the Weyl group are called as the fundamental degrees of the Weyl group.

Theorem 3.1 (Springer). Let $W$ be a complex reflection group with fundamental degrees $d_{1}, d_{2}, \ldots, d_{m}$. An $r$-th root of unity occurs as an eigenvalue for some element of $W$ if and only if $r$ divides one of the fundamental degrees $d_{i}$ of $W$.

Equivalently, the irreducible polynomial $\phi_{r}$ is in $\mathrm{ch}^{*}(W)$ if and only if $r$ divides one of the fundamental degrees $d_{i}$ of the reflection group $W$.

Table 3.2 lists the fundamental degrees and the divisors of degrees for the simple Weyl groups (see [Humphreys 1990, 3.7]).

| Type | Degrees | Divisors of degrees |  |
| :--- | :--- | :--- | :--- |
| $A_{n}$ | $2,3, \ldots, n+1$ | $1,2, \ldots, n+1$ |  |
| $B_{n}$ | $2,4, \ldots, 2 n$ | $1,2, \ldots, n, n+2, n+4, \ldots, 2 n$ | for $n$ even |
|  |  | $1,2, \ldots, n, n+1, n+3, \ldots, 2 n$ | for $n$ odd |
| $D_{n}$ | $2,4, \ldots, 2 n-2, n$ | $1,2, \ldots, n, n+2, n+4, \ldots, 2 n-2$ | for $n$ even |
|  |  | $1,2, \ldots, n, n+1, n+3, \ldots, 2 n-2$ | for $n$ odd |
| $G_{2}$ | 2,6 | $1,2,3,6$ |  |
| $F_{4}$ | $2,6,8,12$ | $1,2,3,4,6,8,12$ |  |
| $E_{6}$ | $2,5,6,8,9,12$ | $1,2,3,4,5,6,8,9,12$ |  |
| $E_{7}$ | $2,6,8,10,12,14,18$ | $1,2,3,4,5,6,7,8,9,10,12,14,18$ |  |
| $E_{8}$ | $2,8,12,14,18,20,24,30$ | $1,2,3,4,5,6,7,8,9,10,12,14,15,18,20,24,30$ |  |

Table 3.2. Fundamental degrees and divisors of the simple Weyl groups
Using Theorem 3.1 and Table 3.2, we can now easily compute the set $\mathrm{ch}^{*}(W)$ for any simple Weyl group $W$. We summarize them below.

$$
\begin{aligned}
& \operatorname{ch}^{*}\left(W\left(A_{n}\right)\right)=\left\{\phi_{1}, \phi_{2}, \ldots, \phi_{n+1}\right\} \\
& \operatorname{ch}^{*}\left(W\left(B_{n}\right)\right)=\left\{\phi_{i}, \phi_{2 i}: i=1,2, \ldots, n\right\} \\
& \operatorname{ch}^{*}\left(W\left(D_{n}\right)\right)=\left\{\phi_{i}, \phi_{2 j}: i=1,2, \ldots, n, j=1,2 \ldots, n-1\right\} \\
& \operatorname{ch}^{*}\left(W\left(G_{2}\right)\right)=\left\{\phi_{1}, \phi_{2}, \phi_{3}, \phi_{6}\right\} \\
& \operatorname{ch}^{*}\left(W\left(F_{4}\right)\right)=\left\{\phi_{1}, \phi_{2}, \phi_{3}, \phi_{4}, \phi_{6}, \phi_{8}, \phi_{12}\right\} \\
& \operatorname{ch}^{*}\left(W\left(E_{6}\right)\right)=\left\{\phi_{1}, \phi_{2}, \phi_{3}, \phi_{4}, \phi_{5}, \phi_{6}, \phi_{8}, \phi_{9}, \phi_{12}\right\} \\
& \operatorname{ch}^{*}\left(W\left(E_{7}\right)\right)=\left\{\phi_{1}, \phi_{2}, \ldots, \phi_{10}, \phi_{12}, \phi_{14}, \phi_{18}\right\} \\
& \operatorname{ch}^{*}\left(W\left(E_{8}\right)\right)=\left\{\phi_{1}, \phi_{2}, \ldots, \phi_{10}, \phi_{12}, \phi_{14}, \phi_{15}, \phi_{18}, \phi_{20}, \phi_{24}, \phi_{30}\right\}
\end{aligned}
$$

## 4. Main result

In this section, $k$ is either a finite field, a global field or a non-archimedean local field. We now restate the main result, Theorem 1.1.

Theorem 4.1. Let $H_{1}$ and $H_{2}$ be split, connected, semisimple algebraic groups defined over $k$. Suppose that for every maximal $k$-torus $T_{1} \subset H_{1}$ there exists a maximal $k$-torus $T_{2} \subset H_{2}$ such that the torus $T_{2}$ is $k$-isomorphic to the torus $T_{1}$ and vice versa. Then, the Weyl groups $W\left(H_{1}\right)$ and $W\left(H_{2}\right)$ are isomorphic.

Moreover, if we write $W\left(H_{1}\right)$ and $W\left(H_{2}\right)$ as a direct product of Weyl groups of simple algebraic groups, $W\left(H_{1}\right)=\prod_{\Lambda_{1}} W_{1, \alpha}$, and $W\left(H_{2}\right)=\prod_{\Lambda_{2}} W_{2, \beta}$, then there exists a bijection $i: \Lambda_{1} \rightarrow \Lambda_{2}$ such that $W_{1, \alpha}$ is isomorphic to $W_{2, i(\alpha)}$ for every $\alpha \in \Lambda_{1}$.

The proof of this theorem occupies the rest of this section. Clearly the groups $H_{1}$ and $H_{2}$ are of the same rank, say $n$. Let $W_{1}$ and $W_{2}$ denote the Weyl groups
of $H_{1}$ and $H_{2}$, respectively. We always treat $W_{1}$ and $W_{2}$ as subgroups of $\mathrm{GL}_{n}(\mathbb{Z})$. We first prove a lemma which transforms the information about $k$-isomorphism of maximal $k$-tori in the groups $H_{1}$ and $H_{2}$ into some information about the conjugacy classes of the elements of the corresponding Weyl groups $W_{1}$ and $W_{2}$.
Lemma 4.2. Under the hypotheses of Theorem 4.1, for every element $w_{1} \in W_{1}$, there exists an element $w_{2} \in W_{2}$ such that $w_{2}$ is conjugate to $w_{1}$ in $\mathrm{GL}_{n}(\mathbb{Z})$ and vice versa.

Proof. Let $w_{1} \in W_{1}$ and let $N_{1}$ denote the subgroup of $W_{1}$ generated by $w_{1}$. Since the base field $k$ admits any cyclic group as a Galois group, there is a map $\rho_{1}: G(\bar{k} / k) \rightarrow W_{1}$ such that $\rho_{1}(G(\bar{k} / k))=N_{1}$.

We first consider the case where $k$ is a finite field or a local non-archimedean field. By Lemma 2.3, the element $\left[\rho_{1}\right] \in H^{1}\left(k, W_{1}\right)$ corresponds to a maximal $k$-torus in $H_{1}$, say $T_{1}$. By the hypothesis, there exists a torus $T_{2} \subset H_{2}$ which is $k$-isomorphic to $T_{1}$. We know by Lemma 2.2 that there exists an integral Galois representation $\rho_{2}: G(\bar{k} / k) \rightarrow \mathrm{GL}_{n}(\mathbb{Z})$ corresponding to the $k$-isomorphism class of $T_{2}$ which factors through $W_{2}$. Let $N_{2}:=\rho_{2}(G(\bar{k} / k)) \subseteq W_{2}$. Since $T_{1}$ and $T_{2}$ are $k$-isomorphic tori, the corresponding Galois representations, $\rho_{1}$ and $\rho_{2}$, are equivalent. This implies that there exists $g \in \mathrm{GL}_{n}(\mathbb{Z})$ such that $N_{2}=g N_{1} g^{-1}$. Then $w_{2}:=g w_{1} g^{-1} \in N_{2} \subseteq W_{2}$ is a conjugate of $w_{1}$ in $\mathrm{GL}_{n}(\mathbb{Z})$. We can start with an element $w_{2} \in W_{2}$ and obtain its $\mathrm{GL}_{n}(\mathbb{Z})$-conjugate in $W_{1}$ in the same way.

Now we consider the case when $k$ is a global field. Let $v$ be a non-archimedean valuation of $k$ and let $k_{v}$ be the completion of $k$ with respect to $v$. Clearly the groups $H_{1}$ and $H_{2}$ are defined over $k_{v}$. Let $T_{1, v}$ be a maximal $k_{v}$-torus in $H_{1}$. Then by Grothendieck's theorem [Borel and Springer 1968, 7.9, 7.11] and the weak approximation property [Platonov and Rapinchuk 1994, Proposition 7.3], there exists a $k$-torus in $H$, say $T_{1}$, such that $T_{1, v}$ is obtained from $T_{1}$ by the base change. By hypothesis, we have a $k$-torus $T_{2}$ in $H_{2}$ which is $k$-isomorphic to $T_{1}$. Then the torus $T_{2, v}$, obtained from $T_{2}$ by the base change, is $k_{v}$-isomorphic to $T_{1, v}$. Thus, every maximal $k_{v}$-torus in $H_{1}$ has a $k_{v}$-isomorphic torus in $H_{2}$. Similarly, we can show that every maximal $k_{v}$-torus in $H_{2}$ has a $k_{v}$-isomorphic torus in $H_{1}$. Then the proof follows by the previous case.

Corollary 4.3. Under the hypotheses of Theorem 4.1, $\operatorname{ch}\left(W_{1}\right)=\operatorname{ch}\left(W_{2}\right)$ and $\operatorname{ch}^{*}\left(W_{1}\right)=\operatorname{ch}^{*}\left(W_{2}\right)$. In particular, $\mathfrak{m}_{i}\left(W_{1}\right)=\mathfrak{m}_{i}\left(W_{2}\right), \mathfrak{m}_{i}^{\prime}\left(W_{1}\right)=\mathfrak{m}_{i}^{\prime}\left(W_{2}\right)$ and $\mathfrak{m}_{i, j}\left(W_{1}\right)=\mathfrak{m}_{i, j}\left(W_{2}\right)$ for all $i, j$.
Proof. Since the Weyl groups $W_{1}$ and $W_{2}$ share the same set of elements up to conjugacy in $\mathrm{GL}_{n}(\mathbb{Z})$, the sets $\operatorname{ch}\left(W_{1}\right)$ and $\operatorname{ch}\left(W_{2}\right)$ are the same, and hence the sets $\operatorname{ch}^{*}\left(W_{1}\right)$ and $\operatorname{ch}^{*}\left(W_{2}\right)$ are also the same. Further, for a fixed integer $i, \phi_{i}^{\mathfrak{m}_{i}\left(W_{1}\right)}$ divides an element $f_{1} \in \operatorname{ch}\left(W_{1}\right)$. But since $\operatorname{ch}\left(W_{1}\right)=\operatorname{ch}\left(W_{2}\right)$, the polynomial $\phi_{i}^{\mathfrak{m}_{i}\left(W_{1}\right)}$ also divides an element $f_{2} \in \operatorname{ch}\left(W_{2}\right)$. Therefore $\mathfrak{m}_{i}\left(W_{1}\right) \leq \mathfrak{m}_{i}\left(W_{2}\right)$. We
obtain the inequality in the other direction in the same way and hence $\mathfrak{m}_{i}\left(W_{1}\right)=$ $\mathfrak{m}_{i}\left(W_{2}\right)$. Similarly, we can prove that $\mathfrak{m}_{i}^{\prime}\left(W_{1}\right)=\mathfrak{m}_{i}^{\prime}\left(W_{2}\right)$, and also that, for integers $i \neq j$, the sets

$$
\begin{aligned}
& \left\{\left(t_{1}, s_{1}\right): \phi_{i}^{t_{1}} \cdot \phi_{j}^{s_{1}} \text { divides some element } f_{1} \in \operatorname{ch}\left(W_{1}\right)\right\} \\
& \left\{\left(t_{2}, s_{2}\right): \phi_{i}^{t_{2}} \cdot \phi_{j}^{s_{2}} \text { divides some element } f_{2} \in \operatorname{ch}\left(W_{2}\right)\right\}
\end{aligned}
$$

are the same for $i=1,2$. It follows that $\mathfrak{m}_{i, j}\left(W_{1}\right)=\mathfrak{m}_{i, j}\left(W_{2}\right)$.
We now prove the following result before going on to prove the main theorem.
Theorem 4.4. Let $H_{1}$ and $H_{2}$ be split, connected, semisimple algebraic groups of rank $n$. Suppose that $\mathfrak{m}_{i}\left(W\left(H_{1}\right)\right)=\mathfrak{m}_{i}\left(W\left(H_{2}\right)\right)$, that $\mathfrak{m}_{i}^{\prime}\left(W\left(H_{1}\right)\right)=\mathfrak{m}_{i}^{\prime}\left(W\left(H_{2}\right)\right)$, and that $\mathfrak{m}_{i, j}\left(W\left(H_{1}\right)\right)=\mathfrak{m}_{i, j}\left(W\left(H_{2}\right)\right)$ for all $i, j$. Let $m$ be the maximum possible rank among the simple factors of $H_{1}$ and $H_{2}$. Let $W_{1}^{\prime}$ and $W_{2}^{\prime}$ denote the product of the Weyl groups of rank $m$ simple factors of, respectively, $H_{1}$ and $H_{2}$. Then the groups $W_{1}^{\prime}$ and $W_{2}^{\prime}$ are isomorphic.

Proof. We denote $W\left(H_{1}\right)$ by $W_{1}$ and $W\left(H_{2}\right)$ by $W_{2}$. We prove that if a simple Weyl group of rank $m$ appears as a factor of $W_{1}$ with multiplicity $p$, then it appears as a factor of $W_{2}$, with the same multiplicity. We prove this lemma case by case, depending on the type of rank $m$ simple factors of $H_{1}$ and $H_{2}$.

We prove this result by comparing the sets $\mathrm{ch}^{*}(W)$ for the simple Weyl groups of rank $m$. We observe from Table 3.2 that the maximal degree of the simple Weyl group of exceptional type, if any, is the largest among the maximal degrees of simple Weyl groups of rank $m$. The next largest maximal degree is that of $W\left(B_{m}\right)$, the next one is that of $W\left(D_{m}\right)$, and finally the Weyl group $W\left(A_{m}\right)$ has the smallest maximal degree. We use the relation between the elements of $\operatorname{ch}^{*}(W)$ and the degrees of the Weyl group $W$, given by Theorem 3.1. So, we begin the proof of the lemma with the case of exceptional groups of rank $m$, prove that it occurs with the same multiplicity for $i=1,2$. Then we prove the lemma for $B_{m}$, then for $D_{m}$ and finally we prove the lemma for the group $A_{m}$.

Case 1: One of $H_{1}$ or $H_{2}$ contains a simple exceptional factor of rank $m$.
We first treat the case of the simple group $E_{8}$, that is, we assume that 8 is the maximum possible rank of the simple factors of the groups $H_{1}$ and $H_{2}$. We know that $\mathfrak{m}_{30}\left(W\left(E_{8}\right)\right)=1$. Observe that $\phi_{30}$ is an irreducible polynomial of degree 8 , and hence cannot occur in $c^{*}(W)$ for any simple Weyl group of rank at most 7. Moreover, from Theorem 3.1 and Table 3.2, it is clear that $\mathfrak{m}_{30}\left(W\left(A_{8}\right)\right)=$ $\mathfrak{m}_{30}\left(W\left(B_{8}\right)\right)=\mathfrak{m}_{30}\left(W\left(D_{8}\right)\right)=0$. Hence the multiplicity of $E_{8}$ in $H_{i}$ is given by $\mathfrak{m}_{30}\left(W_{i}\right)$ which is the same for $i=1,2$.

Similarly for the simple algebraic group $E_{7}$, observe that $\mathfrak{m}_{18}\left(W\left(E_{7}\right)\right)=1$ and $\mathfrak{m}_{18}(W)=0$ for any simple Weyl group $W$ of rank at most 7 . Then the multiplicity of $E_{7}$ in $H_{i}$ is given by $\mathfrak{m}_{18}\left(W_{i}\right)$ which is the same for $i=1,2$.

The case of $E_{6}$ is done by using $\mathfrak{m}_{9}$, since it is clear that $\mathfrak{m}_{9}(W)=0$ for any simple Weyl group $W$ of rank at most 6.

The cases of $F_{4}$ and $G_{2}$ are done similarly by using $\mathfrak{m}_{12}$ and $\mathfrak{m}_{6}$ respectively.

Case 2: One of $H_{1}$ or $H_{2}$ has $B_{m}$ or $C_{m}$ as a factor.
Since $W\left(B_{m}\right) \cong W\left(C_{m}\right)$, we treat the case of $B_{m}$ only. By case 1 , we can assume that the exceptional group of rank $m$, if any, occurs with the same multiplicities in both $H_{1}$ and $H_{2}$, and hence while counting the multiplicities $\mathfrak{m}_{i}, \mathfrak{m}_{i}^{\prime}$ and $\mathfrak{m}_{i, j}$, we can (and will) ignore the exceptional groups of rank $m$.

Observe that $\mathfrak{m}_{2 m}\left(W\left(B_{m}\right)\right)=1$ and $\mathfrak{m}_{2 m}(W)=0$ for any other simple Weyl group $W$ of classical type of rank at most $m$. However, it is possible that $\mathfrak{m}_{2 m}(W) \neq$ 0 for a simple Weyl group $W$ of exceptional type of rank less than $m$. If $m \geq 16$ then this problem does not arise, therefore the multiplicity of $B_{m}$ in $H_{i}$ for $m \geq 16$ is given by $\mathfrak{m}_{2 m}\left(W_{i}\right)$, which is the same for $i=1,2$. We do the cases of $B_{m}$ for $m \leq 15$ separately.

For the group $B_{2}$, we observe that $\mathfrak{m}_{4}\left(W\left(B_{2}\right)\right)=1$ and $\mathfrak{m}_{4}(W)=0$ for any other simple Weyl group $W$ of rank at most 2 . Thus, the case of $B_{2}$ is done using $\mathfrak{m}_{4}\left(W_{1}\right)=\mathfrak{m}_{4}\left(W_{2}\right)$.

For the group $B_{3}$, we have $\mathfrak{m}_{6}\left(W\left(B_{3}\right)\right)=1$, but then $\mathfrak{m}_{6}\left(W\left(G_{2}\right)\right)$ is also 1 . Observe that $\mathfrak{m}_{4}\left(W\left(B_{3}\right)\right)=1$ and $\mathfrak{m}_{4}\left(W\left(G_{2}\right)\right)=0$. We do this case by looking at the multiplicities of $\phi_{4}$ and $\phi_{6}$, so we do not worry about the simple Weyl groups $W$ of rank at most 3 for which the multiplicities $\mathfrak{m}_{4}(W)$ and $\mathfrak{m}_{6}(W)$ are both zero. Now, let the multiplicities of $B_{3}, G_{2}$ and $B_{2}$ in the group $H_{i}$ be, respectively, $p_{i}, q_{i}$ and $r_{i}$, for $i=1,2$. Then, using $\mathfrak{m}_{6}\left(W_{1}\right)=\mathfrak{m}_{6}\left(W_{2}\right)$, we see that $p_{1}+q_{1}=p_{2}+q_{2}$. Using $\mathfrak{m}_{4}$ we have $p_{1}+r_{1}=p_{2}+r_{2}$ and using $\mathfrak{m}_{4,6}$ we see $p_{1}+q_{1}+r_{1}=p_{2}+q_{2}+r_{2}$. Combining these equalities, we see that $p_{1}=p_{2}$, that is, the group $B_{3}$ appears in both the groups $H_{1}$ and $H_{2}$ with the same multiplicity.

For the group $B_{4}$, we observe that $\mathfrak{m}_{8}\left(W\left(B_{4}\right)\right)=1$. Since $\phi_{8}$ has degree 4 , it cannot occur in $\operatorname{ch}(W)$ for any simple Weyl group of rank at most 3 and $\mathfrak{m}_{8}\left(W\left(A_{4}\right)\right)=$ $\mathfrak{m}_{8}\left(W\left(D_{4}\right)\right)=0$. Since we are assuming by case 1 that the group $F_{4}$ occurs in both $H_{1}$ and $H_{2}$ with the same multiplicity, we are done in this case also.

For the group $B_{5}$, we have $\mathfrak{m}_{10}\left(W\left(B_{5}\right)\right)=1$ and $\mathfrak{m}_{10}(W)=0$ for any other simple Weyl group of classical type of rank at most 5. Since 5 does not divide the order of $W\left(G_{2}\right)$ or $W\left(F_{4}\right)$, it follows that $\mathfrak{m}_{10}\left(W\left(G_{2}\right)\right)=\mathfrak{m}_{10}\left(W\left(F_{4}\right)\right)=0$ and so we are done.

The group $B_{6}$ is another group where the exceptional groups give problems. We have $\mathfrak{m}_{12}\left(W\left(B_{6}\right)\right)=1$, but $\mathfrak{m}_{12}\left(W\left(F_{4}\right)\right)$ is also 1 . Observe that $\mathfrak{m}_{10}\left(W\left(B_{6}\right)\right)=1$,
but $\mathfrak{m}_{10}\left(W\left(F_{4}\right)\right)=0$. Now, let the multiplicities of $B_{6}, D_{6}, B_{5}$ and $F_{4}$ in $H_{i}$ be, respectively, $p_{i}, q_{i}, r_{i}$ and $s_{i}$. Then $p_{1}+s_{1}=\mathfrak{m}_{12}\left(W_{1}\right)=\mathfrak{m}_{12}\left(W_{2}\right)=p_{2}+s_{2}$. Similarly, comparing $\mathfrak{m}_{10}$, we see that

$$
p_{1}+q_{1}+r_{1}=p_{2}+q_{2}+r_{2}
$$

Then, we compare $\mathfrak{m}_{10,12}$ of the groups $W_{1}$ and $W_{2}$, to see that

$$
p_{1}+q_{1}+r_{1}+s_{1}=p_{2}+q_{2}+r_{2}+s_{2}
$$

Combining this equality with the one obtained by $\mathfrak{m}_{10}$, we get that $s_{1}=s_{2}$ and hence $p_{1}=p_{2}$. Thus the group $B_{6}$ occurs in both $H_{1}$ and $H_{2}$ with the same multiplicity.

We have $\mathfrak{m}_{14}\left(W\left(E_{6}\right)\right)=0$, therefore the group $B_{7}$ is characterized by $\phi_{14}$ and hence it occurs in both $H_{1}$ and $H_{2}$ with the same multiplicity.

For the group $B_{8}$, we have $\mathfrak{m}_{16}\left(W\left(B_{8}\right)\right)=1$. Since $\phi_{16}$ has degree 8 , it cannot occur in $\mathrm{ch}^{*}(W)$ for any of the Weyl groups of $G_{2}, F_{4}, E_{6}$ or $E_{7}$. Thus, the group $B_{8}$ is characterized by $\phi_{16}$ and hence it occurs in both $H_{1}$ and $H_{2}$ with the same multiplicity.

The group $B_{9}$ has the property that $\mathfrak{m}_{18}\left(W\left(B_{9}\right)\right)=1$. But $\mathfrak{m}_{18}\left(W\left(E_{7}\right)\right)=$ $\mathfrak{m}_{18}\left(W\left(E_{8}\right)\right)=1$, and so we conclude that the multiplicity of $E_{8}$ is the same for both $W_{1}$ and $W_{2}$ using $\mathfrak{m}_{30}$. Then we compare the multiplicities $\mathfrak{m}_{18}, \mathfrak{m}_{16}$ and $\mathfrak{m}_{16,18}$ to prove that the group $B_{9}$ occurs in both the groups $H_{1}$ and $H_{2}$ with the same multiplicity.

Now we examine the case $B_{10}$. Here $\mathfrak{m}_{20}\left(W\left(B_{10}\right)\right)=1$. Observe that $\mathfrak{m}_{20}(W)=$ 0 for any other simple Weyl group $W$ of rank at most 10 , except $E_{8}$. Then the multiplicity of $B_{10}$ in $H_{i}$ is $\mathfrak{m}_{20}\left(W_{i}\right)-\mathfrak{m}_{30}\left(W_{i}\right)$ and hence it is the same for $i=1,2$.

The same method also works for $B_{12}$, that is, the multiplicity of $B_{12}$ in $H_{i}$ is $\mathfrak{m}_{24}\left(W_{i}\right)-\mathfrak{m}_{30}\left(W_{i}\right)$.

The multiplicities of $B_{11}, B_{13}$ and $B_{14}$ in $H_{i}$ are given by $\mathfrak{m}_{22}\left(W_{i}\right), \mathfrak{m}_{26}\left(W_{i}\right)$ and $\mathfrak{m}_{28}\left(W_{i}\right)$ and hence they are the same for $i=1,2$.

For $B_{15}$, we have $\mathfrak{m}_{30}\left(W\left(B_{15}\right)\right)=\mathfrak{m}_{30}\left(W\left(E_{8}\right)\right)=1$, and $\mathfrak{m}_{30}(W)=0$ for any other simple Weyl group $W$ of rank at most 15 . Observe also that $\mathfrak{m}_{28}\left(W\left(B_{15}\right)\right)=$ $\mathfrak{m}_{28}\left(W\left(B_{14}\right)\right)=1$, and $\mathfrak{m}_{28}(W)=0$ for any other simple Weyl group $W$ of rank at most 15 . Then by comparing $\mathfrak{m}_{30}, \mathfrak{m}_{28}$ and $\mathfrak{m}_{28,30}$ we get the desired result that $B_{15}$ occurs in both $H_{1}$ and $H_{2}$ with the same multiplicity.

Case 3: One of $H_{1}$ or $H_{2}$ has $D_{m}$ as a factor.
For this case, we assume that the exceptional group of rank $m$, if any, and the group $B_{m}$ occur in both $H_{1}$ and $H_{2}$ with the same multiplicities.

We observe that $2 m-2$ is the largest integer $r$ such that $\phi_{r} \in \operatorname{ch}^{*}\left(W\left(D_{m}\right)\right)$, but $\mathfrak{m}_{2 m-2}\left(W\left(B_{m-1}\right)\right)=1$. Hence we always have to compare the group $D_{m}$ with the group $B_{m-1}$.

Let us assume that $m \geq 17$, so that $\phi_{2 m-2} \notin \operatorname{ch}^{*}(W)$ for any simple Weyl group of exceptional type of rank less than $m$.

We know that $\mathfrak{m}_{2 m-2}\left(W\left(D_{m}\right)\right)=\mathfrak{m}_{2 m-2}\left(W\left(B_{m-1}\right)\right)=1$ and that $\mathfrak{m}_{2 m-2}(W)=0$ for any other simple Weyl group $W$ of classical type of rank at most $m$. Further, $(X+1)\left(X^{m-1}+1\right)$ is the only element in $\operatorname{ch}\left(W\left(D_{m}\right)\right)$ which has $\phi_{2 m-2}$ as a factor. Similarly $X^{m-1}+1$ is the only element in $\operatorname{ch}\left(W\left(B_{m-1}\right)\right)$ which has $\phi_{2 m-2}$ as a factor. Observe that $\mathfrak{m}_{2 m-2}^{\prime}\left(W\left(D_{m}\right)\right)=\mathfrak{m}_{2 m-2}^{\prime}\left(W\left(B_{m-1}\right)\right)+1$ and $m_{2 m-2}^{\prime}(W)=0$ for any other simple Weyl group $W$ of rank at most $m$. Let $p_{i}$ and $q_{i}$ be, respectively, the multiplicities of the groups $D_{m}$ and $B_{m-1}$ in $H_{i}$, for $i=1,2$. Then by considering $\mathfrak{m}_{2 m-2}$, we have $p_{1}+q_{1}=p_{2}+q_{2}$. Further if $m$ is even, then by considering $\mathfrak{m}_{2 m-2}^{\prime}$ we have $2 p_{1}+q_{1}=2 p_{2}+q_{2}$. These two equalities imply that $p_{1}=p_{2}$. If $m$ is odd then $\mathfrak{m}_{2 m-2}^{\prime}$ itself gives $p_{1}=p_{2}$. Thus the group $D_{m}$ appears in both $H_{1}$ and $H_{2}$ with the same multiplicity.

Now we consider the groups $D_{m}$, for $m \leq 16$.
For $D_{4}$, we have to consider the simple algebraic groups $B_{3}$ and $G_{2}$. Comparing the multiplicities $\mathfrak{m}_{6}, \mathfrak{m}_{4}$ and $\mathfrak{m}_{4,6}$ we see that $G_{2}$ occurs in both $H_{1}$ and $H_{2}$ with the same multiplicity, and then we proceed as above to prove that $D_{4}$ also occurs with the same multiplicity in both the groups $H_{1}$ and $H_{2}$

For the group $D_{5}$, we first prove that the multiplicity of $F_{4}$ is the same for both $H_{1}$ and $H_{2}$ using $\mathfrak{m}_{12}$ and then prove the required result by considering $\mathfrak{m}_{5}$, $\mathfrak{m}_{8}$ and $\mathfrak{m}_{5,8}$. While dealing with the case $D_{6}$, we observe that $\mathfrak{m}_{10}\left(W\left(G_{2}\right)\right)=$ $\mathfrak{m}_{10}\left(W\left(F_{4}\right)\right)=0$, and so this case follows by an argument similar to that for $m \geq 17$. The case $D_{7}$ is proved by considering $\mathfrak{m}_{7}, \mathfrak{m}_{12}$ and $\mathfrak{m}_{7,12}$. For $D_{8}$, we first prove that the group $E_{7}$ occurs in both $H_{1}$ and $H_{2}$ with the same multiplicity by considering $\mathfrak{m}_{18}$ and then proceed as above. For $D_{9}$, we prove that $E_{8}$ occurs in both $H_{1}$ and $H_{2}$ with the same multiplicity by considering $\mathfrak{m}_{30}$ and proceed as for $m \geq 17$. For $D_{10}$, we prove that $E_{8}$ appears in both $H_{1}$ and $H_{2}$ with the same multiplicity by considering $\mathfrak{m}_{30}$, and the same follows for $E_{7}$ by considering $\mathfrak{m}_{18}, \mathfrak{m}_{16}$ and $\mathfrak{m}_{16,18}$.

For the groups $D_{m}$, where $m \geq 11$, the only simple Weyl group $W$ of exceptional type such that $\phi_{2 m-2} \in \operatorname{ch}^{*}(W)$ is $W\left(E_{8}\right)$, but for $D_{m}$, with $m \leq 15$, we can assume that $E_{8}$ occurs in both $H_{1}$ and $H_{2}$ with the same multiplicity by considering $\mathfrak{m}_{30}$ and hence we are done. For the group $D_{16}$, we take care of $E_{8}$ by considering $\mathfrak{m}_{30}$, $\mathfrak{m}_{28}$ and $\mathfrak{m}_{28,30}$. Other arguments are similar to the case $m \geq 17$.

Case 4: One of $H_{1}$ or $H_{2}$ has $A_{m}$ as a factor.
We now consider the case of simple algebraic group of type $A_{m}$. Here, as usual, we assume that all other simple algebraic groups of rank $m$ occur with the same multiplicities in both $H_{1}$ and $H_{2}$.

If $m$ is even, then $m+1$ is odd and hence $\mathfrak{m}_{m+1}(W)=0$ for any simple Weyl group $W$ of classical type of rank less than $m$. If $m \geq 30$, then we do not have to
bother about the exceptional simple groups of rank less than $m$. If $m$ is odd and $m \geq 31$, then $\phi_{m+1}$ occurs in $\operatorname{ch}^{*}\left(W\left(B_{r}\right)\right)$ and $c h^{*}\left(W\left(D_{r+1}\right)\right)$ for $r \geq(m+1) / 2$. Then we compare the multiplicities $\mathfrak{m}_{m}, \mathfrak{m}_{m+1}$ and $\mathfrak{m}_{m, m+1}$ and find that the group $A_{m}$ occurs in $H_{1}$ and $H_{2}$ with the same multiplicity. We must therefore consider the cases $m \leq 29$ separately.

The cases $A_{1}$ and $A_{2}$ are easy since there are no exceptional groups of rank 1. For $A_{3}$ we use $\mathfrak{m}_{3}, \mathfrak{m}_{4}$ and $\mathfrak{m}_{3,4}$ to get the result, and the case $A_{4}$ follows similarly by using $\mathfrak{m}_{5}$. The group $A_{5}$ is more problematic, since neither $\mathfrak{m}_{6}\left(W\left(B_{3}\right)\right)$ nor $\mathfrak{m}_{6}\left(W\left(G_{2}\right)\right)$ nor $\mathfrak{m}_{6}\left(W\left(F_{4}\right)\right)$ vanish, but this is solved by first proving that $F_{4}$ appears with the same multiplicity using $\mathfrak{m}_{12}$ and then using the multiplicities $\mathfrak{m}_{5}, \mathfrak{m}_{6}$ and $\mathfrak{m}_{5,6}$. The case $A_{6}$ is solved by using $\mathfrak{m}_{7}$, and for $A_{7}$ we use $\mathfrak{m}_{7}, \mathfrak{m}_{8}$ and $\mathfrak{m}_{7,8}$.

With $A_{8}$, we can first assume that the multiplicity of $E_{7}$ is the same for both $H_{1}$ and $H_{2}$ by using $\mathfrak{m}_{18}$, and then use $\mathfrak{m}_{7}, \mathfrak{m}_{9}$ and $\mathfrak{m}_{7,9}$ to get the result. For $A_{9}$ we can again get rid of $E_{7}$ and $E_{8}$ using the multiplicities $\mathfrak{m}_{18}$ and $\mathfrak{m}_{30}$. Then we are left with the groups $B_{5}$ and $E_{6}$, and so here we use $\mathfrak{m}_{7}, \mathfrak{m}_{10}$ and $\mathfrak{m}_{7,10}$ to get the result.

Further, we note that for even $m \in\{10,12,16, \ldots, 28\}$, we have $\mathfrak{m}_{m+1}(W)=0$ for any simple Weyl group of rank less than $m$. Thus, the multiplicities of the groups $A_{m}$ in $H_{i}$, for even $m \in\{10,12,16, \ldots, 28\}$, are characterized by considering $\mathfrak{m}_{m+1}\left(W_{i}\right)$ and are hence the same for $i=1,2$. The case $A_{14}$ follows by using $\mathfrak{m}_{13}, \mathfrak{m}_{15}$ and $\mathfrak{m}_{13,15}$.

Thus, the only remaining cases are $A_{m}$ where $m$ is odd and $11 \leq m \leq 29$. We observe that for odd $m \in\{11,13,17, \ldots, 29\}$, the only simple Weyl group $W$ of rank less than $m$, with $\mathfrak{m}_{m}(W) \neq 0$, is $A_{m-1}$. Moreover, $\mathfrak{m}_{m+1}\left(W\left(A_{m-1}\right)\right)=0$, so the cases of the groups $A_{m}$, for odd $m \in\{11,13,17, \ldots, 29\}$, are solved by considering $\mathfrak{m}_{m}, \mathfrak{m}_{m+1}$ and $\mathfrak{m}_{m, m+1}$.

The only remaining case is $A_{15}$, which can be solved by considering $\mathfrak{m}_{13}, \mathfrak{m}_{16}$ and $\mathfrak{m}_{13,16}$.

We now prove the main theorem of this paper.

Proof of Theorem 4.1. Recall that $W_{1}$ and $W_{2}$ denote the Weyl groups of $H_{1}$ and $H_{2}$ respectively. Let $m_{0}$ be the maximum among the ranks of simple factors of the groups $H_{1}$ and $H_{2}$. It is clear from Corollary 4.3 that $\mathfrak{m}_{i}\left(W_{1}\right)=\mathfrak{m}_{i}\left(W_{2}\right)$, that $\mathfrak{m}_{i}^{\prime}\left(W_{1}\right)=\mathfrak{m}_{i}^{\prime}\left(W_{2}\right)$ and that $\mathfrak{m}_{i, j}\left(W_{1}\right)=\mathfrak{m}_{i, j}\left(W_{2}\right)$ for any $i, j$. Then we apply Theorem 4.4 to conclude that the products of rank $m_{0}$ simple factors in $W_{1}$ and $W_{2}$ are isomorphic.

Let $m$ be a positive integer less than $m_{0}$. For $i=1,2$, let $W_{i}^{\prime}$ be the subgroup of $W_{i}$ which is the product of the Weyl groups of simple factors of $H_{i}$ of rank greater than $m$. We assume that the groups $W_{1}^{\prime}$ and $W_{2}^{\prime}$ are isomorphic and then we prove
that the products of the Weyl groups of rank $m$ simple factors of $H_{1}$ and $H_{2}$ are isomorphic. This will complete the proof of the theorem by an induction argument.

Let $U_{i}$ be the subgroup of $W_{i}$ such that $W_{i}=U_{i} \times W_{i}^{\prime}$. Then, since $\mathfrak{m}_{j}\left(W_{1}^{\prime}\right)=$ $\mathfrak{m}_{j}\left(W_{2}^{\prime}\right)$ and $\mathfrak{m}_{j}^{\prime}\left(W_{1}^{\prime}\right)=\mathfrak{m}_{j}^{\prime}\left(W_{2}^{\prime}\right)$, we have

$$
\begin{aligned}
& \mathfrak{m}_{j}\left(U_{1}\right)=\mathfrak{m}_{j}\left(W_{1}\right)-\mathfrak{m}_{j}\left(W_{1}^{\prime}\right)=\mathfrak{m}_{j}\left(W_{2}\right)-\mathfrak{m}_{j}\left(W_{2}^{\prime}\right)=\mathfrak{m}_{j}\left(U_{2}\right), \\
& \mathfrak{m}_{j}^{\prime}\left(U_{1}\right)=\mathfrak{m}_{j}^{\prime}\left(W_{1}\right)-\mathfrak{m}_{j}^{\prime}\left(W_{1}^{\prime}\right)=\mathfrak{m}_{j}^{\prime}\left(W_{2}\right)-\mathfrak{m}_{j}^{\prime}\left(W_{2}^{\prime}\right)=\mathfrak{m}_{j}^{\prime}\left(U_{2}\right)
\end{aligned}
$$

and similarly

$$
\mathfrak{m}_{i, j}\left(U_{1}\right)=\mathfrak{m}_{i, j}\left(U_{2}\right)
$$

Now we use Theorem 4.4 to conclude that the subgroups of $W_{i}$ which are products of the Weyl groups of simple factors of $H_{i}$ of rank $m$ are isomorphic, for $i=1,2$.

The proof of the theorem can now be completed by the downward induction on $m$. It also follows from the proof of Theorem 4.4, that the Weyl groups of simple factors of $H_{1}$ and $H_{2}$ are pairwise isomorphic.

Remark 4.5. We remark here that the above proof is valid even if we assume that the Weyl groups $W\left(H_{1}\right)$ and $W\left(H_{2}\right)$ share the same set of elements up to conjugacy in $\mathrm{GL}_{n}(\mathbb{Q})$, not just in $\mathrm{GL}_{n}(\mathbb{Z})$. Thus Theorem 1.1 is true under the weaker assumption that the groups $H_{1}$ and $H_{2}$ share the same set of maximal $k$ tori up to $k$-isogeny, not just up to $k$-isomorphism.

We also remark that the above proof holds over the fields $k$ which admit arbitrary cyclic extensions and which have cohomological dimension $\leq 1$.

Remark 4.6. Philippe Gille [2004] has recently proved that the map $\psi$ described in Lemma 2.2 is surjective for any quasisplit semisimple group $H$. Therefore our main result, Theorem 1.1, now holds for all fields $k$ which admit cyclic extensions of arbitrary degree.
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# KNOT MUTATION: 4-GENUS OF KNOTS AND ALGEBRAIC CONCORDANCE 

Se-Goo Kim and Charles Livingston


#### Abstract

Kearton observed that mutation can change the concordance class of a knot. A close examination of his example reveals that it is of 4-genus 1 and has a mutant of $\mathbf{4}$-genus 0 . The first goal of this paper is to show by examples that for any pair of nonnegative integers $\boldsymbol{m}$ and $\boldsymbol{n}$ there is a knot of 4 -genus $\boldsymbol{m}$ with a mutant of 4 -genus $n$.

A second result is a crossing change formula for the algebraic concordance class of a knot, which is then applied to prove the invariance of the algebraic concordance class under mutation. We conclude with an application of crossing change formulas to give a short new proof of Long's theorem that strongly positive amphicheiral knots are algebraically slice.


## 1. Introduction

The main goal of this paper is to examine the effect of knot mutation on two concordance invariants of knots, the 4-ball genus and the algebraic concordance class. We completely describe the extent to which mutation can change the 4 -genus, and show that the algebraic concordance class of a knot, as defined in [Levine 1969b], is invariant under mutation. In the course of our work we develop a crossing change formula for the algebraic concordance class of a knot. We apply such an approach to demonstrate that Long's theorem that strongly positive amphicheiral knots are algebraically slice is an immediate corollary of the Hartley-Kawauchi theorem that such knots have Alexander polynomials that are squares. Lastly, we show that the Hartley-Kawauchi theorem also follows from a similar crossing change approach.

Mutation and algebraic concordance. The construction of a mutant $K^{*}$ of a knot $K$ consists in removing a 3-ball $B$ from $S^{3}$ that meets $K$ in two proper arcs and gluing it back in via an involution $\tau$ of its boundary $S$, where $\tau$ is orientationpreserving and leaves the set $S \cap K$ invariant. This is among the subtlest constructions of knot theory in that it leaves a wide range of knot invariants unchanged [Adams 1989; Kawauchi 1994; 1996; Kirk 1989; Kirk and Klassen 1990; Meyerhoff and Ruberman 1990; Rong 1994; Ruberman 1987; 1999]. Most relevant to

[^4]the work here is the statement of [Cooper and Lickorish 1999] that the TristramLevine signatures, $\sigma_{\omega}$, are invariant under mutation, since, for $\omega$ a prime power root of unity, these provide the strongest classical bounds on the 4 -genus [Murasugi 1965; Tristram 1969]: $\frac{1}{2}\left|\sigma_{\omega}(K)\right| \leq g_{4}(K)$. We will prove a more general result involving Levine's homomorphism [1969b] from the knot concordance group $\mathscr{C}$ to the algebraic concordance group $\mathscr{G}$ :
Theorem 1.1. Mutation does not change the image of a knot under Levine's homomorphism.

One proof, given in Section 7, is entirely self-contained and gives a previously unnoticed crossing change formula for the algebraic concordance class of a knot. (As a side note, in Section 9 we use this crossing change formula to give a quick derivation of a result of Long that strongly positive amphicheiral knots are algebraically slice.) Section 8 present an alternate proof of Theorem 1.1; this argument is briefer, but depends on the detailed analysis of Seifert forms given in [Cooper and Lickorish 1999].

Mutation and the 4-genus of a knot. The 4-genus of a knot, $g_{4}(K)$, is the least genus of an embedded surface bounded by $K$ in the 4-ball. This can be defined in either the smooth or topological locally flat category; the results of this paper apply in either. It is an especially challenging invariant to compute; there remain knots of low crossing number for which it is uncomputed, though the smooth category has advanced considerably in recent years, most notably with the solution of the Milnor conjecture giving the 4 -genus of torus knots [Kronheimer and Mrowka 1993].

Almost nothing has been known concerning the interplay between mutation and the 4 -genus. Basically the only success in this realm consists of Kearton's observation [1989] that an example of [Livingston 1983] yields an example for which mutation changes the concordance class of a knot. A close examination of that example shows that it has 4 -genus 1 , but it has a mutant of 4 -genus 0 . Further such examples have since been developed in [Kirk and Livingston 1999; 2001]. Our main result regarding the 4 -genus is:
Theorem 1.2. For every pair of nonnegative integers $m$ and $n$, there is a knot $K$ with mutant $K^{*}$ satisfying $g_{4}(K)=m$ and $g_{4}\left(K^{*}\right)=n$.

It should be noted that the original argument of [Livingston 1983] was based on [Gilmer 1983], in which it is now known an error appears. To correct for that, one must base the argument of [Livingston 1983] on a 3-fold branched cover rather than the 2 -fold cover. We do this here.

Strongly positive amphicheiral knots. A knot $K$ is called strongly positive amphicheiral if, when viewed as a knot in $\mathbb{R}^{3}$, it has a representative that is invariant under the map $\tau(x, y, z)=(-x,-y,-z)$ of $\mathbb{R}^{3}$. We consider two theorems:

Theorem 1.3 [Long 1984]. A strongly positive amphicheiral knot is algebraically slice.

Theorem 1.4 [Hartley and Kawauchi 1979]. If $K$ is strongly positive amphicheiral, the Alexander polynomial $\Delta_{K}$ is the square of a symmetric polynomial.

In Section 9 we use crossing change formulas developed earlier to prove that Long's theorem is an immediate corollary of the Hartley-Kawauchi result. In Section 10 we use a crossing change argument to give a new proof of the HartleyKawauchi theorem.

## 2. Background on Casson-Gordon invariants

A key tool in the proof of Theorem 1.2 is the main theorem from [Gilmer 1982] bounding Casson-Gordon invariants in terms of the 4 -genus of a knot. Here is a simplified description of that result, based on the statement of the theorem and later remarks in [Gilmer 1982].

Theorem 2.1 (Gilmer). Let $K$ be an algebraically slice knot such that $g_{4}(K)=g$ and let $M_{q}$ be the $q$-fold branched cover of $S^{3}$ branched over $K$, with $q$ a prime power. Let $\beta$ denote the linking form on $H_{1}\left(M_{q}, \mathbb{Z}\right)$. Then $\beta$ can be written as a direct sum $\beta_{1} \oplus \beta_{2}$ such that
(1) $\beta_{1}$ has a presentation of rank $2(q-1) g$, and
(2) $\beta_{2}$ has a metabolizer $D$ such that, for any character $\chi$ of prime power order on $H_{1}\left(M_{q}, \mathbb{Z}\right)$ given by linking with an element in $D$, one has

$$
|\sigma(K, \chi)| \leq 2 q g .
$$

Here $\sigma(K, \chi)$ is the Casson-Gordon invariant, originally denoted $\sigma_{1} \tau(K, \chi)$ in [Casson and Gordon 1986; Gilmer 1982]. We will need to know that $D$ can be taken to be equivariant with respect to the deck transformation of $M_{q}$. Details concerning this and other points will be given below, as they arise.

In our applications the group $H_{1}\left(M_{q}, \mathbb{Z}\right)$ will also be a vector space over a finite field, in which case a metabolizer for $\beta_{2}$ will be half-dimensional. Hence:

Corollary 2.2. In Theorem 2.1, if $H_{1}\left(M_{q}, \mathbb{Z}\right)$ is isomorphic to $H_{1}\left(M_{q}, \mathbb{Z}_{p}\right)$, a $\mathbb{Z}_{p^{-}}$ vector space, conclusion (1) can be restated as

$$
\begin{equation*}
\operatorname{dim} \beta_{1} \leq 2(q-1) g \tag{1}
\end{equation*}
$$

and in (2) the metabolizer D satisfies

$$
\operatorname{dim} D \geq \frac{1}{2}\left(\operatorname{dim} H_{1}\left(M_{q}, \mathbb{Z}_{p}\right)-2(q-1) g\right)
$$

## 3. The building blocks

The figure illustrates a knot $K_{J}$ of genus 1. The bands in the surface are tied in knots $J$ and $-J$, for a knot $J$ to be determined later. The twisting of the bands is such that the Seifert matrix for $K_{J}$ is $\left(\begin{array}{ll}0 & 2 \\ 1 & 0\end{array}\right)$.


Here $-J$ denotes the concordance inverse of $J$, formed from $J$ by reversing the orientations of $S^{3}$ and the knot. A diagram for $-J$ is constructed by reflecting a diagram for $J$ through a vertical line on the page and reversing the orientation of the knot. For $K_{J}$, the knot in the right band is the reflection through a vertical line of the knot in the left band. In all examples here, $J$ can be taken to be reversible, so the details of the orientation issues for $J$ are not critical.

Knots related to this one have been carefully analyzed elsewhere, for example [Gilmer and Livingston 1992; Livingston 1983; 2001], and the details of the following results can be found there. Here are the relevant facts.
(1) If $M_{3}$ denotes the 3 -fold branched cover of $S^{3}$ branched over $K_{J}$, then

$$
H_{1}\left(M_{3}, \mathbb{Z}\right)=\mathbb{Z}_{7} \oplus \mathbb{Z}_{7}
$$

(2) As a $\mathbb{Z}_{7}$-vector space, $H_{1}\left(M_{3}, \mathbb{Z}\right)$ splits as the direct sum of a 2-eigenspace, spanned by a vector $e_{2}$, and a 4-eigenspace, spanned by a vector $e_{4}$, with respect to the linear transformation induced by the deck transformation.
(3) Linking with $e_{i}$ induces a character $\chi_{i}: H_{1}\left(M_{3}, \mathbb{Z}\right) \rightarrow \mathbb{Z}_{7}$. Results of Litherland [1984] (see also [Gilmer 1993; Gilmer and Livingston 1992]) give

$$
\begin{aligned}
& \sigma\left(K, \chi_{2}\right)=\sigma_{1 / 7}(J)+\sigma_{2 / 7}(J)+\sigma_{3 / 7}(J) \\
& \sigma\left(K, \chi_{4}\right)=-\sigma_{1 / 7}(J)-\sigma_{2 / 7}(J)-\sigma_{3 / 7}(J)
\end{aligned}
$$

where $\sigma_{a / b}$ denotes the classical Levine-Tristram signature, also written as $\sigma_{\omega}$ with $\omega=e^{(a / b) 2 \pi i}$. To simplify notation we set, for any knot $J$,

$$
s_{7}(J)=\sigma_{1 / 7}(J)+\sigma_{2 / 7}(J)+\sigma_{3 / 7}(J)
$$

There are knots for which $s_{7}$ is arbitrarily large, for instance connected sums of trefoil knots, which are reversible.

## 4. The Basic Examples

We denote by $L_{J}$ the connected sum of $K_{J}$ with the reverse of $-K_{J}$ :

$$
L_{J}=K_{J} \#-K_{J}^{r}
$$

As observed by Kearton, $L_{J}$ is a mutant of the slice knot $K_{J} \#-K_{J}$.
Theorem 4.1. For any choice of $J$, we have $g_{4}\left(L_{J}\right) \leq 1$ and thus $g_{4}\left(n L_{J}\right) \leq n$.
Proof. Here is an illustration of $L_{J}$, showing also a simple closed curve on the genus-2 Seifert surface $F$. This curve has self-linking number 0 and represents the

slice knot $J \#-J$. Thus $F$ can be surgered in the 4-ball to reduce its genus to 1 , showing that $L_{J}$ bounds a surface of genus 1 in the 4 -ball, as desired.

The homology of the 3-fold branched cover of $L_{J}, N_{3}$, naturally splits as

$$
\left(\mathbb{Z}_{7} \oplus \mathbb{Z}_{7}\right) \oplus\left(\mathbb{Z}_{7} \oplus \mathbb{Z}_{7}\right)
$$

with a 2-eigenspace spanned by the vectors $e_{2} \oplus 0$ and $0 \oplus e_{2}^{\prime}$, which we abbreviate simply by $e_{2}$ and $e_{2}^{\prime}$. Similarly for the 4 -eigenspace. We denote the corresponding $\mathbb{Z}_{7}$-valued characters given by linking with $e_{2}$ and $e_{2}^{\prime}$ by $\chi_{2}$ and $\chi_{2}^{\prime}$, respectively.

Theorem 4.2. The Casson-Gordon invariants of $L_{J}$ are given by

$$
\begin{aligned}
& \sigma\left(L_{J}, a \chi_{2}+b \chi_{2}^{\prime}\right)=\epsilon(a) s_{7}(J)+\epsilon(b) s_{7}(J), \\
& \sigma\left(L_{J}, a \chi_{4}+b \chi_{4}^{\prime}\right)=-\left(\epsilon(a) s_{7}(J)+\epsilon(b) s_{7}(J)\right),
\end{aligned}
$$

where $\epsilon(x)=0$ or 1 depending on whether $x=0$ or $x \neq 0$ modulo 7 .

Proof. This follows from the additivity of Casson-Gordon invariants; see [Litherland 1984] or [Gilmer 1983]. The only unexpected aspect of the formula is that, since we are dealing with $K_{J} \#-K_{J}^{r}$, it might have been anticipated that the difference $\epsilon(a) s_{7}(J)-\epsilon(b) s_{7}(J)$ would appear rather than the sum. This switch occurs because the connected sum involves the mirror image of the reverse, rather than simply the mirror image; thus the role of $J$ and $-J$ are reversed in the second summand.

## 5. Proof of Theorem 1.2

As observed by Kearton, for any knots $L_{1}$ and $L_{2}$, the connected sums $L_{1} \#-L_{2}$ and $L_{1} \#-L_{2}^{r}$ are mutants of each other. It follows immediately that for $m<n$, the knot $n L_{J}$ is a mutant of $m L_{J} \#(n-m)\left(K_{J} \#-K_{J}\right)$. Since $K_{J} \#-K_{J}$ is slice, this second knot is concordant to, and hence of the same 4 -genus as, $m L_{J}$. To prove Theorem 1.2 we show that for each positive integer $n$ there exists a knot $J$ such that $g_{4}\left(m L_{J}\right)=m$ for all $m \leq n$.

Fix a positive integer $n$ and select an arbitrary $m$ with $1 \leq m \leq n$. The knot $J$ will be chosen as its necessary properties become apparent.

Suppose that $m L_{J}$ bounds a surface $F$ in the 4-ball with genus $g(F)=k<$ $m$. Let $V_{3}$ denote the 3-fold branched cover of $B^{4}$ branched over $F$ having for boundary the $m$-fold connected sum $m N_{3}$. Also, abbreviate by $D$ the image of Tor $H_{2}\left(V_{3}, m N_{3}, \mathbb{Z}\right)$ in $H_{1}\left(m N_{3}, \mathbb{Z}\right)$. An examination of the proof of Gilmer's theorem in [Gilmer 1982] reveals that this $D$ is the metabolizer given in our statement of the result, Theorem 2.1. Thus $\left|\sigma\left(m L_{J}, \chi\right)\right| \leq 6 k$ for any $\chi$ corresponding to an element in $D$.

With $\mathbb{Z}_{7}$-coefficients, $H_{1}\left(m N_{3}, \mathbb{Z}\right)$ has dimension $4 m$, so by Gilmer's theorem we have $\operatorname{dim} H_{1}\left(m N_{3}, \mathbb{Z}\right)-2 \operatorname{dim} D \leq 2(3-1) k=4 k$. Hence $D$ is nontrivial, since $k<m$.

Observe that by its construction, $D$ is equivariant with respect to the deck transformation and hence contains an eigenvector. Assume that it is a 2-eigenvector. If we write $H_{1}\left(m N_{3}, \mathbb{Z}\right)=\oplus_{m} H_{1}\left(N_{3}, \mathbb{Z}\right)$, the 2-eigenvectors are naturally denoted $e_{2, i}$ and $e_{2, i}^{\prime}$, with $1 \leq i \leq m$, where $e_{2, i}$ and $e_{2, i}^{\prime}$ are the 2-eigenvectors in the $i$-th summand. A nontrivial 2-eigenvector in $D$ will be of the form $\sum_{i} a_{i} e_{2, i}+\sum_{i} b_{i} e_{2, i}^{\prime}$. Using additivity, the Casson-Gordon invariant corresponding to the dual character is given by:

$$
\left(\sum_{i} \epsilon\left(a_{i}\right)\right) s_{7}(J)+\left(\sum_{i} \epsilon\left(b_{i}\right)\right) s_{7}(J) .
$$

To complete the proof, observe that this sum is greater than or equal to $s_{7}(J)$, so that if $J$ is chosen so that $s_{7}(J)>6 n$ a contradiction is achieved. Notice that the choice of $J$ depends only on $n$ and not $m$.

A similar argument applies if $D$ contains only a 4-eigenvector.

## 6. The growth of $g_{4}(n K)$ for algebraically slice knots $K$

For a general knot $K$ one has $g_{4}(n K) \leq n g_{4}(K)$ but one does not usually have an equality. In the case of a knot $T$, such as the trefoil, for which the 4 -genus is detected by a classical (additive) invariant, such as the signature, one can sometimes demonstrate that $g_{4}(n T)=n g_{4}(T)$. But for algebraically slice knots with $g_{4}(K) \neq 0$ such arguments are not possible. In fact, it is unknown whether in the topological category there is such an algebraically slice knot for which the equality holds for all $n$. (In the smooth setting, Livingston [2003] has constructed an algebraically slice knot $K$ for which $g_{4}(K)=\tau(K)=1$, where $\tau$ is the invariant defined in [Ozsváth and Szabó 2003]. Since $\tau$ is additive and bounds $g_{4}$, it follows that $g_{4}(n K)=n g_{4}(K)$ for all $n$.) We will here observe that one can come quite close for the knot $T_{J}$, where $T_{J}$ is the knot illustrated below, built as $K_{J}$ is, only

with $J$ tied in both bands rather than $J$ in one band and $-J$ in the other. (Similar results hold for $K_{J}$ and $L_{J}$ but the proof would require the continued use of 3-fold covers rather than the 2-fold cover for which the estimates are simpler.)
Theorem 6.1. For all $\epsilon$ with $0<\epsilon<1$, there is a knot $J$ such that $g_{4}\left(n T_{J}\right)>$ $(1-\epsilon) n g_{4}\left(T_{J}\right)$ for all $n>0$.
Proof. Our proof builds upon Gilmer's original argument [1982]. Observe first that $g_{4}\left(T_{J}\right) \leq 1$. For the 2-fold branched cover we have that $H_{1}\left(M_{2}, \mathbb{Z}\right)=\mathbb{Z}_{3} \oplus \mathbb{Z}_{3}$ and the $\mathbb{Z}_{3}$-dimension satisfies $\operatorname{dim} H_{1}\left(n M_{2}, \mathbb{Z}_{3}\right)=2 n$.

If $n T_{J}$ bounds a surface in the 4 -ball of genus $k$ at most $(1-\epsilon) n$, then by Gilmer's theorem there exists a self-annihilating summand $D$ with

$$
\operatorname{dim} H_{1}\left(n M_{2}, \mathbb{Z}_{3}\right)-2 \operatorname{dim} D \leq 2 k
$$

and such that $\left|\sigma\left(n K_{J}, \chi\right)\right| \leq 4 k$ for all characters $\chi$ dual to elements in $D$.

One computes that $\operatorname{dim} D \geq n-k$. A linear algebra argument, basically GaussJordan elimination, now implies that some element of $D$ will be of the form $\bigoplus_{i} \chi_{i}$ with at least $n-k$ of the $\chi_{i}$ nontrivial, and for each of these $\chi_{i}$ the corresponding Casson-Gordon invariant is at least $2 \sigma_{1 / 3}(J)$. Thus we have the equation

$$
\left|(n-k) 2 \sigma_{1 / 3}(J)\right| \leq 4 k
$$

Since $k \leq(1-\epsilon) n$, this reduces to $\left|\epsilon n 2 \sigma_{1 / 3}(J)\right| \leq 4(1-\epsilon) n$, which is to say

$$
\left|\sigma_{1 / 3}(J)\right| \leq \frac{2(1-\epsilon)}{\epsilon}
$$

The proof is completed by noting that for any $\epsilon$ one can select a $J$ for which this inequality does not hold.

## 7. Mutation and algebraic concordance

In this section we develop a crossing change formula for the algebraic concordance class of a knot in order to prove Theorem 1.1: mutation preserves the algebraic concordance class of a knot. Certain knot invariants, such as the Alexander polynomial and Tristram-Levine signatures, provide algebraic concordance invariants, and these have been shown to be mutation invariants (see for instance [Cooper and Lickorish 1999; Lickorish and Millett 1987]), but the general question of whether mutation can change the algebraic concordance class has remained open. We note that changing a knot to its orientation reverse is a very special case of mutation and reversal does not change the algebraic concordance class of a knot, as follows from [Long 1984]. (More directly, it can be shown that the complete set of algebraic concordance invariants defined by Levine [1969a] are unchanged by matrix transposition, the operation on Seifert matrices induced by reversal.)

We will first present a proof that the normalized Alexander polynomial is invariant under mutation; this argument is not new but must be presented to set up the needed notation for the analysis of algebraic concordance that follows. This is followed by a review of the theory and algebra of Levine's [1969a] algebraic concordance group $\mathscr{G}$. In the last part of the section we present a crossing change formula for the algebraic concordance class of a knot and use this to prove the mutation invariance of this class.

The Alexander and Conway polynomial. For an oriented link $L$, a choice of connected Seifert surface $F$ for $L$, and a choice of basis for $H_{1}(F, \mathbb{Z})$ there is a Seifert matrix $V(L)$, say of dimension $r \times r$. The (normalized) Alexander polynomial $\Delta_{L}(t)$ of $L$ can be defined by setting

$$
V_{t}(L)=(1-t) V+(1-\bar{t}) V^{t} \quad \text { and } \quad \Delta_{L}(t)=\frac{1}{z^{r}} \operatorname{det} V_{t}(L)
$$

where $V^{t}$ denotes the transpose, $\bar{t}=t^{-1}$ and $z=t^{-1 / 2}-t^{1 / 2}$. (Recall that $\Delta_{L}(t)$ can be expressed as a polynomial in $z, \Delta_{L}(t)=C_{L}(z) \in \mathbb{Z}[z]$, and this defines the Conway polynomial [1970].) Notice that $z^{2}=-(1-\bar{t})(1-t)$, so that if $r$ is even (for instance, when $L$ is connected, so $r$ is twice the genus of $F$ ), we have $\Delta_{L} \in \mathbb{Z}[\bar{t}, t]$ and elementary algebraic manipulations lead to the usual normalized Alexander polynomial,

$$
\Delta_{L}(t)=t^{-r / 2} \operatorname{det}\left(V-t V^{t}\right)
$$

(This polynomial is clearly independent of change of basis and an observation below will show that it is an $S$-equivalence invariant [Trotter 1973] and thus depends only on $K$.)

Here is a local picture of link diagrams for links $L_{-}, L_{+}$, and $L_{s}$, with the

diagrams identical outside the local picture. Any crossing change and smoothing can be achieved using this local change. In the diagram for $L_{-}$a Reidemeister move eliminates the two crossings. If Seifert's algorithm is used to construct a Seifert surface $F_{0}$ for $L_{-}$using this simplified diagram, the corresponding Seifert matrix will be denoted $A$. The Seifert surfaces for the links $L_{-}$and $L_{+}$that arise from Seifert's algorithm applied to the given diagrams are formed from $F_{0}$ by adding two twisted bands. From this we have that $V\left(L_{ \pm}\right)$is given by a $(r+2) \times$ $(r+2)$ matrix of the form

$$
V\left(L_{ \pm}\right)=\left(\begin{array}{ccccc} 
& & & a_{1} & 0 \\
& A & & \vdots & \vdots \\
& & & a_{r} & 0 \\
a_{1} & \cdots & a_{r} & b & 1 \\
0 & \cdots & 0 & 0 & \epsilon_{ \pm}
\end{array}\right)
$$

where all entries are identical in these two matrices except that $\epsilon_{-}=0$ and $\epsilon_{+}=-1$. $V\left(L_{s}\right)$ is given by the same matrix, with the last row and column deleted.

A few consequences of these calculations follow quickly.
Theorem 7.1. The normalized Alexander polynomial is an S-equivalence invariant and hence is a knot invariant.
Proof. $S$-equivalence is generated by the operation on Seifert matrices that takes a matrix $A$ and replaces it with the matrix denoted $V\left(L_{-}\right)$above. That this doesn't
change the Alexander polynomial is easily checked: expand the relevant determinant along the last column and then along the last row.
Theorem 7.2 (The Conway skein relation). The Alexander polynomial satisfies $\Delta_{L_{+}}-\Delta_{L_{-}}=z \Delta_{L_{s}}$.
Proof. This again is a simple exercise in algebra, expanding the determinant along the last column and then last row.

Theorem 7.3. The Alexander polynomials of mutant knots are the same.
Proof. In the construction of the mutant $K^{*}$, if the intersection of $K$ with the ball $B$ that is being taken out and replaced via an involution is invariant under the extension of that involution to the 3-ball, then $K^{*}=K$ and the polynomials are the same. In general, a series of crossing changes and smoothings converts $K \cap B$ into invariant tangles, so, via the Conway skein relation, the polynomial of $K^{*}$ is the same as that for $K$.

If $K$ is a knot, the Alexander polynomial satisfies $\Delta_{K}(1)=1$ and in particular $\Delta_{K}(t)$ is nontrivial. Hence, in the matrices above, working now with $K$ instead of $L, A_{t}$ is nonsingular. Thus, for $V_{t}\left(K_{ \pm}\right)$the same set of row and column operations can be used to eliminate the entries corresponding to the $a_{i}$ in $V$. There results the following matrix $W_{t}\left(K_{ \pm}\right)$, where the entries are rational functions in $t$ and the matrix is hermitian with respect to the involution induced by the map $t \rightarrow \bar{t}$ :

$$
W_{t}\left(K_{ \pm}\right)=\left(\begin{array}{ccccc} 
& & & 0 & 0 \\
& A_{t} & & \vdots & \vdots \\
0 & \cdots & 0 & c(t) & 1-t \\
0 & \cdots & 0 & 1-\bar{t} & \epsilon_{ \pm}(1-t)(1-\bar{t})
\end{array}\right)
$$

Lemma 7.4. The ratio $\Delta_{K_{+}} / \Delta_{K_{-}}$is equal to $c(t)+1$.
Proof. This follows from a calculation of the relevant determinants.
Algebraic concordance. An algebraic Seifert matrix is a square integral matrix $V$ satisfying $\operatorname{det}\left(V-V^{t}\right)= \pm 1$. Such a matrix is called metabolic if it is congruent to a matrix of the form

$$
\left(\begin{array}{cc}
0 & A \\
B & C
\end{array}\right),
$$

with $A, B$, and $C$ square. Levine defined the algebraic concordance group $\mathscr{G}$ to be the set of equivalence classes of algebraic Seifert matrices, with $V_{1}$ and $V_{2}$ equivalent if $V_{1} \oplus-V_{2}$ is metabolic. The group operation is induced by direct sum.

A rational algebraic concordance group $\varphi Q^{\mathbb{Q}}$ can be similarly defined, where now it is required that $\operatorname{det}\left(\left(V-V^{t}\right)\left(V+V^{t}\right)\right) \neq 0$. Levine [1969a] proved that the inclusion $\mathscr{G} \rightarrow \mathscr{G}^{\mathbb{Q}}$ is injective.

Consider next the set of nonsingular hermitian matrices with coefficients in the field $\mathbb{Q}(t)$, where $\mathbb{Q}(t)$ has the involution $t \rightarrow \bar{t}$. In this case the equivalence relation generated by congruence to metabolic matrices results in the Witt group of $\mathbb{Q}(t)$, denoted $W(\mathbb{Q}(t))$.

Theorem 7.5. The map

$$
V \rightarrow V_{t}=(1-t) V+(1-\bar{t}) V^{t}
$$

induces an injection $\mathscr{G} \rightarrow W(\mathbb{Q}(t))$.
Proof. A proof is given in [Litherland 1984] for $\mathscr{G}^{\mathbb{Q}}\left(\right.$ denoted there by $\left.W_{S}(\mathbb{Q},-)\right)$, and the theorem follows from the injectivity of the inclusion $\mathscr{G} \rightarrow \mathscr{G}^{\mathbb{Q}}$. In defining $\mathscr{G} \mathbb{Q}$, Litherland restricts to nonsingular matrices, but as he notes, Levine proved that every class in $\mathscr{G}$ has a nonsingular representative. To simplify notation, we will use $W_{t}(K)$ to denote both the matrix and the Witt class represented by the matrix when the meaning is clear in context.

Crossing changes and algebraic concordance. From the calculations and notation above, if a crossing change is performed on a knot $K$, the difference of Witt classes associated to the Seifert forms is given by

$$
W_{t}\left(K_{+}\right)-W_{t}\left(K_{-}\right)=\left(A_{t} \oplus C_{+}\right) \oplus-\left(A_{t} \oplus C_{-}\right)
$$

where

$$
C_{ \pm}=\left(\begin{array}{cc}
c(t) & 1-t \\
1-\bar{t} & \epsilon_{ \pm}(1-t)(1-\bar{t})
\end{array}\right)
$$

Since $A_{t} \oplus-A_{t}$ is Witt trivial, as is $C_{-}$, only $C_{+}$contributes to the difference of Witt classes. Diagonalization, the identification of $c(t)+1$ with $\Delta_{L_{+}} / \Delta_{K_{-}}$, and a final multiplication of a basis element (by $\Delta_{K_{-}}$) yields the following theorem.
Theorem 7.6. $W_{t}\left(K_{+}\right)-W_{t}\left(K_{-}\right)$is represented by the matrix

$$
\left(\begin{array}{cc}
\Delta_{K_{+}}(t) \Delta_{K_{-}}(t) & 0 \\
0 & -1
\end{array}\right)
$$

and thus the difference is determined by the Alexander polynomials of the knots.
The special case of $\omega=-1$ in the following corollary is a result from [Murasugi 1965]. The proof of the corollary follows from Theorem 7.6 by setting $t=\omega$ and induction on the number of crossing changes needed to reduce $K$ to an unknot. To avoid the matrix being nonsingular, we must restrict to prime power roots of unity.
Corollary 7.7. For $\omega$ a prime power root of unity, $\operatorname{sign}\left(\Delta_{K}(\omega)\right)=(-1)^{\sigma_{\omega}(K) / 2}$.

We now have the main result of this section, the following corollary of Theorem 7.6, a restatement of Theorem 1.1.

Corollary 7.8. The algebraic concordance class of a knot is invariant under mutation; that is, $W_{t}(K)=W_{t}\left(K^{*}\right)$ for any knot $K$ and its mutant $K^{*}$.

Proof. A sequence of crossing changes in the tangle in $K$ that is being mutated converts it into a tangle that is invariant under mutation. Thus we have a sequence of knots

$$
K=K_{0}, K_{1}, \ldots, K_{n}=K_{n}^{*}, K_{n-1}^{*}, \ldots, K_{0}^{*}=K^{*}
$$

where $K_{n}=K_{n}^{*}$. By the previous theorem and the mutation invariance of the Alexander polynomial, each pair of successive differences is equal:

$$
W_{t}\left(K_{i}\right)-W_{t}\left(K_{i+1}\right)=W_{t}\left(K_{i}^{*}\right)-W_{t}\left(K_{i+1}^{*}\right)
$$

Thus $W_{t}(K)-W_{t}\left(K_{n}\right)=W_{t}\left(K^{*}\right)-W_{t}\left(K_{n}^{*}\right)$. Since $K_{n}=K_{n}^{*}$, the proof is complete.

## 8. Generalized Mutation

Cooper and Lickorish [1999] studied the effect of a generalization of mutation, called genus-2 mutation, on the Seifert form of a knot. Here we deduce from their result an alternative proof of Theorem 1.1. In fact, since they demonstrate that generalized mutation generates a finer relation than mutation, a stronger result than Theorem 1.1 is in fact achieved.

Genus-2 mutation consists of removing a solid handlebody of genus 2 that contains a knot $K$ from $S^{3}$ and replacing it via an involution of the boundary. The involution is selected to extend to the solid handlebody so that it has three fixed arcs. The resulting knot is called $K^{*}$. According to [Cooper and Lickorish 1999] there are Seifert matrices for $K$ and $K^{*}$ of the form

$$
V=\left(\begin{array}{cc}
A & B^{t} \\
B & C
\end{array}\right) \quad \text { and } \quad V^{*}=\left(\begin{array}{cc}
A & B^{t} \\
B & C^{t}
\end{array}\right)
$$

respectively, where $A$ and $C$ are square and $B$ is of the form $(0 \mid b)$ for some single column $b$. Since $V$ is a Seifert matrix and $V-V^{t}=\left(A-A^{t}\right) \oplus\left(C-C^{t}\right)$, we see that $A$ and $C$ are also algebraic Seifert matrices. Note that

$$
V_{t}=\left(\begin{array}{cc}
A_{t} & -z^{2} B^{t} \\
-z^{2} B & C_{t}
\end{array}\right) \quad \text { and } \quad V_{t}^{*}=\left(\begin{array}{cc}
A_{t} & -z^{2} B^{t} \\
-z^{2} B & \left(C^{t}\right)_{t}
\end{array}\right)
$$

where $z=t^{-1 / 2}-t^{1 / 2}$ and $z^{2}=-(1-t)(1-\bar{t})=-(1-t)-(1-\bar{t})$.
Since $A$ is a Seifert matrix, $A_{t}$ is nonsingular and hermitian. Let

$$
P=\left(\begin{array}{cc}
I & z^{2}\left(A_{t}\right)^{-1} B^{t} \\
0 & I
\end{array}\right)
$$

Then $V_{t}$ and $V_{t}^{*}$ are congruent to $\bar{P}^{t} V_{t} P$ and $\bar{P}^{t} V_{t}^{*} P$, respectively, which in turn are seen, after a simple computation, to equal

$$
\left(\begin{array}{cc}
A_{t} & 0 \\
0 & C_{t}-z^{4} B\left(A_{t}\right)^{-1} B^{t}
\end{array}\right) \quad \text { and } \quad\left(\begin{array}{cc}
A_{t} & 0 \\
0 & \left(C^{t}\right)_{t}-z^{4} B\left(A_{t}\right)^{-1} B^{t}
\end{array}\right)
$$

Suppose that $A$ is an $m \times m$ matrix. Let $\alpha(t) \in \mathbb{Q}(t)$ be the $(m, m)$ entry of $\left(A_{t}\right)^{-1}$ and recall that $B=(0 \mid b)$ for some single column $b$ with integral entries. It is easy to see that

$$
B\left(A_{t}\right)^{-1} B^{t}=\alpha(t) b b^{t}
$$

In particular, it is symmetric. For simplicity, let $E=C_{t}-z^{4} B\left(A_{t}\right)^{-1} B^{t}$. Then $E^{t}=\left(C^{t}\right)_{t}-z^{4} B\left(A_{t}\right)^{-1} B^{t}$ and we have that $V_{t}$ and $V_{t}^{*}$ are congruent to $A_{t} \oplus E$ and $A_{t} \oplus E^{t}$, respectively. The difference of Witt classes of $V_{t}$ and $V_{t}^{*}$ is given by

$$
\left(A_{t} \oplus E\right) \oplus-\left(A_{t} \oplus E^{t}\right)
$$

Since $A_{t} \oplus-A_{t}$ is Witt trivial, only $E \oplus-E^{t}$ contributes to the difference of Witt classes. Observe that $E$ is a nonsingular hermitian matrix since $A_{t} \oplus E$ and $A_{t}$ are. There is a nonsingular matrix $Q$ such that $F=\bar{Q}^{t} E Q$ is diagonal. This implies that $F=F^{t}=Q^{t} E^{t} \bar{Q}$. Using congruence by base change $Q \oplus \bar{Q}$, we see $E \oplus-E^{t}$ is congruent to $F \oplus-F$, which is Witt trivial. Thus, $V_{t}=V_{t}^{*}$ in $W(\mathbb{Q}(t))$ and $K$ and $K^{*}$ are algebraically concordant since $\mathscr{G} \rightarrow W(\mathbb{Q}(t))$ is injective.

## 9. Strongly positive amphicheiral knots

A knot $K$ is called strongly positive amphicheiral if it is invariant under an orien-tation-reversing involution of $S^{3}$ that preserves the orientation of $K$. This is easily seen to be equivalent to the statement that $K$, when viewed as a knot in $\mathbb{R}^{3} \subset S^{3}$, is isotopic to a knot, again denoted by $K$, that is invariant under the involution $\tau: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ given by $\tau(x)=-x$, where $x \in \mathbb{R}^{3}$.

Hartley and Kawauchi [1979] proved that if $K$ is strongly positive amphicheiral then $\Delta_{K}(t)=(F(t))^{2}$ for some Alexander polynomial $F$. Long [1984] proved that strongly positive amphicheiral knots are algebraically slice. Here we demonstrate that Long's theorem is in fact a corollary of the Hartley-Kawauchi theorem and the crossing change formula for the algebraic concordance class.

A bit of notation will be helpful: for a strongly amphicheiral knot that is invariant under the involution $\tau, \tau$ defines a pairing of the crossing points in a diagram of $K$. A paired crossing change on such a $K$ consists of changing both of a pair of crossings. Notice that since $\tau$ is orientation-reversing, the two crossings will be of opposite sign, so we denote the original knot $K_{+-}$and the knot formed by making the paired crossing changes $K_{-+}$.

Lemma 9.1. A sequence of paired crossing changes converts a strongly positive amphicheiral knot into the unknot.
Proof. Since an involution of $S^{1}$ cannot have one fixed point, $K$ misses the origin in $\mathbb{R}^{3}$ and thus projects to a knot $\bar{K}$ in the quotient $\mathbb{R}^{3}-\{0\} / \tau \equiv \mathbb{R} \mathbb{P}^{2} \times \mathbb{R}$. Since $\bar{K}$ lifts to a single component in the cover, it is homotopic to standard generator of $\pi_{1}\left(\mathbb{R P}^{2} \times \mathbb{R}\right)$, whose lift is an unknot in the cover. That homotopy can be carried out by a sequence of crossing changes, each of which lifts to a pair of crossing changes in the cover.
Theorem 9.2 [Long 1984]. A strongly positive amphicheiral knot is algebraically slice.

Proof. Let $K$ be the knot. By the previous lemma we need only show that $W_{t}\left(K_{+-}\right)-W_{t}\left(K_{-+}\right)$represents 0 in $W(\mathbb{Q}(t))$.

Working in the Witt group we can write

$$
W_{t}\left(K_{+-}\right)-W_{t}\left(K_{-+}\right)=\left(W_{t}\left(K_{+-}\right)-W_{t}\left(K_{--}\right)\right)-\left(W_{t}\left(K_{-+}\right)-W_{t}\left(K_{--}\right)\right)
$$

Applying Theorem 7.6, this is represented by the difference

$$
\left(\begin{array}{cr}
\Delta_{K_{+-}}(t) \Delta_{K_{--}}(t) & 0 \\
0 & -1
\end{array}\right) \oplus-\left(\begin{array}{cr}
\Delta_{K_{-+}}(t) \Delta_{K_{--}}(t) & 0 \\
0 & -1
\end{array}\right)
$$

Applying the Hartley-Kawauchi theorem, we write

$$
\Delta_{K_{+-}}(t)=F(t)^{2} \quad \text { and } \quad \Delta_{K_{-+}}(t)=G(t)^{2}
$$

and then cancel the $(-1)$ summands to arrive at the difference

$$
\left(\begin{array}{cc}
F(t)^{2} \Delta_{K_{--}}(t) & 0 \\
0 & -G(t)^{2} \Delta_{K_{--}}(t)
\end{array}\right)
$$

This form has a metabolizer generated by the vector $(G(t), F(t)) \in \mathbb{Q}(t)^{2}$, and hence it is trivial in the Witt group, as desired.

## 10. The Hartley-Kawauchi Theorem

Here we present a combinatorial proof of the theorem that for strongly positive amphicheiral knots the Alexander polynomial is a square of an Alexander polynomial. The proof also gives an alternative, though longer, route to Long's theorem than was given in the previous section. We begin by considering the existence of an equivariant Seifert surface for such a knot.

If Seifert's algorithm for constructing a Seifert surface is applied to a diagram for a strongly amphicheiral knot that is invariant under $\tau$, the resulting surface will be invariant. In addition, $\tau$ restricted to this surface is orientation-preserving since $\tau$ preserves the orientation of the knot that is the boundary of the surface.

However $\tau$ reverses the positive normal direction since it reverses the orientation of $R^{3}$. Thus:

Lemma 10.1. Let $K$ be a strongly positive amphicheiral knot with involution $\tau$. A Seifert surface $F$ of $K$ can be constructed so that $F$ is invariant under $\tau$ and its Seifert form $\theta$ satisfies

$$
\theta(\tau u, \tau v)=-\theta(v, u)
$$

for all $u, v \in H_{1}(F)$.
To understand the effect of crossing changes, we consider two figures. The first represents a portion of a symmetric diagram of a strongly amphicheiral knot, say $K_{+-}$:


The dot in center of the figure represents the origin in $\mathbb{R}^{3}$, the center of symmetry. For the knot $K_{-+}$the diagram will be the same, only a symmetric pair of crossing changes has been made. Thus, for $K_{-+}$the clasps pull apart, leaving a knot, denoted $K^{\prime}$, with diagram as follows:


Suppose that $K^{\prime}$ has an equivariant Seifert surface $F_{0}$ given by Seifert's algorithm and $H_{1}\left(F_{0}\right)$ has symplectic basis $w_{1}, \ldots, w_{r}$. Then an equivariant Seifert surface $F$ for $K_{+-}$is given by adding four bands to $F_{0}$. The basis for $H_{1}\left(F_{0}\right)$ can be naturally extended to symplectic one for $H_{1}(F), w_{1}, \ldots, w_{r}, x, y, \tau x, \tau y$, where $y$ has trivial Seifert pairing with all elements other than $x$ and itself, and $x$ has trivial Seifert pairing with $\tau y$.

Let $A$ be the Seifert matrix of $F_{0}$ with respect to $w_{1}, \ldots, w_{r}$ and let $T$ denote the matrix representing the action of $\tau$ on $H_{1}\left(F_{0}\right)$. Then Lemma 10.1 applied to $F_{0}$ can be rewritten in terms of matrices: $T^{t} A T=-A^{t}$. After hermitianizing and taking inverses, we have

$$
T\left(A_{t}\right)^{-1} T^{t}=-\left(A_{t}^{t}\right)^{-1}=\overline{-\left(A_{t}\right)^{-1}}
$$

To find the Seifert matrix for $F$ with respect to the basis above, a couple of things have to be clarified. First, note that

$$
\theta(x, \tau x)=-\theta(\tau \tau x, \tau x)=-\theta(x, \tau x)
$$

and hence $\theta(x, \tau x)=0$. Similarly, $\theta(\tau x, x)=0$. Next, let

$$
a=\left(\begin{array}{c}
\theta\left(w_{1}, x\right) \\
\vdots \\
\theta\left(w_{r}, x\right)
\end{array}\right) \quad \text { and } \quad T=\left(t_{i j}\right)_{1 \leq i, j \leq r}
$$

Then

$$
\begin{aligned}
\left(\begin{array}{c}
\theta\left(w_{1}, \tau x\right) \\
\vdots \\
\theta\left(w_{r}, \tau x\right)
\end{array}\right)=\left(\begin{array}{c}
-\theta\left(x, \tau w_{1}\right) \\
\vdots \\
-\theta\left(x, \tau w_{r}\right)
\end{array}\right) & =\left(\begin{array}{c}
-\sum_{j} t_{j 1} \theta\left(x, w_{j}\right) \\
\vdots \\
-\sum_{j} t_{j r} \theta\left(x, w_{j}\right)
\end{array}\right) \\
& =-T^{t}\left(\begin{array}{c}
\theta\left(x, w_{1}\right) \\
\vdots \\
\theta\left(x, w_{r}\right)
\end{array}\right)=-T^{t} a
\end{aligned}
$$

It follows readily that the Seifert matrix for $K_{+-}$is the $(r+4) \times(r+4)$ matrix

$$
V^{\epsilon}=\left(\begin{array}{ccccc}
A & a & 0 & -T^{t} a & 0 \\
a^{t} & b & 1 & 0 & 0 \\
0 & 0 & \epsilon & 0 & 0 \\
-a^{t} T & 0 & 0 & -b & 0 \\
0 & 0 & 0 & -1 & -\epsilon
\end{array}\right), \quad \text { where } \epsilon=-1
$$

Similarly, for $K_{-+}$the same matrix arise, only in this case $\epsilon=0$. After hermitianizing we get

$$
V_{t}^{\epsilon}=\left(\begin{array}{ccccc}
A_{t} & -z^{2} a & 0 & z^{2} T^{t} a & 0 \\
-z^{2} a^{t} & -z^{2} b & 1-t & 0 & 0 \\
0 & 1-\bar{t} & -z^{2} \epsilon & 0 & 0 \\
z^{2} a^{t} T & 0 & 0 & z^{2} b & -(1-\bar{t}) \\
0 & 0 & 0 & -(1-t) & z^{2} \epsilon
\end{array}\right)
$$

where $z=t^{-1 / 2}-t^{1 / 2}$. Let

$$
P=\left(\begin{array}{ccccc}
I & z^{2}\left(A_{t}\right)^{-1} a & 0 & -z^{2}\left(A_{t}\right)^{-1} T^{t} a & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{array}\right)
$$

Let $W_{t}^{\epsilon}=\bar{P}^{t} V_{t}^{\epsilon} P$. Then

$$
W_{t}^{\epsilon}=\left(\begin{array}{ccccc}
A_{t} & 0 & 0 & 0 & 0 \\
0 & -z^{2} b-z^{4} a^{t}\left(A_{t}\right)^{-1} a & 1-t & z^{4} a^{t}\left(A_{t}\right)^{-1} T^{t} a & 0 \\
0 & 1-\bar{t} & -z^{2} \epsilon & 0 & 0 \\
0 & z^{4} a^{t} T\left(A_{t}\right)^{-1} a & 0 & z^{2} b-z^{4} a^{t} T\left(A_{t}\right)^{-1} T^{t} a & -(1-\bar{t}) \\
0 & 0 & 0 & -(1-t) & z^{2} \epsilon
\end{array}\right)
$$

Let $c(t)=-z^{2} b-z^{4} a^{t}\left(A_{t}\right)^{-1} a$. Since $W_{t}^{\epsilon}$ is hermitian, $c(t)=\overline{c(t)}$. The $(1,1)-$ entry of the lower right $2 \times 2$ submatrix of $W_{t}^{\epsilon}$ is

$$
z^{2} b-z^{4} a^{t}\left(T\left(A_{t}\right)^{-1} T^{t}\right) a=\overline{z^{2} b+z^{4} a^{t}\left(A_{t}\right)^{-1} a}=\overline{-c(t)}=-c(t)
$$

Let $d(t)=z^{4} a^{t}\left(A_{t}\right)^{-1} T^{t} a$. Then the $1 \times 1$ matrix $d(t)$ is equal to its transpose

$$
z^{4} a^{t} T\left(A_{t}^{t}\right)^{-1} a=z^{4} a^{t} T\left(-T\left(A_{t}\right)^{-1} T^{t}\right) a=-z^{4} a^{t}\left(A_{t}\right)^{-1} T^{t} a=-d(t)
$$

and hence $d(t)=0$. Also, note that $z^{4} a^{t} T\left(A_{t}\right)^{-1} a=\overline{d(t)}=0$ since $W_{t}^{\epsilon}$ is hermitian.
Thus $V_{t}^{\epsilon}$ is congruent, by base change $P$, to

$$
A_{t} \oplus C \oplus-C^{t}
$$

where

$$
C=\left(\begin{array}{ll}
c(t) & 1-t \\
1-\bar{t} & -z^{2} \epsilon
\end{array}\right) .
$$

Since $\operatorname{det} P=1$,

$$
\Delta_{K_{+-}}=(c(t)+1)^{2} \frac{1}{z^{r}} \operatorname{det} A_{t}=(c(t)+1)^{2} \Delta_{K_{-+}}
$$

where $c(t)=c(\bar{t})$. This proves the Hartley-Kawauchi theorem.
Next, to prove Long's theorem, we will show that $V_{t}\left(K_{+-}\right), A_{t}$, and $V_{t}\left(K_{-+}\right)$ are all Witt-equivalent. It suffices to show that $C \oplus-C^{t}$ is Witt-trivial. Observe that $C$ is nonsingular and hermitian since $A_{t} \oplus C \oplus-C^{t}$ and $A_{t}$ are. There is a nonsingular matrix $Q$ such that $D=\bar{Q}^{t} C Q$ is diagonal. This implies that

$$
D=D^{t}=Q^{t} C^{t} \bar{Q}
$$

Using congruence by base change $Q \oplus \bar{Q}$, we see that $C \oplus-C^{t}$ is congruent to $D \oplus-D$, which is Witt trivial. Thus, $K_{+-}$and $K_{-+}$are algebraically concordant. This proves Long's theorem.
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# RATIONAL JET DEPENDENCE OF FORMAL EQUIVALENCES BETWEEN REAL-ANALYTIC HYPERSURFACES IN $\mathbb{C}^{2}$ 

R. Travis Kowalski

Let ( $M, p$ ) and ( $\hat{M}, \hat{p}$ ) be the germs of real-analytic 1-infinite type hypersurfaces in $\mathbb{C}^{2}$. We prove that any formal equivalence sending ( $M, p$ ) into ( $\hat{M}, \hat{p}$ ) is formally parametrized (and hence uniquely determined by) its jet at $p$ of a predetermined order depending only on ( $M, p$ ). As an application, we use this to examine the local formal transformation groups of such hypersurfaces.

## 1. Introduction

A formal (holomorphic) mapping $H:\left(\mathbb{C}^{2}, p\right) \rightarrow\left(\mathbb{C}^{2}, \hat{p}\right)$, with $p, \hat{p} \in \mathbb{C}^{2}$, is a $\mathbb{C}^{2}$-valued formal power series

$$
H(Z)=\hat{p}+\sum_{|\alpha| \geq 1} c_{\alpha}(Z-p)^{\alpha}, \quad c_{\alpha} \in \mathbb{C}^{2}, \quad Z=\left(Z_{1}, Z_{2}\right)
$$

The map $H$ is invertible if there exists a formal map $H^{-1}:\left(\mathbb{C}^{2}, \hat{p}\right) \rightarrow\left(\mathbb{C}^{2}, p\right)$ such that $H\left(H^{-1}(Z)\right) \equiv H^{-1}(H(Z)) \equiv Z$ as formal power series; equivalently, if the Jacobian of $H$ is nonvanishing at $p$. We denote by $J^{k}\left(\mathbb{C}^{2}, \mathbb{C}^{2}\right)_{p, \hat{p}}$ the jet space of order $k$ of (formal) holomorphic mappings $\left(\mathbb{C}^{2}, p\right) \rightarrow\left(\mathbb{C}^{2}, \hat{p}\right)$, and by $j_{p}^{k}(H) \in J^{k}\left(\mathbb{C}^{2}, \mathbb{C}^{2}\right)_{p, \hat{p}}$ the $k$-jet of $H$ at $p$. (See Section 2 for further details.)

Suppose that $(M, p)$ and $(\hat{M}, \hat{p})$ are (germs of) real-analytic hypersurfaces at $p$ and $\hat{p}$ respectively, given by the real-analytic, real-valued local defining functions $\rho(Z, \bar{Z})$ and $\hat{\rho}(Z, \bar{Z})$. The formal map $H$ is said to take $(M, p)$ into $(\hat{M}, \hat{p})$ if

$$
\hat{\rho}(H(Z), \overline{H(Z)}) \equiv c(Z, \bar{Z}) \rho(Z, \bar{Z})
$$

(in the sense of power series) for some formal power series $c(Z, \bar{Z})$; if in addition the formal map is invertible, it is called a formal equivalence between $(M, p)$ and ( $\hat{M}, \hat{p}$ ), and the germs themselves are called formally equivalent.

We wish to study the parametrization and finite determination of invertible formal holomorphic mappings of $\mathbb{C}^{2}$ taking one real-analytic hypersurface $M$ into

[^5]another. There is a great deal of literature on this if $M$ is assumed to be minimal at $p$, that is, if there is no complex hypersurface through $p$ in $\mathbb{C}^{2}$ contained in $M$; see the remarks at the end of this introduction. In the present paper, however, we shall assume that $M$ is not minimal at $p$, so that there exists a complex hypersurface $\Sigma \subset \mathbb{C}^{2}$ with $p \in \Sigma \subset M$. It is well known [Chern and Moser 1974; Baouendi et al. 1999b, Chapter IV] that for any real-analytic hypersurface $M \subset \mathbb{C}^{2}$ and point $p \in M$ (not necessarily minimal), there exist local holomorphic coordinates $(z, w) \in \mathbb{C} \times \mathbb{C}$, vanishing at $p$, such that $M$ is defined locally by the equation
$$
\operatorname{Im} w=\Theta(z, \bar{z}, \operatorname{Re} w)
$$
where $\Theta(z, \bar{z}, s)$ is a real-valued, real-analytic function such that
$$
\Theta(z, 0, s) \equiv \Theta(0, \bar{z}, s) \equiv 0
$$

Such coordinates are called normal coordinates for $M$ at $p$, and are not unique. $M$ is said to be of finite type at $p$ if $\Theta(z, \bar{z}, 0) \not \equiv 0$; otherwise $M$ is of infinite type at $p$. This definition is equivalent to being of finite type in the sense of [Kohn 1972] and [Bloom and Graham 1977]. For real-analytic hypersurfaces, it is also equivalent to minimality - indeed, if $M$ is of infinite type at $p$, then (in normal coordinates) $M$ contains the nontrivial complex hypersurface $\Sigma=\{w=0\}$. (For details see [Baouendi et al. 1999b, Chapter I], for example.)

In this paper, we shall focus our attention on 1-infinite type points $p$ of a realanalytic hypersurface $M \subset \mathbb{C}^{2}$, i.e., points at which the normal coordinates above satisfy the additional condition that $\Theta_{s}(z, \bar{z}, 0) \not \equiv 0$. (See Section 2 for precise definitions.) Our main result gives rational dependence of a formal equivalence between 1-infinite type hypersurfaces on its jet of a predetermined order.

Theorem 1.1. Let $M \subset \mathbb{C}^{2}$ be a real-analytic hypersurface, and suppose $p \in M$ is of 1-infinite type. There exists an integer $k$ such that, given any hypersurface $\hat{M} \subset \mathbb{C}^{2}$ with $(\hat{M}, \hat{p})$ formally equivalent to $(M, p)$, there exists a formal power series of the form

$$
\begin{equation*}
\Psi(Z ; \Lambda)=\sum_{\alpha} \frac{p_{\alpha}(\Lambda)}{q(\Lambda)^{\ell_{\alpha}}}(Z-p)^{\alpha} \tag{1}
\end{equation*}
$$

where $p_{\alpha}, q$ are (respectively) $\mathbb{C}^{2}$ - and $\mathbb{C}$-valued polynomials on the jet space $J^{k}\left(\mathbb{C}^{2}, \mathbb{C}^{2}\right)_{p, \hat{p}}$ and the $\ell_{\alpha}$ are nonnegative integers, such that any formal equivalence $H:(M, p) \rightarrow(\hat{M}, \hat{p})$ satisfies

$$
q\left(j_{p}^{k}(H)\right)=\operatorname{det}\left(\frac{\partial H}{\partial Z}(p)\right) \neq 0 \quad \text { and } \quad H(Z)=\Psi\left(Z ; j_{p}^{k}(H)\right)
$$

Our proof (presented in Section 5) will actually give a constructive process for determining such an $k$.

Theorem 1.1 has a number of applications. The first states that any formal equivalence between two germs of 1 -infinite type hypersurfaces $(M, p)$ and $(\hat{M}, \hat{p})$ is determined by finitely many derivatives at $p$.

Theorem 1.2. Let $(M, p)$ and $k$ be as in Theorem 1.1. If $H^{1}, H^{2}:(M, p) \rightarrow$ ( $\hat{M}, \hat{p}$ ) are formal equivalences and

$$
\frac{\partial^{|\alpha|} H^{1}}{\partial Z^{\alpha}}(p)=\frac{\partial^{|\alpha|} H^{2}}{\partial Z^{\alpha}}(p) \quad \text { for all }|\alpha| \leq k,
$$

then $H^{1}=H^{2}$ as power series.
Our second application deals with the structure of jets of formal equivalences in the jet space $J^{k}\left(\mathbb{C}^{2}, \mathbb{C}^{2}\right)_{p, \hat{p}}$, or rather in the submanifold $G^{k}\left(\mathbb{C}^{2}\right)_{p, \hat{p}}$ of jets of invertible maps taking $\left(\mathbb{C}^{2}, p\right)$ to $\left(\mathbb{C}^{2}, \hat{p}\right)$. We shall denote by $\mathscr{F}(M, p ; \hat{M}, \hat{p})$ the set of formal equivalences taking $(M, p)$ into $(\hat{M}, \hat{p})$.

Theorem 1.3. Let $(M, p)$ and $k$ be as in Theorem 1.1. Then for any (germ of a) real-analytic hypersurface $(\hat{M}, \hat{p})$ in $\mathbb{C}^{2}$, the mapping

$$
j_{p}^{k}: \mathscr{F}(M, p ; \hat{M}, \hat{p}) \rightarrow G^{k}\left(\mathbb{C}^{2}\right)_{p, \hat{p}}
$$

is an injection onto a real algebraic submanifold of $G^{k}\left(\mathbb{C}^{2}\right)_{p, \hat{p}}$.
Of special interest is the case $(\hat{M}, \hat{p})=(M, p)$, since $\mathscr{F}(M, p ; \hat{M}, \hat{p})$ becomes a group under composition, called the formal stability group of $M$ at $p$ and denoted by $\operatorname{Aut}(M, p)$. We shall denote by $G^{k}\left(\mathbb{C}^{2}\right)_{p}:=G^{k}\left(\mathbb{C}^{2}\right)_{p, p}$ the $k$-jet group of $\mathbb{C}^{2}$ at $p$. The following result is then a corollary of Theorem 1.3.

Theorem 1.4. Let $(M, p)$ and $k$ be as in Theorem 1.1. Then the mapping

$$
j_{p}^{k}: \operatorname{Aut}(M, p) \rightarrow G^{k}\left(\mathbb{C}^{2}\right)_{p}
$$

defines an injective group homomorphism onto a real algebraic Lie subgroup of $G^{k}\left(\mathbb{C}^{2}\right)_{p}$.

The study of the (formal) transformation groups of hypersurfaces in $\mathbb{C}^{N}$ has a long history. Its roots can be traced back to E. Cartan, who studied the structure of the local transformation groups of smooth Levi nondegenerate hypersurfaces in $\mathbb{C}^{2}$ in [Cartan 1932a; 1932b]. These results were later extended to higher dimensions by Chern and Moser in [Chern and Moser 1974], who also proved the finite determination of such equivalences by their 2-jets.

Further results about the transformation groups of various classes of finite type generic submanifolds of $\mathbb{C}^{N}$ have been obtained more recently by a number of mathematicians. Regarding the parametrization of transformation groups, we mention the work of Zaitsev [1997], and Baouendi, Ebenfelt, and Rothschild [Baouendi et al. 1999a], which presents modified versions of Theorems 1.2-1.4 valid for
smooth generic submanifolds $M, \hat{M}$ in $\mathbb{C}^{N}$ with $M$ of finite type and $\hat{M}$ finitely nondegenerate. Moreover, there exist a number of results concerning the finite determination of local equivalences addressed in Theorem 1.2. We mention the work of Baouendi, Mir, and Rothschild [Baouendi et al. 2002], which gives the best finite determination results to date for the general case of finite type submanifolds in $\mathbb{C}^{N}$, and Ebenfelt, Lamel, and Zaitsev [Ebenfelt et al. 2003], which addresses the case $\mathbb{C}^{2}$ specifically, proving that the local equivalences between any two nonflat real-analytic hypersurface are determined by a finite jet. The reader interested in other recent work on these problems is directed to the excellent survey articles [Rothschild 2003] and [Zaitsev 2002].

For the proofs of the four theorems above, it is convenient to work with formal mappings between formal real hypersurfaces. Hence, the results presented here will be reformulated and proved in this more general context. The following section presents the necessary preliminaries and definitions. In what follows, the distinguished points $p$ and $\hat{p}$ on $M$ and $\hat{M}$, respectively, will, for convenience and without loss of generality, be assumed to be 0 .

## 2. Preliminaries and basic definitions

Formal mappings and hypersurfaces. Let $X=\left(X_{1}, \ldots, X_{N}\right)$ be a $N$-tuple of indeterminates, and let $\mathscr{R}$ denote a commutative ring with unity. We define

- $\mathscr{R} \llbracket X \rrbracket:=$ the ring of formal power series in $X$ with coefficients in $\mathscr{R}$;
- $\mathscr{R}[X]:=$ the ring of polynomials in $X$ with coefficients $\mathscr{R}$.

For $\mathscr{R}=\mathbb{C}$, we shall also define

- $\mathbb{C}\{X\}:=$ the ring of convergent power series in $X$ with coefficients in $\mathbb{C}$;
- $\mathcal{O}_{\epsilon}(X):=$ the ring of power series in $X$ with coefficients in $\mathbb{C}$ that converge for $X_{j} \in \mathbb{C},\left|X_{j}\right|<\epsilon, 1 \leq j \leq N$.
We have canonical embeddings

$$
\mathbb{C}[X] \subset \mathbb{O}_{\epsilon}(X) \subset \mathbb{C}\{X\} \subset \mathbb{C} \llbracket X \rrbracket
$$

A power series $\rho \in \mathbb{C} \llbracket Z, \zeta \rrbracket$, where $Z=\left(Z_{1}, \ldots, Z_{N}\right)$ and $\zeta=\left(\zeta_{1}, \ldots, \zeta_{N}\right)$, is called real if $\rho(Z, \zeta)=\bar{\rho}(\zeta, Z)$, where $\bar{\rho}$ denotes the power series obtained by replacing the coefficients of $\rho$ by their complex conjugates. If, in addition, the power series $\rho$ satisfies the conditions

$$
\begin{equation*}
\rho(0)=0, \quad d \rho(0) \neq 0 \tag{2}
\end{equation*}
$$

we say that $\rho$ defines a formal real hypersurface $M$ of $\mathbb{C}^{N}$ through 0 , and we write

$$
M=\{\rho(Z, \bar{Z})=0\}
$$

and say that the pair $(M, 0)$ is a formal real hypersurface. The function $\rho$ is a formal defining function for $M$. The reader should observe that if $M$ is a formal real hypersurface in $\mathbb{C}^{N}$ with formal defining function $\rho$, then in general there is no actual point set $M \subset \mathbb{C}^{N}$.

Suppose that $\hat{\rho}$ is another formal power series (not necessarily real) satisfying conditions (2). If there exists a power series $a(Z, \zeta)$ (necessarily invertible at 0 ) such that

$$
\hat{\rho}(Z, \zeta)=a(Z, \zeta) \rho(Z, \zeta)
$$

then we say that $\hat{\rho}$ also defines the formal real hypersurface $M$, and again we write $M=\{\hat{\rho}(Z, \bar{Z})=0\}$.

By a formal mapping $H:\left(\mathbb{C}^{N}, 0\right) \rightarrow\left(\mathbb{C}^{N}, 0\right)$, denoted $H \in E\left(\mathbb{C}^{N}, \mathbb{C}^{N}\right)_{0,0}$, we shall mean an element $H \in \mathbb{C} \llbracket Z \rrbracket^{N}$ such that $H(0)=0$. We say $H$ is a formal change of coordinates if it is formally invertible, i.e., if there exists a formal map $H^{-1}:\left(\mathbb{C}^{N}, 0\right) \rightarrow\left(\mathbb{C}^{N}, 0\right)$ such that

$$
H\left(H^{-1}(Z)\right) \equiv H^{-1}(H(Z)) \equiv Z
$$

as formal power series. As noted in the introduction, $H$ is a formal change of coordinates in $\mathbb{C}^{N}$ if and only if its Jacobian at 0 is nonzero.

Given a formal change of coordinates $H$ in $\mathbb{C}^{N}$, we define its corresponding formal holomorphic change of variable by

$$
Z=H\left(Z^{\prime}\right), \quad \zeta=\bar{H}\left(\zeta^{\prime}\right)
$$

If $M=\{\rho(Z, \bar{Z})=0\}$ is a formal real hypersurface of $\mathbb{C}^{N}$, we say $M$ is expressed in the $Z^{\prime}$ coordinates by $\left\{\rho\left(H\left(Z^{\prime}\right), \overline{H\left(Z^{\prime}\right)}\right)=0\right\}$.

If $\hat{M}=\{\hat{\rho}(Z, \bar{Z})=0\}$ is another formal real hypersurface of $\mathbb{C}^{N}$, then a formal mapping $H \in E\left(\mathbb{C}^{N}, \mathbb{C}^{N}\right)_{0,0}$ is said to take $M$ into $\hat{M}$ if there exists a power series $c(Z, \zeta)$ (not necessarily invertible at 0 ) such that

$$
\hat{\rho}(H(Z), \bar{H}(\zeta))=c(Z, \zeta) \rho(Z, \zeta)
$$

In this situation we write as $H:(M, 0) \rightarrow(\hat{M}, 0)$. This definition is independent of the power series used to define $M$ and $\hat{M}$.

If $H:(M, 0) \rightarrow(\hat{M}, 0)$ is as above and $H$ is invertible, it follows that $H^{-1}$ takes $\hat{M}$ into $M$. In this case we say that $M$ and $\hat{M}$ are formally equivalent, and that $H$ is a formal equivalence between them, denoted $H \in \mathscr{F}(M, 0 ; \hat{M}, 0)$.

The motivation behind these definitions is the following. If the formal series $\rho$ defining the formal real hypersurface $M$ is actually convergent, then the equation $\rho(Z, \bar{Z})=0$ defines a real-analytic hypersurface $M$ of $\mathbb{C}^{N}$ passing through the origin. Moreover, if $H: \mathbb{C}^{N} \rightarrow \mathbb{C}^{N}$ is a holomorphic mapping with $H(0)=0$, and $M, \hat{M}$ are both real-analytic hypersurfaces of $\mathbb{C}^{N}$, then $H(M) \subset \hat{M}$ if and only if
the formal mapping $H$ maps the formal real hypersurface $M$ into the formal real hypersurface $\hat{M}$.

For each positive integer $k$, we denote by $J^{k}\left(\mathbb{C}^{N}, \mathbb{C}^{N}\right)_{0,0}$ the jet space of order $k$ of (formal) holomorphic mappings $\left(\mathbb{C}^{N}, 0\right) \rightarrow\left(\mathbb{C}^{N}, 0\right)$, and by $j_{0}^{k}: E\left(\mathbb{C}^{N}, \mathbb{C}^{N}\right) \rightarrow$ $J^{k}\left(\mathbb{C}^{N}, \mathbb{C}^{N}\right)_{0,0}$ the corresponding jet mapping taking a formal mapping $H$ to its $k$-jet at $0, j_{0}^{k}(H)$. We denote by $G^{k}\left(\mathbb{C}^{N}\right)_{0} \subset J^{k}\left(\mathbb{C}^{N}, \mathbb{C}^{N}\right)_{0,0}$ the collection of $k$-jets of invertible formal mappings of $\left(\mathbb{C}^{N}, 0\right)$ to itself.

Given coordinates $Z$ and $\hat{Z}$ on $\mathbb{C}^{N}$, we may identify the jet space $J^{k}\left(\mathbb{C}^{N}, \mathbb{C}^{N}\right)_{0,0}$ with the set of degree- $k$ polynomial mappings of $\left(\mathbb{C}^{N}, 0\right) \rightarrow\left(\mathbb{C}^{N}, 0\right)$. The coordinates on $J^{k}\left(\mathbb{C}^{N}, \mathbb{C}^{N}\right)_{0,0}$, which we denote by $\Lambda$, can then be taken to be the coefficients of these polynomials. Formal changes of coordinates in $\mathbb{C}^{N}$ yield polynomial changes of coordinates in $J^{k}\left(\mathbb{C}^{N}, \mathbb{C}^{N}\right)_{0,0}$.

If $M$ is a formal real hypersurface in $\mathbb{C}^{N}$, there is a formal change of coordinates $Z=(z, w) \in \mathbb{C} \llbracket z, w \rrbracket^{N}$ with $z=\left(z_{1}, \ldots, z_{N-1}\right)$, such that $M$, under the corresponding formal holomorphic change of variable $Z=Z(z, w), \zeta=\bar{Z}(\chi, \tau))$, is defined by

$$
\rho(z, w, \chi, \tau):=\left(\frac{w-\tau}{2 i}\right)-\Theta\left(z, \chi, \frac{w+\tau}{2}\right) \in \mathbb{C} \llbracket Z, \zeta \rrbracket,
$$

where $\Theta \in \mathbb{C} \llbracket z, \chi, s \rrbracket$ is real and satisfies $\Theta(z, 0, s)=\Theta(0, \chi, s)=0$. Such coordinates are called normal coordinates for $M$; see [Baouendi et al. 1999b, Chapter IV].

Using the formal Implicit Function Theorem to solve for $w$ above, we see that there exists a unique formal power series $Q \in \mathbb{C} \llbracket z, \chi, \tau \rrbracket$ with $Q(0,0,0)=0$ such that $\rho(z, Q(z, \chi, \tau), \chi, \tau) \equiv 0$; moreover, $Q$ is convergent whenever $\Theta$ is. This implies that there exists a power series $a(z, w, \chi, \tau)$, nonvanishing at 0 , such that $\rho(z, w, \chi, \tau)=a(z, w, \chi, \tau)(w-Q(z, \chi, \tau))$; whence we may write (abusing notation)

$$
\begin{equation*}
M=\left\{\left(\frac{w-\bar{w}}{2 i}\right)=\Theta\left(z, \bar{z}, \frac{w+\bar{w}}{2}\right)\right\}=\{w=Q(z, \bar{z}, \bar{w})\} \tag{3}
\end{equation*}
$$

Observe that the normality of the coordinates implies $Q(z, 0, \tau)=Q(0, \chi, \tau)=\tau$.
Given normal coordinates $Z=(z, w)$ for $M$ as above, define the numbers $m, r, L, K \in\{0,1,2, \ldots\} \cup\{\infty\}$ as follows. Set

$$
\begin{equation*}
m:=\sup \left\{q: \Theta_{s^{j}}(z, \chi, 0) \equiv 0 \text { for all } j<q\right\} \tag{4}
\end{equation*}
$$

If $m=\infty$ (i.e., if $\Theta \equiv 0$ ), then set $r=L=K=\infty$. Otherwise, set

$$
\begin{align*}
r:= & \sup \left\{q: \Theta_{z^{\alpha}} \chi^{\beta} s^{m}\right.  \tag{5}\\
L & :=\sup \left\{q: \Theta_{\chi^{\beta} s^{m}}(z, 0,0) \equiv 0 \text { for all }|\alpha|+|\beta|<q\right\}  \tag{6}\\
K:= & \sup \left\{q: \Theta_{z^{\alpha} \chi^{\beta} s^{m}}(0,0,0)=0 \text { for all }|\beta|<q\right\}  \tag{7}\\
& |\alpha|<q,|\beta|=L\}
\end{align*}
$$

We shall show in Theorem 2.1 that this 4-tuple of numbers is independent of the normal coordinates used to define them.

We say that $M$ is of finite type at 0 if $m=0$; otherwise $M$ is of infinite type at 0 . If we wish to emphasize the number $m \geq 1$, we shall say that $M$ is of $m$-infinite type at 0 if $m<\infty$, and is flat at 0 if $m=\infty$. We shall further say $M$ is of finite type $r$ at 0 if $m=0$, and is of $m$-infinite type $r$ at 0 if $1 \leq m<\infty$.

We conclude these definitions by stating a few known results concerning these numbers in the case when $M$ is a real-analytic hypersurface in $\mathbb{C}^{N}$. In this case, it is known that the pair $(m, r)$ is a biholomorphic invariant of $M$; see [Meylan 1995]. If $M$ is of infinite type at 0 , it contains a formal complex hypersurface $\Sigma$ passing through 0 . (In normal coordinates, we may take $\Sigma=\{w=0\}$.) In fact, $m>0$ is constant along the complex hypersurface $\Sigma \subset M$ through 0 . And while $r$ is not constant along $\Sigma$, there exists a proper, real-analytic subvariety $V \subset \Sigma$ outside of which all points are of $m$-infinite type 2 . See [Ebenfelt 2002] for details.

Statement of results. Our first result shows that the 4-tuple ( $m, r, L, K$ ) (and hence the notion of being $m$-infinite type $r$ at a point) is in fact a formal invariant of a hypersurface.
Theorem 2.1. Let $(M, 0)$ be a formal real hypersurface of $\mathbb{C}^{N}$. Then the numbers ( $m, r, L, K$ ) are independent of the choice of normal coordinates used to define them. Moreover, if $(\hat{M}, 0)$ is formally equivalent to $(M, 0)$ and has the corresponding 4-tuple $(\hat{m}, \hat{r}, \hat{L}, \hat{K})$, then $(m, r, L, K)=(\hat{m}, \hat{r}, \hat{L}, \hat{K})$.

We shall then focus on the case $N=2$ and $m=1$. We may now state the generalizations of Theorems 1.1 through 1.4 valid for formal real hypersurfaces. Our main result is the following.
Theorem 2.2. Let $(M, 0)$ be a formal real hypersurface in $\mathbb{C}^{2}$ of 1-infinite type. There exists an integer $k$ such that given any formal real hypersurface $(\hat{M}, 0)$ in $\mathbb{C}^{2}$ formally equivalent to $(M, 0)$, there exists a formal power series of the form

$$
\begin{equation*}
\Psi(Z ; \Lambda)=\sum_{\alpha} \frac{p_{\alpha}(\Lambda)}{q(\Lambda)^{\ell_{\alpha}}} Z^{\alpha} \tag{8}
\end{equation*}
$$

where $p_{\alpha}, q$ are (respectively) $\mathbb{C}^{2}$ - and $\mathbb{C}$-valued polynomials on the jet space $J^{k}\left(\mathbb{C}^{2}, \mathbb{C}^{2}\right)_{0,0}$ and the $\ell_{\alpha}$ are nonnegative integers, such that any formal equivalence $H \in \mathscr{F}(M, 0 ; \hat{M}, 0)$ satisfies

$$
q\left(j_{0}^{k}(H)\right)=\operatorname{det}\left(\frac{\partial H}{\partial Z}(0)\right) \neq 0, \quad H(Z)=\Psi\left(Z ; j_{0}^{k}(H)\right)
$$

It is clear from the remarks made in the previous section that Theorem 2.2 is a more general version of Theorem 1.1 from the introduction. As a consequence of this result, we have the following, from which Theorem 1.2 is derived.

Theorem 2.3. Let $(M, 0)$ be a formal real hypersurface in $\mathbb{C}^{2}$ of 1-infinite type, and let $k$ be the number described in Theorem 2.2. If $(\hat{M}, 0)$ is a formal hypersurface formally equivalent to $(M, 0)$, and $H^{1}, H^{2}:(M, 0) \rightarrow(\hat{M}, 0)$ are formal equivalences such that

$$
\frac{\partial^{|\alpha|} H^{1}}{\partial Z^{\alpha}}(0)=\frac{\partial^{|\alpha|} H^{2}}{\partial Z^{\alpha}}(0) \quad \text { for all }|\alpha| \leq k
$$

then $H^{1}=H^{2}$ as power series.
We shall then prove the following generalization of Theorem 1.4.
Theorem 2.4. Let $M$ and $k$ be as in Theorem 2.2. The mapping

$$
j_{0}^{k}: \operatorname{Aut}(M, 0) \rightarrow G^{k}\left(\mathbb{C}^{2}\right)_{0}
$$

defines an injective group homomorphism onto a real algebraic Lie subgroup of $G^{k}\left(\mathbb{C}^{2}\right)_{0}$.

The following generalization of Theorem 1.3 is a consequence of Theorem 2.4.
Theorem 2.5. Let $M$ and $k$ be as in Theorem 2.2. For any formal real hypersurface $\hat{M}$ in $\mathbb{C}^{2}$, the mapping

$$
j_{0}^{k}: \mathscr{F}(M, 0 ; \hat{M}, 0) \rightarrow J^{k}\left(\mathbb{C}^{2}\right)_{0}
$$

is an injection onto a real algebraic submanifold of $G^{k}\left(\mathbb{C}^{2}\right)_{0}$.

## 3. Formal invariance of type conditions

In this section, we shall prove Theorem 2.1, or rather a slightly sharper statement of which Theorem 2.1 is an immediate consequence:
Proposition 3.1. Let $(M, 0)$ be a formal real hypersurface in $\mathbb{C}^{N}$, given in normal coordinates $Z=(z, w)$ by Equation (3). Let $(\hat{M}, 0)$ be a formal real hypersurface in $\mathbb{C}^{N}$, given in normal coordinates $\hat{Z}=(\hat{z}, \hat{w})$ by the corresponding "hatted" defining functions:

$$
\hat{M}=\left\{\frac{\hat{w}-\overline{\hat{w}}}{2 i}=\hat{\Theta}\left(\hat{z}, \overline{\hat{z}}, \frac{\hat{w}+\overline{\hat{w}}}{2}\right)\right\}=\{\hat{w}=\hat{Q}(\hat{z}, \overline{\hat{z}}, \overline{\hat{w}})\} .
$$

Define as in Section 2 the 4-tuple ( $m, r, L, K$ ) for $M$ and the corresponding 4-tuple $(\hat{m}, \hat{r}, \hat{L}, \hat{K})$ for $\hat{M}$. If $M$ and $\hat{M}$ are formally equivalent, then $(m, r, L, K)=$ ( $\hat{m}, \hat{r}, \hat{L}, \hat{K}$ ).

We begin with a useful lemma concerning the form of formal mappings in normal coordinates. It is proved in the same way as [Baouendi et al. 1999b, Lemma 9.4.4].

Lemma 3.2. Let $M, \hat{M}$ be formal hypersurfaces in $\mathbb{C}^{N}$ through 0 , expressed in normal coordinates as in Proposition 3.1. If $H=(F, G):(M, 0) \rightarrow(\hat{M}, 0)$ is a formal mapping, then $G(z, w)=w g(z, w)$ for some $g \in \mathbb{C} \llbracket z, w \rrbracket$. Moreover, if $H$ is a formal equivalence, then $F(z, 0) \in \mathbb{C} \llbracket z \rrbracket^{N-1}$ is a formal equivalence, and $g(0,0) \neq 0$.

As a consequence of this lemma, we shall henceforth write formal equivalences (in suitable normal coordinates) as

$$
\begin{equation*}
H(z, w)=(f(z, w), w g(z, w)) \tag{9}
\end{equation*}
$$

with $f=\left(f^{1}, \ldots, f^{N-1}\right) \in \mathbb{C} \llbracket z, w \rrbracket^{N-1}$ satisfying det $f_{z}(0,0) \neq 0$ and $g \in$ $\mathbb{C} \llbracket z, w \rrbracket$ satisfying $g(0,0) \neq 0$. Observe that the condition that $H$ map $M$ formally into $\hat{M}$ may be written as

$$
\begin{equation*}
Q(z, \chi, \tau) g(z, Q(z, \chi, \tau)) \equiv \hat{Q}(f(z, Q(z, \chi, \tau)), \bar{f}(z, \chi), \tau \bar{g}(\chi, \tau)) \tag{10}
\end{equation*}
$$

Moreover, for convenience, we shall formally expand $f$ and $g$ as

$$
\begin{equation*}
f(z, w)=\sum_{n \geq 0} \frac{f_{n}(z)}{n!} w^{n}, \quad g(z, w)=\sum_{n \geq 0} \frac{g_{n}(z)}{n!} w^{n} . \tag{11}
\end{equation*}
$$

The main technical lemma in the proof of Proposition 3.1 is the following.
Lemma 3.3. Suppose $M, \hat{M}$ are formal hypersurfaces in $\mathbb{C}^{N}$ through 0 , expressed in normal coordinates as in Proposition 3.1, and assume that $H:(M, 0) \rightarrow(\hat{M}, 0)$ is a formal equivalence. Then for every $j \geq 0$, if

$$
\hat{Q}(\hat{z}, \hat{\chi}, 0) \equiv \hat{Q}_{\hat{\tau}}(\hat{z}, \hat{\chi}, 0)-1 \equiv \hat{Q}_{\hat{\tau}^{2}}(\hat{z}, \hat{\chi}, 0) \equiv \cdots \equiv \hat{Q}_{\hat{\tau}^{j}}(\hat{z}, \hat{\chi}, 0) \equiv 0
$$

then

$$
\begin{equation*}
Q(z, \chi, 0) \equiv Q_{\tau}(z, \chi, 0)-1 \equiv Q_{\tau^{2}}(z, \chi, 0) \equiv \cdots \equiv Q_{\tau^{j}}(z, \chi, 0) \equiv 0 \tag{12}
\end{equation*}
$$

Moreover, $g_{0}(z), g_{1}(z), \ldots, g_{j}(z)$ are all real constants (with $g_{0}(z)$ nonzero), and

$$
Q_{\tau^{j+1}}(z, \chi, 0) \equiv g(0)^{j} \hat{Q}_{\hat{\tau}^{j+1}}\left(f_{0}(z), \bar{f}_{0}(\chi), 0\right)
$$

To prove Lemma 3.3, we make use of two results. The first is a generalization of the Chain Rule due to Faa de Bruno; see [Range 1986], for example:
Lemma 3.4 (Faa de Bruno's Formula). Suppose that $f=\left(f_{1}, f_{2}, \ldots, f_{\ell}\right) \in \mathbb{C}^{\ell} \llbracket z \rrbracket$ with $z \in \mathbb{C}$ and $f(0)=0$, and suppose $h\left(z_{1}, z_{2}, \ldots, z_{\ell}\right) \in \mathbb{C} \llbracket z_{1}, z_{2}, \ldots, z_{\ell} \rrbracket$. Then

$$
\frac{\partial^{v}}{\partial z^{v}}\{h(f(z))\}=\sum_{\substack{\left[\alpha^{1}\right]+\left[\alpha^{2}\right]+\cdots \\+\left[\alpha^{\ell}\right]=v}} \frac{v!h_{z_{1} 1^{\left|\alpha^{1}\right|}\left|z_{2}\right| \alpha^{2}\left|\ldots z^{\left|\alpha^{\alpha}\right|}\right|}(f(z))}{\alpha^{1}!\alpha^{2}!\cdots \alpha^{\ell}!} \prod_{\substack{1 \leq q \leq v \\ 1 \leq p \leq \ell}}\left(\frac{f_{p}^{(q)}(z)}{q!}\right)^{\alpha_{q}^{p}},
$$

where each $\alpha^{p}=\left(\alpha_{1}^{p}, \ldots, \alpha_{v}^{p}\right)$ denotes an $v$-dimensional multi-index, and

$$
\left|\alpha^{p}\right|=\sum_{q=1}^{v} \alpha_{q}^{p}, \quad\left[\alpha^{p}\right]=\sum_{q=1}^{v} q \alpha_{q}^{p}, \quad \alpha^{p}!=\prod_{q=1}^{v}\left(\alpha_{q}^{p}\right)!
$$

The proof is a routine induction, and is left to the reader. The other result we shall need gives a second characterization of the number $m$ :

Proposition 3.5 [Baouendi and Rothschild 1991, Proposition 1.7]. Let $M, m, \Theta$, and $Q$ be as above. Then

$$
m=\sup \left\{q:\left.\frac{\partial^{j}}{\partial \tau^{j}}\{Q(z, \chi, \tau)-\tau\}\right|_{\tau=0} \equiv 0 \text { for all } j<q\right\}
$$

Furthermore,

$$
Q_{\tau^{m}}(z, \chi, 0)= \begin{cases}\frac{1+i \Theta_{s}(z, \chi, 0)}{1-i \Theta_{s}(z, \chi, 0)} & \text { if } m=1 \\ 2 i \Theta_{s^{m}}(z, \chi, 0) & \text { if } 2 \leq m<\infty\end{cases}
$$

Proof of Lemma 3.3. Differentiating identity (10) $v$ times in $\tau$, setting $\tau=0$, and canceling $v$ ! from both sides yields the identity
(13) $\sum_{k+[\xi]=v} \frac{g_{|\xi|}(z) Q_{\tau^{k}}(z, \chi, 0)}{k!\xi!} \prod_{p=1}^{v}\left(\frac{Q_{\tau^{p}}(z, \chi, 0)}{p!}\right)^{\xi_{p}}$
$\equiv \sum_{\substack{\left[\alpha^{1}\right]+\cdots+\left[\alpha^{n}\right]+\left[\beta^{1}\right]+\cdots \\ \cdots+\left[\beta^{n}\right]+[\gamma]=v}} \frac{\hat{Q}_{\hat{z}^{\left(\left|\alpha^{1}\right|, \ldots,\left|\alpha^{n}\right|\right)} \hat{\chi}^{\left(\left|\beta^{1}\right| \ldots, \beta^{n} \mid\right)} \hat{\hat{\imath}}^{|\gamma|}( }\left(f_{0}(z), \bar{f}_{0}(\chi), 0\right)}{\alpha^{1}!\cdots \alpha^{n}!\beta^{1}!\cdots \beta^{n}!\gamma!}$

$$
\times \prod_{\substack{1 \leq q \leq v \\ 1 \leq u \leq n}}\left(\sum_{[\eta]=q} \frac{f_{|\eta \eta|}^{u}(z)}{\eta!} \prod_{r=1}^{q}\left(\frac{Q_{\tau^{r}}(z, \chi, 0)}{r!}\right)^{\eta_{r}}\right)^{\alpha_{q}^{u}}\left(\frac{\overline{f_{q}^{u}}(\chi)}{q!}\right)^{\beta_{q}^{u}}\left(\frac{\overline{g_{q-1}}(\chi)}{(q-1)!}\right)^{\gamma_{q}}
$$

We now proceed by induction. For $j=0$, we assume only that $\hat{Q}(\hat{z}, \hat{\chi}, 0) \equiv 0$. Setting $\tau=0$ in identity (10), we find

$$
Q(z, \chi, 0) g(z, Q(z, \chi, 0)) \equiv \hat{Q}\left(f_{0}(z), \bar{f}_{0}(\chi), 0\right)=0
$$

Since $g(z, Q(z, \chi, 0))$ does not vanish at $z=\chi=0$, we conclude $Q(z, \chi, 0) \equiv 0$.
Applying the $v=1$ case of identity (13), we find

$$
Q_{\tau}(z, \chi, 0) g_{0}(z) \equiv \hat{Q}_{\hat{\tau}}\left(f_{0}(z), \bar{f}_{0}(\chi), 0\right) \bar{g}_{0}(\chi)
$$

Setting $\chi=0$ yields $g_{0}(z) \equiv \bar{g}_{0}(0)=\overline{g_{0}(0)}$, whence $g_{0}(z)$ is a real constant $r$, and since $H$ is invertible, $r \neq 0$ necessarily. Dividing $g_{n}(z)=\bar{g}_{0}(\chi)=r \neq 0$ from both
sides of the identity above yields

$$
Q_{\tau}(z, \chi, 0) \equiv \hat{Q}_{\hat{\tau}}\left(f_{0}(z), \bar{f}_{0}(\chi), 0\right)
$$

which proves the $j=0$ case.
Now, assume that the lemma holds for some $j-1 \geq 0$; we shall prove it for $j$. Suppose that (12) holds. By induction, we know that

$$
Q(z, \chi, 0) \equiv Q_{\tau}(z, \chi, 0)-1 \equiv Q_{\tau^{2}}(z, \chi, 0) \equiv \cdots \equiv Q_{\tau^{j-1}}(z, \chi, 0) \equiv 0
$$

that $g_{0}, g_{1}, \ldots, g_{j-1}$ are constant functions, and that

$$
Q_{\tau^{j}}(z, \chi, 0) \equiv r^{j-1} \hat{Q}_{\hat{\tau}^{j}}\left(f_{0}(z), \bar{f}_{0}(\chi), 0\right)
$$

In the $j=1$ case, this implies $Q_{\tau}(z, \chi, 0) \equiv 1$; otherwise it implies $Q_{\tau^{j}}(z, \chi, 0) \equiv$ 0 , as desired.

Substituting these values into identity (13) (with $v=j+1$ ), we obtain

$$
r Q_{\tau^{j+1}}(z, \chi, 0)+(j+1) g_{j}(z) \equiv r^{j+1} \hat{Q}_{\hat{\tau}^{j+1}}\left(f_{0}(z), \bar{f}_{0}(\chi), 0\right)+(j+1) \bar{g}_{j}(\chi)
$$

Setting $\chi=0$ yields

$$
(j+1) g_{j}(z)=(j+1) \bar{g}_{j}(0)=(j+1) \overline{g_{j}(0)}
$$

so $g_{j}(z)$ is a real constant. Subtracting $(j+1) g_{j}(z)$ from both sides and dividing by $r \neq 0$ completes the induction.
Corollary 3.6. Let $M, \hat{M}$ be formal real submanifolds of $\mathbb{C}^{N}$ through 0 , given in normal coordinates as in Proposition 3.1. Define $m$ for $M$ and the corresponding $\hat{m}$ for $\hat{M}$. If $M$ and $\hat{M}$ are formally equivalent, then $m=\hat{m}$.
Proof. Lemma 3.3 implies $m \geq \hat{m}$. Then reverse the roles of $M$ and $\hat{M}$.
We shall be primarily interested in formal real hypersurfaces which are of infinite type, but nonflat, at 0 . That is, formal hypersurfaces of $m$-infinite type for some positive integer $m$. In this case, Corollary 3.6 may be strengthened as follows.
Proposition 3.7. If $M$ is of m-infinite type at 0 and $H \in \mathscr{F}(M, 0 ; \hat{M}, 0)$, then $\hat{M}$ is of m-infinite type at $0, g_{0}, g_{1}, \ldots, g_{m-1}$ are constant, and

$$
0 \not \equiv \Theta_{s^{m}}(z, \chi, 0) \equiv g_{0}(0)^{m-1} \hat{\Theta}_{\hat{s}^{m}}\left(f_{0}(z), \bar{f}_{0}(\chi), 0\right)
$$

Proof. Put together Lemma 3.3, Corollary 3.6, and Proposition 3.5.
We now have the necessary ingredients to prove Proposition 3.1.
Proof of Proposition 3.1. We have seen that $m=\hat{m}$. If the hypersurfaces are of finite type, then it is well known that the triple $(r, L, K)$ is a formal invariant. (An outline of the proof that $r$ is a formal invariant, for example, may be found in
[Baouendi et al. 1999b, Chapter I].) Similarly, $r=\infty$ if and only if $m=\hat{m}=\infty$, which in turn holds if and only if $\hat{r}=\infty$; and likewise if $L=\infty$ or $K=\infty$. Hence, it suffices to assume that all the numbers in question are positive integers. By Proposition 3.7, we have

$$
0 \not \equiv \Theta_{s^{m}}(z, \chi, 0) \equiv g_{0}(0)^{m-1} \hat{\Theta}_{\hat{S}^{m}}\left(f_{0}(z), \bar{f}_{0}(\chi), 0\right)
$$

A straightforward induction using Faa de Bruno's formula implies that for any multi-indices $\alpha$ and $\beta$,

$$
\begin{aligned}
& \Theta_{z^{\alpha} \chi^{\beta} s^{m}}(z, \chi, 0)=g_{0}(0)^{m-1} \sum_{\substack{|\mu| \leq|\alpha| \\
|\nu| \leq|\beta|}} \hat{\Theta}_{\hat{z}^{\mu} \hat{\chi}^{\nu} \hat{s}^{m}}\left(f_{0}(z), \bar{f}_{0}(\chi), 0\right) \\
& \times P_{\mu \nu}^{\alpha \beta}\left(\left(\left(f_{0}^{u}\right)_{z^{\gamma}}(z)\right)_{|\gamma| \leq|\mu|},\left(\left(\bar{f}_{0}^{u}\right)_{\chi^{\delta}}(\chi)\right)_{|\delta| \leq|\nu|}\right)
\end{aligned}
$$

where each $P_{\mu \nu}^{\alpha \beta}$ is a polynomial in its arguments.
This implies that $\Theta_{z^{\alpha}} \chi^{\beta} s^{m}(0,0,0)=0$ whenever $|\alpha|+|\beta|<\hat{r}$, whence $r \geq \hat{r}$ necessarily. Reversing the roles of $M$ and $\hat{M}$ yields $r=\hat{r}$. Similarly, the equality of $r$ and $\hat{r}$ then implies that $\Theta_{\chi^{\beta} s^{m}}(z, 0,0) \equiv 0$ whenever $|\beta|<\hat{L}$, whence $L \geq \hat{L}$; reversing the roles of the formal hypersurfaces establishes equality. The proof that $K=\hat{K}$ is similar, and is left to the reader.

## 4. The 1 -infinite type case in $\mathbb{C}^{2}$

Notation and results. From now on we deal only with formal real hypersurfaces of $\mathbb{C}^{2}$, and in particular those hypersurfaces that are of 1-infinite type at 0 . Suppose that $M$ is such a formal hypersurface. We shall write $M$ in normal coordinates $Z=(z, w)$ as in (3). Since $M$ is of 1-infinite type, this implies that we can write $Q(z, \chi, \tau)=\tau S(z, \chi, \tau)$ for some $S \in \mathbb{C} \llbracket z, \chi, \tau \rrbracket$, so that

$$
\begin{equation*}
M=\left\{\left(\frac{w-\bar{w}}{2 i}\right)=\Theta\left(z, \bar{z}, \frac{w+\bar{w}}{2}\right)\right\}=\{w=\bar{w} S(z, \bar{z}, \bar{w})\} \tag{14}
\end{equation*}
$$

For convenience, we shall write

$$
\begin{equation*}
\theta(z, \chi)=\sum_{j=0}^{\infty} \frac{\theta_{j}(z)}{j!} \chi^{j}:=\Theta_{s}(z, \chi, 0) \not \equiv 0 \tag{15}
\end{equation*}
$$

Observe that $\theta_{j}(z) \equiv 0$ if $j<L$ and $\theta_{L}^{(j)}(0)=0$ if $j<K$, where $L, K$ are defined by equations (6) and (7). It will be useful for later computations to observe that Proposition 3.5 implies

$$
\begin{equation*}
S(z, \chi, 0)=\frac{1+i \theta(z, \chi)}{1-i \theta(z, \chi)} \tag{16}
\end{equation*}
$$

whence repeated differentiation in $\chi$ yields

$$
S_{\chi^{j}}(z, 0,0)= \begin{cases}1 & \text { if } j=0  \tag{17}\\ 0 & \text { if } 1 \leq j \leq L-1, \\ 2 i \theta_{L}(z) & \text { if } j=L \\ 2 i \theta_{L+1}(z)-4 \theta_{1}(z)^{2} & \text { if } j=L+1\end{cases}
$$

We now define a new, rather technical, invariant for 1-infinite type hypersurfaces. Letting $\delta_{k}^{j}$ denote the Kronecker delta function, we define the number $T \in\{0,1\}$ by

$$
\begin{equation*}
T:=\prod_{q=0}^{K-2} \delta_{\theta_{L+1}^{(q)}(0)}^{0} \tag{18}
\end{equation*}
$$

That is, $T=1$ if and only if $\theta_{L+1}(z)=O\left(|z|^{K-1}\right)$; by means similar to the proofs for the numbers $r, L$, and $K$, it can be shown that $T$ is a formal invariant. Details are left to the reader.

Now assume that $\hat{M}$ is a formal real hypersurface of $\mathbb{C}^{2}$ that is formally equivalent to $M$, and write it in normal coordinates $\hat{Z}=(\hat{z}, \hat{w})$ as

$$
\begin{equation*}
\hat{M}=\left\{\frac{\hat{w}-\overline{\hat{w}}}{2 i}=\hat{\Theta}\left(\hat{z}, \overline{\hat{z}}, \frac{\hat{w}+\overline{\hat{w}}}{2}\right)\right\}=\{\hat{w}=\overline{\hat{w}} \hat{S}(\hat{z}, \overline{\hat{z}}, \overline{\hat{w}})\} \tag{19}
\end{equation*}
$$

We write $\hat{\theta}(\hat{z}, \hat{\chi}):=\hat{\Theta}_{\hat{s}}(\hat{z}, \hat{\chi}, 0)$ as above.
If $H:(M, 0) \rightarrow(\hat{M}, 0)$ is a formal equivalence, Lemma 3.2 implies that $H(z, w)$ is of the form given by (9), with $f, g \in \mathbb{C} \llbracket z, w \rrbracket$ and $f_{z}(0,0) g(0,0) \neq 0$. Observe that identity (10) can be rewritten (after canceling an extra $\tau$ from both sides) as

$$
\begin{align*}
& S(z, \chi, \tau) g(z, \tau S(z, \chi, \tau))  \tag{20}\\
& \quad \equiv \bar{g}(\chi, \tau) \hat{S}(f(z, \tau S(z, \chi, \tau)), \bar{f}(z, \chi), \tau \bar{g}(\chi, \tau))
\end{align*}
$$

We shall continue to use the formal Taylor expansions of $f$ and $g$ in $w$ given by equation (11), and shall write

$$
\begin{equation*}
f_{n}(z):=\sum_{k \geq 0} \frac{1}{k!} \overline{a_{n}^{k}} z^{k}, \quad g_{n}(z):=\sum_{k \geq 0} \frac{1}{k!} \overline{b_{n}^{k}} z^{k}, \tag{21}
\end{equation*}
$$

where the bar denotes complex conjugation. Note that, in particular, $a_{0}^{0}=0, a_{0}^{1} \neq 0$, and $b_{0}^{0}=\overline{b_{0}^{0}} \neq 0$.

Finally, for $n \geq 0$, define the formal rational mapping $\Upsilon^{n}:\left(\mathbb{C}^{2}, 0\right) \rightarrow\left(\mathbb{C}^{4}, 0\right)$ by

$$
\begin{aligned}
& \begin{array}{r}
\Upsilon_{1}^{n}(z, \chi):=K \frac{\theta_{L}(z)}{\theta_{L}^{\prime}(z)}\left(\frac{1+i \theta(z, \chi)}{1-i \theta(z, \chi)}\right)^{n} \theta_{z}(z, \chi)-L \frac{\bar{\theta}_{L}(\chi)}{\bar{\theta}_{L}^{\prime}(\chi)} \theta_{\chi}(z, \chi), \\
\begin{array}{r}
\Upsilon_{2}^{n}(z, \chi):=\left(1+\theta(z, \chi)^{2}\right)\left(\left(\frac{1+i \theta(z, \chi)}{1-i \theta(z, \chi)}\right)^{n}-1\right)-2 i n \frac{\bar{\theta}_{L}(\chi)}{\bar{\theta}_{L}^{\prime}(\chi)} \theta_{\chi}(z, \chi), \\
\begin{array}{r}
3
\end{array} n(z, \chi):=\delta_{L}^{1} \delta_{T}^{1}\left(\delta_{K}^{1} \theta_{1}^{(L)}(0) \frac{\theta_{\chi}(z, \chi, 0)}{\bar{\theta}_{1}^{\prime}(\chi)}\right. \\
\\
\quad+\frac{\theta_{1}^{(K)}(0) \theta_{2}^{(K)}(0)-\theta_{1}^{(K+1)}(0) \theta_{2}^{(K-1)}(0)}{K \theta_{1}^{(K)}(0)^{2}} \frac{\bar{\theta}_{1}(\chi)}{\bar{\theta}_{1}^{\prime}(\chi)} \theta_{\chi}(z, \chi)
\end{array} \\
\quad-\left(\frac{1+i \theta(z, \chi)}{1-i \theta(z, \chi)}\right)^{n}\left(\theta_{1}(z)\left(1+\theta(z, \chi)^{2}\right)+\left(\frac{\theta_{2}(z)}{\theta_{1}^{\prime}(z)}-2 i n \frac{\theta_{1}(z)^{2}}{\theta_{1}^{\prime}(z)}\right) \theta_{z}(z, \chi)\right) \\
\left.\quad+\frac{\theta_{2}^{(K-1)}(0)}{\theta_{1}^{(K)}(0)}\left(\bar{\theta}_{1}(\chi)\left(1+\theta(z, \chi)^{2}\right)+\left(\frac{\bar{\theta}_{2}(\chi)}{\bar{\theta}_{1}^{\prime}(\chi)}+2 i n \frac{\bar{\theta}_{1}(\chi)^{2}}{\bar{\theta}_{1}^{\prime}(\chi)}\right) \theta_{\chi}(z, \chi)\right)\right), \\
\Upsilon_{4}^{n}(z, \chi):=\delta_{K}^{1}\left(\frac{\bar{\theta}_{1}(\chi)}{\theta_{1}^{\prime}(0)}\left(1+\theta(z, \chi)^{2}\right)-\frac{\theta_{z}(z, \chi)}{\theta_{1}^{\prime}(z)}\left(\frac{1+i \theta(z, \chi)}{1-i \theta(z, \chi)}\right)^{n}\right. \\
\left.\quad+\frac{\theta_{\chi}(z, \chi)}{\theta_{1}^{\prime}(0)}\left(2 i n \frac{\bar{\theta}_{1}(\chi)^{2}}{\bar{\theta}_{1}^{\prime}(\chi)}+\frac{\bar{\theta}_{2}(\chi)}{\bar{\theta}_{1}^{\prime}(\chi)}-\frac{\theta_{1}^{\prime \prime}(0)}{\theta_{1}^{\prime}(0)} \frac{\bar{\theta}_{1}(\chi)}{\bar{\theta}_{1}^{\prime}(\chi)}\right)\right),
\end{array}
\end{aligned}
$$

where the $\theta_{j}$ are defined by (15). We shall prove in the next section that these four equations actually define formal power series in $(z, \chi)$, rather than quotients of formal power series.

Observe that the formal mapping $\Upsilon^{n}$ depends on the choice of normal coordinates $Z=(z, w)$ for the formal hypersurface $M$.

We are now able to state the main technical result of the paper, which may be viewed as a sharper version of Theorem 2.2, but with conjugated derivatives.
Theorem 4.1. Let $(M, 0)$ be a formal real hypersurface in $\mathbb{C}^{2}$ which is of 1-infinite type, given in normal coordinates $Z=(z, w)$ by equation (14). Define $\Upsilon^{n}(z, \chi)$ as immediately above. For each $n \in \mathbb{N}$, define the complex vector space

$$
\begin{equation*}
\mathscr{G}^{n}(M):=\operatorname{span}_{\mathbb{C}}\left\{v_{s, t}^{n}:=\Upsilon_{z^{s} \chi^{t}}^{n}(0,0): s, t \in \mathbb{N}\right\} \subset \mathbb{C}^{4} \tag{22}
\end{equation*}
$$

Then the dimension of the vector space $\mathscr{V}^{n}(M)$ is a formal invariant for each $n$, and the invariant set of integers

$$
\begin{equation*}
\mathscr{D}(M):=\left\{n \in \mathbb{N}: \operatorname{dim}_{\mathbb{C}} \mathscr{V}^{n}(M)<2+\delta_{K}^{1}+\delta_{L}^{1} \delta_{T}^{1}\right\} \tag{23}
\end{equation*}
$$

is always finite.
Furthermore, given a formal real hypersurface $(\hat{M}, 0)$ in $\mathbb{C}^{2}$ formally equivalent to $(M, 0)$, normal coordinates $\hat{Z}=(\hat{z}, \hat{w})$ for $\hat{M}$, and $n \in \mathbb{N}$, there exists a formal power series $\mathscr{A}_{n}(z ; \Delta, \Lambda) \in \mathbb{C}[\Delta, \Lambda] \llbracket z \|^{2}$, with $(z, \Delta, \Lambda) \in \mathbb{C} \times \mathbb{C} \times \mathbb{C}^{4|\mathscr{D}(M)|}$, such that

$$
\left(f_{n}(z), g_{n}(z)\right) \equiv \mathscr{A}_{n}\left(z ; \frac{1}{a_{0}^{1} b_{0}^{0}},\left(a_{j}^{0}, b_{j}^{0}, a_{j}^{1}, b_{j}^{1}\right)_{j \in \mathscr{D}(M)}\right)
$$

for any $H \in \mathscr{F}(M, 0 ; \hat{M}, 0)$.
Moreover, if $M$ and $\hat{M}$ are convergent, there exists an $\epsilon>0$ such that the map

$$
z \mapsto \mathscr{A}_{n}\left(z ; \frac{1}{a_{0}^{1} b_{0}^{0}},\left(a_{j}^{0}, b_{j}^{0}, a_{j}^{1}, b_{j}^{1}\right)_{j \in \mathscr{T}(M)}\right)
$$

lies in $\mathbb{O}_{\epsilon}(z)^{2}$ for every $H \in \mathscr{F}(M, 0 ; \hat{M}, 0)$ and every $n \in \mathbb{N}$.
Examples. We now use Theorem 4.1 and Proposition 3.7 to calculate the formal transformation groups of various 1-infinite type hypersurfaces.

Example 4.2. Consider the family of 1-infinite type hypersurfaces

$$
M_{c}^{j}:=\left\{(z, w): \operatorname{Im} w=c \operatorname{Re} w|z|^{2 j}\right\}, \quad c \in \mathbb{R} \backslash\{0\}, \quad j \geq 1
$$

Observe that $L=K=j, T=1$, and $\theta(z, \chi)=c z \chi$. If $n>0$, it can be shown that $\left\{v_{2 j, 2 j}^{n}, v_{3 j, 3 j}^{n}\right\}$ is a basis for $\mathscr{V}^{n}\left(M_{c}^{j}\right)$ if $j \geq 2$, and that adding the vectors $\left\{v_{2,3}^{n}, v_{3,2}^{n}\right\}$ extends this to a basis for $\mathscr{V}^{n}\left(M_{c}^{1}\right)$. Hence, in any case, we have $\mathscr{D}\left(M_{c}^{j}\right)=\{0\}$, so any formal equivalence with source $M_{c}^{j}$ is determined by $\left(a_{0}^{1}, b_{0}^{0}\right)$.

Applying Proposition 3.7 with $M=\hat{M}=M_{c}^{j}$ implies $f_{0}(z)=\varepsilon z$ for some $\varepsilon \in \mathbb{C}$ with $|\varepsilon|=1$. It thus follows that

$$
\operatorname{Aut}\left(M_{c}^{j}, 0\right)=\{(z, w) \mapsto(\varepsilon z, r w): \varepsilon \in \mathbb{C},|\varepsilon|=1, r \in \mathbb{R} \backslash\{0\}\}
$$

In particular, every formal automorphism converges.
Observe that for $j \neq k$, the hypersurfaces $M_{c}^{j}$ and $M_{b}^{k}$ are not formally equivalent (Theorem 2.1). On the other hand, $M_{c}^{j}$ and $M_{b}^{j}$ are formally equivalent if and only if $c / b>0$. In this case, applying Proposition 3.7 implies that $f_{0}(z)=\alpha z$ for some $\alpha \in \mathbb{C}$ of modulus $(c / b)^{1 / 2 j}$. It thus follows that

$$
\mathscr{F}\left(M_{c}^{j}, 0 ; M_{b}^{j}, 0\right)=\left\{(z, w) \mapsto\left(\frac{c}{b}\right)^{1 / 2 j}(\varepsilon z, r w): \varepsilon \in \mathbb{C},|\varepsilon|=1, r \in \mathbb{R} \backslash\{0\}\right\}
$$

Hence, the hypersurfaces $M_{c}^{j}$ are formally equivalent if and only if they are biholomorphically equivalent if and only if $b$ and $c$ have the same sign.

Example 4.3. Consider the family of 1-infinite type hypersurfaces

$$
N_{b}^{j}:=\left\{(z, w): \operatorname{Im} w=2 \operatorname{Re} w \operatorname{Re}\left(b z \bar{z}^{j}\right)\right\}, \quad b \in \mathbb{C} \backslash\{0\}, j \geq 2
$$

Note $L=1, K=j$, and $\theta(z, \chi)=b z \chi^{j}+\bar{b} z^{j} \chi$. If $n>0$, it can be shown that $\left\{v_{2,2}^{n}, v_{3,2}^{n}, v_{3,3}^{n}\right\}$ forms a basis for $\mathscr{V}^{n}\left(N_{b}^{j}\right)$, so we again conclude that $\mathscr{D}\left(N_{b}^{j}\right)=\{0\}$. Hence, every formal equivalence $H$ with source $N_{b}^{j}$ is determined by the values $a_{0}^{1}$ and $b_{0}^{0}$.

Now, Proposition 3.7 applied to the case $M=\hat{M}=N_{b}^{j}$ implies that $a_{0}^{1}$ is a $(j-1)$-th root of unity and that $f_{0}(z)=z / a_{0}^{1}$. We conclude that

$$
\operatorname{Aut}\left(N_{b}^{j}, 0\right)=\left\{(z, w) \mapsto(\varepsilon z, r w): \varepsilon \in \mathbb{C}, \varepsilon^{j-1}=1, r \in \mathbb{R} \backslash\{0\}\right\}
$$

Note that every formal automorphism converges.
Example 4.4. Consider the hypersurface

$$
M:=\left\{(z, w): \operatorname{Im} w=\frac{\operatorname{Re} w|z|^{2}}{1+\sqrt{1-|z|^{4}}}, \quad|z|<1\right\} .
$$

It is easy to check that $L=K=1$ in this case and that $\mathscr{D}(M)=\{0,1,2\}$. (In fact, $\Upsilon_{4}^{1} \equiv 0$ and $2 i \Upsilon_{1}^{2} \equiv \Upsilon_{2}^{2}$.) A complete calculation of the stability group of this hypersurface is given in [Kowalski 2002b], and reveals it to be a real-analytic hypersurface whose stability group at the origin is determined by 3-jets but not by 2-jets.

In fact, this example can be generalized as follows. Define for $k=2,3,4, \ldots$ the set

$$
M_{k}:=\left\{(z, w): \bar{w}=w\left(i|z|^{2}+\sqrt{1-|z|^{4}}\right)^{2 / k}\right\}
$$

where the principal branch of $\zeta \mapsto \zeta^{2 / k}$ is meant. A straightforward calculation shows that each $M_{k}$ defines a real hypersurface and that $M_{2}=M$ above. It can also be shown that $\mathscr{D}\left(M_{k}\right)=\{0, k / 2, k\} \cap \mathbb{Z}$, and that the stability group of $M_{k}$ is determined by $(k+1)$-jets, but not by jets of any lesser order; for details, see [Kowalski 2002a, Chapter 7]. Hence, even though Theorem 4.1 asserts that $\mathscr{D}(M)$ is always finite, the integers themselves can be arbitrarily large and, consequently, the required jet-order can be as well.

## 5. Proofs of the main results

Proof of Theorem 4.1. A basic outline of the proof can be divided into four steps.
(1) Given a fixed set of normal coordinates $Z=(z, w)$, we prove that for each $n \in \mathbb{N}$ the power series $f_{n}(z)$ and $g_{n}(z)$ are rationally parametrized by the values $\left(a_{\ell}^{j}, b_{\ell}^{j}\right)$ for $\ell=0,1$ and $0 \leq j \leq n$.
(2) We prove that under these conditions, if $n \notin \mathscr{D}(M)$, the 4-tuple of complex numbers $\left(a_{n}^{0}, a_{n}^{1}, b_{n}^{0}, b_{n}^{1}\right)$ is itself a polynomial in $1 /\left(a_{0}^{1} b_{0}^{0}\right)$ and $\left(a_{\ell}^{j}, b_{\ell}^{j}\right)$ for $\ell=0,1$ and $0 \leq j \leq n-1$.
(3) We prove that $\mathscr{D}(M)$, defined by these normal coordinates, is always finite.
(4) We show that the dimension of $\mathscr{V}^{n}(M)$ (and hence the set $\mathscr{D}(M)$ ) is independent of the normal coordinates used to define it.

To fix notation throughout the proof, we assume that $M$ is always given in normal coordinates $Z=(z, w)$ by (14). We also set $\mathscr{D}=\mathscr{D}(M)$ and $\mathscr{V}^{n}=\mathscr{V}^{n}(M)$. Similarly, $\hat{M}$, whenever a target formal hypersurface is needed, will always be given in normal coordinates $\hat{Z}=(\hat{z}, \hat{w})$ by (19). If $H:(M, 0) \rightarrow(\hat{M}, 0)$ is a formal equivalence, we set

$$
\begin{aligned}
\Delta(H) & :=\frac{1}{a_{0}^{1} b_{0}^{0}} \in \mathbb{C} \backslash\{0\}, \\
\lambda_{2}^{n}(H) & :=\left(a_{n}^{1}, b_{n}^{0}\right) \in \mathbb{C}^{2}, \\
\lambda_{3}^{n}(H) & :=\left(a_{n}^{1}, b_{n}^{0}, a_{n}^{0}\right) \in \mathbb{C}^{3} \\
\lambda_{4}^{n}(H) & :=\left(a_{n}^{1}, b_{n}^{0}, a_{n}^{0}, b_{n}^{1}\right) \in \mathbb{C}^{4}, \\
\Lambda_{j}^{n}(H) & :=\left(\lambda_{j}^{0}(H), \lambda_{j}^{1}(H), \ldots, \lambda_{j}^{n}(H)\right) \in \mathbb{C}^{j(n+1)} .
\end{aligned}
$$

We also use the following conventions for naming various types of polynomials and power series.

- $\mathscr{2}^{d}(X ; \Lambda) \in \mathbb{C}[X, \Lambda] \equiv \mathbb{C}[\Lambda][X]$ denotes a polynomial in $X$ of degree $d$ whose coefficients are polynomial in $\Lambda$.
- $\mathscr{P}(\Lambda ; X) \in \mathbb{C} \llbracket X, \Lambda \rrbracket \equiv \mathbb{C} \llbracket X \rrbracket[\Lambda]$ denotes a polynomial in $\Lambda$ whose coefficients are power series in $X$.
- $\mathscr{R}(X ; \Lambda) \in \mathbb{C} \llbracket X, \Lambda \rrbracket \equiv \mathbb{C}[\Lambda] \llbracket X \rrbracket$ denotes a power series in $X$ whose coefficients are polynomial in $\Lambda$.
Assume the normal coordinates $Z$ and $\hat{Z}$ for $M$ and $\hat{M}$ are fixed. We now tackle the first step, the parametrizing of $f_{n}$ and $g_{n}$. We begin with a lemma.
Lemma 5.1. Let $(M, 0)$ and $(\hat{M}, 0)$ be formally equivalent formal 1-infinite type hypersurfaces as above. There exist unique formal power series $U, V \in \mathbb{C} \llbracket X, Y \rrbracket$, vanishing at 0 , such that

$$
f_{0}(z)=U\left(z, \frac{z}{a_{0}^{1}}\right), \quad \bar{f}_{0}(\chi)=V\left(\chi, a_{0}^{1} \chi\right)
$$

for any $H \in \mathscr{F}(M, 0 ; \hat{M}, 0)$. If both $M$ and $\hat{M}$ are convergent hypersurfaces, then $U, V \in \mathbb{C}\{X, Y\}$.

Proof. Proposition 3.7 implies that

$$
\begin{equation*}
\theta(z, \chi) \equiv \hat{\theta}\left(f_{0}(z), \bar{f}_{0}(\chi)\right) \tag{24}
\end{equation*}
$$

Differentiating this $L$ times in $\chi$ using Faa de Bruno's formula and setting $\chi=0$ yields the identity

$$
\begin{equation*}
\theta_{L}(z) \equiv\left(a_{0}^{1}\right)^{L} \hat{\theta}_{L}\left(f_{0}(z)\right) \tag{25}
\end{equation*}
$$

Differentiating this $K$ times in $z$ and setting $z=0$ yields

$$
\begin{equation*}
\theta_{L}^{(K)}(0)=\left(\overline{a_{0}^{1}}\right)^{K}\left(a_{0}^{1}\right)^{L} \hat{\theta}_{L}^{(K)}(0) \tag{26}
\end{equation*}
$$

In particular, we find that for any formal equivalence $H \in \mathscr{F}(M, 0 ; \hat{M}, 0)$,

$$
\begin{equation*}
\left|f_{0}^{\prime}(0)\right|=\left|a_{0}^{1}\right|=\left|\frac{\theta_{L}^{(K)}(0)}{\hat{\theta}_{L}^{(K)}(0)}\right|^{1 /(L+K)}=: \mu \in \mathbb{R} \backslash\{0\} \tag{27}
\end{equation*}
$$

We can write

$$
\theta_{L}(z)=\frac{1}{K!} \theta_{L}^{(K)}(0) z^{K} t(z)
$$

for some $t \in \mathbb{C} \llbracket z \rrbracket$ with $t(0)=1$. Thus, there exists a unique power series $u(z)$ with $u(0)=1$ such that $u(z)^{K}=t(z)$. Similarly, write

$$
\hat{\theta}_{L}(\hat{z})=\frac{1}{K!} \hat{\theta}_{L}^{(K)}(0) \hat{z}^{K} \hat{u}(\hat{z})^{K}
$$

with $\hat{u}(0)=1$. Define the formal power series

$$
\iota(\hat{z}, X, Y):=\hat{z} \hat{u}(\hat{z})-\mu^{2} Y u(X)
$$

Observe that $\iota(0,0,0)=0$ and $\iota_{\hat{z}}(0,0,0)=1$, whence the formal Implicit Function Theorem implies the existence of a unique power series $U(X, Y)$, vanishing at $(0,0)$, such that $\iota(U(X, Y), X, Y) \equiv 0$.

Now, suppose that $H \in \mathscr{F}(M, 0 ; \hat{M}, 0)$. Then identity (25) may be written as

$$
\frac{1}{K!} \theta_{L}^{(K)}(0)(z u(z))^{K} \equiv\left(a_{0}^{1}\right)^{L} \frac{1}{K!} \hat{\theta}_{L}^{(K)}(0)\left(f_{0}(z) \hat{u}\left(f_{0}(z)\right)\right)^{K}
$$

Replacing $\theta_{L}{ }^{(K)}(0)$ by equation (26) and canceling common terms yields the identity

$$
\left(\overline{a_{0}^{1}} z u(z)\right)^{K} \equiv\left(f_{0}(z) \hat{u}\left(f_{0}(z)\right)\right)^{K}
$$

Formally extracting $K$-th roots on both sides, we conclude that the two power series in the brackets differ only by some multiple $\varepsilon \in \mathbb{C}$ with $\varepsilon^{K}=1$. However, since

$$
\left.\frac{\partial}{\partial z}\left(\overline{a_{0}^{1}} z u(z)\right)\right|_{z=0}=\overline{a_{0}^{1}}=f_{0}^{\prime}(0)=\left.\frac{\partial}{\partial z}\left(f_{0}(z) \hat{u}\left(f_{0}(z)\right)\right)\right|_{z=0},
$$

we conclude that $\varepsilon=1$ necessarily. Moreover, since $a_{0}^{1} \overline{a_{0}^{1}}=\mu^{2}$, we have

$$
\mu^{2}\left(\frac{z}{a_{0}^{1}}\right) u(z) \equiv f_{0}(z) \hat{u}\left(f_{0}(z)\right)
$$

Hence, $\iota\left(f_{0}(z), z, z / a_{0}^{1}\right) \equiv 0$, so by the uniqueness of $U$, we conclude $f_{0}(z)=$ $U\left(z, z / a_{0}^{1}\right)$. Conjugating this result yields $\bar{f}_{0}(\chi)=V\left(\chi, a_{0}^{1} \chi\right)$, where $V$ is defined by $V(X, Y):=\bar{U}\left(X, Y / \mu^{2}\right)$.

Finally, observe that if $M$ and $\hat{M}$ are convergent, then the power series $\theta$ (hence also $u$ ) and $\hat{\theta}$ (hence $\hat{u}$ ) are convergent. Thus the holomorphic Implicit Function Theorem implies that $U$ and $V$ are necessarily convergent near $(0,0) \in \mathbb{C}^{2}$.

We can now extend this lemma to show that $f_{n}$ and $g_{n}$ are similarly parametrized for any $n \geq 0$.

Proposition 5.2. Let $(M, 0),(\hat{M}, 0)$ be formally equivalent formal 1 -infinite type hypersurfaces as above. Then for every $n \in \mathbb{N}$, there exists a formal power series $\mathscr{B}_{n}(z ; \Delta, \Lambda) \in \mathbb{C}[\Delta, \Lambda] \llbracket z \rrbracket^{2}$ such that

$$
\begin{equation*}
\left(f_{n}(z), g_{n}(z)\right)=\mathscr{P}_{n}\left(z ; \Delta(H), \Lambda_{2+\delta_{K}^{1}+\delta_{T}^{1}}^{n}(H)\right) \tag{28}
\end{equation*}
$$

for any $H \in \mathscr{F}(M, 0 ; \hat{M}, 0)$. In addition, if $n \geq 1$, then in fact

$$
\begin{align*}
\frac{f_{n}(z)}{f_{0}^{\prime}(z)}= & T_{n}^{1}\left(z ; \Delta(H), \Lambda_{2+\delta_{K}^{1}+\delta_{T}^{1}}^{n-1}(H)\right)-\frac{L}{a_{0}^{1}}\left(\frac{\theta_{L}(z)}{\theta_{L}^{\prime}(z)}\right) a_{n}^{1}+\frac{n}{b_{0}^{0}}\left(\frac{\theta_{L}(z)}{\theta_{L}^{\prime}(z)}\right) b_{n}^{0}  \tag{29}\\
& +\frac{i \delta_{K}^{1}}{2 b_{0}^{0}}\left(\frac{1}{\theta_{1}^{\prime}(z)}\right) b_{n}^{1}+\frac{\delta_{T}^{1}}{a_{0}^{1}}\left(2 i n \frac{\theta_{1}(z)^{2}}{\theta_{L}^{\prime}(z)}-\frac{\theta_{L+1}(z)}{\theta_{L}^{\prime}(z)}+\frac{L a_{0}^{2}}{a_{0}^{1}} \frac{\theta_{L}(z)}{\theta_{L}^{\prime}(z)}\right) a_{n}^{0}
\end{align*}
$$

$$
\begin{equation*}
g_{n}(z)=T_{n}^{2}\left(z ; \Delta(H), \Lambda_{2+\delta_{K}^{1}+\delta_{T}^{1}}^{n-1}(H)\right)+b_{n}^{0}+\frac{2 i b_{0}^{0} \delta_{T}^{1}}{a_{0}^{1}}\left(\theta_{1}(z)\right) a_{n}^{0} \tag{30}
\end{equation*}
$$

with $T\left(z ; \Delta, \Lambda_{2+\delta_{K}^{1}+\delta_{T}^{1}}^{n-1}\right) \in \mathbb{C}^{2}\left[\Delta, \Lambda_{2+\delta_{K}^{1}+\delta_{T}^{1}}^{n-1}\right] \llbracket z \rrbracket$.
Moreover, if $M$ and $\hat{M}$ are convergent, there exists an $\epsilon>0$ such that the map

$$
z \mapsto \mathscr{P}_{n}\left(z ; \Delta(H), \Lambda_{2+\delta_{K}^{1}+\delta_{T}^{1}}^{n}(H)\right)
$$

lies in $\mathbb{O}_{\epsilon}(z)^{2}$ for every $n \in \mathbb{N}$ and every $H \in \mathscr{F}(M, 0 ; \hat{M}, 0)$.
Proof. For convenience, we shall set $\gamma=2+\delta_{K}^{1}+\delta_{T}^{1}$. We proceed by induction. The $n=0$ case follows immediately from Lemma 5.1 and the fact that $g_{0}(z) \equiv b_{0}^{0}$ (Proposition 3.7), so let us assume that the proposition is true up to some $n-1 \geq 0$. To prove (28), it suffices to prove that equations (29) and (30) hold.

Suppose that $H:(M, 0) \rightarrow(\hat{M}, 0)$ is a formal equivalence. ${ }^{1}$ Differentiating identity (20) $n$ times in $\tau$ using Faa de Bruno's formula and setting $\tau=0$ (or, equivalently, substituting $Q(z, \chi, \tau)=\tau S(z, \chi, \tau)$ and $v=n+1$ into (13)) yields

$$
\begin{align*}
& -S(z, \chi, 0)^{n+1} g_{n}(z)+b_{0}^{0} \hat{S}_{\hat{z}}\left(f_{0}(z), \bar{f}_{0}(\chi), 0\right) S(z, \chi, 0)^{n} f_{n}(z)  \tag{31}\\
& \quad+b_{0}^{0} \hat{S}_{\hat{\chi}}\left(f_{0}(z), \bar{f}_{0}(\chi), 0\right) \bar{f}_{n}(\chi)+\hat{S}\left(f_{0}(z), \bar{f}_{0}(\chi), 0\right) \bar{g}_{n}(\chi) \\
& \quad \equiv \mathscr{P}_{n}\left(b_{0}^{0},\left(f_{j}(z), g_{j}(z), \bar{f}_{j}(\chi), \bar{g}_{j}(\chi)\right)_{j=1}^{n-1} ; z, \chi, f_{0}(z), \bar{f}_{0}(\chi)\right)
\end{align*}
$$

where $\mathscr{P}_{n}(\Lambda ; X)$, with $(\Lambda, X) \in \mathbb{C}^{4 n-3} \times \mathbb{C}^{4}$, depends only on $M$ and $\hat{M}$ and not the map $H$. (An explicit formula for $\mathscr{P}_{n}$ is given following the proof of Proposition 5.2.) Note that Lemma 3.3 implies $\hat{S}\left(f_{0}(z), \bar{f}_{0}(\chi), 0\right)=S(z, \chi, 0)$, whence

$$
\hat{S}_{\hat{z}}\left(f_{0}(z), \bar{f}_{0}(\chi), 0\right)=\frac{S_{z}(z, \chi, 0)}{f_{0}^{\prime}(z)}, \quad \hat{S}_{\hat{\chi}}\left(f_{0}(z), \bar{f}_{0}(\chi), 0\right)=\frac{S_{\chi}(z, \chi, 0)}{\bar{f}_{0}^{\prime}(\chi)}
$$

If equation (28) holds for some $n \in \mathbb{N}$, then

$$
\begin{align*}
\overline{\lambda_{4}^{n}(H)} & =\left(\left(\mathscr{B}_{n}\right)_{z}^{1},\left(\mathscr{B}_{n}\right)^{2},\left(\mathscr{P}_{n}\right)^{1},\left(\mathscr{P}_{n}\right)_{z}^{2}\right)\left(0 ; \Delta(H), \Lambda_{\gamma}^{n}(H)\right)  \tag{32}\\
& =: \beta_{n}\left(\Delta(H), \Lambda_{\gamma}^{n}(H)\right) .
\end{align*}
$$

Applying the inductive hypothesis to this and substituting this into equation (31) yields

$$
\begin{equation*}
\left(\bar{f}_{j}(\chi), \bar{g}_{j}(\chi)\right)=\overline{\mathscr{P}}_{j}\left(\chi ;\left(\frac{a_{0}^{1}}{\mu}\right)^{2} \Delta(H),\left(\beta_{\ell}\left(\Delta(H), \Lambda_{\gamma}^{\ell}(H)\right)\right)_{\ell=0}^{j}\right) \tag{33}
\end{equation*}
$$

for $j<n$, where $\mu$ is defined in equation (27). Substituting these values into (31) yields

$$
\begin{align*}
-S(z, \chi, 0)^{n+1} g_{n}(z) & +S(z, \chi, 0) \bar{g}_{n}(\chi)+b_{0}^{0} S_{z}(z, \chi, 0) S(z, \chi, 0)^{n} \frac{f_{n}(z)}{f_{0}^{\prime}(z)}  \tag{34}\\
& +b_{0}^{0} S_{\chi}(z, \chi, 0) \frac{\bar{f}_{n}(\chi)}{\bar{f}_{0}^{\prime}(\chi)} \equiv \mathscr{R}_{n}\left(z, \chi ; \Delta(H), \Lambda_{\gamma}^{n-1}(H)\right)
\end{align*}
$$

with $\mathscr{R}_{n}(X ; \Lambda)$ independent of the mapping $H$ for each $n \geq 0$.
On one hand, substituting $\chi=0$ and the identities from equations (16) and (17) into (34) yields

$$
\begin{equation*}
g_{n}(z)=\mathscr{R}_{n}\left(z, 0 ; \Delta(H), \Lambda_{\gamma}^{n-1}(H)\right)+b_{n}^{0}+\frac{2 i b_{0}^{0}}{a_{0}^{1}}\left(\theta_{1}(z)\right) a_{n}^{0} \tag{35}
\end{equation*}
$$

On the other hand, differentiating identity (34) $L$ times in $\chi$, setting $\chi=0$, and using the identities from equations (16) and (17) yields (after rearranging terms)

[^6]the identity
\[

$$
\begin{aligned}
\theta_{L}^{\prime}(z) & \frac{f_{n}(z)}{f_{0}^{\prime}(z)} \\
& \equiv-\frac{i}{2 b_{0}^{0}}\left(\mathscr{R}_{n}\right)_{\chi^{j}}\left(z, 0 ; \Delta(H), \Lambda_{\gamma}^{n-1}(H)\right)+\frac{n+1}{b_{0}^{0}} \theta_{L}(z) g_{n}(z)+\frac{i}{2 b_{0}^{0}} b_{n}^{L} \\
& -\frac{1}{b_{0}^{0}}\left(\theta_{L}(z)\right) b_{n}^{0}-\frac{L}{a_{0}^{1}}\left(\theta_{L}(z)\right) a_{n}^{1}-\frac{1}{a_{0}^{1}}\left(\theta_{L+1}(z)+2 i \theta_{1}(z)^{2}-\frac{L a_{0}^{2}}{a_{0}^{1}} \theta_{L}(z)\right) a_{n}^{0} .
\end{aligned}
$$
\]

Using the formula for $g_{n}(z)$ from equation (35) and observing that $\left(\theta_{1}\right)^{2}=\theta_{1} \theta_{L}$ for every $L \geq 1$, we can rewrite this identity as
(36) $\quad \theta_{L}^{\prime}(z) \frac{f_{n}(z)}{f_{0}^{\prime}(z)}$

$$
\begin{aligned}
& \equiv-\frac{i}{2 b_{0}^{0}}\left(\mathscr{R}_{n}\right)_{\chi^{j}}\left(z, 0 ; \Delta(H), \Lambda_{\gamma}^{n-1}(H)\right)-\frac{n}{b_{0}^{0}}\left(\theta_{L}(z)\right) b_{n}^{0}+\frac{i}{2 b_{0}^{0}} b_{n}^{L} \\
& \quad-\frac{L}{a_{0}^{1}}\left(\theta_{L}(z)\right) a_{n}^{1}+\frac{1}{a_{0}^{1}}\left(-\theta_{L+1}(z)+2 i n \theta_{1}(z)^{2}+\frac{L a_{0}^{2}}{a_{0}^{1}} \theta_{L}(z)\right) a_{n}^{0}
\end{aligned}
$$

We complete the proof by examining cases.
Case 1. $K=1$. In this case $L=T=1$ necessarily, so $\gamma=4$ and $\theta_{L}^{\prime}(z)=\theta_{1}^{\prime}(z)$ is a multiplicative unit. Dividing it on both sides of (36) yields (29); equation (30) follows from (35).

Case 2. $K>0$. In this case, setting $z=0$ in (36) yields

$$
0=-\frac{i}{2 b_{0}^{0}}\left(\mathscr{R}_{n}\right)_{\chi^{j}}\left(z, 0 ; \Delta(H), \Lambda_{\gamma}^{n-1}(H)\right)+\frac{i}{2 b_{0}^{0}} b_{n}^{L}
$$

whence we may replace $b_{n}^{L}$ in identity (36) by $\left(\mathscr{R}_{n}\right)_{\chi^{j}}\left(z, 0 ; \Delta(H), \Lambda_{\gamma}^{n-1}(H)\right)$. Thus, after rearranging the terms again, we may rewrite (36) as
(37) $\theta_{L}^{\prime}(z) \frac{f_{n}(z)}{f_{0}^{\prime}(z)}$

$$
\begin{aligned}
& \equiv \sum_{j=0}^{K-2}\left(\frac{r_{j}^{n}\left(\Delta(H), \Lambda_{\gamma}^{n-1}(H)\right)}{j!} z^{j}+\mathscr{R}_{n}^{1}\left(z ; \Delta(H), \Lambda_{0}^{n-1}(H)\right)\right)-\frac{n}{b_{0}^{0}}\left(\theta_{L}(z)\right) b_{n}^{0} \\
&-\frac{L}{a_{0}^{1}}\left(\theta_{L}(z)\right) a_{n}^{1}+\frac{1}{a_{0}^{1}}\left(-\theta_{L+1}(z)+2 i n \theta_{1}(z)^{2}+\frac{L a_{0}^{2}}{a_{0}^{1}} \theta_{L}(z)\right) a_{n}^{0}
\end{aligned}
$$

with the $r_{j}^{n}$ polynomials and $\mathscr{R}_{n}^{1}(z ; \Delta, \Lambda)$ of order at least $K-1$ in $z$.

Case 2A. $T=1$. Note that $\gamma=3$. Since $\theta_{L+1}^{(j)}(0)=0$ for $j<K-1$, differentiating (37) in $z$ (up to $K-2$ times) yields the relations

$$
r_{j}^{n}\left(\Delta(H), \Lambda_{3}^{n-1}(H)\right)=0, \quad 0 \leq j \leq K-2
$$

This does not imply that the polynomials $r_{j}^{n}(\Delta, \Lambda)$ are themselves identically zero; merely that they vanish whenever

$$
(\Delta, \Lambda)=\left(\Delta(H), \Lambda_{3}^{n-1}(H)\right)
$$

for some formal equivalence $H \in \mathscr{F}(M, 0 ; \hat{M}, 0)$.
Consequently, we may remove the first $K-1$ summands of the right-hand expression in identity (37). Observe that all the remaining summands are of order at least $K-1$ in $z$, and hence can be divided by $\theta_{L}^{\prime}(z)$ to form another power series. This division yields (29); (30) follows from (35).

Case 2B. $T=0$. Note that $\gamma=2$. We know there exists some $j_{0} \in\{1,2, \ldots, K-2\}$ such that $\theta_{L+1}^{\left(j_{0}\right)}(0) \neq 0$. Differentiating the identity (37) $j_{0}$ times in $z$ and setting $z=0$, we obtain

$$
0=r_{j_{0}}^{n}\left(\Delta(H), \Lambda_{2}^{n-1}(H)\right)-\frac{\theta_{L+1}^{\left(j_{0}\right)}(0)}{a_{0}^{1}} a_{n}^{0}
$$

whence we may replace $a_{n}^{0}$ in (35) and (37) by $\frac{a_{0}^{1} r_{j_{0}}^{n}\left(\Delta(H), \Lambda_{2}^{n-1}(H)\right)}{\theta_{L+1}^{\left(j_{0}\right)}(0)}$ to obtain

$$
\begin{aligned}
\theta_{L}^{\prime}(z) \frac{f_{n}(z)}{f_{0}^{\prime}(z)} \equiv \sum_{j=0}^{K-2}\left(\frac{\tilde{r}_{j}^{n}\left(\Delta(H), \Lambda_{2}^{n-1}(H)\right)}{j!} z^{j}+\mathscr{R}_{n}^{2}(z\right. & \left.\left.; \Delta(H), \Lambda_{2}^{n-1}(H)\right)\right) \\
& -\frac{n}{b_{0}^{0}}\left(\theta_{L}(z)\right) b_{n}^{0}-\frac{L}{a_{0}^{1}}\left(\theta_{L}(z)\right) a_{n}^{1}
\end{aligned}
$$

$$
g_{n}(z)=\mathscr{R}_{n}^{3}\left(z, 0 ; \Delta(H), \Lambda_{2}^{n-1}(H)\right)+b_{n}^{0}
$$

Thus, (30) holds; arguing as in the proof of Case 2A now yields (29).
The only thing missing from the proof is the convergence statement. Assume now that $M$ and $\hat{M}$ define real-analytic hypersurfaces in $\mathbb{C}^{2}$ through 0 . Hence, there exists a $\delta>0$ such that

$$
S(z, \chi, \tau) \in \mathbb{O}_{\delta}(z, \chi, \tau), \quad \hat{S}(\hat{z}, \hat{\chi}, \hat{\tau}) \in \mathbb{O}_{\delta}(\hat{z}, \hat{\chi}, \hat{\tau})
$$

Without loss of generality, we shall assume that $\delta$ is chosen small enough such that $\theta_{L}(z) \neq 0$ for $0<|z|<\delta$, since the zeros of a nonconstant holomorphic function of one variable are isolated.

Similarly, since $U(X, Y) \in \mathbb{C}\{X, Y\}$ vanishes at 0 by Lemma 5.1, there exists an $\eta>0$ such that $U(X, Y) \in \mathcal{O}_{\eta}(X, Y)$ and satisfies $|U(X, Y)|<\delta$ whenever $|X|,|Y|<\eta$.

Choose $\epsilon<\min \{\delta, \eta, \mu \eta\}$, where $\mu$ is defined by equation (27). We claim this is the desired $\epsilon>0$; the proof is by induction. The case $n=0$ follows from Lemma 5.1. Assuming this choice of $\epsilon$ holds up to some $n-1$, then observe that the mapping

$$
\begin{aligned}
(z, \chi) \mapsto \mathscr{R}_{n}(z, \chi ; & \left.\Delta(H), \Lambda_{\gamma}^{n-1}(H)\right) \\
& \equiv \mathscr{P}_{n}\left(b_{0}^{0},\left(f_{j}(z), g_{j}(z), \bar{f}_{j}(\chi), \bar{g}_{j}(\chi)\right)_{j=1}^{n-1} ; z, \chi, f_{0}(z), \bar{f}_{0}(\chi)\right)
\end{aligned}
$$

converges if $|z|,|\chi|<\delta$ for any $H \in \mathscr{F}(M, 0 ; \hat{M}, 0)$. Fix such an $H$. By equation (35), we conclude $g_{n}(z)$ converges on the ball $B^{1}(0, \epsilon)=\{z \in \mathbb{C}:|z|<\epsilon\}$. On the other hand, we have shown that $\theta_{L}^{\prime}(z) f_{n}(z) / f_{0}^{\prime}(z)=z^{K-1} q\left(z ; \Delta(H), \Lambda_{\gamma}^{n-1}(H)\right)$, with $q\left(\cdot ; \Delta(H), \Lambda_{\gamma}^{n-1}(H)\right)$ convergent on $B^{1}(0, \epsilon)$. Since $\theta_{L}^{\prime}(z)$ converges for $|z|<\epsilon$ and in the $\epsilon$-ball vanishes only at $z=0$ (of order $K-1$ ), we conclude that $f_{n}(z)$ converges on $B^{1}(0, \epsilon)$ as well, which completes the proof.

It is of interest to note that as a consequence of Proposition 5.2, we see that if $M$ and $\hat{M}$ are real-analytic hypersurfaces in $\mathbb{C}^{2}$ and $H$ is a formal equivalence between them, the formal mappings $z \mapsto H_{w^{n}}(z, 0)$ are convergent for every $n \in$ $\mathbb{N}$; moreover, they converge on some common $\epsilon$-neighborhood of $0 \in \mathbb{C}$, with $\epsilon$ independent of $n$ and $H$.

Because it is useful in doing calculations, we now give the explicit formula for $\mathscr{P}_{n}$. Using Faa de Bruno's formula, we have

$$
\begin{aligned}
& \mathscr{P}_{n}\left(\left(f_{j}, g_{j}, \bar{f}_{j}, \bar{g}_{j}\right)_{j=0}^{n-1} ; z, \chi, \hat{z}, \hat{\chi}\right) \\
& \quad=p_{n}\left(\left(f_{j}, g_{j}, \bar{f}_{j}, \bar{g}_{j}\right)_{0 \leq j \leq n-1},\left(S_{\tau^{j}}(z, \chi, 0)\right)_{0 \leq j \leq n},\left(\hat{S}_{\hat{z}^{j} \hat{\chi}^{k} \hat{\imath} \ell}(\hat{z}, \hat{\chi}, 0)\right)_{0 \leq j+k+\ell \leq n}\right)
\end{aligned}
$$

where $p_{n}$ is the universal polynomial

$$
\begin{aligned}
& p_{n}\left(\left(f_{j}, g_{j}, \bar{f}_{j}, \bar{g}_{j}\right)_{0 \leq j \leq n-1},\left(S_{j}\right)_{0 \leq j \leq n},\left(\hat{S}_{(j, k, \ell)}\right)_{0 \leq j+k+\ell \leq n}\right) \\
& \equiv \sum_{\substack{\alpha \in \mathbb{N}^{n} \\
k+[\alpha]=n \\
|\alpha|<n}} \frac{n!g_{|\alpha|} S_{k}}{k!\alpha!} \prod_{p=1}^{n}\left(\frac{S_{p-1}}{(p-1)!}\right)^{\alpha_{p}}-\sum_{\substack{\left.\alpha, \beta, \gamma \in \mathbb{N}^{n} \\
k+[\alpha]+[\beta]+\gamma\right]=n \\
[\alpha],[\beta], k<n}} \frac{n!\bar{g}_{k} \hat{S}_{(|\alpha|,|\beta|,|\gamma|)}}{k!\alpha!\beta!\gamma!} \\
& \quad \times \prod_{p=1}^{n}\left(\sum_{\substack{\xi \in \mathbb{N}^{p} \\
[\xi]=p}} \frac{f_{|\xi|}}{\xi!} \prod_{q=1}^{n}\left(\frac{S_{q-1}}{(q-1)!}\right)^{\xi_{q}}\right)^{\alpha_{p}}\left(\frac{\bar{f}_{p}}{p!}\right)^{\beta_{p}}\left(\frac{\bar{g}_{p-1}}{(p-1)!}\right)^{\gamma_{p}} .
\end{aligned}
$$

In particular, observe that

$$
\begin{equation*}
\mathscr{P}_{n}\left(\left(0,0, g_{0}, \bar{g}_{0}, 0,0, \ldots, 0\right) ; z, \chi, \hat{z}, \hat{\chi}\right)=-g_{0} S_{\tau^{n}}(z, \chi, 0)+\bar{g}_{0}^{n} \hat{S}_{\hat{\tau}^{n}}(\hat{z}, \hat{\chi}, 0) \tag{38}
\end{equation*}
$$

This completes the first step of the proof. We move on to the second step, which involves parametrizing $\Lambda^{n}$.

Proposition 5.3. Let $(M, 0)$ and $(\hat{M}, 0)$ be formal hypersurfaces of 1-infinite type which are formally equivalent as above. Then for every $n \in \mathbb{N}$, there exists a power series

$$
\mathscr{A}_{n}(z ; \Delta, \Lambda) \in \mathbb{C}[\Delta, \Lambda] \llbracket z \rrbracket^{2}
$$

such that

$$
\left(f_{n}(z), g_{n}(z)\right)=\mathscr{A}_{n}\left(z ; \Delta(H),\left(\lambda_{2+\delta_{K}^{1}+\delta_{L}^{1} \delta_{T}^{1}}^{n}(H)\right)_{j \in \mathscr{T}(M), j \leq n}\right)
$$

for any $H \in \mathscr{F}(M, 0 ; \hat{M}, 0)$. Moreover, if $M$ and $\hat{M}$ are convergent, there exists an $\epsilon>0$ such that the map

$$
z \mapsto \mathscr{A}_{n}\left(z ; \Delta(H),\left(\lambda_{2+\delta_{K}^{n}+\delta_{L}^{1} \delta_{T}^{1}}(H)\right)_{j \in \mathscr{D}(M), j \leq n}\right)
$$

lies in $\widehat{O}_{\epsilon}(z)^{2}$ for every $n \in \mathbb{N}$ and every $H \in \mathscr{F}(M, 0 ; \hat{M}, 0)$.
Proof. We continue with the notation from Proposition 5.2; in particular, we shall continue to let $\gamma$ denote $2+\delta_{K}^{1}+\delta_{T}^{1}$. Observe that Proposition 5.3 follows immediately from Proposition 5.2 if it can be shown that for every $n \notin \mathscr{D}(M)$, there exists a $\mathbb{C}^{\gamma}$-valued polynomial $\omega^{n}(\Delta, \Lambda)$ such that

$$
\begin{equation*}
\lambda_{\gamma}^{n}(H)=\omega^{n}\left(\Delta(H), \Lambda_{2+\delta_{K}^{1}+\delta_{L}^{1} \delta_{T}^{1}}^{n-1}(H)\right) \quad \text { for all } H \in \mathscr{F}(M, 0 ; \hat{M}, 0) \tag{39}
\end{equation*}
$$

To see this, suppose equation (39) holds for every $n \notin \mathscr{D}(M)$. An easy induction shows that for every $n \in \mathbb{N}$, there exists a $\mathbb{C}^{\gamma}$-valued polynomial $\tilde{\omega}^{n}(\Delta, \Lambda)$ such that

$$
\lambda_{\gamma}^{n}(H)=\tilde{\omega}^{n}\left(\Delta(H),\left(\lambda_{2+\delta_{K}^{1}+\delta_{L}^{1} \delta_{T}^{\prime}}^{j}(H)\right)_{j \in \mathscr{Q}, j \leq n}\right)
$$

Substituting this into the power series for $\mathscr{B}_{n}$ given by Proposition 5.2 completes the proof.

Hence, we must show that a relation of the form given in (39) holds for each $n \notin \mathscr{D}(M)$. To this end, define the power series

$$
\tilde{\Upsilon}^{n}:\left(\mathbb{C}^{2}, 0\right) \rightarrow\left(\mathbb{C}^{4}, 0\right)
$$

by $\tilde{\Upsilon}_{j}^{n}=\Upsilon_{j}^{n}$ for $j \neq 3$, and set

$$
\begin{aligned}
& \tilde{\Upsilon}_{3}^{n}(z, \chi):=\delta_{T}^{1}\left(\delta_{K}^{1} \theta_{1}^{(L)}(0) \frac{\theta_{\chi}(z, \chi)}{\bar{\theta}_{L}^{\prime}(\chi)}\right. \\
& \\
& \quad+\frac{L\left(\theta_{L}^{(K)}(0) \theta_{L+1}^{(K)}(0)-\theta_{L}^{(K+1)}(0) \theta_{L_{1}}^{(K-1)}(0)\right)}{K \theta_{1}^{(K)}(0)^{2}} \frac{\bar{\theta}_{L}(\chi)}{\bar{\theta}_{L}^{\prime}(\chi)} \theta_{\chi}(z, \chi) \\
& \quad-\left(\frac{1+i \theta(z, \chi)}{1-i \theta(z, \chi)}\right)^{n}\left(\theta_{1}(z)\left(1+\theta(z, \chi)^{2}\right)+\left(\frac{\theta_{L+1}(z)}{\theta_{L}^{\prime}(z)}-2 i n \frac{\theta_{1}(z)^{2}}{\theta_{L}^{\prime}(z)}\right) \theta_{z}(z, \chi)\right) \\
& \left.\quad+\frac{\theta_{L_{1}}^{(K-1)}(0)}{\theta_{L}^{(K)}(0)}\left(\bar{\theta}_{1}(\chi)\left(1+\theta(z, \chi)^{2}\right)+\left(\frac{\bar{\theta}_{L+1}(\chi)}{\bar{\theta}_{L}^{\prime}(\chi)}+2 i n \frac{\bar{\theta}_{1}(\chi)^{2}}{\bar{\theta}_{L}^{\prime}(z)}\right) \theta_{\chi}(z, \chi)\right)\right) .
\end{aligned}
$$

Observe that

$$
\delta_{L}^{1} \tilde{\Upsilon}_{3}^{n}=\Upsilon_{3}^{n}
$$

Reconsider the identity (34). If we substitute into it the explicit formulas for $f_{n}(z)$ and $g_{n}(z)$ given in Proposition 5.2, as well as the corresponding formulas for $\bar{f}_{n}(\chi)$ and $\bar{g}_{n}(\chi)$ given by equation (33), we can rewrite this as

$$
\begin{equation*}
\tilde{\Upsilon}^{n}(z, \chi)^{t} \kappa^{n}\left(\Delta(H), \lambda_{2}^{0}(H)\right) \lambda_{4}^{n}(H) \equiv W^{n}\left(z, \chi ; \Delta(H), \Lambda_{\gamma}^{n-1}(H)\right) \tag{40}
\end{equation*}
$$

where the superscript ${ }^{t}$ denotes the transpose operation, $\kappa^{n}(\Delta, \lambda)$ is the $4 \times 4$ matrix of polynomials defined by

$$
\kappa^{n}\left(\Delta, \lambda_{2}^{0}\right):=\left(\begin{array}{cccc}
(L / K) \Delta\left(b_{0}^{0}\right)^{2} & -n / K & -\delta_{T}^{1}(L / K) a_{0}^{2} \Delta^{2}\left(b_{0}^{0}\right)^{3} & 0 \\
0 & -i / 2 & 0 & 0 \\
0 & 0 & -\delta_{T}^{1} \Delta\left(b_{0}^{0}\right)^{2} & 0 \\
0 & 0 & 0 & \delta_{K}^{1} i / 2
\end{array}\right)
$$

(by Lemma 5.1, $a_{0}^{2}$ is a polynomial in $a_{0}^{1}$ ), and

$$
W^{n}(z, \chi ; \Delta, \Lambda) \in \mathbb{C}[\Delta, \Lambda] \llbracket z, \chi \rrbracket
$$

Denote by $\tilde{\kappa}^{n}$ the $4 \times 4$ matrix function

$$
\tilde{\kappa}^{n}\left(\Delta, \lambda_{2}^{0}\right):=\left(\begin{array}{cccc}
(K / L) \Delta\left(a_{0}^{1}\right)^{2} & 2 i n / L \Delta\left(a_{0}^{1}\right)^{2} & -a_{0}^{2} \Delta a_{0}^{1} & 0 \\
0 & 2 i & 0 & 0 \\
0 & 0 & -\delta_{T}^{1} \Delta\left(a_{0}^{1}\right)^{2} & 0 \\
0 & 0 & 0 & -\delta_{K}^{1} 2 i
\end{array}\right)
$$

Observe that if $a_{0}^{1} b_{0}^{0} \neq 0$, then

$$
\kappa^{n}\left(\frac{1}{a_{0}^{1} b_{0}^{0}}, \lambda_{2}^{0}\right) \cdot \tilde{\kappa}^{n}\left(\frac{1}{a_{0}^{1} b_{0}^{0}}, \lambda_{2}^{0}\right)=\left(\begin{array}{cccc}
1 & 0 & \frac{L a_{0}^{2}}{K a_{0}^{1}}\left(\delta_{T}^{1}-1\right) & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & \delta_{T}^{1} & 0 \\
0 & 0 & 0 & \delta_{K}^{1}
\end{array}\right)_{j}
$$

For convenience, we denote by $\kappa_{j}^{n}$ the upper-left $j \times j$ submatrix of $\kappa^{n}$ for $1 \leq j \leq 4$; we define $\tilde{\kappa}_{j}^{n}$ similarly. We now complete the proof by examining cases.
Case 1. $K=1$. Observe that $L=T=1$ necessarily, so $\tilde{\Upsilon}^{n}=\Upsilon^{n}$ and $\kappa_{4}^{n}, \tilde{\kappa}_{4}^{n}$ are matrix inverses for all $n \in \mathbb{N}$. Suppose that $n \notin \mathscr{D}(M)$, and choose a basis $\left\{v_{s_{j}, t_{j}}^{n}\right\}_{j=1}^{4}$ for $\mathscr{Q}^{n}$. If $\Xi$ is the $4 \times 4$ matrix whose $j$-th row is $v_{s_{j}, t_{j}}^{n}$, then it follows that $\Xi$ is invertible. Now, differentiating (40) $s_{j}$ times in $z, t_{j}$ times in $\chi$, and setting $z=\chi=0$ (for $j=1,2,3,4$ ), we obtain the $4 \times 4$ linear system of equations of the form

$$
\Xi \kappa_{4}^{n}\left(\Delta(H), \lambda_{0}^{2}(H)\right) \lambda_{4}^{n}=w^{n}\left(\Delta(H), \Lambda_{4}^{n-1}(H)\right)
$$

Thus, we may take

$$
\omega^{n}\left(\Delta, \Lambda_{4}^{n-1}\right):=\tilde{\kappa}_{4}^{n}\left(\Delta, \lambda_{0}^{2}\right) \Xi^{-1} w^{n}\left(\Delta, \Lambda_{4}^{n-1}\right)
$$

to complete the proof.
Case 2. $K>L=1=T$. We have $\tilde{\Upsilon}^{n}=\Upsilon^{n}=\left(\Upsilon_{1}^{n}, \Upsilon_{2}^{n}, \Upsilon_{3}^{n}, 0\right)$ and $\kappa_{3}^{n}, \tilde{\kappa}_{3}^{n}$ are inverses for all $n \in \mathbb{N}$. Observe too that (40) reduces to

$$
\begin{aligned}
\left(\Upsilon_{1}^{n}(z, \chi), \Upsilon_{2}^{n}(z, \chi), \Upsilon_{3}^{n}(z, \chi)\right)^{t} \kappa_{3}^{n}\left(\Delta(H), \lambda_{2}^{0}(H)\right) & \lambda_{3}^{n}(H) \\
& \equiv W^{n}\left(z, \chi ; \Delta(H), \Lambda_{3}^{n-1}(H)\right)
\end{aligned}
$$

The proof now follows the exact same lines as in the previous case.
Case 3. $T=0$. Since this implies $K>1$, it follows that $\tilde{\Upsilon}^{n}=\Upsilon^{n}=\left(\Upsilon_{1}^{n}, \Upsilon_{2}^{n}, 0,0\right)$ and $\kappa_{2}^{n}, \tilde{\kappa}_{2}^{n}$ are inverses for all $n \in \mathbb{N}$. Here, the identity (40) reduces to

$$
\begin{equation*}
\left(\Upsilon_{1}^{n}(z, \chi), \Upsilon_{2}^{n}(z, \chi)\right)^{t} \kappa_{2}^{n}\left(\Delta(H), \lambda_{2}^{0}(H)\right) \lambda_{2}^{n}(H) \equiv W^{n}\left(z, \chi ; \Delta(H), \Lambda_{2}^{n-1}(H)\right) \tag{41}
\end{equation*}
$$

The proof now follows the exact same lines as in the previous two cases.
Case 4. $L>1=T$. Observe that identity (40) reduces to

$$
\begin{align*}
\left(\Upsilon_{1}^{n}(z, \chi), \Upsilon_{2}^{n}(z, \chi), \tilde{\Upsilon}_{3}^{n}(z, \chi)\right)^{t} \kappa_{3}^{n}(\Delta(H), & \left.\lambda_{2}^{0}(H)\right) \lambda_{3}^{n}(H)  \tag{42}\\
& \equiv W^{n}\left(z, \chi ; \Delta(H), \Lambda_{3}^{n-1}(H)\right)
\end{align*}
$$

We claim that $a_{n}^{0}=\sigma^{n}\left(\Delta(H), \Lambda_{3}^{n-1}(H)\right)$ for every $n \in \mathbb{N}$, where $\sigma^{n}$ is a polynomial. Hence, we can write

$$
\left(f_{n}(z), g_{n}(z)\right)=\mathscr{P}_{n}\left(z ; \Delta(H), \Lambda_{3}^{n}(H)\right)=\widetilde{\mathscr{P}}_{n}\left(z ; \Delta(H), \Lambda_{2}^{n}(H)\right)
$$

that is, $f_{n}(z)$ and $g_{n}(z)$ are given by expressions of the same form as in Proposition 5.2 , but without the $a_{n}^{0}$ term. Hence, identity (40) reduces to identity (41), and the proof proceeds as in Case 3.

To prove the claim, we proceed by induction. For $n=0$, this is trivial, as $a_{0}^{0}=0$. For the inductive step, we consider two cases.
Case 4A. $\theta_{L+1}^{(K-1)}(0)=0$. Then equation (29) implies

$$
\overline{a_{n}^{0}}=f_{n}(0)=\overline{a_{0}^{1}} T_{n}^{1}\left(0 ; \Delta(H), \Lambda_{3}^{n-1}(H)\right)
$$

Conjugating this and applying equation (33) yields $a_{n}^{0}=\tilde{T}\left(\Delta(H), \Lambda_{3}^{n-1}(H)\right)$ for some polynomial $\tilde{T}(\Delta, \Lambda)$. But by the inductive hypothesis, $\Lambda_{3}^{n-1}(H)$ is itself a polynomial in $\left(\Delta(H), \Lambda_{2}^{n-1}(H)\right)$, so the induction is complete in this case.
Case 4B. $\theta_{L+1}^{(K-1)}(0) \neq 0$. Differentiating (42) $L-1$ times in $\chi$ and setting $\chi=0$ yields the identity

$$
\frac{\left|\theta_{L+1}^{(K-1)}(0)\right|^{2}}{\left|\theta_{L}^{(K)}(0)\right|^{2}} \theta_{L}(z) a_{n}^{0}=W_{\chi^{L-1}}\left(z, 0 ; \Delta(H), \Lambda_{3}^{n-1}(H)\right)
$$

Differentiating this $K$ times in $z$ and setting $z=0$ yields $a_{n}^{0}=\tilde{T}\left(\Delta(H), \Lambda_{3}^{n-1}(H)\right)$ for some polynomial $\tilde{T}(\Delta, \Lambda)$. But by the inductive hypothesis, $\Lambda_{3}^{n-1}(H)$ is itself a polynomial in $\left(\Delta(H), \Lambda_{2}^{n-1}(H)\right)$, so the induction is complete in this case.

This completes the second step. We move on to the third step, counting the elements of $\mathscr{D}$.
Proposition 5.4. Given a fixed set of normal coordinates $Z$ on $M$, the set $\mathscr{D}(M)$ defined by equation (23) has at most $2\left(2+\delta_{K}^{1}+\delta_{L}^{1} \delta_{T}^{1}\right)$ elements.
Proof. Consider the power series $\Upsilon^{n}(z, \chi)$ defined on page 120; we must prove that for all but $2\left(2+\delta_{K}^{1}+\delta_{L}^{1} \delta_{T}^{1}\right)$ integers $n \in \mathbb{N}$, the set $\mathscr{V}^{n}(M)$ has dimension $2+\delta_{K}^{1}+\delta_{L}^{1} \delta_{T}^{1}$.

Consider the matrix

$$
\xi(n):=\left(\begin{array}{cccc}
\uparrow & \uparrow & \uparrow & \uparrow \\
v_{2 K, 2 L}^{n} & v_{3 K, 3 L}^{n} & v_{3 K, 2 L}^{n} & v_{2 K, 3 L}^{n} \\
\downarrow & \downarrow & \downarrow & \downarrow
\end{array}\right)^{t}
$$

Our goal will be to show that for all but at most $2\left(2+\delta_{K}^{1}+\delta_{L}^{1} \delta_{T}^{1}\right)$ integers $n \in \mathbb{N}$, the first $2+\delta_{K}^{1}+\delta_{L}^{1} \delta_{T}^{1}$ rows are linearly independent, which implies that $n \notin \mathscr{D}(M)$.

Using Faa de Bruno's formula, we compute that

$$
\begin{aligned}
& \left(\Upsilon_{1}^{n}\right)_{\chi^{2 L}}(z, 0)=2 i \frac{(2 L)!}{(L!)^{2}} K \theta_{L}^{(K)}(z)^{2} n+2^{0}\left(n ;\left(\partial^{\nu} \theta(z, 0)\right)_{|\nu|<3 L+K+1}\right), \\
& \left(\Upsilon_{1}^{n}\right)_{\chi^{3 L}}(z, 0)=-2 \frac{(3 L)!}{(L!)^{3}} K \theta_{L}^{(K)}(z)^{3} n^{2}+2^{1}\left(n ;\left(\partial^{\nu} \theta(z, 0)\right)_{|\nu|<4 L+K+1}\right), \\
& \left(\Upsilon_{2}^{n}\right)_{\chi^{2 L}}(z, 0)=-2 \frac{(2 L)!}{(L!)^{2}} \theta_{L}^{(K)}(z)^{2} n^{2}+2^{1}\left(n ;\left(\partial^{\nu} \theta(z, 0)\right)_{|\nu|<3 L+K+1}\right), \\
& \left(\Upsilon_{2}^{n}\right)_{\chi^{3 L}}(z, 0)=-\frac{4 i}{3} \frac{(3 L)!}{(L!)^{3}} \theta_{L}^{(K)}(z)^{3} n^{3}+2^{2}\left(n ;\left(\partial^{\nu} \theta(z, 0)\right)_{|\nu|<4 L+K+1}\right), \\
& \left(\Upsilon_{3}^{n}\right)_{\chi^{2}}(z, 0)=\delta_{L}^{1} \delta_{T}^{1}\left(-4 \theta_{1}^{(K)}(z)^{3} n^{2}+2^{1}\left(n ;\left(\partial^{\nu} \theta(z, 0)\right)_{|\nu|<K+4}\right)\right) \text {, } \\
& \left(\Upsilon_{3}^{n}\right)_{\chi^{3}}(z, 0)=\delta_{L}^{1} \delta_{T}^{1}\left(-16 i \theta_{1}^{(K)}(z)^{4} n^{3}+2^{2}\left(n ;\left(\partial^{\nu} \theta(z, 0)\right)_{|\nu|<K+5}\right)\right), \\
& \left(\Upsilon_{4}^{n}\right)_{\chi^{2}}(z, 0)=\delta_{K}^{1}\left(2^{0}\left(n ;\left(\partial^{v} \theta(z, 0)\right)_{|v|<5}\right)\right), \\
& \left(\Upsilon_{4}^{n}\right)_{\chi^{3}}(z, 0)=\delta_{K}^{1}\left(12 \theta_{1}(z)^{2} n^{2}+2^{1}\left(n ;\left(\partial^{\nu} \theta(z, 0)\right)_{|v|<5}\right)\right) .
\end{aligned}
$$

Setting $\alpha:=\theta_{L}^{(K)}(0)$ it follows, we may write $\xi(n)=C_{1}(n)+C_{2}(n)$, with $C_{1}(n)$ given by

$$
\left(\begin{array}{cccc}
\frac{2 i K(2 L)!(2 K)!\alpha^{2}}{(L!K!)^{2}} n & \frac{-2(2 L)!(2 K)!\alpha^{2}}{(L!K!)^{2}} n^{2} & 0 & 0 \\
\frac{-2 K(3 L)!(3 K)!\alpha^{3}}{(L!K!)^{3}} n^{2} & \frac{-4 i(3 L)!(3 K)!\alpha^{3}}{3(L!K!)^{3}} n^{3} & 0 & 0 \\
0 & 0 & \delta_{L}^{1} \delta_{T}^{1} \frac{-4(3 K)!\alpha^{3}}{(K!)^{3}} n^{2} & 0 \\
0 & 0 & 0 & \delta_{K}^{1} 72 \alpha^{2} n^{2}
\end{array}\right)
$$

and $C_{2}(n)$ of the form

$$
\left(\begin{array}{llll}
2^{0}\left(n ; j_{0}^{3 L+3 K+1} \theta\right) & 2^{1}\left(n ; j_{0}^{3 L+3 K+1} \theta\right) & \delta_{L}^{1} \delta_{T}^{1} \mathscr{2}^{1}\left(n ; j_{0}^{3 K+4} \theta\right) & \delta_{K}^{1} 2^{0}\left(n ; j_{0}^{7} \theta\right) \\
2^{1}\left(n ; j_{0}^{4 L+4 K+1} \theta\right) & 2^{2}\left(n ; j_{0}^{4 L+4 K+1} \theta\right) & \delta_{L}^{1} \delta_{T}^{1} \mathscr{2}^{2}\left(n ; j_{0}^{4 K+5} \theta\right) & \delta_{K}^{1} \mathscr{2}^{2}\left(n ; j_{0}^{9} \theta\right) \\
2^{1}\left(n ; j_{0}^{3 L+4 K+1} \theta\right) & 2^{2}\left(n ; j_{0}^{3 L+4 K+1} \theta\right) & \delta_{L}^{1} \delta_{T}^{1} 2^{1}\left(n ; j_{0}^{4 K+4} \theta\right) & \delta_{K}^{1} 2^{0}\left(n ; j_{0}^{8} \theta\right) \\
2^{1}\left(n ; j_{0}^{4 L+3 K+1} \theta\right) & 2^{2}\left(n ; j_{0}^{4 L+3 K+1} \theta\right) & \delta_{L}^{1} \delta_{T}^{1} 2^{2}\left(n ; j_{0}^{3 K+5} \theta\right) & \delta_{K}^{1} \mathscr{2}^{2}\left(n ; j_{0}^{8} \theta\right)
\end{array}\right) .
$$

We shall denote by $\xi_{j}(n)$ the upper-left $j \times j$ submatrix of $\xi(n)$ for $j=1,2,3,4$. We complete the proof by examining cases.

Case 1. $K=1$. In this case $L=T=1$ as well, whence $2+\delta_{K}^{1}+\delta_{L}^{1} \delta_{T}^{1}=4$. By examining the matrix $\xi_{4}(n)$, and in particular the term of highest order in $n$ in each
of its entries, we find that

$$
\operatorname{det} \xi_{4}(n)=110592 \alpha^{10} n^{8}+2^{7}\left(n ; j_{0}^{9} \theta\right)
$$

Since $\alpha \neq 0$, this is a nonzero, eighth degree polynomial in $n$, and hence has at most eight distinct zeros (in the complex plane). If $\operatorname{det} \xi_{4}\left(n_{0}\right) \neq 0$, then the four rows of $\xi\left(n_{0}\right)$ are linearly independent, which completes the claim.

Case 2. $K>L=T=1$. In this case, we have $2+\delta_{K}^{1}+\delta_{L}^{1} \delta_{T}^{1}=3$. By examining the highest order terms in $n$ as above, we find that

$$
\operatorname{det} \xi_{3}(n)=64 K \frac{(2 K)!(3 K)!^{2}}{(K!)^{8}} \alpha^{8} n^{6}+2^{5}\left(n ; j_{0}^{4 K+5} \theta\right)
$$

Arguing as above implies that for all but (at most) six integers $n$, the matrix $\xi_{3}(n)$ is invertible, whence the first three rows of $\xi(n)$ are linearly independent. This completes the claim.

Case 3. $L>1$ or $T=0$. Since either of these conditions necessarily implies $K>1$, we conclude that $2+\delta_{K}^{1}+\delta_{L}^{1} \delta_{T}^{1}=2$. Since

$$
\operatorname{det} \xi_{2}(n)=-\frac{4}{3} K \frac{(2 L)!(3 L)!(2 K)!(3 K)!}{(L!K!)^{5}} \alpha^{5} n^{4}+2^{3}\left(n ; j_{0}^{4 L+4 K+1} \theta\right)
$$

the proof is complete by arguments similar to the previous case.
Note that while $\mathscr{D}(M)$ is always finite, it is also never empty. Indeed, $0 \in \mathscr{D}(M)$ for any 1-infinite type hypersurface $M$, since it is easy to check that $\Upsilon_{2}^{0}(z, \chi) \equiv 0$.

This completes the third step of the proof. We complete the proof by showing that $\mathscr{D}(M)$ is independent of the choice of normal coordinates used to define it. In fact, we prove the following, which completes the proof of Theorem 4.1.

Proposition 5.5. Suppose that $M, Z=(z, w), \Upsilon^{n}$, and $\mathscr{V}^{n}=\mathscr{V}^{n}(M)$ are as above. Let $(\hat{M}, 0)$ be formally equivalent to $(M, 0)$, with corresponding power series $\hat{\Upsilon}^{n}$ and subspaces $\hat{V}^{n}=\mathscr{V}^{n}(\hat{M})$ defined using the normal coordinates $\hat{Z}=(\hat{z}, \hat{w})$. Then for every $n \in \mathbb{N}$, the dimensions of $\mathscr{V}^{n}$ and $\hat{V}^{n}$ are equal. In particular, the dimension of subspace $\mathscr{V}^{n}(M) \subset \mathbb{C}^{4}$ is independent of the choice of normal coordinates used to define it.

Proof. Let $H(z, w)=(f(z, w), w g(z, w))$ be a formal equivalence between $M$ and $\hat{M}$. Consider the formal power series

$$
(z, \chi) \mapsto \hat{\Upsilon}^{n}\left(f_{0}(z), \bar{f}_{0}(\chi)\right) \in \mathbb{C} \llbracket z, \chi \rrbracket^{4}
$$

which may be viewed as the power series $\hat{\Upsilon}^{n}$ given in the $Z$ coordinates. Using Faa de Bruno's formula and the fact that $f_{0}:(\mathbb{C}, 0) \rightarrow(\mathbb{C}, 0)$ is a formal change
of coordinates, it is straightforward to verify that

$$
\operatorname{span}_{\mathbb{C}}\left\{\hat{v}_{s, t}^{n}:=\left.\frac{\partial^{s+t}}{\partial z^{s} \partial \chi^{t}} \hat{\Upsilon}^{n}\left(f_{0}(z), \bar{f}_{0}(\chi)\right)\right|_{\substack{z=0 \\ \chi=0}}: s, t \in \mathbb{N}\right\}=\hat{V}^{n}
$$

From (24) we derive

$$
\hat{\theta}_{\hat{z}}\left(f_{0}(z), \bar{f}_{0}(\chi)\right)=\frac{\theta_{z}(z, \chi)}{f_{0}^{\prime}(z)}, \quad \hat{\theta}_{\hat{\chi}}\left(f_{0}(z), \bar{f}_{0}(\chi)\right)=\frac{\theta_{\chi}(z, \chi)}{\bar{f}_{0}^{\prime}(\chi)},
$$

whereas repeated differentiation of this in $\chi$ yields

$$
\hat{p}_{L+1}\left(f_{0}(z)\right)=\frac{1}{2\left(a_{0}^{1}\right)^{L+2}}\left(2 a_{0}^{1} p_{L+1}(z)-(L+1) L a_{0}^{2} p_{L}(z)\right)
$$

From this and identity (25), it follows by an elementary (albeit involved) calculation that

$$
\begin{aligned}
& \hat{\Upsilon}_{1}^{n}\left(f_{0}(z), \bar{f}_{0}(\chi)\right)=\Upsilon_{1}^{n}(z, \chi) \\
& \hat{\Upsilon}_{2}^{n}\left(f_{0}(z), \bar{f}_{0}(\chi)\right)=\Upsilon_{2}^{n}(z, \chi) \\
& \hat{\Upsilon}_{3}^{n}\left(f_{0}(z), \bar{f}_{0}(\chi)\right)=\frac{1}{a_{0}^{1}} \Upsilon_{3}^{n}(z, \chi)+\frac{\delta_{T}^{1} a_{0}^{2}}{K\left(a_{0}^{1}\right)^{2}} \Upsilon_{1}^{n}(z, \chi), \\
& \hat{\Upsilon}_{4}^{n}\left(f_{0}(z), \bar{f}_{0}(\chi)\right)=a_{0}^{1} \Upsilon_{4}^{n}(z, \chi)
\end{aligned}
$$

Now, suppose that $\left\{\hat{v}_{s_{j}, t_{j}}^{n}\right\}_{j=1}^{\ell_{0}}$ is any collection of vectors in $\hat{V}^{n}$; consider the corresponding vectors $v_{s_{j}, t_{j}}^{n} \in \mathscr{V}^{n}$. Observe that if $\hat{\Xi}, \Xi$ denote the $4 \times \ell_{0}$ matrices whose columns are, respectively, the $\hat{v}_{s_{j}, t_{j}}^{n}, v_{s_{j}, t_{j}}^{n}$, then in view of the above identities, these matrices necessarily have the same rank. In particular, the columns of $\hat{\Xi}$ are linearly independent if and only if the columns of $\Xi$ are. From this it follows that $\hat{V}^{n}$ and $\mathscr{V}^{n}$ have the same dimension.

The main results. We use Theorem 4.1 to prove the main theorems stated at the end of Section 2. We begin with Theorem 2.2.
Proof. Let $M$ be a formal real hypersurface of 1-infinite type at 0 . Observe that the result of Theorem 2.2 is independent of the choice of coordinates $Z$, so without loss of generality let us take $Z=(z, w)$ to be normal coordinates for $M$, so that $M$ is given by equation (14). Let $\mathscr{D}=\mathscr{D}(M)$ be as in Theorem 4.1, and set $k:=2+\max \mathscr{D}$, which exists since $\mathscr{D}$ is a finite set.

To prove this $k$ is sufficient, suppose $\hat{M}$ is a formally equivalent formal real hypersurface. Define the corresponding $\mathscr{A}^{n}$ as in Theorem 4.1. Fix a formal equivalence $H \in \mathscr{F}(M, 0 ; \hat{M}, 0)$. Conjugating the formula for $\left(f_{n}, g_{n}\right)$ implies that

$$
\left(\bar{f}_{n}(\chi), \bar{g}_{n}(\chi)\right)=\overline{\mathscr{A}}^{n}\left(\frac{1}{\overline{a_{0}^{1}} \overline{b_{0}^{0}}},\left(\overline{a_{j}^{0}}, \overline{b_{j}^{0}}, \overline{a_{j}^{1}}, \overline{b_{j}^{1}}\right)_{j \in \mathscr{D}}\right),
$$

whence

$$
\left(a_{n}^{0}, b_{n}^{0}, a_{n}^{1}, b_{n}^{1}\right)=A_{n}\left(\frac{1}{\overline{a_{0}^{1}} \overline{b_{0}^{0}}},\left(\overline{a_{j}^{0}}, \overline{b_{j}^{0}}, \overline{a_{j}^{1}}, \overline{b_{j}^{1}}\right)_{j \in \mathscr{D}}\right), \quad n=\mathbb{N},
$$

with $A_{n} \in \mathbb{C}[\Delta, \Lambda]^{4}$. Substituting this into $\mathscr{A}_{n}$, and recalling that

$$
\Delta(H)=\frac{1}{a_{0}^{1} b_{0}^{0}}=\frac{\overline{a_{0}^{1}}}{\mu^{2} \overline{b_{0}^{0}}}
$$

where $\mu$ is defined by (27), we can write

$$
\left.\left(f_{n}(z), g_{n}(z)\right)=\Gamma^{n}\left(z ; \frac{1}{\overline{a_{0}^{1}} \overline{b_{0}^{0}}}, \overline{a_{j}^{0}}, \overline{b_{j}^{0}}, \overline{a_{j}^{1}}, \overline{b_{j}^{1}}\right)_{j \in \mathscr{D}}\right),
$$

with $\Gamma^{n}(z ; \Delta, \Lambda) \in \mathbb{C}[\Delta, \Lambda] \llbracket z \rrbracket^{2}$. Write

$$
\Gamma_{z^{j}}^{n}\left(0 ; \frac{1}{\overline{a_{0}^{1}} \overline{b_{0}^{0}}},\left(\overline{a_{j}^{0}}, \overline{b_{j}^{0}}, \overline{a_{j}^{1}}, \overline{b_{j}^{1}}\right)_{j \in \mathscr{D}}\right)=: \frac{c_{j}^{n}\left(\left(\overline{a_{j}^{0}}, \overline{b_{j}^{0}}, \overline{a_{j}^{1}}, \overline{b_{j}^{1}}\right)_{j \in \mathscr{D}}\right)}{\left(\overline{a_{0}^{1}} \overline{b_{0}^{0}}\right)^{\ell_{j}^{n}}},
$$

with $\ell_{j}^{n} \in \mathbb{N}$ and $c_{j}^{n}$ a $\mathbb{C}^{2}$-valued polynomial.
Now, observe that

$$
\frac{\partial^{\ell+j} H}{\partial z^{\ell} \partial w^{j}}(0,0)=\left(\overline{a_{j}^{\ell}}, j \overline{b_{j-1}^{\ell}}\right)
$$

In particular, $\overline{a_{j}^{0}}$ is a term in (the coordinates of) $j_{0}^{k}(H), a_{j}^{1}$ and $b_{j}^{0}$ are terms in $j_{0}^{k+1}(H)$, and $b_{j}^{1}$ is a term in $j_{0}^{j+2}(H)$. Hence, $c_{n}^{j}$ is a polynomial in $j_{0}^{2+\max \mathscr{O}}(H)=$ $j_{0}^{k}(H)$ and

$$
0 \neq \overline{a_{0}^{1}} \overline{b_{0}^{0}}=\operatorname{det}\left(\frac{\partial H}{\partial Z}(0,0)\right)=: q\left(j_{0}^{k}(H)\right)
$$

so the proof is complete in view of equation (11).
By inspecting Propositions 5.2 through 5.5, we see that we can replace the $k$ given in the proof by $k:=1+\delta_{K}^{1}+\max \mathscr{D}$ to get a better bound in the $K>1$ case, and if $\mathscr{D}=\{0\}$, then we may take $k=1$ since $b_{0}^{1}=0$ by Proposition 3.7.

We now use this result to prove Theorem 2.3.
Proof. Let $M, k$ be as in Theorem 2.2. Suppose that $\hat{M}$ is formally equivalent to $M$, and let $\Psi$ be the formal power series from Theorem 2.2. If $H^{1}, H^{2}:(M, 0) \rightarrow$ $(\hat{M}, 0)$ are two formal equivalences that satisfy

$$
\frac{\partial^{|\alpha|} H^{1}}{\partial Z^{\alpha}}(0)=\frac{\partial^{|\alpha|} H^{2}}{\partial Z^{\alpha}}(0) \quad \text { for all }|\alpha| \leq k
$$

it follows that $j_{0}^{k}\left(H^{1}\right)=j_{0}^{k}\left(H^{2}\right)$. If we call this common jet $\Lambda_{0}$, it follows from Theorem 2.2 that $H^{1}(Z) \equiv \Psi\left(Z ; \Lambda_{0}\right) \equiv H^{2}(Z)$, as desired.

We now tackle the two applications of Theorem 2.2 mentioned in Section 2. First we prove Theorem 2.4.

Proof. Let $M, k$ be as in Theorem 2.2, and let $\Psi$ be the formal power series defined in accord with that theorem with $\hat{M}=M$. That the mapping

$$
j_{0}^{k}: \operatorname{Aut}(M, 0) \rightarrow J_{0}^{k}\left(\mathbb{C}^{2}, \mathbb{C}^{2}\right)_{0,0}
$$

is injective follows from Theorem 2.3. Observe that $\Lambda_{0} \in J^{k}\left(\mathbb{C}^{2}, \mathbb{C}^{2}\right)_{0,0}$ is in the image of $j_{0}^{k}$ if and only if $q\left(\Lambda_{0}\right) \neq 0$ - so that $\left.\Lambda_{0} \in G^{k}\left(\mathbb{C}^{2}\right)_{0}\right)$ - and

$$
\begin{align*}
\Lambda_{0} & =j_{0}^{k}\left(\Psi\left(\cdot, \Lambda_{0}\right)\right),  \tag{43}\\
\left.\rho\left(\Psi\left(Z, \Lambda_{0}\right), \bar{\Psi} \zeta, \bar{\Lambda} 0\right)\right) & =a(Z, \zeta) \rho(Z, \zeta) \tag{44}
\end{align*}
$$

for some multiplicative unit $a(Z, \zeta) \in \mathbb{C} \llbracket Z, \zeta \rrbracket$, where $\rho$ is a defining power series for $M$. In view of equation (8), (43) is a finite set of polynomial equations in $\Lambda_{0}$, whereas (44) is a (possibly countably infinite) set of polynomial equations in $\left(\Lambda_{0}, \bar{\Lambda} 0\right)$. Hence, the image of the mapping $j_{0}^{k}$ is a locally closed subgroup of the Lie group $G^{k}\left(\mathbb{C}^{2}\right)_{0}$, and so is a Lie subgroup.

And as a corollary, we have Theorem 2.5.
Proof. Let $M, k$ be as in Theorem 2.2, and let $(\hat{M}, 0)$ be formally equivalent to $(M, 0)$. Injectivity of the jet map again follows from Theorem 2.3. Now, fix a formal equivalence $H_{0}:(M, 0) \rightarrow(\hat{M}, 0)$; then any other formal equivalence is of the form $H:=H_{0} \circ A$, where $A \in \operatorname{Aut}(M, 0)$. In particular,

$$
\begin{aligned}
j_{0}^{k}(\mathscr{F}(M, 0 ; \hat{M}, 0)) & =\left\{j_{0}^{k}\left(H_{0} \circ A\right): A \in \operatorname{Aut}(M, 0)\right\} \\
& =\left\{j_{0}^{k}\left(H_{0}\right) \cdot j_{0}^{k}(A): A \in \operatorname{Aut}(M, 0)\right\} \\
& =j_{0}^{k}\left(H_{0}\right) \cdot j_{0}^{k}(\operatorname{Aut}(M, 0))
\end{aligned}
$$

Hence, the image of $\mathscr{F}(M, 0 ; \hat{M}, 0)$ is merely a coset of the algebraic Lie subgroup $j_{0}^{k}(\operatorname{Aut}(M, 0))$ in the Lie group $G^{k}\left(\mathbb{C}^{2}\right)_{0}$, and so is itself a real-algebraic submanifold of $G^{k}\left(\mathbb{C}^{2}\right)_{0}$.
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# WEAKLY REGULAR EMBEDDINGS OF STEIN SPACES WITH ISOLATED SINGULARITIES 

Jasna Prezelj


#### Abstract

We show that any $\boldsymbol{n}$-dimensional Stein space $X$ with isolated singular points admits a proper holomorphic injective map $X \rightarrow \mathbb{C}^{2 n}$ which is regular on $\operatorname{Reg}(X)$. The proof is based on the fact that the Whitney cones $C_{5}(x, X)$ are at most $2 n$-dimensional, which means that there exists a neighborhood of $x$ in $X$ having a weakly regular embedding into $\mathbb{C}^{2 n}$. The homotopic principle then enables us to obtain a weakly regular embedding of $X$ into $\mathbb{C}^{2 n}$.


## 1. Introduction

The motivation for this paper was the following question: Let $M$ be a smooth, compact, strongly pseudoconvex, integrable CR-manifold of dimension $2 n-1 \geq 5$ and of CR-dimension $n-1 \geq 2$. Find the smallest integer $N=N(n)$ such that $M$ admits a CR embedding into $\mathbb{C}^{N}$. By the results of Rossi [1965] and Ohsawa [1984a; 1984b], there exists a pure $n$-dimensional Stein space $X$ with isolated singular points and a relatively compact domain $D \subset X$ such that $\partial D=M$ and $\partial D \cap \operatorname{Sing}(X)=\varnothing$. This leads to the following problem: Let $X$ be an $n$-dimensional Stein space with isolated singular points. Find the smallest integer $N$ such that there exists a proper holomorphic injective map $f: X \rightarrow \mathbb{C}^{N}$ which is regular on $\operatorname{Reg}(X)$. It turns out that the dimension $N$ can be expressed in terms of the Whitney cones $C_{5}$ (for the definition see Section 2 or [Chirka 1989]).

Theorem 1.1. Let $X$ be an n-dimensional Stein space with isolated singular points. Let $N(X)=\max \left\{[n / 2]+n+1,3, \max \left\{\operatorname{dim} C_{5}(x, X): x \in X\right\}\right\}$. Then there exists a proper holomorphic injective map $f: X \rightarrow \mathbb{C}^{N(X)}$, which is regular on $\operatorname{Reg}(X)$.
Remark 1.2. Since we are not interested in regularity at singular points we may (and will), with no loss of generality, assume that the space is reduced. By [Acquistapace et al. 1975] there is a proper holomorphic injective map $f: X \rightarrow \mathbb{C}^{N}$,

[^7]where $N \geq 2 n+1$, which is regular on $\operatorname{Reg}(X)$. The dimension $N(X)$ from Theorem 1.1, however, is at most $2 n$, because $\operatorname{dim} C_{5}(x, X) \leq 2 n$ for all $n$-dimensional Stein spaces $X$ and all $x \in X$. If $X$ is a Stein manifold, it was proved by Schürman that $N(X)=[n / 2]+n+1$ for $n>1$.
Remark 1.3. In the case of normal Stein spaces any two weakly regular holomorphic embeddings are biholomorphically equivalent. Let us mention that this result does not necessarily give a minimal $N$ for CR-embedding.

The paper is organized as follows: the second section contains the definition and some properties of Whitney cones and the third section consists of the proof of the main theorem.

Definitions and notation. For $y \in \mathbb{C}^{n}$ let $|y|:=\sup \left\{\left|y_{i}\right|: 1 \leq i \leq n\right\}$ denote the sup norm and $\|y\|$ the euclidean norm. By $B_{n}(r)$ we denote the ball in $\mathbb{C}^{n}$ with radius $r$ and center 0 .

Let $X$ be a complex space, $K \subset X$ a compact subset, and $f: X \rightarrow \mathbb{C}^{n}$ a continuous map. We will use the notation $|f|_{K}:=\max \{|f(x)|: x \in K\}$ and $\|f\|_{K}:=\max \{\|f(x)\|: x \in K\}$. By $\mathcal{O}(X)$ we denote the space of all holomorphic functions on a complex space $X$ equipped with the standard topology of uniform convergence on compact sets. For an analytic set $Y \subset X$ let $\Gamma(X, \mathscr{F}(Y))$ denote the space of holomorphic functions on $X$ which vanish on $Y$. By $T X$ we denote the complex tangent space of $X$ and by $T_{x} X$ the complex tangent space of $X$ at the point $x$.

A holomorphic map $f: X \rightarrow Y$ is almost proper if for each compact set $K \subset Y$ the connected components of $f^{-1}(K)$ are compact. A stratification of a complex space $X$ is a finite descending chain of analytic sets $A_{m}:=X \supset A_{m-1} \supset \cdots \supset A_{0}$ such that $A_{i} \backslash A_{i-1}$ is a complex manifold, for $i=1, \ldots, m$.

## 2. Some properties of tangent cones

The Whitney tangent cones $C_{3}, C_{4}$ and $C_{5}$ play an important role in our work.
Definition 2.1. Let $X \subset \mathbb{C}^{m}$ be an analytic set, $x \in X$. Then let
$C_{3}(x, X):=\left\{v \in \mathbb{C}^{m}:\right.$ there exists a sequence $x_{j} \in X$ such that $x_{j} \rightarrow x$, and a sequence $\lambda_{j} \in \mathbb{C}$ such that $\left.\lambda_{j}\left(x_{j}-x\right) \rightarrow v\right\}$, $C_{4}(x, X):=\left\{v \in \mathbb{C}^{m}:\right.$ there exists a sequence $z_{j} \in \operatorname{Reg}(X)$ such that $z_{j} \rightarrow x$, and a sequence $v_{j} \in T_{z_{j}} X$ such that $\left.v_{j} \rightarrow v\right\}$, $C_{5}(x, X):=\left\{v \in \mathbb{C}^{m}:\right.$ there exist sequences $z_{j}, w_{j} \in X$ with $z_{j}, w_{j} \rightarrow x$, and a sequence $\lambda_{j} \in \mathbb{C}$ such that $\left.\lambda_{j}\left(z_{j}-w_{j}\right) \rightarrow v\right\}$.
Further, set $C_{3}(X):=\left\{(x, v): x \in X, v \in C_{3}(x, X)\right\}$ and define $C_{4}(X)$ and $C_{5}(X)$ similarly. Clearly these are three subsets of $T X$. Using the fact that every analytic
set is locally biholomorphic to an analytic set in some $\mathbb{C}^{m}$, we can extend the above definition of cones to an arbitrary complex space $X$. A more detailed discussion on this subject can be found in [Chirka 1989; Stutz 1972]. We state some simple properties of Whitney cones [Chirka 1989, Sections 8.4, 9.1 and 9.2]. If $n=$ $\operatorname{dim}(x, X)$, then:
(i) The cones $C_{4}(x, X)$ and $C_{5}(x, X)$ are biholomorphically invariant, projective algebraic sets with $n \leq \operatorname{dim} C_{i}(x, X) \leq 2 n$, and the cone $C_{3}(x, X)$ is an $n$ dimensional algebraic set.
(ii) $C_{3}(x, X) \subset C_{4}(x, X) \subset C_{5}(x, X)$.
(iii) $C_{4}(X)$ is the closure of $\left.T X\right|_{\operatorname{Reg}(X)}$.
(iv) If $x \in \operatorname{Reg}(X)$ then $\operatorname{dim} C_{4}(x, X)=\operatorname{dim} C_{5}(x, X)=n$.
(v) If $\operatorname{dim} C_{5}(x, X)=n$, then $x \in \operatorname{Reg}(X)$.

Example 2.2. Let $X=\left(\mathbb{C}^{n} \times 0\right) \cup\left(0 \times \mathbb{C}^{n}\right) \subset \mathbb{C}^{2 n}$. Then $C_{3}(0, X)=C_{4}(0, X)=X$ and $C_{5}(0, X)=\mathbb{C}^{2 n}$.

Proposition 2.3 [Chirka 1989, Section 8.4]. Let $X \subset \mathbb{C}^{m}$ be an analytic set containing 0 , let $L=\mathbb{C}^{m-k} \times 0 \subset \mathbb{C}^{m}$, and suppose that $C_{3}(0, X) \cap L=\{0\}$. Then there exists an open set $U \subset \mathbb{C}^{m}$ containing 0 , such that the orthogonal projection $\pi_{L}: U \cap X \rightarrow \mathbb{C}^{k}$ is proper.

Remark 2.4. The condition $C_{3}(0, X) \cap L=\{0\}$ implies that the neighborhood of 0 lies in some cone. The condition is fulfilled for almost every $(m-k)$-dimensional linear subspace $L \subset \mathbb{C}^{m}$. Clearly, the projection along any $L$ with $\operatorname{dim} L \leq m-n$ and $C_{3}(0, X) \cap L=\{0\}$ is also proper.

Proposition 2.5 [Chirka 1989, Section 9.4]. Let $X \subset \mathbb{C}^{m}$ be a pure n-dimensional analytic set containing 0 , let $L=\mathbb{C}^{m-n} \times 0 \subset \mathbb{C}^{m}$, and let $\pi_{L}: U \cap X \rightarrow \mathbb{C}^{n}$ be the orthogonal projection. If $C_{4}(0, X) \cap L=\{0\}$ then there exists an open set $U \subset \mathbb{C}^{m}$ containing 0 , such that $\operatorname{br}\left(\pi_{L}, X \cap U\right)=(X \backslash \operatorname{Reg}(X)) \cap U$.

Remark 2.6. In the case of a general $n$-dimensional analytic set such projection is of course not a cover; it is, however, proper (because $C_{3}(0, X) \subset C_{4}(0, X)$ ) and regular on $\operatorname{Reg}(X) \cap U$.

Corollary 2.7. Let $X$ be a complex space, let $x \in X$ and suppose $\operatorname{dim} C_{4}(x, X)=k$. Then there exists an open neighborhood $U$ of $x$, and a proper holomorphic map $f: U \rightarrow \mathbb{C}^{k}$ which is regular on $\operatorname{Reg}(X) \cap U$. Every holomorphic map $f: X \rightarrow \mathbb{C}^{k}$ with $\operatorname{Ker} D f(x) \cap C_{4}(x, X)=\{0\}$ is regular on $\operatorname{Reg}(X) \cap U$ for a suitable open neighborhood $U$ of $x$.

Proof. We may assume that $X \subset \mathbb{C}^{m}$, since the statement is local. For the first part, notice that the condition $\operatorname{dim} C_{4}(x, X)=k$ implies the existence of an $(m-k)$ dimensional linear subspace $L$ with $L \cap C_{4}(x, X)=\{0\}$. The rest follows from Proposition 2.5 and the remark below.

As for the second part, if the statement is false, there exist sequences $x_{j} \in$ $\operatorname{Reg}(X)$ with $x_{j} \rightarrow x$, and $v_{j} \in T_{x_{j}} X$ with $\left\|v_{j}\right\|=1$, such that

$$
D f\left(x_{j}\right)\left(v_{j}\right)=0
$$

By passing to a subsequence we may assume that $v_{j} \rightarrow v$. But $v$ is in $C_{4}(x, X)$ by definition; therefore $\operatorname{Df}(x)(v)=0$, which is a contradiction.
Proposition 2.8 [Chirka 1989, Section 9.4]. Let $X \subset \mathbb{C}^{m}$ be a pure n-dimensional analytic set containing 0 , and let $L=\mathbb{C}^{m-n-1} \times 0 \subset \mathbb{C}^{m}$. If $C_{5}(0, X) \cap L=\{0\}$ then there exists an open set $U \subset \mathbb{C}^{m}$ such that the orthogonal projection $\pi_{L}: U \rightarrow$ $\mathbb{C}^{n+1}$ is an almost one-sheeted cover over some analytic subset of $\mathbb{C}^{n+1}$, that is, a homeomorphism of $X \cap U$ onto some hypersurface in $U \cap \mathbb{C}^{n+1}$.
Remark 2.9. As before in the case of a general $n$-dimensional analytic set such a projection is not a cover; it is proper (because $C_{3}(0, X) \subset C_{5}(0, X)$ ), regular on $\operatorname{Reg}(X) \cap U$ and injective.
Corollary 2.10. Let $X$ be a complex space, let $x \in X$, and let $\operatorname{dim} C_{5}(x, X)=k$. Then there exists an open neighborhood $U$ of $x$, and a proper, injective holomorphic map $f: U \rightarrow \mathbb{C}^{k}$, which is regular on $\operatorname{Reg}(X) \cap U$. Every holomorphic map $f: X \rightarrow \mathbb{C}^{k}$ satisfying $\operatorname{Ker} D f(x) \cap C_{5}(x, X)=\{0\}$ is injective, proper and regular on $\operatorname{Reg}(X) \cap U$ for some neighborhood $U$ of $x$.
Proof. The first part follows by a similar argument to that used in Corollary 2.7. We may assume that $X \subset \mathbb{C}^{m}$. Because $C_{4}(x, X) \subset C_{5}(x, X)$, the regularity of the map on $\operatorname{Reg}(X) \cap U$, for some small neighborhood $U$ of $x$, follows from Corollary 2.7. If the map were not injective in any neighborhood of $x$ then there would exist sequences $x_{j}, y_{j} \in X$ with $x_{j}, y_{j} \rightarrow x$ and $x_{j} \neq y_{j}$, such that $f\left(x_{j}\right)-f\left(y_{j}\right)=0$. The Taylor series expansion gives us

$$
f\left(x_{j}\right)-f\left(y_{j}\right)=D f\left(x_{j}\right)\left(x_{j}-y_{j}\right)+o\left(\left|x_{j}-y_{j}\right|\right)=0,
$$

which means that

$$
D f\left(x_{j}\right)\left(\frac{x_{j}-y_{j}}{\left|x_{j}-y_{j}\right|}\right) \rightarrow 0 .
$$

By passing to a subsequence we may assume that $\left(x_{j}-y_{j}\right) /\left|x_{j}-y_{j}\right| \rightarrow v$, which lies in $C_{5}(x, X)$. But then $D f(x)(v)=0$, which contradicts the assumption.
Definition 2.11. Let $X$ be a complex space, let $x \in X$, and let $f: X \rightarrow \mathbb{C}^{m}$ be a holomorphic map. The map $f$ is weakly regular at $x$ if $C_{5}(x, X) \cap \operatorname{Ker} D f(x)=\{0\}$ and weakly regular if $C_{5}(X) \cap \operatorname{Ker} D f=0$, where 0 is the zero section in $T X$.

On a complex manifold the notions of regular and weakly regular coincide. One of the key features of weakly regular maps that will be used in the sequel is local injectivity. Let us state two more lemmas describing properties of injective weakly regular maps.

Lemma 2.12. Let $X$ be a complex space, let $K \subset X$ be a compact set and let $f: X \rightarrow \mathbb{C}^{m}$ be a holomorphic map which is weakly regular and injective on $K$. Then there exists an open neighborhood $U \subset X$ of $K$ such that $f$ is injective and weakly regular on $U$.

Proof. Weak regularity is obviously an open condition. Assume that the map is not injective. Then there are sequences $x_{j}, y_{j} \in X$, with $x_{j} \neq y_{j}$, such that $x_{j} \rightarrow x \in K$, $y_{j} \rightarrow y \in K$ and $f\left(x_{j}\right)=f\left(y_{j}\right)$. Injectivity of $f$ on $K$ implies that $x=y$ and since $f$ is weakly regular on $K$ it is injective in a neighborhood of $x$, which contradicts the existence of the sequences $x_{j}$ and $y_{j}$.

Lemma 2.13. Let $X$ be a complex space, let $K \subset X$ be a compact set, and let $f: X \rightarrow \mathbb{C}^{m}$ be a holomorphic map which is weakly regular and injective on $K$. Then there exists an $\varepsilon>0$ such that any holomorphic map $g: X \rightarrow \mathbb{C}^{m}$ satisfying $|g-f|_{K}<\varepsilon$ is injective and weakly regular on $K$.

Proof. Every map $g$ close enough to $f$ on $K$ is weakly regular on $K$ and therefore locally injective. The next step is to prove a local result:

Claim. Take $x \in X$ and assume that the map $f$ is weakly regular (and therefore injective) in a small compact neighborhood $U$ of $x$. Then there exists an $\varepsilon>0$ such that if $|g-f|_{U}<\varepsilon$, then $g$ is injective and weakly regular on $U$.

Proof of the claim. Note that any map close to $f$ is weakly regular at $x$ and therefore injective in some neighborhood of $x$. We need to prove that the map is injective on $U$. Assume the converse. Then there exists a sequence $\varepsilon_{j} \rightarrow 0$, a sequence $g_{j}: X \rightarrow \mathbb{C}^{m}$, and sequences $x_{j}, y_{j} \in U$, such that $\left|g_{j}-f\right|<\varepsilon_{j}$ and such that $g_{j}\left(x_{j}\right)-g_{j}\left(y_{j}\right)=0$. We may assume that $x_{j} \rightarrow x$ and $y_{j} \rightarrow y$, and also that $\left(x_{j}-y_{j}\right) /\left|x_{j}-y_{j}\right| \rightarrow v$. Injectivity of $f$ implies $x=y$. The Taylor series expansion gives

$$
D g_{j}\left(x_{j}\right)\left(x_{j}-y_{j}\right)=o_{j}\left(\left|x_{j}-y_{j}\right|\right)
$$

Because of the Cauchy estimates there is $o\left(\left|x_{j}-y_{j}\right|\right)$ such that

$$
\left|o_{j}\left(\left|x_{j}-y_{j}\right|\right)\right|<\left|o\left(\left|x_{j}-y_{j}\right|\right)\right|
$$

for all $j$. Dividing the above equation by $\left|x_{j}-y_{j}\right|$ and passing to the limit we get $D f(x)(v)=0$ which contradicts the fact that $f$ is weakly regular.

We have proved that there exists an open neighborhood $V$ of the diagonal $\Delta \subset$ $K \times K$ such that if $g$ is close enough to $f$, the map $g(x)-g(y): X \times X \rightarrow \mathbb{C}^{m}$
will have no zeroes in $V$ except the diagonal $\Delta$. Injectivity of $f$ implies that $\min \{|f(x)-f(y)|:(x, y) \in K \times K \backslash V\}>0$. The same holds for each map $g$ close enough to $f$ on $K$, which means that any such $g$ is injective on $K$.

## 3. Proof of the main theorem

Let $X$ be a $n$-dimensional Stein space with $S=\left\{s_{j}\right\}=X \backslash \operatorname{Reg}(X)$ discrete and let $N=N(X)=\max \left\{[n / 2]+n+1,3, \max \left\{\operatorname{dim} C_{5}(x, X): x \in X\right\}\right\}$. We seek a proper, holomorphic, weakly regular, injective map $F=(H, G): X \rightarrow \mathbb{C}^{n} \times \mathbb{C}^{N-n}$. We first construct an almost proper holomorphic map $H: X \rightarrow \mathbb{C}^{n}$ having certain additional properties (a generic almost proper map) and then construct the map $G: X \rightarrow \mathbb{C}^{N-n}$ such that $F=(H, G)$ has the desired properties.

By the definition of $N$ there exist injective weakly regular holomorphic maps $\Phi_{j}: U_{j} \rightarrow \mathbb{C}^{N}$ defined on small neighborhoods $U_{j}$ of $s_{j}$. For simplicity let us assume that $\Phi_{j, N}\left(s_{j}\right)=j$. Since $X$ is Stein there is a holomorphic map $\Phi: X \rightarrow \mathbb{C}^{N}$ which coincides with the $\Phi_{j}$ to second order on $S$. Define $\varphi=\left(\Phi_{1}, \ldots, \Phi_{n}\right)$. The following theorem gives a generic almost proper map $H$ which coincides with $\varphi$ on $S$ to second order.

Proposition 3.1 (Generic almost proper maps) [Schürmann 1997; Prezelj 2003]. Let $X$ be a n-dimensional Stein space, let $Y \subset X$ be a discrete set, let $\operatorname{Sing}(X) \subset Y$, let $\varphi: X \rightarrow \mathbb{C}^{n}$ be a holomorphic map, and let $q^{\prime}=\left[\frac{n+1}{2}\right]$. For each $y \in Y$ let a number $m_{y} \in \mathbb{N}$ be given. The set of all almost proper holomorphic maps $H: X \rightarrow \mathbb{C}^{n}$ satisfying
(i) $(H-\varphi)_{y} \in \mathscr{F}(Y)^{m_{j}}$ for each $y \in Y$, and
(ii) $\operatorname{dim}\left\{x \in X \backslash Y: \operatorname{rank}_{x} H \leq n-i\right\}<2\left(q^{\prime}-i+1\right)$, for $i=1, \ldots, n$
is residual in the set $\mathscr{G}$ of all holomorphic maps $G$ satisfying $(G-\varphi)_{y} \in \mathscr{F}(Y)^{m_{j}}$ for each $y \in Y$.

Remark 3.2. The first theorem of this sort was proved in [Schürmann 1997, Proposition 4.1]; see [Prezelj 2003, Proposition 2.4] for modifications. In our case $m_{j}=2$ for each $j$. The maps $H$ and $\varphi$ will be fixed through the rest of the section.

The construction of the map $G$ requires more work. We follow the proof of the embedding theorem in [Schürmann 1992]. The full proof is quite long and complicated, so we will only explain how to modify the theorems so that they hold for weakly regular maps. The main tool in the proof is the h-principle:

Definition 3.3 [Gromov 1989]. Let $Z$ and $X$ be complex spaces, let $h: Z \rightarrow X$ be a surjective submersion, and let $U \subset X$ be an open set. Then $h$ admits a spray over $U$ if, for some $m \in \mathbb{N}$, there exists a holomorphic map $s: h^{-1}(U) \times \mathbb{C}^{m} \rightarrow h^{-1}(U)$ such that
(i) $s(z, 0)=z$ for each $z \in h^{-1}(U)$,
(ii) $s\left(z, \mathbb{C}^{m}\right) \subset h^{-1}(h(z))$ for each $z \in h^{-1}(U)$, and
(iii) $\left.(\partial / \partial t) s(z, t)\right|_{t=0}: \mathbb{C}^{m} \rightarrow \operatorname{Ker} D_{z} h$ is surjective.

Theorem 3.4 (The h-principle for Stein spaces) [Gromov 1989; Forstnerič and Prezelj 2001]. Let $X$ be a Stein space, $Z$ a complex space and $h: Z \rightarrow X$ a holomorphic submersion (with constant corank) onto $X$. Assume that each $x \in X$ has a neighborhood $U \subset X$ such that $h$ admits a spray over $U$. Let $d$ be a metric on $Z$ compatible with the complex space topology. Then:
(i) Each continuous section $f_{0}: X \rightarrow Z$ can be deformed to a holomorphic section $f_{1}: X \rightarrow Z$ through a continuous one-parameter family of continuous sections (a homotopy) $f_{t}: X \rightarrow Z$, for $t \in[0,1]$.
(ii) If $K \subset X$ is a compact holomorphically convex set and the initial section $f_{0}$ is holomorphic in a neighborhood of $K$, then for each $\varepsilon>0$ there exists a homotopy $f_{t}: X \rightarrow Z$, for $t \in[0,1]$, such that $d\left(f_{t}(x), f_{0}(x)\right)<\varepsilon$ for each $x \in K$ and $t \in[0,1]$, each $f_{t}$ is holomorphic in a neighborhood of $K$ and $f_{1}$ is holomorphic on $X$. In this case it suffices to assume that the submersion $h: Z \rightarrow X$ has a spray over small open subsets of $X \backslash K$.
For $R>0$, let $X^{R}$ be an arbitrary union of finitely many connected components of the set $H^{-1}\left(B_{n}(R)\right) \subset X$, and let $Z^{R}=H\left(X^{R}\right)=B_{n}(R)$. Note that the map $H: X^{R} \rightarrow B(R)$ is proper. Let $\left\{X^{k}\right\}$ be a normal exhaustion of $X$ and let the set $U_{k}$ be an open Stein neighborhood of $X^{k}$ contained in $X^{k+1}$, for each $k$. By the above definition the set $X^{k}$ is Runge in $X^{k+1}$. We may assume that $S \cap\left(\partial X^{k} \cup \partial U_{k}\right)=\varnothing$. By $\psi(z)=\|z\|^{2}$ we denote the square of euclidean norm on $\mathbb{C}^{n}$.

We will construct a sequence of maps $G_{k}: U_{k} \rightarrow \mathbb{C}^{N-n}$ and a decreasing sequence $\varepsilon_{j} \rightarrow 0$ such that
(i) $\left(H, G_{k}\right): U_{k} \rightarrow \mathbb{C}^{N}$ is weakly regular and injective,
(ii) $\left\|G_{k}-G_{k-1}\right\|_{X^{k-1}}<2^{-k} \varepsilon_{k-1}$,
(iii) if $G^{\prime}: U_{k} \rightarrow \mathbb{C}^{N-n}$ satisfies $\left\|G^{\prime}-G_{k}\right\|_{X^{k}}<\varepsilon_{k}$ then $\left(H, G^{\prime}\right): X \rightarrow \mathbb{C}^{N}$ is weakly regular and injective,
(iv) $\inf \left\{\left\|G_{k}(x)\right\|: x \in\left(H^{-1}\left(B_{n}(k-1)\right) \backslash X^{k-1}\right) \cap X^{k}\right\}>k-1$,
(v) $D G_{k}\left(s_{j}\right)=D\left(\Phi_{n+1}, \ldots, \Phi_{N}\right)\left(s_{j}\right)$ for all $j$ and $k$, whenever the expression makes sense.

Note that the sequence $G_{k}$ converges uniformly on compact sets to a map $G$ such that the map $(H, G): X \rightarrow \mathbb{C}^{N}$ is weakly regular and injective by (i), (ii) and (iii), and proper by (iv). Condition (v) could be omitted since weak regularity is stable under small perturbations; in fact the construction ensures that we get (v) for free.

Before proceeding to the construction of maps the $G_{k}$, we define stratifications of $X$ and $\mathbb{C}^{n}$ which we will need in the sequel.

Lemma 3.5 [Schürmann 1992; Prezelj 2003]. There exist stratifications $X_{n}:=$ $X^{R} \supset X_{n-1} \supset \cdots \supset X_{0} \supset X_{-1}=\varnothing$ and $Z_{n}:=Z^{R} \supset Z_{n-1} \supset \cdots \supset Z_{0} \supset Z_{-1}=\varnothing$, with $X_{0}, Z_{0} \neq \varnothing$, such that
(i) $X_{0} \supset X^{R} \cap S$ and $Z_{0} \supset H\left(S \cap X^{R}\right)$,
(ii) $X_{j}=H^{-1}\left(Z_{j}\right) \cap X^{R}$,
(iii) the sets $X_{j}$ and $Z_{j}$ have dimension at most $j$ and the sets $X_{j}^{*}:=X_{j} \backslash X_{j-1}$ and $Z_{j}^{*}=Z_{j} \backslash Z_{j-1}$ are either complex $j$-dimensional manifolds or empty,
(iv) if $X_{j}^{*}$ is not empty, the map $H: X_{j}^{*} \rightarrow Z_{j}^{*}$ is an immersion for $j \in\{0, \ldots, n\}$,
(v) the rank of $H$ is constant on each connected component of the set $X_{j}^{*}$ for each $j \in\{0, \ldots, n\}$.

We quote some more results from [Schürmann 1992] (the almost proper map $H$ is fixed). The original theorems deal with immersions and injective immersions; in our case the term "immersion" will be replaced with the term "weakly regular". Let $q=N-n$, fix some $R>0$ and let $\left\{X_{j}\right\}$ and $\left\{Z_{j}\right\}$ be the stratifications from Lemma 3.5.
Theorem 3.6. Choose $j \in\{1, \ldots, n\}$ and $r, r_{1}, r_{2} \in \mathbb{R} \backslash\{0\}$ such that $r_{2}>0$ and $r_{1}<r_{2}<r<R$. Let $r_{1}^{2}$ and $r_{2}^{2}$ be regular values for $\left.\psi\right|_{Z_{j}^{*}}$ and suppose that $\left(X_{j-1} \cap \overline{X^{r_{2}}}\right) \cup\left(X_{j} \cap \overline{X^{r}}\right)$ is not empty. Let $f: X^{r} \rightarrow \mathbb{C}^{q}$ be a holomorphic map such that the map $(H, f): X^{r} \rightarrow \mathbb{C}^{N}$ is weakly regular on $\left(X_{j-1} \cap \overline{X^{r}}\right) \cup\left(X_{j} \cap \overline{X^{r_{1}}}\right)$. Then:
(i) If $r_{1}<0$, there is a holomorphic map $f^{\prime}: X^{r_{2}} \rightarrow \mathbb{C}^{q}$ such that $f^{\prime}-\left.f\right|_{X^{r_{2}}}$ is in $\Gamma\left(X^{r_{2}}, \mathscr{F}\left(X_{j-1}\right)^{2} \cap \mathscr{f}\left(X_{j}\right)\right)^{q}$ and $\left(H, f^{\prime}\right)$ is weakly regular on $X_{j} \cap X^{r_{2}}$.
(ii) If $r_{1}>0$ then $f$ can be approximated arbitrarily well on $X^{r_{1}}$ by a holomorphic map $f^{\prime}: X^{r_{2}} \rightarrow \mathbb{C}^{q}$ such that $f^{\prime}-\left.f\right|_{X^{r_{2}}}$ is in $\Gamma\left(X^{r_{2}}, \mathscr{f}\left(X_{j-1}\right)^{2} \cap \mathscr{f}\left(X_{j}\right)\right)^{q}$ and $\left(H, f^{\prime}\right)$ is weakly regular on $X_{j} \cap X^{r_{2}}$.
Proof. Since the sheaf $\mathscr{f}\left(X_{j-1}\right)^{2} \cap \mathscr{F}\left(X_{j}\right)$ is coherent, there are finitely many holomorphic sections

$$
f_{1}, \ldots, f_{M} \in \Gamma\left(X, \mathscr{F}\left(X_{j-1}\right)^{2} \cap \mathscr{g}\left(X_{j}\right)\right)^{q}
$$

which generate $\Gamma\left(X^{r_{2}}, \mathscr{F}\left(X_{j-1}\right)^{2} \cap \mathscr{F}\left(X_{j}\right)\right)^{q}$. We seek a map $f^{\prime}$ of the form

$$
f^{\prime}=f+\sum \alpha_{j} f_{j}
$$

where $\alpha=\left(\alpha_{1}, \ldots, \alpha_{m}\right)$ is regarded as a section of the trivial bundle $X^{r} \times \mathbb{C}^{M}$. Denote by $K=\operatorname{Ker} D H \subset T X$ the kernel of $D H$ and note that the definition of $X_{j}^{*}$ implies that $\left.K\right|_{X_{j}^{*}}$ is a vector bundle. Let $\Sigma \subset\left(X_{j} \cap X^{r}\right) \times \mathbb{C}^{M}=: V$ be the set of all
$\left(x, a_{1}, \ldots, a_{M}\right)$ such that the map $\left(H, f+\sum a_{j} f_{j}\right.$ ) is not weakly regular in $x$. Let $p: V \rightarrow\left(X_{j} \cap X^{r}\right)$ be the trivial projection. Then because $(H, f)$ is weakly regular on $X_{j-1} \cap X^{r}$ and the maps $f_{j}$ vanish to second order on $X_{j-1}$, the set $\Sigma$ is a subset of $X_{j}^{*} \times \mathbb{C}^{M}$. Since $\left.K\right|_{X_{j}^{*}}$ is a vector bundle, $\Sigma$ is the set of all $\left(x, a_{1}, \ldots, a_{M}\right)$ in $X_{j}^{*} \times \mathbb{C}^{M}$ such that the map $K_{x} \rightarrow \mathbb{C}^{q^{\prime}}$ given by $v \mapsto D f(x) v+\sum a_{i} D f_{j}(x) v$, is not injective, so $\Sigma$ is analytic in $X_{j}^{*} \times \mathbb{C}^{M}$. But we want $\Sigma$ to be analytic in $V$ which means we have to prove that $\Sigma$ is closed in $V$. Now, since $(H, f)$ is weakly regular on $X_{j-1} \cap X^{r}$ any map of the form $\left(H, f+\sum \alpha_{j} f_{j}\right)$ is weakly regular on the same set and because weak regularity is an open condition, the map $\left(H, f+\sum \alpha_{j} f_{j}\right)$ is also weakly regular in some neighborhood of $X_{j-1} \cap X^{r}$ which means that $\Sigma$ is a closed in $V$. As in [Schürmann 1992] we prove that the projection $p: V \backslash \Sigma \rightarrow\left(X_{j}^{*} \cap X^{r}\right)$ is a locally trivial fibration which admits a spray.

Our goal is to find a holomorphic section $\alpha$ of $\left(X^{r} \times \mathbb{C}^{M}\right) \backslash \Sigma \rightarrow X^{r}$. The zero section on $\left(X_{j-1} \cap \overline{X^{r}}\right) \cup\left(X_{j} \cap \overline{X^{r_{1}}}\right)$ is a section of

$$
\left(\left(X^{r} \cap X_{j}\right) \times \mathbb{C}^{M}\right) \backslash \Sigma \rightarrow\left(X^{r} \cap X_{j}\right)
$$

because the map ( $H, f$ ) is weakly regular on $\left(X_{j-1} \cap \overline{X^{r}}\right) \cup\left(X_{j} \cap \overline{X^{r_{1}}}\right)$. And since weak regularity is an open condition, the zero section defined in a neighborhood of the set $\left(X_{j-1} \cap \overline{X^{r}}\right) \cup\left(X_{j} \cap \overline{X^{r_{1}}}\right)$ is a section of $\left(\left(X^{r} \cap X_{j}\right) \times \mathbb{C}^{M}\right) \backslash \Sigma \rightarrow\left(X^{r} \cap X_{j}\right)$ as well. As in [Schürmann 1992] this section can be extended to a continuous section of $\left(\left(X^{r} \cap X_{j}\right) \times \mathbb{C}^{M}\right) \backslash \Sigma \rightarrow\left(X^{r} \cap X_{j}\right)$. Then the h-principle applies (if $r_{1}<0$ we use the existence version and if $r_{1}>0$ the approximation version) which yields a holomorphic section $\alpha^{\prime}$ of $\left(\left(X^{r} \cap X_{j}\right) \times \mathbb{C}^{M}\right) \backslash \Sigma \rightarrow\left(X^{r} \cap X_{j}\right)$. This section can be trivially extended to a holomorphic section $\alpha$ of $\left(X^{r} \times \mathbb{C}^{M}\right) \backslash \Sigma \rightarrow X^{r}$.

Remark 3.7. The maps $f_{j}$ used in Theorem 3.6 vanished to the first order on $X_{j}$, which means that if the initial map $f$ is such that $(H, f)$ is injective on $X_{j} \cap X^{r}$ then the map ( $H, f^{\prime}$ ) is also injective on $X_{j} \cap X^{r}$.

Theorem 3.8. Choose $j \in\{1, \ldots, n\}$ and $r, r_{1}, r_{2} \in \mathbb{R} \backslash\{0\}$ such that $r_{2}>0$ and $r_{1}<r_{2}<r<R$. Let $r_{1}^{2}$ and $r_{2}^{2}$ be regular values for $\left.\psi\right|_{Z_{j}^{*}}$ and suppose that $\left(X_{j-1} \cap \overline{X^{r_{2}}}\right) \cup\left(X_{j} \cap \overline{X^{r}}\right)$ is not empty. Let $f: X^{r} \rightarrow \mathbb{C}^{q}$ be a holomorphic map such that the map $(H, f): X^{r} \rightarrow \mathbb{C}^{N}$ is injective and weakly regular on $\left(X_{j-1} \cap \overline{X^{r}}\right) \cup\left(X_{j} \cap \overline{X^{r_{1}}}\right)$. Then:
(i) If $r_{1}<0$ there is a holomorphic map $f^{\prime}: X^{r_{2}} \rightarrow \mathbb{C}^{q}$ such that $f^{\prime}-\left.f\right|_{X^{r_{2}}}$ is in $\Gamma\left(X^{r_{2}}, \mathscr{F}\left(X_{j-1}\right)^{2}\right)^{q}$ and such that $\left(H, f^{\prime}\right)$ is injective and weakly regular on $X_{j} \cap X^{r_{2}}$.
(ii) If $r_{1}>0$ the map $f$ can be approximated arbitrarily well on the set $X^{r_{1}}$ by a holomorphic map $f^{\prime}: X^{r_{2}} \rightarrow \mathbb{C}^{q}$ such that $f^{\prime}-\left.f\right|_{X^{r_{2}}} \in \Gamma\left(X^{r_{2}}, \mathscr{f}\left(X_{j-1}\right)^{2}\right)^{q}$ and $\left(H, f^{\prime}\right)$ is injective and weakly regular on $X_{j} \cap X^{r_{2}}$.

Proof. Since the sheaves $\mathscr{F}=H_{*} \mathcal{O}\left(X^{R}\right)$ and $\mathscr{F}\left(Z_{j-1}\right)^{2} \mathscr{F}$ are coherent, there exist finitely many holomorphic sections $\psi_{1}, \ldots \psi_{M} \in \Gamma\left(Z, \mathscr{F}\left(Z_{j-1}\right)^{2} \mathscr{F}\right)^{q}$ generating $\Gamma\left(Z^{r_{2}}, \mathscr{F}\left(Z_{j-1}\right)^{2} \mathscr{F}\right)^{q}$. Let $f_{j} \in \Gamma\left(X^{r}, \mathcal{O}(X)\right)^{q}$ be liftings of the sections $\psi_{j}$. We are looking for the map $f^{\prime}$ of the form

$$
f^{\prime}=f+\sum\left(\alpha_{j} \circ H\right) \cdot f_{j}
$$

where $\alpha=\left(\alpha_{1}, \ldots, \alpha_{m}\right)$ is regarded as a section of the trivial bundle $B(r) \times \mathbb{C}^{M}$. Let $\Sigma \subset\left(Z_{j} \cap B(r)\right) \times \mathbb{C}^{M}=: V$ be the set of all $\left(z, a_{1}, \ldots, a_{M}\right)$, such that the map $H^{-1}(z) \rightarrow \mathbb{C}^{n}$, given by $x \mapsto f(x)+\sum a_{j} f_{j}(x)$, is not injective. Let the map $p: V \rightarrow\left(Z_{j} \cap B(r)\right)$ be the trivial projection. Then because $(H, f)$ is injective on $\left(X_{j-1} \cap \overline{X^{r}}\right) \cup\left(X_{j} \cap \overline{X^{r_{1}}}\right)$ and the maps $f_{j}$ vanish to the second order on $X_{j-1}$, the set $\Sigma$ is an analytic subset of $Z_{j}^{*} \times \mathbb{C}^{M}$. As above we want $\Sigma$ to be an analytic subset of $V$, that is, closed in $V$. Since $(H, f)$ is injective and weakly regular on $X_{j-1} \cap X^{r}$ and the maps $f_{j}$ vanish to the second order on $X_{j-1}$, any map of the form $\left(H, f+\sum\left(\alpha_{j} \circ H\right) \cdot f_{j}\right)$ is injective and weakly regular on the same set and, because being injective and weakly regular is an open condition, such map is also injective and weakly regular in some neighborhood of $X_{j-1} \cap X^{r}$. This means that the set $\Sigma$ is closed in $V$. As in [Schürmann 1992] we prove that $p: V \backslash \Sigma \rightarrow\left(Z_{j}^{*} \cap B(r)\right)$ is a locally trivial fibration which admits a spray.

We seek a holomorphic section $\alpha$ of the submersion $\left(B(r) \times \mathbb{C}^{M}\right) \backslash \Sigma \rightarrow B(r)$. The zero section defined on $\left(Z_{j-1} \cap \bar{B}(r)\right) \cup\left(Z_{j} \cap \bar{B}\left(r_{1}\right)\right)$ is a section of the map $\left(\left(B(r) \cap Z_{j}\right) \times \mathbb{C}^{M}\right) \backslash \Sigma \rightarrow\left(B(r) \cap Z_{j}\right)$ because the map $(H, f)$ is weakly regular and injective on $\left(X_{j-1} \cap \overline{X^{r}}\right) \cup\left(X_{j} \cap \overline{X^{r_{1}}}\right)$. And since being injective and weakly regular is an open condition, the zero section defined in a neighborhood of the set $\left(Z_{j-1} \cap \bar{B}(r)\right) \cup\left(Z_{j} \cap \bar{B}\left(r_{1}\right)\right)$ is a section of $\left(\left(B(r) \cap Z_{j}\right) \times \mathbb{C}^{M}\right) \backslash \Sigma \rightarrow\left(B(r) \cap Z_{j}\right)$ as well. As in [Schürmann 1992] this section can be extended to a continuous section of $\left(\left(B(r) \cap Z_{j}\right) \times \mathbb{C}^{M}\right) \backslash \Sigma \rightarrow\left(B(r) \cap Z_{j}\right)$. Then the h-principle applies (if $r_{1}<0$ we use the existence version and if $r_{1}>0$ the approximation version) and yields a holomorphic section $\alpha^{\prime}$ of $\left(\left(B(r) \cap Z_{j}\right) \times \mathbb{C}^{M}\right) \backslash \Sigma \rightarrow\left(B(r) \cap Z_{j}\right)$, which can be trivially extended to a holomorphic section $\alpha$ of $\left(B(r) \times \mathbb{C}^{M}\right) \backslash \Sigma \rightarrow B(r)$.

At the beginning of this section we defined the map $\Phi$. Now we define

$$
f=\left(\Phi_{n+1}, \ldots, \Phi_{N}\right)
$$

The map $(H, f)$ clearly is weakly regular on $S$ and injective in a small neighborhood of $S$, since $\Phi_{N}\left(s_{j}\right)=j$. Using in turn Theorem 3.8 and Theorem 3.6 we can proceed by induction over the strata starting with $X_{0}$ (as in [Schürmann 1992]), and using the fact that being weakly regular or injective and weakly regular is an open condition, to obtain the following results:

Theorem 3.9 (Existence). Let $R>0$ and let $X^{R}$ be the union of a finite number of connected components of the set $H^{-1}\left(B_{n}(R)\right)$. For $r \in(0, R)$ let $X^{r}:=$ $X^{R} \cap H^{-1}\left(B_{n}(r)\right)$. There exists a holomorphic map $G: X^{r} \rightarrow \mathbb{C}^{q}$ satisfying the conditions
$\alpha(r)$ : the map $(H, G): X^{r} \rightarrow \mathbb{C}^{N}$ is injective and weakly regular, and
$\beta(r):(H, G)$ coincides with $\Phi$ to the second order $S \cap X^{r}$.
Theorem 3.10 (Approximation). Let $R, r>0, X^{R}$ and $X^{r}$ be as in Theorem 3.9 Choose $r_{1} \in(r, R)$ and set $X^{r_{1}}:=X^{R} \cap H^{-1}\left(B_{n}\left(r_{1}\right)\right)$. If a holomorphic map $G: X^{r} \rightarrow \mathbb{C}^{q}$ satisfies conditions $\alpha(r)$ and $\beta(r)$ from Theorem 3.9, it can be approximated arbitrarily well on the set $X^{r}$ by a map $G^{\prime}: X^{r_{1}} \rightarrow \mathbb{C}^{q}$ satisfying $\alpha\left(r_{1}\right)$ and $\beta\left(r_{1}\right)$ from Theorem 3.9.

Remark 3.11. Note that the induction preserves the derivatives of $\Phi$ at the points in $S$ since they are contained in $X_{0}$ and the maps $f_{j}$ in Theorem 3.6 and Theorem 3.8 vanish to second order on $X_{0}$.

Proof of the main theorem. Now we can construct the maps $G_{j}$ and the sequence $\varepsilon_{j} \rightarrow 0$ with the required properties (i)-(v). First we consider the case $k=1$. By the existence Theorem 3.9 there is a map $G_{1}: X^{1} \rightarrow \mathbb{C}^{q}$ with properties (i) and (v). By Lemma 2.13 there is an $\varepsilon_{1}>0$ such that (iii) holds. Now we prove the induction step. Assume that $G_{1}, \ldots, G_{k}$ and $\varepsilon_{1}, \ldots, \varepsilon_{k}$ have already been constructed. Let $X^{k^{\prime}}:=X^{k+1} \cap\left(H^{-1}\left(B_{k}\right) \backslash X^{k}\right)$, that is, $X^{k^{\prime}}$ is the union of those connected components of $H^{-1}(B(k))$ which lie in $X^{k+1}$ but not in $X^{k}$. By Theorem 3.9 there is a map $G_{k}^{\prime}$ satisfying (i). By adding a sufficiently large positive constant we may assume that $\left\|G^{\prime}\right\|_{X^{k^{\prime}}}>2 k$ and that the map $G^{\prime}: X^{k} \cup X^{k^{\prime}} \rightarrow \mathbb{C}^{q}$, defined by $\left.G^{\prime}\right|_{X^{k}}=G_{k}, G_{X^{k^{\prime}}}^{\prime}=G_{k}^{\prime}$ is such that $\left(H, G^{\prime}\right): X^{k} \cup X^{k^{\prime}} \rightarrow \mathbb{C}^{N}$ is injective. Now the assumptions of Theorem 3.9 are fulfilled so there exists a map $G_{k+1}: X^{k+1} \rightarrow \mathbb{C}^{N}$ satisfying (i), (ii), (iv) and (v). As above, there exists $\varepsilon_{k+1} \in\left(0, \varepsilon_{k}\right)$ such that (ii) holds as well.
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# A DE RHAM THEOREM FOR SYMPLECTIC QUOTIENTS 

Reyer Sjamaar


#### Abstract

We introduce a de Rham model for stratified spaces arising from symplectic reduction. It turns out that the reduced symplectic form and its powers give rise to well-defined cohomology classes, even on a singular symplectic quotient.


## 1. Introduction

Let $G$ be a compact Lie group and let $M$ be a smooth $G$-manifold. Let $\Omega(M)$ be the de Rham complex of differential forms on $M$ and $\Omega_{\text {bas }}(M)$ the subcomplex of basic forms. It was proved by Koszul [1953] that the cohomology of $\Omega_{\mathrm{bas}}(M)$ is isomorphic to the cohomology with real coefficients of the orbit space $M / G$ (which is usually not a manifold, unless $G$ acts freely).

Now suppose that $M$ is equipped with a symplectic form $\omega$ and that the $G$-action is Hamiltonian with equivariant moment map $\Phi: M \rightarrow \mathfrak{g}^{*}$, where $\mathfrak{g}=\operatorname{Lie} G$. The appropriate quotient in this category is the Marsden-Meyer-Weinstein symplectic quotient $X=\Phi^{-1}(0) / G$. It is usually not a manifold either, unless $G$ acts freely on the fiber $\Phi^{-1}(0)$, but it always has a natural stratification into symplectic manifolds.

Much work has been done on the intersection cohomology of symplectic quotients; see, for example, [Kirwan 1985; Lerman and Tolman 2000]. The purpose of this note is rather more modest. We introduce a de Rham model for the ordinary cohomology of the symplectic quotient $X$, which is a straightforward adaptation of Koszul's complex of basic forms. It relies on a notion of a differential form on $X$ that extends the concept of a smooth function developed in [Arms et al. 1991]. Relevant examples are the reduced symplectic form and its powers, which define cohomology classes of even degree. These classes are nonzero if the quotient is compact. Thus the symplectic quotient, even when singular, carries a suitable analogue of a symplectic form and a Liouville volume form.

[^8]
## 2. Review

Let $(M, \omega)$ be a connected symplectic manifold and let $G$ be a compact Lie group acting on $M$ in a Hamiltonian fashion with moment map $\Phi: M \rightarrow \mathfrak{g}^{*}$, where $\mathfrak{g}=\operatorname{Lie} G$. This means $d \Phi^{\xi}=i\left(\xi_{M}\right) \omega$, where $\xi_{M}$ denotes the vector field on $M$ induced by $\xi \in \mathfrak{g}$ and $\Phi^{\xi}=\langle\Phi, \xi\rangle$ denotes the component of the moment map along $\xi$. Also $\Phi$ is required to be equivariant with respect to the given action on $M$ and the coadjoint action on $\mathfrak{g}^{*}$. The symplectic quotient of $M$ by $G$ is the space $X=Z / G$, where $Z=\Phi^{-1}(0)$ is the zero fiber of the moment map. It was proved in [Marsden and Weinstein 1974] that if $G$ acts freely on $Z$, then $Z$ and $X$ are smooth manifolds and $X$ carries a natural symplectic form. If $G$ does not act freely on $Z$, often neither $Z$ nor $X$ are manifolds. In this case we proceed as in [Sjamaar and Lerman 1991], the relevant results of which we recall now. For any closed subgroup $H$ of $G$ let

$$
M_{(H)}=\left\{m \in M \mid G_{m} \text { is conjugate to } H\right\}
$$

be the stratum of orbit type $(H)$ in the $G$-manifold $M$. Here $G_{m}$ denotes the stabilizer of $m$ with respect to the $G$-action. Put

$$
Z_{(H)}=Z \cap M_{(H)}
$$

Then $Z_{(H)}$ is a smooth $G$-stable submanifold of $M$. Let $\left\{Z_{a} \mid a \in A\right\}$ be the collection of connected components of all manifolds of the form $Z_{(H)}$, where ( $H$ ) ranges over all conjugacy classes of subgroups of $G$. The decomposition

$$
\begin{equation*}
Z=\coprod_{a \in A} Z_{a} \tag{2.1}
\end{equation*}
$$

is a Whitney stratification of the fiber $Z$. In particular the index set $A$ has a partial order defined by $a \leq b$ if $Z_{a} \subseteq \bar{Z}_{b}$. There is a unique maximal element in $A$. The corresponding stratum, known as the principal or top stratum $Z_{\text {prin }}$, is open and dense in $Z$. Moreover the null foliation of the symplectic form $\omega$ restricted to any stratum $Z_{a}$ is exactly given by the $G$-orbits. Hence there exists a unique symplectic form $\omega_{a}$ on the quotient manifold $X_{a}=Z_{a} / G$ satisfying $\pi_{a}^{*} \omega_{a}=\iota_{a}^{*} \omega$, where $\iota_{a}: Z_{a} \hookrightarrow M$ is the inclusion map and $\pi_{a}: Z_{a} \rightarrow X_{a}$ the orbit map. The decomposition

$$
\begin{equation*}
X=\coprod_{a \in A} X_{a} \tag{2.2}
\end{equation*}
$$

is a locally normally trivial stratification of the quotient $X$ into the symplectic manifolds $X_{a}$. The principal stratum $X_{\text {prin }}=Z_{\text {prin }} / G$ is open and dense in $X$.

## 3. Forms on a symplectic quotient

We use the same notation as in the previous section. We denote the de Rham complex of a manifold $P$ by $\Omega(P)$. A differential form on the symplectic quotient $X$ is a differential form $\alpha$ on the top stratum $X_{\text {prin }}$ such that there exists a differential form $\tilde{\alpha}$ on $M$ satisfying $\pi_{\text {prin }}^{*} \alpha=l_{\text {prin }}^{*} \tilde{\alpha}$. We say that $\tilde{\alpha}$ induces $\alpha$. An easy averaging argument shows that we may assume $\tilde{\alpha}$ to be $G$-invariant on $M$. We denote the collection of differential forms on $X$ by $\Omega(X)$.

If $X=X_{\text {prin }}$, then $X$ and $Z$ are manifolds and the lift of any form on $X$ to $Z$ can be extended to $M$, so in this case our notion of a differential form on $X$ reduces to the standard notion. Observe that $\Omega(X)$ is a subcomplex of $\Omega\left(X_{\text {prin }}\right)$, and it is closed under the wedge product.

Example 3.1. The symplectic form $\omega_{\text {prin }}$ on $X_{\text {prin }}$ is induced by the symplectic form $\omega$ on $M$ and so defines a closed 2-form on $X$.

Clearly not every invariant form on $M$ induces a form on $X$. Indeed, if $\tilde{\alpha} \in$ $\Omega(M)^{G}$ induces $\alpha \in \Omega(X)$, then $t_{\text {prin }}^{*} \tilde{\alpha}=\pi_{\text {prin }}^{*} \alpha$ is a $G$-horizontal form on the $G$-manifold $Z_{\text {prin }}$, so it is annihilated by all inner products $i\left(\xi_{M}\right)$ for $\xi \in \mathfrak{g}$. Recall that a form $\beta$ on $M$ is basic with respect to the $G$-action if it is $G$-invariant and $G$-horizontal. Adapting this notion to our context, we say that $\beta$ is $\Phi$-basic if it is $G$-invariant and if $\iota_{\text {prin }}^{*} \beta \in \Omega\left(Z_{\text {prin }}\right)$ is horizontal. Let $\Omega_{\Phi}(M)$ denote the set of $\Phi$-basic forms. This is a subcomplex of $\Omega(M)$ and the kernel of the natural surjection $\Omega_{\Phi}(M) \rightarrow \Omega(X)$ is the ideal

$$
I_{\Phi}(M)=\left\{\beta \in \Omega(M)^{G} \mid \iota_{\text {prin }}^{*} \beta=0\right\} .
$$

Thus the de Rham complex of $X$ is isomorphic to

$$
\begin{equation*}
\Omega(X) \cong \Omega_{\Phi}(M) / I_{\Phi}(M) \tag{3.2}
\end{equation*}
$$

a subquotient of the de Rham complex of $M$. In degree 0 we have the smooth functions on $X$ as defined in [Arms et al. 1991],

$$
C^{\infty}(X) \cong C^{\infty}(M)^{G} /\left\{f \in C^{\infty}(M)^{G} \mid f=0 \text { on } Z\right\}
$$

If $O$ is a $G$-invariant open neighborhood of $Z$, then $O$ is a Hamiltonian $G$-manifold in its own right, so we can define $\Omega_{\Phi}(O)$ and $I_{\Phi}(O)$. Plainly (3.2) remains valid if we replace $M$ with $O$. Thus $\Omega(X)$ depends only on the $G$-germ of $M$ at $Z$.

It is true, though not completely obvious from the definition, that every form on $X$ restricts to a form on each stratum of $X$.

Lemma 3.3. (i) Let $\beta \in \Omega_{\Phi}(M)$. Then $\iota_{a}^{*} \beta$ is a horizontal form on $Z_{a}$ for all a.
(ii) Let $\beta \in I_{\Phi}(M)$. Then $\iota_{a}^{*} \beta=0$ for all $a$.
(iii) There is a well-defined restriction map $\Omega(X) \rightarrow \Omega\left(X_{a}\right)$ for each stratum $X_{a}$.

Proof. Let $\beta \in \Omega_{\Phi}(M)$ and $z \in Z_{a}$. Choose a sequence $\left\{z_{n}\right\}$ in $Z_{\text {prin }}$ converging to $z$. By compactness of the Grassmannian we may assume that the sequence of tangent spaces $T_{z_{n}} Z_{\text {prin }}$ converges to a subspace $T$ of $T_{z} M$. By definition $i\left(\xi_{M}\right) \beta_{z_{n}}=0$ on $T_{Z_{n}} Z_{\text {prin }}$ for all $\xi \in \mathfrak{g}$, so by continuity $i\left(\xi_{M}\right) \beta_{z}=0$ on $T$ for all $\xi$. By Whitney's Condition A we have $T_{z} Z_{a} \subseteq T$. Hence $i\left(\xi_{M}\right) \beta_{z}=0$ on $T_{z} Z_{a}$ for all $\xi$. This proves (i).

Similarly, if $\beta \in I_{\Phi}(M)$ then $\beta_{z_{n}}=0$ on $T_{z_{n}} Z_{\text {prin }}$, so by continuity $\beta_{z}=0$ on $T$ and hence $\beta_{z}=0$ on $T_{z} Z_{a}$, which proves (ii).

It follows from (i) that if $\beta \in \Omega_{\Phi}(M)$ then $\iota_{a}^{*} \beta$ descends to a form $\beta_{a}$ on $X_{a}$. The assignment $\beta \mapsto \beta_{a}$ defines a homomorphism $\Omega_{\Phi}(M) \rightarrow \Omega\left(X_{a}\right)$ for each $a$. It follows from (ii) that this map is 0 on the ideal $I_{\Phi}(M)$. Using the isomorphism (3.2) we obtain the desired restriction map $\Omega(X) \rightarrow \Omega\left(X_{a}\right)$.

## 4. Symplectic induction

A shortcoming of the de Rham complex $\Omega(X)$ is that it appears to depend on the way in which $X$ is written as a quotient. But in certain interesting situations this defect turns out to be illusory. For instance, let $H$ be a closed subgroup of $G$ and let $\left(N, \omega_{N}\right)$ be a Hamiltonian $H$-manifold with equivariant moment map $\Psi: N \rightarrow \mathfrak{h}^{*}$. Consider the Hamiltonian $G \times H$-space

$$
P=T^{*} G \times N
$$

where the action of $G$ on $P$ is given by left multiplication on $T^{*} G$ and the action of $H$ by right multiplication on $T^{*} G$ and the given action on $N$. Let $M$ be the symplectic quotient of $P$ with respect to the $H$-action. This is called the $G$ space induced by the $H$-space $N$. Since $H$ acts freely on $T^{*} G, M$ is a smooth manifold and from $P$ it inherits a symplectic form $\omega$ and a Hamiltonian $G$-action with moment map $\Phi$. Let $Y$ be the symplectic quotient of $N$ by the $H$-action and $X$ the symplectic quotient of $M$ by the $G$-action. The principle of reduction in stages implies that $X$ and $Y$ are isomorphic in the sense that there is a stratificationpreserving homeomorphism $Y \rightarrow X$ that restricts to a symplectomorphism on each stratum. We can represent the situation symbolically by a commutative diagram

where the dotted arrows indicate symplectic reduction with respect to the relevant group. We assert that the de Rham complexes of $X$ and $Y$ are likewise isomorphic.

To prove this we need to recall from [Sjamaar and Lerman 1991, §2] the definition of the isomorphism $Y \rightarrow X$. Choose an $H$-invariant subspace $\mathfrak{m}$ of $\mathfrak{g}$ complementary to the subalgebra $\mathfrak{h}$. Then we have $H$-invariant decompositions $\mathfrak{g}=\mathfrak{h} \oplus \mathfrak{m}$ and $\mathfrak{g}^{*}=\mathfrak{h}^{*} \oplus \mathfrak{m}^{*}$. Define a map

$$
G \times \mathfrak{m}^{*} \times N \rightarrow P \cong G \times \mathfrak{g}^{*} \times N
$$

by sending $(g, \alpha, p)$ to $(g, \alpha-\Psi(p), p)$. This is an $H$-equivariant diffeomorphism from $G \times \mathfrak{m}^{*} \times N$ onto the zero fiber of the $H$-moment map on $P$. Taking quotients by $H$ we obtain a $G$-equivariant diffeomorphism

$$
M \cong\left(G \times \mathfrak{m}^{*} \times N\right) / H
$$

from $M$ to the homogeneous vector bundle over $G / H$ with fiber $\mathfrak{m}^{*} \times N$. We identify $M$ with this bundle and write a typical point in it as $[g, \alpha, p]$, with $g \in G$, $\alpha \in \mathfrak{m}^{*}$ and $p \in N$. The $G$-action on $M$ is given by $k[g, \alpha, p]=[k g, \alpha, p]$ for $k \in G$ and the moment map by

$$
\begin{equation*}
\Phi([g, \alpha, p])=\operatorname{Ad}^{*}(g)(\alpha+\Psi(p)) \tag{4.1}
\end{equation*}
$$

Let $f: N \rightarrow M$ be the embedding defined by $f(p)=[1,0, p]$. Then $f$ is $H$ equivariant and (4.1) shows that $\Phi \circ f=\operatorname{pr}^{*} \circ \Psi$, where $\mathrm{pr}^{*}: \mathfrak{h}^{*} \rightarrow \mathfrak{g}^{*}$ is the transpose of the projection map $\mathfrak{g} \rightarrow \mathfrak{h}$. Hence $f$ maps the zero fiber $Z_{N}=\Psi^{-1}(0)$ into $Z$ and descends to a map $Y \rightarrow X$, which is the required isomorphism. In particular $f$ maps the principal stratum $\left(Z_{N}\right)_{\text {prin }}$ into the principal stratum of $Z$. In fact $Z$ and $Z_{\text {prin }}$ are homogeneous bundles over $G / H$,

$$
Z=\left(G \times Z_{N}\right) / H \quad \text { and } \quad Z_{\text {prin }}=\left(G \times\left(Z_{N}\right)_{\text {prin }}\right) / H
$$

This implies that the restriction map $f^{*}: \Omega(M) \rightarrow \Omega(N)$ sends $\Omega_{\Phi}(M)$ to $\Omega_{\Psi}(N)$ and $I_{\Phi}(M)$ to $I_{\Psi}(N)$. Therefore, because of the isomorphism (3.2), it descends to a map $r: \Omega(X) \rightarrow \Omega(Y)$.

Proposition 4.2. The map $r: \Omega(X) \rightarrow \Omega(Y)$ is an isomorphism.
Proof. This relies on material developed in the Appendix. Let $\iota_{\text {prin }}: Z_{\text {prin }} \rightarrow M$ be the inclusion map. This is a bundle map of fiber bundles over the base $G / H$. Its restriction to a fiber is the inclusion map $\left(\iota_{N}\right)_{\text {prin }}:\left(Z_{N}\right)_{\text {prin }} \rightarrow N$. Let

$$
\begin{aligned}
e_{M} & : \Omega(N)^{H} \rightarrow \Omega(M)^{G}, \\
e_{Z} & : \Omega\left(\left(Z_{N}\right)_{\text {prin }}\right)^{H} \rightarrow \Omega\left(Z_{\text {prin }}\right)^{G}
\end{aligned}
$$

be the extension homomorphisms for the homogeneous bundles $M$ and $Z_{\text {prin }}$ as defined in the Appendix. Then

$$
\begin{equation*}
e_{Z} \circ\left(\iota_{N}\right)_{\text {prin }}^{*}=\iota_{\text {prin }}^{*} \circ e_{M} \tag{4.3}
\end{equation*}
$$

by Lemma A. 2 .
Now we show that $r$ is surjective. In fact we must show that $f^{*} \Omega_{\Phi}(M)=$ $\Omega_{\Psi}(N)$. Let $\gamma \in \Omega_{\Psi}(N)$. Then by definition $\left(\iota_{N}\right)_{\text {prin }}^{*} \gamma$ is $H$-basic, so $e_{Z}\left(\left(\iota_{N}\right)_{\text {prin }}^{*} \gamma\right)$ is $G$-basic by Lemma A.1(ii). From (4.3) we get that $\iota_{\text {prin }}^{*} e_{M}(\gamma)$ is $G$-basic, i.e. $e_{M}(\gamma) \in \Omega_{\Phi}(M)$. Using Lemma A.1(i) we find that $\gamma=f^{*} \beta$ with $\beta=e_{M}(\gamma) \in$ $\Omega_{\Phi}(M)$. Hence $f^{*} \Omega_{\Phi}(M)=\Omega_{\Psi}(N)$.

Next we prove that $r$ is injective. Suppose that $\beta \in \Omega_{\Phi}(M)$ satisfies $f^{*} \beta \in$ $I_{\Psi}(N)$. We need to show that $\beta \in I_{\Phi}(M)$. The assumptions on $\beta$ mean that $\iota_{\text {prin }}^{*} \beta$ is $G$-basic and that $\left(\iota_{N}\right)_{\text {prin }}^{*} f^{*} \beta=0$. Using Lemma A.1(iii) we get

$$
\iota_{\text {prin }}^{*} \beta=e_{Z}\left(f^{*} \iota_{\text {prin }}^{*} \beta\right)=e_{Z}\left(\left(\iota_{N}\right)_{\text {prin }}^{*} f^{*} \beta\right)=e_{Z}(0)=0,
$$

that is, $\beta \in I_{\Phi}(M)$.

## 5. The de Rham sheaf

To prove a de Rham theorem we need to sheafify the de Rham complex. Let $U$ be an open subset of the symplectic quotient $X$. The stratification of $X$ induces one on $U$, so we can talk about the principal stratum of $U$ etc. A differential form on $U$ is a differential form $\alpha$ on $U_{\text {prin }}$ such that for all $x \in U$ there exist $\alpha^{\prime} \in \Omega(X)$ and an open neighborhood $U^{\prime}$ of $x$ in $U$ such that $\alpha=\alpha^{\prime}$ on $U_{\text {prin }}^{\prime}$. The set of differential forms on $U$ is denoted by $\Omega(U)$. It is easy to check that the presheaf of differential graded algebras $\Omega: U \mapsto \Omega(U)$ is a sheaf. Its space of global sections is the previously defined de Rham complex $\Omega(X)$.

Lemma 5.1. $\Omega$ is an acyclic sheaf, i.e. $H^{i}\left(X, \Omega^{j}\right)=0$ for all $i \geq 1$ and $j \geq 0$.
Proof. The space $X$ possesses smooth partitions of unity subordinate to arbitrary open covers $थ$. Indeed, for each $U \in \mathscr{U}$ choose a $G$-invariant open $\tilde{U}$ in $M$ such that $U=(\tilde{U} \cap Z) / G$ and let $O$ be the union of the $\tilde{U}$ 's. Choose a smooth $G$-invariant partition of unity on the $G$-manifold $O$ subordinate to the cover defined by the $\tilde{U}$ 's; this induces a smooth partition of unity on $X$ subordinate to $थ$. Thus the sheaf of smooth functions $\Omega^{0}$ is fine in the sense of [Godement 1973, §3.7]. A standard result in sheaf theory (see [Godement 1973, Théorème 4.4.3], for example) now implies that $\Omega^{0}$ is acyclic. Since $\Omega$ is a module over $\Omega^{0}$, it is fine, and therefore acyclic, as well.

There is an alternative characterization of forms on open subsets of $X$. The proof is an easy exercise involving partitions of unity.

Lemma 5.2. Let $U$ be an open subset of $X$ and let $\alpha \in \Omega\left(U_{\text {prin }}\right)$. Then $\alpha \in \Omega(U)$ if and only if there exist a $G$-invariant open subset $\tilde{U}$ of $M$ and a form $\tilde{\alpha} \in \Omega(\tilde{U})$ such that $U=(\tilde{U} \cap Z) / G$ and $\iota_{\text {prin }}^{*} \tilde{\alpha}=\pi_{\text {prin }}^{*} \alpha$.

Now let $\mathbb{\mathbb { R }}$ be the sheaf of locally constant real-valued functions on $X$ and consider the sequence

$$
\begin{equation*}
0 \rightarrow \underline{\mathbb{R}} \xrightarrow{i} \Omega^{0} \xrightarrow{d} \Omega^{1} \xrightarrow{d} \cdots, \tag{5.3}
\end{equation*}
$$

where $i: \underline{\mathbb{R}} \rightarrow \Omega^{0}$ is the natural inclusion. The following assertion is proved in the next section.

Lemma 5.4. The sequence (5.3) is exact.
Thus the de Rham complex is an acyclic resolution of the constant sheaf, which by standard sheaf theory (see [Godement 1973, Théorèmes 4.7.1, 6.2.1], for example) implies the following de Rham theorem.
Theorem 5.5. The de Rham cohomology ring $H(\Omega(X))$ is naturally isomorphic to the (̌̌ech or singular) cohomology ring of $X$ with real coefficients $H(X, \mathbb{R})$.

## 6. The Poincaré lemma

In this section we prove the following (marginally stronger) version of Lemma 5.4: every $x \in X$ has a basis of open neighborhoods $U$ such that the sequence

$$
\begin{equation*}
0 \rightarrow \mathbb{R} \xrightarrow{i} \Omega^{0}(U) \xrightarrow{d} \Omega^{1}(U) \xrightarrow{d} \cdots \tag{6.1}
\end{equation*}
$$

is exact. The proof is a variation on a familiar homotopy argument in de Rham theory, which requires a brief look into the functorial properties of $\Omega(X)$.

Let $\left(M^{\prime}, \omega^{\prime}, \Phi^{\prime}\right)$ be a second Hamiltonian $G$-manifold with zero fiber $Z^{\prime}=$ $\left(\Phi^{\prime}\right)^{-1}(0)$ and symplectic quotient $X^{\prime}=Z^{\prime} / G$. Then we have stratifications $Z^{\prime}=$ $\coprod_{a \in A^{\prime}} Z_{a}^{\prime}$ and $X^{\prime}=\coprod_{a \in A^{\prime}} X_{a}^{\prime}$ analogous to those for $Z$ and $X$. Call a map $f: M \rightarrow$ $M^{\prime}$ allowable if
(i) $f$ is smooth and $G$-equivariant;
(ii) $f(Z) \subseteq Z^{\prime}$;
(iii) $d f\left(T_{z} Z_{\text {prin }}\right) \subseteq T_{f(z)} Z_{a(z)}^{\prime}$ for all $z \in Z_{\text {prin }}$, where $Z_{a(z)}^{\prime} \subseteq Z^{\prime}$ is the stratum of $f(z)$.
For instance, if $f$ is smooth and equivariant and maps $Z_{\text {prin }}$ into a single stratum of $Z^{\prime}$, then $f$ is allowable.

Example 6.2. Let $(V, \omega)$ be a symplectic vector space on which $G$ acts linearly and symplectically. A moment map is given by $\Phi_{V}^{\xi}(v)=\frac{1}{2} \omega(\xi v, v)$, where $\xi \in \mathfrak{g}$ acts on $V$ via the infinitesimal representation $\mathfrak{g} \rightarrow \mathfrak{s p}(V)$. Let $t \in \mathbb{R}$ and let $f: V \rightarrow V$ be the dilation $f(v)=t v$. Clearly $f$ preserves $Z$. Furthermore, if $t \neq 0$, then $f(v)$ has the same stabilizer as $v$, so $f$ maps $Z_{\text {prin }}$ to itself. If $t=0$, then $f$ maps $Z_{\text {prin }}$ to 0 . In either case $f$ maps $Z_{\text {prin }}$ into a single stratum of $Z$ and it is obviously
smooth and equivariant, so it is allowable. Similarly, if $|t| \leq 1$ and $B$ is a $G$ invariant open ball about the origin, the restriction of $f$ is an allowable map from $B$ to itself.

The following result is easy to deduce from Lemma 3.3.
Lemma 6.3. Let $f: M \rightarrow M^{\prime}$ allowable. Then the pullback homomorphism $f^{*}: \Omega\left(M^{\prime}\right) \rightarrow \Omega(M)$ sends $\Omega_{\Phi^{\prime}}\left(M^{\prime}\right)$ to $\Omega_{\Phi}(M)$ and $I_{\Phi^{\prime}}\left(M^{\prime}\right)$ to $I_{\Phi}(M)$, and therefore induces a homomorphism $f^{*}: \Omega\left(X^{\prime}\right) \rightarrow \Omega(X)$.

Homotopies induce chain homotopies on the de Rham complex in a standard way. Let $F: M \times[0,1] \rightarrow M^{\prime}$ be a smooth homotopy and put $F_{t}=\left.F\right|_{M \times\{t\}}$. Let $t$ be the coordinate on $[0,1]$ and for $\gamma \in \Omega\left(M^{\prime}\right)$ put $\kappa_{F} \gamma=\int_{0}^{1} i(\partial / \partial t) F^{*} \gamma d t$. Then $\kappa_{F}$ lowers the degree by 1 and

$$
F_{1}^{*}-F_{0}^{*}=\kappa_{F} d+d \kappa_{F}
$$

Assume that $F$ is equivariant with respect to the given $G$-actions on $M$ and $M^{\prime}$ and the trivial action on $[0,1]$. It is straightforward to check that

$$
\begin{align*}
\kappa_{F} \circ g^{*} & =g^{*} \circ \kappa_{F} & & \text { for all } g \in G,  \tag{6.4}\\
\kappa_{F} \circ i\left(\xi_{M^{\prime}}\right) & =-i\left(\xi_{M}\right) \circ \kappa_{F} & & \text { for all } \xi \in \mathfrak{g} . \tag{6.5}
\end{align*}
$$

Call the homotopy $F$ allowable if
(i) $F$ is smooth and $G$-equivariant;
(ii) $F_{t}: M \rightarrow M^{\prime}$ is allowable for almost all $t \in[0,1]$;
(iii) $d F_{(z, t)}(\partial / \partial t) \in T_{F(z, t)} Z_{a(z, t)}^{\prime}$ for almost all $t \in[0,1]$ and for all $z \in Z_{\text {prin }}$, where $Z_{a(z, t)}^{\prime} \subseteq Z^{\prime}$ is the stratum of $F(z, t)$.
For instance, if $F$ is smooth and equivariant and if there exists a single stratum $Z_{a}^{\prime}$ of $Z^{\prime}$ such that $F_{t}\left(Z_{\text {prin }}\right) \subseteq Z_{a}^{\prime}$ for almost all $t$, then $F$ is allowable.
Example 6.6. Let $(V, \omega)$ be a symplectic representation space for $G$ as in Example 6.2. The radial contraction $F: V \times[0,1] \rightarrow V$ given by $F(v, t)=t v$ is smooth and equivariant and satisfies $F_{t}\left(Z_{\text {prin }}\right) \subseteq Z_{\text {prin }}$ for $t \neq 0$. Hence it is allowable. Likewise, $F$ defines an allowable homotopy $B \times[0,1] \rightarrow B$ for any $G$-invariant open ball $B$ about the origin.
Lemma 6.7. Let $F: M \times[0,1] \rightarrow M^{\prime}$ be an allowable homotopy. Then the homotopy operator $\kappa_{F}: \Omega\left(M^{\prime}\right) \rightarrow \Omega(M)$ sends $\Omega_{\Phi^{\prime}}\left(M^{\prime}\right)$ to $\Omega_{\Phi}(M)$ and $I_{\Phi^{\prime}}\left(M^{\prime}\right)$ to $I_{\Phi}(M)$, and therefore induces a homotopy $\kappa_{F}: \Omega\left(X^{\prime}\right) \rightarrow \Omega(X)$.
Proof. Let $\gamma \in \Omega_{\Phi^{\prime}}^{k}\left(M^{\prime}\right)$. Then $\gamma$ is invariant, so $\kappa_{F} \gamma$ is invariant by (6.4). Let $z \in Z_{\text {prin. }}$. Using (6.5) we find that for any multivector $v \in \Lambda^{k-1}\left(T_{z} Z_{\text {prin }}\right)$

$$
\begin{equation*}
i\left(\xi_{M}\right)\left(\kappa_{F} \gamma\right)_{z}(v)=\int_{0}^{1} \phi(t) d t \tag{6.8}
\end{equation*}
$$

where $\phi(t)=-\gamma_{F(z, t)}\left(\xi_{M^{\prime}}, F_{*} \partial / \partial t,\left(F_{t}\right)_{*} v\right)$. Let $Z_{a(z, t)}^{\prime}$ be the stratum of $Z^{\prime}$ containing $F(z, t)$. Since $F$ is allowable,

$$
F_{*} \partial / \partial t \in T_{F(z, t)} Z_{a(z, t)}^{\prime} \quad \text { and } \quad\left(F_{t}\right)_{*} v \in \Lambda^{k-1}\left(T_{F(z, t)} Z_{a(z, t)}^{\prime}\right)
$$

for most $t$. Moreover, by Lemma 3.3(i) the restriction of $\gamma$ to $Z_{a(z, t)}^{\prime}$ is horizontal. Hence $\phi(t)=0$ for almost all $t$. From (6.8) we get $i\left(\xi_{M}\right)\left(\kappa_{F} \gamma\right)_{z}(v)=0$; in other words $\kappa_{F} \gamma \in \Omega_{\Phi}^{k-1}(M)$. The inclusion $\kappa_{F} I_{\Phi^{\prime}}\left(M^{\prime}\right) \subseteq I_{\Phi}(M)$ is proved in a similar way, and the last assertion now follows from the isomorphism (3.2).
Example 6.9. Applying Lemma 6.7 to the radial contraction of Example 6.6 we find that the de Rham complex of the symplectic quotient of a vector space $V$ is homotopically trivial. More generally, if $Y=(B \cap Z) / G$ is the symplectic quotient of any $G$-invariant open ball $B$ about the origin, then the de Rham complex of $Y$ is homotopically trivial.
Example 6.10. Let $H$ be a closed subgroup of $G$ and let $V$ be a symplectic $H$ module. Let $B$ be an $H$-invariant open ball about the origin and let $O$ be the Hamiltonian $G$-manifold induced by $B$. Let $Y$ be the symplectic quotient of $B$ by the $H$-action and $U$ the symplectic quotient of $O$ by the $G$-action. Then $\Omega(U) \cong$ $\Omega(Y)$ by Proposition 4.2 , so $\Omega(U)$ is homotopically trivial by Example 6.9.

This example generalizes to arbitrary Hamiltonian $G$-manifolds by means of a slice argument. Let $z \in Z$ and let $H=G_{z}$ be the stabilizer of $z$. Consider the symplectic $H$-module $V=\left(T_{z} G z\right)^{\omega} / T_{z} G z$ known as the symplectic slice at $z$. Choose an $H$-invariant open ball $B$ in $V$ and let $O$ be the $G$-space induced by $B$. The symplectic slice theorem due to Marle and to Guillemin and Sternberg (see [Sjamaar and Lerman 1991, §2], for instance) says that, for sufficiently small $B$, $z$ has a $G$-invariant open neighborhood that is isomorphic to $O$ as a Hamiltonian $G$-manifold. Hence the point $x \in X$ determined by $z$ has an open neighborhood $U$ for which $\Omega(U)$ is homotopically trivial. By letting $B$ shrink to a point we obtain a collection of such neighborhoods, which is a basis of the topology at $x$. This finishes the proof of (6.1).

## 7. Integration and the symplectic class

In this section we show that top-degree forms on a compact symplectic quotient are always integrable and establish a version of Stokes' theorem. We conclude that the cohomology class of the symplectic form and its powers are nonzero.

For technical reasons we do not assume at the outset that $X$ is compact. We start by introducing a metric on $X_{\text {prin }}$ and demonstrating that $X$ has "locally finite" volume. Choose a $G$-invariant compatible almost complex structure $J$ on the Hamiltonian $G$-manifold $M$. The volume element determined by the Riemannian metric $\sigma=\omega(\cdot, J \cdot)$ is identical to the Liouville volume form $\omega^{d} / d$ ! (where
$2 d=\operatorname{dim} M)$. The almost complex structure and Riemannian metric descend in a natural way to each stratum of $X$. Let $2 n=\operatorname{dim} X$ and write $\mu=\omega_{\text {prin }}^{n} / n!$ for the volume element of the principal stratum $X_{\text {prin }}$.

Lemma 7.1. Every $x \in X$ has an open neighborhood $U$ such that vol $U_{\text {prin }}$ is finite. Hence $X_{\text {prin }}$ has finite volume if $X$ is compact.
Proof. Choose $z \in Z$ mapping to $x$ and let $H=G_{z}$. By the symplectic slice theorem we may take $U$ to be the symplectic quotient of an $H$-invariant neighborhood $B$ of the origin in the symplectic slice $V$ at $z$. The almost complex structure on $M$ induces one on $V$, turning $V$ into a unitary $H$-module. The metric on $U_{\text {prin }}$ induced by the flat metric $\sigma_{V}$ on $V$ is quasi-isometric to the metric induced by $\sigma$. Therefore it is enough to show that $U$ has finite volume with respect to the former. Let $W$ be the orthogonal complement in $V$ of the subspace of invariants $V^{H}$. The quadratic moment map $\Phi_{V}$ is constant along $V^{H}$, so $Z_{V}=V^{H} \times Z_{W}$, where $Z_{V}=\Phi_{V}^{-1}(0)$ and $Z_{W}=\Phi_{V}^{-1}(0) \cap W$. Let $B=B_{1} \times B_{2}$, where $B_{1}$ is an open ball about the origin in $V^{H}$ and $B_{2}$ an $H$-invariant open ball about the origin in $W$. Then $B$ has a product metric and so do $\left(Z_{V}\right)_{\text {prin }}=V^{H} \times\left(Z_{W}\right)_{\text {prin }}$ and the quotient

$$
\begin{equation*}
U_{\text {prin }}=B_{1} \times\left(B_{2} \cap\left(Z_{W}\right)_{\text {prin }}\right) / H \tag{7.2}
\end{equation*}
$$

Recall that the metric cone over a Riemannian manifold ( $Y, \sigma_{Y}$ ) is the product $Y \times(0,1)$ with metric $t^{2} \sigma_{Y}+d t \otimes d t$, where $t$ is the coordinate on $(0,1)$. The metric cone over $Y$ has finite volume if $Y$ does. For instance, the ball $B_{2}$ in $W$ is the metric cone over the sphere $S=\partial B_{2}$. Similarly, with respect to the metric induced by $\sigma_{W}, B_{2} \cap\left(Z_{W}\right)_{\text {prin }}$ is a metric cone over $S \cap\left(Z_{W}\right)_{\text {prin }}$. Upon taking quotients we see that $\left(B_{2} \cap\left(Z_{W}\right)_{\text {prin }}\right) / H$ is a metric cone over $\left(S \cap\left(Z_{W}\right)_{\text {prin }}\right) / H$. The link $S \cap Z_{W}$ is the zero fiber of the moment map $v \mapsto\left(\Phi_{W}(v), \frac{1}{2}\left(1-|v|^{2}\right)\right)$ for the $H \times \mathbf{U}(1)$-action on $W$, where $\mathbf{U}(1)$ acts by complex scalar multiplication. By induction on the depth of the stratification, the principal stratum of the symplectic quotient $\left(S \cap\left(Z_{W}\right)\right) / H$ has finite volume. Hence $\left(B_{2} \cap\left(Z_{W}\right)_{\text {prin }}\right) / H$ has finite volume and therefore, because of the product decomposition (7.2), so does $U_{\text {prin }}$.

The Riemannian metric on $M$ determines metrics on $\Lambda^{k}(T M)$ for all $k$. Let $|\beta| \in C^{0}(M)$ denote the pointwise norm of a form $\beta$ on $M$. Similarly, for $\alpha \in \Omega(X)$ let $|\alpha| \in C^{0}\left(X_{\text {prin }}\right)$ denote the pointwise norm over the principal stratum. If $\alpha$ is induced by $\tilde{\alpha} \in \Omega_{\Phi}(M)$, then $|\tilde{\alpha}|$ is a $G$-invariant continuous function on $M$ and

$$
\begin{equation*}
\pi_{\mathrm{prin}}^{*}|\alpha| \leq \iota_{\mathrm{prin}}^{*}|\tilde{\alpha}| . \tag{7.3}
\end{equation*}
$$

The support of a form $\alpha \in \Omega(X)$ is its support as a section of the sheaf $\Omega$. This is the same as the closure in $X$ of the support of $\alpha$ considered as a form on $X_{\text {prin }}$. The estimate (7.3) implies that for $\alpha \in \Omega(X)$ with compact support the pointwise
norm $|\alpha|$ is a bounded function on $X_{\text {prin }}$ and therefore by Lemma 7.1 the global norm $\int_{X_{\text {prin }}}|\alpha| \mu$ is finite. In particular, for $\alpha$ of top degree $2 n$ the integral $\int_{X_{\text {prin }}} \alpha$ is absolutely convergent.

We can now prove Stokes' theorem. The proof is based on the fact that the singular strata of $X$ have codimension $\geq 2$, which makes the boundary terms in the integral vanish.
Proposition 7.4. $\int_{X_{\text {prin }}} d \gamma=0$ if $\gamma \in \Omega^{2 n-1}(X)$ has compact support.
Proof. We use the notation of the proof of Lemma 7.1. By using partitions of unity we can reduce the general case to the case where $\gamma$ has compact support in an open subset $U$ of the form $B_{1} \times\left(B_{2} \cap Z_{W}\right) / H$. Let $2 m=\operatorname{dim} Z_{W} / H$. If $m=0$ then $U$ is nonsingular and the result follows from the usual version of Stokes' theorem, so we may assume $m \geq 1$. Let $\chi:[0, \infty) \rightarrow[0,1]$ be a smooth function satisfying $\chi(t)=0$ for $t$ near 0 and $\chi(t)=1$ for $t \geq 1$. Define a sequence of $H$-invariant functions $\tilde{\chi}_{k}: V \rightarrow[0,1]$ for $k \geq 1$ by $\tilde{\chi}_{k}(v)=\chi\left(k\left|\operatorname{pr}_{W} v\right|\right)$, where $\mathrm{pr}_{W}: V \rightarrow W$ is the orthogonal projection. These functions descend to smooth functions $\chi_{k}: U \rightarrow[0,1]$. The functions $1-\chi_{k}$ are bump functions supported near the singularities of $U$. In fact the sets $S_{k}=\operatorname{supp}\left(1-\chi_{k}\right)$ form a decreasing sequence satisfying

$$
\begin{equation*}
\bigcap_{k} S_{k}=B_{1} \times\{0 \bmod H\}, \tag{7.5}
\end{equation*}
$$

the most singular stratum of $U$. Therefore $\bigcap_{k}\left(S_{k}\right)_{\text {prin }}$ is empty and

$$
\left|\int_{X_{\text {prin }}} d \gamma-\int_{X_{\text {prin }}} \chi_{k} d \gamma\right|=\left|\int_{\left(S_{k}\right)_{\text {prin }}}\left(1-\chi_{k}\right) d \gamma\right| \leq C \operatorname{vol}\left(S_{k}\right)_{\text {prin }} \rightarrow 0
$$

as $k \rightarrow \infty$. (Here $C$ is an upper bound for $\left|\left(1-\chi_{k}\right) d \gamma\right|$.) This shows that

$$
\int_{X_{\text {prin }}} d \gamma=\lim _{k \rightarrow \infty} \int_{X_{\text {prin }}} \chi_{k} d \gamma
$$

To see that this limit is 0 we use

$$
\int_{X_{\text {prin }}} \chi_{k} d \gamma=\int_{X_{\text {prin }}} d\left(\chi_{k} \gamma\right)-\int_{X_{\text {prin }}} d \chi_{k} \wedge \gamma
$$

Since $d\left(\chi_{k} \gamma\right)$ is supported away from the most singular stratum (7.5), we can assume by induction on the depth of the stratification that $\int_{X_{\text {prin }}} d\left(\chi_{k} \gamma\right)=0$. Moreover,

$$
\left|\int_{X_{\text {prin }}} d \chi_{k} \wedge \gamma\right| \leq \int_{X_{\text {prin }}}\left|d \chi_{k}\right||\gamma| \mu \leq C \int_{\left(S_{k}\right)_{\text {prin }}}\left|d \chi_{k}\right| \mu
$$

where $C$ is an upper bound for $|\gamma|$. Let $\tilde{\rho}_{k}: W \rightarrow W$ be the dilation $v \mapsto k v$ and $\rho_{k}$ the induced map on $Z_{V} / H$. Then $\chi_{k}=\chi_{1} \circ \rho_{k}$ and $S_{k}=\rho_{k}^{-1}\left(S_{1}\right)$. It follows
that $d \chi_{k}(x)=k d \chi_{1}\left(\rho_{k}(x)\right)$. By (7.2), $U_{\text {prin }}$ is the product of a ball and a metric cone, so $\operatorname{vol}\left(S_{k}\right)_{\text {prin }}=k^{-2 m} \operatorname{vol}\left(S_{1}\right)_{\text {prin }}$, where $2 m=\operatorname{dim} Z_{W} / H \geq 2$. Hence

$$
\left|\int_{X_{\text {prin }}} d \chi_{k} \wedge \gamma\right| \leq C k^{1-2 m} \int_{\left(S_{1}\right)_{\text {prin }}}\left|d \chi_{1}\right| \mu \rightarrow 0
$$

as $k \rightarrow \infty$. Therefore $\lim _{k \rightarrow \infty} \int_{X_{\text {prin }}} \chi_{k} d \gamma=0$.
Stokes' theorem implies that the volume form of a compact quotient is not exact.
Corollary 7.6. Suppose that $X$ is compact. Then the class of $\omega_{\mathrm{prin}}^{k}$ in $H^{2 k}(\Omega(X))$ is nonzero for $0 \leq k \leq n$, where $2 n=\operatorname{dim} X$.

## 8. Generalizations

The results above can be generalized in two obvious ways. First we consider symplectic quotients at nonzero levels. Let $\mathbb{O}$ be a coadjoint orbit in $\mathfrak{g}^{*}$. The symplectic quotient at $\mathbb{C}$ is $X_{\mathscr{C}}=Z_{\mathscr{C}} / G$, where $Z_{\odot}$ is the fiber $\Phi^{-1}(\mathbb{O})$. The spaces $Z_{\mathscr{C}}$ and $X_{\mathbb{C}}$ stratify in exactly the same way as when $0=\{0\}$ and the strata of $X_{0}$ again carry natural symplectic forms. Differential forms on $X_{0}$ can now be defined as before. There is a symplectic slice theorem for orbits in $Z_{0}$, so all our results generalize to this situation with virtually unchanged proofs.

Next we consider actions of a noncompact group $G$. The symplectic slice theorem remains valid, provided that $G$ acts properly on $M$. For locally closed coadjoint orbits $\mathbb{O}$ stratifications of $Z_{\overparen{C}}$ and $X_{\odot}$ were obtained in [Bates and Lerman 1997]. However, our definition of forms on $X$ is valid as it stands only when 0 is closed, because forms on a nonclosed subset may not extend to the ambient manifold. If 0 is locally closed we define $\Omega\left(X_{\odot}\right)=\Omega_{\Phi}(N) / I_{\Phi}(N)$. Here $N=\Phi^{-1}(D)$ is the preimage of any $G$-invariant open neighborhood $D$ of 0 in $\mathfrak{g}^{*}$ such that 0 is closed in $D, \Omega_{\Phi}(N)$ is the set of $G$-invariant forms on $N$ that restrict to basic forms on $\left(Z_{\odot}\right)_{\text {prin }}$, and $I_{\Phi}(N)$ is the set of $G$-invariant forms on $N$ that restrict to 0 on $\left(Z_{\odot}\right)_{\text {prin }}$. With this minor modification our results carry over to symplectic quotients by proper actions at locally closed coadjoint orbits. (For general orbits one might try to apply the methods developed in [Cushman and Śniatycki 2001], but we have not attempted this.)

## Appendix: Forms on homogeneous bundles

Let $G$ be a compact Lie group and $H$ a closed subgroup. For any $H$-manifold $F$ we can form the homogeneous fiber bundle with fiber $F$ over $G / H$,

$$
E=(G \times F) / H
$$

The map $f: F \rightarrow E$ defined by $f(p)=[1, p]$ identifies $F$ with the fiber over the coset $0 \bmod H$. (Here $[g, p]$ denotes the coset $(g, p) \bmod H$ of $(g, p) \in G \times F$.)

Restriction to the fiber is a homomorphism

$$
f^{*}: \Omega(E)^{G} \rightarrow \Omega(F)^{H} .
$$

It is not hard to see that $G$-basic forms on $E$ restrict to $H$-basic forms on $F$ and that $f^{*}: \Omega_{\mathrm{bas}}(E) \rightarrow \Omega_{\mathrm{bas}}(F)$ is an isomorphism. We require a slight generalization of this elementary fact.

Choose an $H$-equivariant projection $\mathfrak{g} \rightarrow \mathfrak{h}$; this determines a $G$-invariant connection 1-form $\theta \in \Omega^{1}(G, \mathfrak{h})^{G \times H}$ on the principal $H$-bundle $G \rightarrow G / H$. Let $V E$ be the vertical tangent bundle of $E$ and let $\theta_{E} \in \Omega^{1}(E, V E)^{G}$ be the $G$-invariant connection 1-form on $E$ associated to $\theta$. Let $\gamma \in \Omega(F)^{H}$ be any invariant form on the fiber. Define a form $e(\gamma) \in \Omega(E)$ by putting

$$
e(\gamma)_{[g, p]}(v)=\gamma_{p}\left(\left(g^{-1}\right)_{*} \theta_{E}(v)\right)
$$

for $[g, p] \in E$ and $v \in \Lambda\left(T_{[g, p]} E\right)$. (For simplicity we write $\theta_{E}$ for the extension of the connection $\theta_{E}: T E \rightarrow V E$ to a multiplicative map $\Lambda(T E) \rightarrow \Lambda(V E)$.) The $H$-invariance of $\gamma$ implies that $e(\gamma)_{[g, p]}(v)$ does not depend on the choice of the representative $(g, p)$ of the coset $[g, p]$. The $G$-invariance of $\theta_{E}$ implies that $e(\gamma)$ is $G$-invariant. Thus we have defined a map

$$
e: \Omega(F)^{H} \rightarrow \Omega(E)^{G}
$$

which we call the extension homomorphism determined by $\theta$. (An alternative definition runs as follows. Let $\mathscr{V}=\mathrm{pr}^{*} T F$, where $\mathrm{pr}: G \times F \rightarrow F$ is the Cartesian projection. The vertical bundle of $E$ is then the quotient $V E \cong \mathscr{V} / H$. A form $\gamma \in \Omega(F)^{H}$ is a section of $\Lambda(T F)$ and as such extends uniquely to a section $\tilde{\gamma}$ of $\mathscr{V}$ that is constant along $G$. Then $\tilde{\gamma}$ is $G \times H$-invariant and so descends to a $G$-invariant section $\bar{\gamma}$ of $V E$. Thus $e(\gamma)=\theta_{E}^{*} \bar{\gamma}$ is a $G$-invariant section of $\Lambda(T E)$. This argument also shows that $e(\gamma)$ is smooth.) The following result is immediate from the definition.
Lemma A.1. (i) $f^{*} e(\gamma)=\gamma$ for $\gamma \in \Omega(F)^{H}$;
(ii) e maps $\Omega(F)_{\text {bas }}$ to $\Omega(E)_{\text {bas }}$;
(iii) $e\left(f^{*} \beta\right)=\beta$ for $\beta \in \Omega(E)_{\text {bas }}$.

It follows from (i) that $f^{*}: \Omega(E)^{G} \rightarrow \Omega(F)^{H}$ is surjective and from (ii)-(iii) that $f^{*}: \Omega_{\mathrm{bas}}(E) \rightarrow \Omega_{\mathrm{bas}}(F)$ is an isomorphism, as noted above. Now let $F^{\prime}$ be a second $H$-manifold and let $j: F \rightarrow F^{\prime}$ be an $H$-equivariant map. Then $j$ extends naturally to an $G$-equivariant bundle map $\bar{\jmath}: E \rightarrow E^{\prime}=\left(G \times F^{\prime}\right) / H$. Moreover $\theta_{E}$ is the pullback of the associated connection $\theta_{E^{\prime}}$ on $E^{\prime}$. This implies that the extension homomorphism is functorial in the following sense.
Lemma A.2. $e \circ j^{*}=\bar{J}^{*} \circ e^{\prime}$, where $e^{\prime}: \Omega\left(F^{\prime}\right)^{H} \rightarrow \Omega\left(E^{\prime}\right)^{G}$ is the extension homomorphism for $E^{\prime}$.
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# KEPLER'S SMALL STELLATED DODECAHEDRON AS A RIEMANN SURFACE 

Matthias Weber

We provide a new geometric computation for the Jacobian of the Riemann surface of genus 4 associated to the small stellated dodecahedron. Starting with Threlfall's description, we introduce other flat conformal geometries on this surface which are related to holomorphic 1-forms. They allow us to show that the Jacobian is isogenous to a fourfold product of a single elliptic curve whose lattice constant can be determined in two essentially different ways, yielding an unexpected relation between hypergeometric integrals. We also obtain a new platonic tessellation of the surface.


## 1. Introduction

In his Harmonice Mundi, Kepler [1619] considers regular shapes in 2 and 3 dimensions. Besides the classical convex regular polygons he describes regular star polygons, so it is natural to allow also polyhedra that have such star polygons as faces. He comes up with several examples, among them the small stellated dodecahedron. It is therefore plausible that he didn't consider the 60 triangles of the stellated dodecahedron as its natural faces but the 12 star pentagons. This given, the polyhedron has 12 vertices and 30 edges, so the Euler formula gives

$$
V-E+F=12-30+12=-6
$$

[^9]which is not the Euler characteristic of the sphere but of a Riemann surface of genus 4. This was first observed by Poinsot and started some confusion about the validity of Euler's formula; see [Lakatos 1976].

All this can be resolved by viewing each star pentagon as a Riemann surface with a branch point in the center: The same way a regular pentagon is composed of 5 isosceles triangles with angle $2 \pi / 5$, the regular pentagram is composed by 5 isosceles triangles with angle $4 \pi / 5$. In fact, one can try to imagine the stellated dodecahedron as an immersed surface where each star pentagon is realized as a branched pentagon whose center branch point is hidden by a stellating pyramid. In this way, the stellated dodecahedron inherits from its singular euclidean metric a conformal structure and becomes a compact Riemann surface $\Sigma$ of genus 4 whose automorphism group contains at least the icosahedral group.

This possibility was probably first observed by Klein [1877], who showed that the Riemann surface defined in $\mathbb{P}^{4}$ as the complete intersection

$$
\sum_{i=1}^{5} z_{i}=0, \quad \sum_{i=1}^{5} z_{i}^{2}=0, \quad \sum_{i=1}^{5} z_{i}^{3}=0
$$

is biholomorphic to Kepler's small stellated dodecahedron. We will briefly discuss this in Section 4.

Threlfall [1932] gives a detailed description of the pentagon tessellation of this genus 4 surface $\Sigma$ in terms of hyperbolic geometry. In particular, he finds another tessellation of the same surface by quadrilaterals such that 10 meet in one vertex. Because he is working in hyperbolic geometry, it is clear a priori that these two tessellations live on the same Riemann surface. Though Threlfall mentions the term Riemann surface frequently, he is interested neither in the properties of this particular surface as an algebraic curve nor in its automorphism group.

We will conformally replace the quadrilaterals in Threlfalls's description by other euclidean quadrilaterals to obtain new locally flat structures on the surface. These lead directly to a basis of holomorphic 1-forms by taking the exterior derivative of the developing maps of the flat structures. As the periods of the 1 -forms are determined by the geometric data of the new metrics, we obtain easily a period matrix for the surface. In particular:

Theorem 1.1. The Jacobian of $\Sigma$ is isogenous to a 4-fold product of a rhombic torus. Its lattice constant can be computed either using the Schwarz-Christoffel formula for the new quadrilaterals or via the modular invariant of this torus.

Remark. G. Riera and R. E. Rodríguez [1992] follow quite a different approach to compute the Jacobian of $\Sigma$ : They first show that some 1-parameter family of polarized abelian varieties of dimension 4 is stabilized under the only 4-dimensional symplectic irreducible representation of $S_{5}$. Then they determine the parameter
(implicitly) using an algebraic characterization of the quotient tori $\Sigma /\langle\phi\rangle$ and $\Sigma /(\mathbb{Z} / 2 \mathbb{Z})^{2}$ that differs from our description in Section 6.

## 2. A hyperbolic metric on the stellated dodecahedron

We now view the small stellated dodecahedron as a surface of genus 4, which comes with a natural tessellation by 12 star pentagons. Each star pentagon can be obtained by gluing together 5 isosceles euclidean triangles with obtuse angle $4 \pi / 5$. Map such a triangle conformally to a hyperbolic $(2 \pi / 5,2 \pi / 10,2 \pi / 10)$-triangle and continue this map by reflection first to the star pentagon. We obtain a conformal map from the star pentagon to a regular hyperbolic $2 \pi / 5$-pentagon. Continuing again by reflection to the whole surface yields a nonsingular conformal hyperbolic metric on the surface which is now tessellated by these hyperbolic pentagons. Here is the lift of this tessellation to the hyperbolic plane; the numbers designate the 12 faces:


Our next goal is to derive Threlfall's tessellation of the surface by hyperbolic quadrilaterals. The key for this is the rotation $\rho$ of order- 5 of the stellated dodecahedron around the axes through two opposite vertices. These vertices are two fixed points, but there are two more, namely the branch points of the dodecahedron faces which are intersected by the rotation axes. Hence the quotient $\Sigma /\langle\rho\rangle$ is a four-punctured sphere. More precisely:

Lemma 2.1. $\Sigma$ is a fivefold cyclic branched covering over the four-punctured sphere whose conformal structure is obtained by doubling a square. Using four branch slits $\gamma_{i}$ from the center of one of the squares to the corners, the covering is
given by gluing together five copies of the sphere thus slit, so that the left edge of slit $\gamma_{i}$ of copy $j$ is glued to the right edge of slit $\gamma_{i}$ of copy $j+d_{i}$, where $d_{i}=1,2,4,3$.
Sketch of proof. This statement can be proved by analyzing the next figure, where we have added to the $72^{\circ}$ pentagon tessellation 10 fat hyperbolic $2 \pi / 10$-squares.


Using the figure on the previous page, one checks that these 10 squares constitute a fundamental domain for the surface. The edges are identified according to the two dashed geodesics and the order-5 rotational symmetry around the center of the figure. Now it is clear that two adjacent squares constitute a fundamental domain of the group $\langle\rho\rangle$ on $\Sigma$. The faces of these two squares have to be glued together by "flipping over", i.e., the quotient has the conformal structure claimed.

To see that the description of the covering in the lemma gives the same fundamental domain is straightforward; see [Threlfall 1932].

We digress a bit to discuss also the other natural automorphisms of the surface:
The order- 3 rotation around an axes through two opposite vertices of the unstellated dodecahedron defines a fixed point free automorphism $\tau$ of $\Sigma$ which can be seen in the hyperbolic picture as a translation along the lower identification geodesic by $1 / 3$ of its length. The quotient surface $\Sigma /\langle\tau\rangle$ is a nonsingular surface of genus 2 which comes with a tessellation by 4 hyperbolic $72^{\circ}$-pentagons; it is discussed in detail in [Threlfall 1932].

One can also obtain an order-2 rotation around the midpoints of the dodecahedron edges. But it turns out that this automorphism is actually the square of an order-4 rotation $\phi$ which is (of course) not an automorphism of the euclidean polyhedral structure on $\Sigma$ but a conformal automorphism. That this rotation is really well defined on $\Sigma$ becomes clear if we convince ourselves that the midpoints
of some pentagon edges are also the centers of the quadrilaterals:


The left picture shows one of the quadrilaterals moved to a central position with the pentagon geodesics inside. Comparing the angles of the (congruent) triangles in the right picture with the two triangles in the left one shows easily the claimed symmetry.

To actually define this automorphism $\phi$ one can check that an order- 4 rotation of one square is compatible with the identifications. One also finds a second fixed point, so that by the Riemann-Hurwitz formula, the quotient surface $\Sigma /\langle\phi\rangle$ is a torus. Because there are many different such automorphisms, this observation is the first indication that the Jacobian of $\Sigma$ might be quite interesting. The investigation of this torus will be one of our primary goals.

Another way to see this automorphism is by looking at a new platonic tessellation of $\Sigma$ by 24 right-angled regular pentagons:


The figure shows the previous pentagon tessellation and the new one with thick lines. The order- 4 rotation becomes a rotation around a vertex of this (preserved) tessellation. From this picture one can also deduce that $\phi$ has two fixed points.

Furthermore, the thick lines are defined as geodesics connecting midpoints of adjacent pentagon edges: The sequence of edges hit by such a geodesic constitutes a Petri polygon; see [Coxeter and Moser 1972] for details.

The vertices of the $90^{\circ}$ pentagons are either centers of the quadrilaterals or midpoints of the $72^{\circ}$ pentagon edges.

This tessellation has also a euclidean realization as a euclidean uniform polyhedron, the so-called dodecadodecahedron, which is thus recognized as another (new) conformal version of Kepler's dodecahedron. This polyhedron has both regular pentagons and star-pentagons as faces:


The central right-angled regular decagon in the next figure shows a fundamental domain for the rotation $\phi$ on $\Sigma$. The fixed points are marked by a dot, and the nonadjacent edges are to be identified according to the labels.


This fundamental domain allows us to construct a degree-5 map from the quotient torus $T=\Sigma /\langle\phi\rangle$ to the sphere which is branched only over 3 points, as follows. Decompose the regular decagon into ten $\left(45^{\circ}, 45^{\circ}, 36^{\circ}\right)$-triangles with vertices at the decagon vertices and its center. Map one of these triangles to the
upper half-plane and continue by reflection. In principle, such a map pins down the conformal structure of the torus, but in general it is very hard to determine (say) the modular invariant of the torus from this map.
Proposition 2.2. The automorphism group of $\Sigma$ is $S_{5}$, the symmetric group of 5 elements.

Proof. We know that Aut $\Sigma$ contains the icosahedral group $A_{5}$ and has order at least 120. Assume that the automorphism group is strictly larger, that is, at least of order 240. Now the standard proof of Hurwitz's theorem about the order of the automorphism group of a compact Riemann surface forces Aut $\Sigma$ to be a (2, 3, 7)triangle group. But $S_{5}$ contains no element of order 7 , so Aut $\Sigma$ had to have at least $7 \cdot 120$ elements which contradicts the conclusion of Hurwitz's theorem.

## 3. $\Sigma$ as an algebraic curve

In this section, we construct a base of holomorphic 1-forms on $\Sigma$ and derive an algebraic equation.

The first holomorphic 1-form $\omega_{1}$ can be visualized by the following figure:


This is another fundamental domain of $\Sigma$, using euclidean quadrilaterals instead of hyperbolic $2 \pi / 10$-squares as in the figure on page 170 . The identifications (which are indicated by the shaded lines) are realized by euclidean parallel translations. This is because we have chosen the quadrilateral with angles $\pi / 5,2 \pi / 5,4 \pi / 5$, $3 \pi / 5$. Hence this description gives a singular flat metric on $\Sigma$ with trivial linear holonomy. This means that the exterior derivative of the locally defined developing map of this flat metric is a globally well-defined holomorphic 1-form on $\Sigma$. Its zeros coincide with the singular points of this metric: Whenever the angles at a point add up to $k \cdot 2 \pi$, the holomorphic 1 -form will have a zero of order $k-1$.

Hence the 1-form $\omega_{1}$ defined by the preceding figure has divisor $P_{2}+3 P_{3}+2 P_{4}$, where the points are located as follows:


Unfortunately, up to now we haven't proved that the fundamental domain above defines the correct conformal structure on $\Sigma$. In fact, this is impossible, because we haven't really specified which quadrilateral we are going to use for this construction. To guarantee that the resulting surface is biholomorphic to $\Sigma$, it is sufficient to ensure that the chosen quadrilateral is biholomorphic to any square, or, by the Riemann mapping theorem, to the upper half-plane with vertices at $-1,0,1, \infty$.

We do not know how explicitly it is possible to find such a quadrilateral, but at least we know these data in terms of Schwarz-Christoffel integrals. Denote by $e_{i}$ the edge $P_{i} P_{i+1}$. Then

$$
\begin{aligned}
& e_{1}=\int_{-1}^{0}(t-1)^{-1 / 5} t^{-3 / 5}(t+1)^{-4 / 5} d t \\
& e_{2}=\int_{0}^{1}(t-1)^{-1 / 5} t^{-3 / 5}(t+1)^{-4 / 5} d t \\
& e_{3}=\int_{1}^{\infty}(t-1)^{-1 / 5} t^{-3 / 5}(t+1)^{-4 / 5} d t \\
& e_{4}=\int_{-\infty}^{-1}(t-1)^{-1 / 5} t^{-3 / 5}(t+1)^{-4 / 5} d t
\end{aligned}
$$

Denote by $l_{i}=\left|e_{i} / e_{1}\right|$ the corresponding normalized edge lengths, with $l=l_{4}$. By trigonometry,

$$
\begin{array}{ll}
l_{1}=1, & l_{2}=-1+l \frac{\sqrt{5}+1}{2} \approx 0.373129, \\
l_{3}=\frac{\sqrt{5}+1}{2}(1-l) \approx 0.244905, & l_{4}=l \approx 0.848641 .
\end{array}
$$

Now three more holomorphic 1-forms $\omega_{i}$ can be defined using the same quadrilateral: Because it is conformally a square, we can permute the vertices cyclically.

This results in cyclically permuted divisors:

|  | $P_{1}$ | $P_{2}$ | $P_{3}$ | $P_{4}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\omega_{1}$ | 0 | 1 | 3 | 2 |
| $\omega_{2}$ | 1 | 3 | 2 | 0 |
| $\omega_{3}$ | 3 | 2 | 0 | 1 |
| $\omega_{4}$ | 2 | 0 | 1 | 3 |

Using this, we can derive an algebraic equation for $\Sigma$ :
Proposition 3.1. $\Sigma$ is biholomorphic to the algebraic curve defined by the affine equation

$$
y^{5}=(x+1) x^{2}(x-1)^{-1} .
$$

Proof. Denote by $x: \Sigma \rightarrow \mathbb{P}^{1}$ the branched quotient map $\Sigma \rightarrow \Sigma / \rho$, where we choose the images of the branch points to be $-1,0,1, \infty$, which is possible by symmetry. Hence

$$
\left((x+1) x^{2}(x-1)^{-1}\right)=P_{1}^{5}+P_{2}^{10}+P_{3}^{-5}-P_{4}^{-10}
$$

Now put $y=\omega_{2} / \omega_{1}$ and obtain the same divisor for $y^{5}$. After scaling $y$ appropriately, the equation follows.

The function $y$ will be explained geometrically in the next section.

## 4. Excursion: Bring's curve

In this section we show why the small stellated dodecahedron is biholomorphic to Bring's curve $B$, which is the complete intersection in $\mathbb{P}^{4}$ of the three hypersurfaces

$$
\sum_{i=1}^{5} z_{i}=0, \quad \sum_{i=1}^{5} z_{i}^{2}=0, \quad \sum_{i=1}^{5} z_{i}^{3}=0
$$

This was first shown by Klein [1877; 1884]. Bring's curve $B$ occurs naturally as the locus of solutions of the reduced quintic equation

$$
z^{5}+p z+q=0
$$

because the vanishing of the coefficients of $z^{2}, z^{3}, z^{4}$ is equivalent to the equations above.

For projective properties of $B$, see [Edge 1978].
Following Klein, we first construct a threefold branched covering

$$
\pi_{1}: \Sigma \rightarrow \mathbb{P}^{1}
$$

which is branched twice at all $72^{\circ}$-pentagon vertices. This is done by mapping the hyperbolic $(2 \pi / 5,2 \pi / 10,2 \pi / 10)$-triangle that constitutes one fifth of the tessellating $72^{\circ}$-pentagon onto a spherical ( $2 \pi / 5,2 \pi / 5,2 \pi / 5$ )-triangle, and continuing this map by reflection. The image of all the triangles will form the icosahedral tessellation of the sphere. Each vertex has two preimages: one is a branched pentagon vertex, the other an unbranched pentagon midpoint.

There is also a second such map $\pi_{2}$, using the dual $72^{\circ}$-pentagon tessellation instead. Both of these maps can be given explicitly in terms of the 1 -forms $\omega_{i}$ : By considering divisors we see easily that (up to normalization)

$$
\omega_{1} \omega_{3}=\omega_{2} \omega_{4}
$$

so that we have an explicit equation of the quadric $Q$ on which the canonical curve of $\Sigma$ lies. Now the projections on the respective factors of $Q \simeq \mathbb{P}^{1} \times \mathbb{P}^{1}$ are given by the meromorphic functions

$$
z \mapsto \omega_{2} / \omega_{1} \quad \text { and } \quad z \mapsto \omega_{4} / \omega_{1}
$$

which have precisely the same branching behavior as the functions $\pi_{i}$ above. This shows also that $\pi_{1}$ is proportional to the function $y$ from the last section. We leave to the reader the transformation of the $\omega_{i}$ to the $z_{j}$ and the proof that the latter then satisfy the cubic equation as well. See also [Edge 1978; Klein 1884, 1877, Slodowy 1986].

## 5. The Jacobian of $\Sigma$

In this section, we compute the Jacobian of $\Sigma$ in terms of tenth roots of unity and the constant $l$ of Section 3, which is the ratio of two hypergeometric functions. This also allows us to compute the lattice of the quotient tori.

To compute the Jacobian, we first choose an appropriate base for the homology of $\Sigma$. This base will not be canonical but adapted to our representation of $\Sigma$ as a branched covering over a 4-punctured sphere. Denote by $c_{k}$ the curve on $Y$ that winds $k$ times around $P_{1}$, then once around $P_{2}$ and finally as often around $P_{1}$ as is necessary to lift to a closed curve on $\Sigma$. Similarly, denote by $\tilde{c}_{k}$ the curve on $Y$ that winds $k$ times around $P_{2}$, then once around $P_{3}$ and finally as often around $P_{2}$ as is necessary to lift to a closed curve on $\Sigma$.

For the holomorphic 1-forms, we take the $\omega_{j}$ of Section 3. Here we are still free to choose a normalization. Because we intend to compute also the lattice of the quotient torus of $\Sigma$ by the order-4 rotation subgroup $\langle\phi\rangle$, we will eventually need a nonzero holomorphic 1-form that is invariant under this rotation $\phi$ and whose periods we can compute. If we normalize the $\omega_{i}$ in such a way that $\phi^{*} \omega_{i}=\omega_{i+1}$, the 1-form $\omega=\omega_{1}+\omega_{2}+\omega_{3}+\omega_{4}$ will do. This normalization can be achieved by
(1) taking the same sized quadrilateral for the different 1-forms and just relabeling the vertices, and
(2) fixing the developing map for all of them simultaneously.

Using these two normalizations, we obtain
Lemma 5.1. Denote by $\zeta=e^{2 \pi i / 10}$ and by $\Phi=\frac{1}{2}(\sqrt{5}+1)$. For $i=1,2,3,4$, set $\alpha_{i}=2^{i} \pi / 5$ reduced modulo $2 \pi$. Indices are to be taken cyclically. Then

$$
\begin{aligned}
& \int_{c_{k}} \omega_{j}=e^{k i \alpha_{j}} e_{j}\left(1-e^{i \alpha_{j+1}}\right), \\
& \int_{\tilde{c}_{k}} \omega_{j}=e^{k i \alpha_{j+1}} e_{j+1}\left(1-e^{i \alpha_{j+2}}\right)
\end{aligned}
$$

Hence the period matrix of the Jacobian with respect to the $\omega_{j}$ and the cycles $c_{0}, \ldots, c_{3}, \tilde{c}_{0}, \ldots, \tilde{c}_{3}$ is given by

$$
\Omega=\left(\left.\left.\begin{array}{c}
\zeta^{2 k}\left(1-\zeta^{4}\right) \\
\zeta^{4 k+7}\left(1-\zeta^{8}\right)(-1+l \Phi) \\
\zeta^{8 k+6}\left(1-\zeta^{6}\right) \Phi(1-l) \\
\zeta^{6 k+4}\left(1-\zeta^{2}\right) l
\end{array}\right|_{k=0} ^{3} \quad \begin{array}{c}
\zeta^{4 k+7}\left(1-\zeta^{8}\right)(-1+l \Phi) \\
\zeta^{8 k+6}\left(1-\zeta^{6}\right) \Phi(1-l) \\
\zeta^{6 k+4}\left(1-\zeta^{2}\right) l \\
\zeta^{2 k}\left(1-\zeta^{4}\right)
\end{array}\right|_{k=0} ^{3}\right)
$$

Proof. To compute the period of an $\omega_{k}$, we use the definition of $\omega_{k}$ by a flat metric on the 4-punctured sphere which is given by doubling the quadrilateral of figure 9 . Because the developing map of the flat metric is the integral of the corresponding 1-form, the period can be read off from the picture: Winding around a vertex $P_{j}$ changes the direction into which we develop by the cone angle at $P_{j}$, and the loop from $P_{j}$ to $P_{j+1}$, around this point and back to $P_{j}$ contributes the factor $e_{j}\left(1-e^{i \alpha_{j+1}}\right)$. The rest is straightforward computation.

For a similar computation, see [Karcher and Weber 1999].
This construction also shows that $\rho$ acts on the 1 -forms by multiplication with roots of unity:

$$
\omega_{1} \mapsto \zeta^{2} \omega_{1}, \quad \omega_{2} \mapsto \zeta^{4} \omega_{2}, \quad \omega_{3} \mapsto \zeta^{8} \omega_{3}, \quad \omega_{4} \mapsto \zeta^{6} \omega_{4}
$$

This is because $\rho$ changes the direction of the developing map by a rotation of order 5 if we choose the base point for the development in one of the fixed points, and the amount depends on the respective cone angle in this point.

Because we haven't normalized our homology base, the polarization of the Jacobian still has to be computed. We do this by giving the intersection matrix of the cycles:

Lemma 5.2. The intersection matrix of the cycles $c_{0}, \ldots, c_{3}, \tilde{c}_{0}, \ldots, \tilde{c}_{3}$ is given by

$$
I=\left(\begin{array}{rrrrrrrr}
0 & 1 & 1 & -1 & -1 & 0 & 0 & 1 \\
-1 & 0 & 1 & 1 & 0 & 1 & 0 & -1 \\
-1 & -1 & 0 & 1 & 0 & -1 & 0 & 0 \\
1 & -1 & -1 & 0 & 0 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 & 0 & 1 & 1 & -1 \\
0 & -1 & 1 & 0 & -1 & 0 & 1 & 1 \\
0 & 0 & 0 & -1 & -1 & -1 & 0 & 1 \\
-1 & 1 & 0 & 0 & 1 & -1 & -1 & 0
\end{array}\right) .
$$

The proof is straightforward but tedious and we omit it.
The claims may be checked by verifying the Riemann period conditions

$$
\Omega I^{-1} \Omega^{t}=0 \quad \text { and } \quad-i \Omega I^{-1} \bar{\Omega}^{t}>0 .
$$

In fact,

$$
\begin{aligned}
-i \Omega I^{-1} \bar{\Omega}^{t} & =\left(-5 \zeta^{2}-5 \zeta^{3}+10 l \Phi\left(\zeta^{2}+\zeta^{3}\right)-5 l^{2}(1+\Phi)\left(\zeta+\zeta^{4}\right)\right) I d \\
& \approx 5.52531 I d
\end{aligned}
$$

Corollary 5.3. The lattice of the quotient torus $\Sigma /\langle\phi\rangle$ is spanned by

$$
\begin{aligned}
\tau_{1} & =(1+\zeta)^{2}\left(-1+l+\zeta-\zeta^{2}\right) \approx 1.79303-0.321884 i \\
\tau_{2} & =(1+\zeta)\left(-1+2 l-l \zeta+\zeta^{2}+l \zeta^{2}-l \zeta^{3}\right) \approx 1.26139+1.31433 i \\
\tau_{2} / \tau_{1} & =\frac{-1+\zeta^{2}+\left(1+\zeta^{-1}\right) l}{-1+\zeta^{-2}+(1+\zeta) l}=\bar{\zeta} \cdot \frac{l-\zeta(1-\zeta)}{l-\bar{\zeta}(1-\bar{\zeta})} \approx 0.554051+0.832482 i
\end{aligned}
$$

Proof. We have to show that the periods $\pi_{j}, \tilde{\pi}_{j}$ of $\omega=\omega_{1}+\omega_{2}+\omega_{3}+\omega_{4}$ constitute this lattice. By Lemma 5.1 we have $\tilde{\pi}_{j}=\pi_{j}$ and $\pi_{0}=\tau_{1}, \pi_{1}=\tau_{2}, \pi_{2}=-2 \tau_{1}+\tau_{2}$, $\pi_{3}=0, \pi_{4}=\tau_{1}-2 \tau_{2}$.

Remark. The specific value of $l$ is only defined by the condition that our euclidean quadrilateral has to be a square. This also means that the formulas above do not make sense for any other surface.

We have computed the Jacobian of $\Sigma$ and found at least three different quotient maps from $\Sigma$ to tori. The relationship between all these tori will now be clarified.

Lemma 5.4. Let $\Gamma$ be a lattice in $\mathbb{C}^{n}$ and $\alpha_{1}, \ldots, \alpha_{n}$ be $n$ linearly independent linear functionals on $\mathbb{C}^{n}$ such that $\Gamma_{i}=\alpha_{i}(\Gamma)$ is a lattice in $\mathbb{C}$. Then $\mathbb{C}^{n} / \Gamma$ is isogenous to the product $\mathbb{C} / \Gamma_{1} \times \cdots \times \mathbb{C} / \Gamma_{n}$.

Proof. The regular linear map $\alpha_{1} \times \cdots \times \alpha_{n}: \mathbb{C}^{n} \rightarrow \mathbb{C}^{n}$ induces a holomorphic Lie group homomorphism $\mathbb{C}^{n} / \Gamma \rightarrow \mathbb{C} / \Gamma_{1} \times \cdots \times \mathbb{C} / \Gamma_{n}$. If this map had a nondiscrete
kernel, there would be a $v \in \mathbb{C}^{n}-\{0\}$ such that $\alpha_{i}(v)=0$ for all $i$, contradicting the linear independence of the $\alpha_{i}$.

Corollary 5.5. Jac $\Sigma$ is isogenous to the product $T \times T \times T \times T$.
Proof. The idea is to conjugate the map $\phi$ by $\rho$ to obtain enough different quotient maps to the same torus. In our base of the lattice, the functional $z \mapsto z_{1}+z_{2}+z_{3}+z_{4}$ describes the map to the quotient torus induced by the quotient map $\Sigma \rightarrow \Sigma /\langle\phi\rangle$. Now we can as well consider the quotient maps associated to the conjugate maps $\rho^{-k} \phi \rho^{k}$ which are different quotient maps to the same torus. By the definition of the $\omega_{i}, \rho$ acts on them by multiplication as

$$
\omega_{i} \mapsto \zeta^{2^{i}} \omega_{i}
$$

Thus $\rho^{-1} \phi \rho$ acts as

$$
\omega_{1} \mapsto \zeta^{8} \omega_{2}, \quad \omega_{2} \mapsto \zeta^{6} \omega_{3}, \quad \omega_{3} \mapsto \zeta^{2} \omega_{4}, \quad \omega_{4} \mapsto \zeta^{4} \omega_{1}
$$

and hence the induced map from $\operatorname{Jac} \Sigma \rightarrow \mathrm{Jac} T$ is described by the functional $z \mapsto$ $\zeta^{4} z_{1}+\zeta^{8} z_{2}+\zeta^{6} z_{3}+\zeta^{2} z_{4}$. Similarly, the functionals $z \mapsto \zeta^{8} z_{1}+\zeta^{6} z_{2}+\zeta^{2} z_{3}+\zeta^{4} z_{4}$ and $z \mapsto \zeta^{2} z_{1}+\zeta^{4} z_{2}+\zeta^{8} z_{3}+\zeta^{6} z_{4}$ describe the maps induced by $\rho^{-2} \phi \rho^{2}$ and $\rho^{-3} \phi \rho^{3}$. These 4 functionals are clearly independent, and the claim follows from the previous lemma.

Corollary 5.6. All holomorphic image tori of $\Sigma$ are isogenous.
Proof. Any holomorphic surjective map $f: \Sigma \rightarrow E$ to an elliptic curve induces a group homomorphism $f: \operatorname{Jac} \Sigma \rightarrow \mathrm{Jac} E=E$. This map cannot be trivial on all factors of $\mathrm{Jac} \Sigma$; hence there is a nontrivial restriction $f_{1}: T \rightarrow E$ that is necessarily a covering.

## 6. An algebraic equation for the quotient torus

In this section we derive an algebraic equation for the quotient torus $T=\Sigma /\langle\phi\rangle$ and compute its modular invariant. The arithmetic nature of this torus has been investigated by Serre [1980], and an equation is given (without proof) in [Slodowy 1986].

Our strategy for producing such an equation is as follows: Using the representation of $\Sigma$ as a branched covering over the four-punctured sphere, we construct a degree-3 function $y$ and a degree-4 function $w$ on $\Sigma$ having poles of order at most 2 and 3, respectively, and only at the branch points of the covering $\pi: \Sigma \rightarrow \Sigma /\langle\rho\rangle$. Averaging this function over the action of $\phi$ yields functions of degrees 2 and 3 on the quotient torus $T$. To determine an equation, we investigate these functions at their poles.

To start, we need to understand the action of $\phi$ in terms of the equation

$$
y^{5}=(x+1) x^{2}(x-1)^{-1}
$$

(see Section 3). Recall that $y$ represents a function on $\Sigma$ with divisor $P_{1}+2 P_{2}-$ $P_{3}-2 P_{4}$ and $x$ has branch points of order 5 with values $-1,0,1, \infty$ at the $P_{i}$. This implies that the new function

$$
z=y^{2} / x
$$

has divisor $2 P_{1}-P_{2}-2 P_{3}+P_{4}$ and is therefore proportional to the function $\pi_{2}$ from Section 5. From the two equations above one easily obtains

$$
\begin{equation*}
y z^{2}=\frac{y^{2}+z}{y^{2}-z} \tag{*}
\end{equation*}
$$

and this equation reflects the order-4 automorphism $\phi$ as the map

$$
y \mapsto z \quad z \mapsto-1 / y .
$$

Hence the average

$$
Y=y+z-1 / y-1 / z
$$

of $Y$ will descend to $T$ as a function with one double-order pole at the image of the $P_{i}$. Similarly, the function

$$
w=y / z
$$

on $\Sigma$ has divisor $-P_{1}+3 P_{2}+P_{3}-3 P_{4}$ and the average

$$
W=\frac{y}{z}-\frac{1}{y z}+\frac{z}{y}-y z
$$

descends to $T$ as a function with one triple-order pole at the image of the $P_{i}$. We keep the names $Y$ and $W$ for the functions on $T$.

This means that there are constants $a, b, c, d, e, f \in \mathbb{C}$ such that

$$
\begin{equation*}
(W-a Y)^{2}-b Y^{3}-c Y^{2}-d W-e Y-f \equiv 0 \tag{**}
\end{equation*}
$$

To determine them, we compute this expression on $\Sigma$ in a neighborhood of $P_{1}$, using $y$ as a local coordinate. Note that

$$
z=-y^{2}+O\left(y^{7}\right)
$$

because $x=z / y^{2}$ has a branch point of order-5 with value -1 at $P_{1}$. This leads to

$$
\begin{array}{r}
\frac{1-b}{y^{6}}+\frac{-2 a+3 b}{y^{5}}+\frac{-2+2 a+a^{2}-3 b-c}{y^{4}}+\frac{2 a-2 a^{2}-2 b+2 c-d}{y^{3}} \\
+\frac{-1-4 a+a^{2}+9 b-c-e}{y^{2}}+O\left(y^{-1}\right)=0
\end{array}
$$

which determines the first 5 constants as

$$
a=\frac{3}{2}, \quad b=1, \quad c=\frac{1}{4}, \quad d=-3, \quad e=4
$$

Putting this back into $(* *)$ gives

$$
\begin{aligned}
h=\left(y^{3}+y z+y^{5} z+y^{2} z^{2}+y^{3}\right. & z^{2}-y^{4} z^{2}+z^{3}+y^{2} z^{3}-4 y^{3} z^{3}-y^{4} z^{3}-y^{6} z^{3} \\
& \left.-y^{2} z^{4}-y^{3} z^{4}+y^{4} z^{4}+y z^{5}+y^{5} z^{5}-y^{3} z^{6}\right) /\left(y^{3} z^{3}\right)
\end{aligned}
$$

which reduces to -4 using ( $*$ ).
Hence we obtain the desired equation in $Y$ and $W$ :

$$
4-4 Y-\frac{Y^{2}}{4}-Y^{3}+3 W+\left(\frac{-3 Y}{2}+W\right)^{2}=0
$$

In new variables this equation can be brought into the form

$$
y^{2}=4 x^{3}-75 x-1475
$$

These equations allow to compute the modular invariant $\lambda$ of $T$ as the cross ratio of $\infty$ and the three algebraic numbers

$$
\begin{gathered}
\frac{1}{8}\left(\left(\frac{11}{5}\right)^{1 / 3}(59-24 \sqrt{6})^{1 / 3}+5^{2 / 3}(59+24 \sqrt{6})^{1 / 3}-13\right) \\
\left(5^{2 / 3} / 16\right)\left((-1+i \sqrt{3})(59-24 \sqrt{6})^{1 / 3}-(1+i \sqrt{3})(59+24 \sqrt{6})^{1 / 3}-26\right) \\
\left(5^{2 / 3} / 16\right)\left(-(1+i \sqrt{3})(59-24 \sqrt{6})^{1 / 3}-(1-i \sqrt{3})(59+24 \sqrt{6})^{1 / 3}-26\right)
\end{gathered}
$$

which gives roughly

$$
\lambda \approx 0.660609-0.75073 i
$$

This modular invariant can be used to compute the periods of the quotient torus in a different way. One obtains the period quotient $\tau_{2} / \tau_{1}$ of $T$ as a quotient of two hypergeometric integrals, but this time as

$$
\frac{\tau_{2}}{\tau_{1}}=\frac{\int_{1}^{\infty} u^{-1 / 2}(u-1)^{-1 / 2}(u-\lambda)^{-1 / 2} d u}{\int_{0}^{1} u^{-1 / 2}(u-1)^{-1 / 2}(u-\lambda)^{-1 / 2} d u}
$$

Combining this expression with Corollary 5.3 gives an unexpected identity between hypergeometric integrals.
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# SHARP ISOPERIMETRIC INEQUALITIES AND SPHERE THEOREMS 

Shihshu Walter Wei and Meijun Zhu


#### Abstract

Various relations between sharp isoperimetric inequalities and volumes of manifolds are studied. In particular, we introduce and estimate sharp isoperimetric constants $\tau^{*}$ and $\gamma^{*}$ corresponding to two types of isoperimetric inequalities. We show that for a complete $\boldsymbol{n}$-dimensional manifold $\boldsymbol{M}$ with Ricci curvature $\operatorname{Ric}(M) \geq n-1$, the volume of $M$ is close to that of $S^{n}$ if and only if $\tau^{*}$ is close to $n(n-1) /\left(2(n+2) \omega_{n}^{2 / n}\right)$ and $M$ is simply connected (for $n=2$ or 3 ), or $\gamma^{*}$ is close to 1 (for any $n \geq 2$ ).


## 1. Introduction

A sharp Sobolev inequality of Aubin and Li [1999] states that on an $n$-dimensional smooth, compact, connected Riemannian manifold $M$, for $p \in(1, n)$ if $n \geq 4$, or for $p \in(1, \sqrt{n}) \cup(2, n)$ if $n=2$ or 3 , and for $r>r^{*}=n p /(n+2-p)$, there exists a constant $A(p, r)>0$ depending only on $n$, the bound on the injectivity radius, and the bound on the curvature tensor and its covariant derivatives on $M$ such that, for all $\varphi \in W^{1, p}(M)$,
$(1-1)\left(\int_{M}|\varphi|^{p^{*}} d v\right)^{p / p^{*}} \leq K(n, p)^{p} \int_{M}|\nabla \varphi|^{p} d v+A(p, r)\left(\int_{M}|\varphi|^{r} d v\right)^{p / r}$,
where $p^{*}=n p /(n-p)$ and

$$
K(n, p)=\frac{1}{n}\left(\frac{n(p-1)}{n-p}\right)^{(p-1) / p}\left(\frac{\Gamma(n+1)}{\Gamma\left(\frac{n}{p}\right) \Gamma\left(n+1-\frac{n}{p}\right) n \omega_{n}}\right)^{1 / n}
$$

for $\Gamma$ the gamma function, $\omega_{n}$ the volume of the unit ball in $\mathbb{R}^{n}$, and $d v$ the volume element of $M$. This inequality solves a conjecture raised by Aubin in the late 1970's; similar results were obtained independently in [Druet 1998]. It is natural

[^10]to ask whether $(1-1)$ holds for $p=1$ and $r=r^{*}$. Equivalently, does there exist, for every domain $\Omega \subset M$, a constant $C(M)$ depending on $M$ such that
\[

$$
\begin{equation*}
P^{n} \geq n^{n} \omega_{n} V^{n-1}\left(1-C(M) V^{2 / n}\right) \tag{1-2}
\end{equation*}
$$

\]

where $P=\operatorname{vol}_{n-1} \partial \Omega$ and $V=\operatorname{vol}_{n} \Omega$ ? It is well known that (1-2) does hold for a geodesic ball with small volume; see (2-2), for example.

The case $p=1$ in $(1-1)$ is not addressed in [Aubin and Li 1999]. On the other hand, an elegant local inequality due to Morgan and Johnson [2000] implies:
Theorem A. If the sectional curvature $K$ of $M$ is less than $K_{0}$, then an enclosure of small volume $V$ has perimeter $P$ satisfying

$$
\begin{equation*}
P \geq\left(1-C K_{0} V^{2 / n}\right) P^{*} \tag{1-3}
\end{equation*}
$$

where $C$ is a constant and $P^{*}$ is the perimeter of the Euclidean ball of volume $V$.
This local result was previously only known for small geodesic balls - see (1-2) and (2-2). Equation (1-3) improved on the bound $P \geq\left(1-C^{\prime} V^{2 /(n(n+3))}\right) P^{*}$ found in [Bérard and Meyer 1982] and valid for small volume $V$.

As a consequence of (1-3) we can make the following statement, valid even when $V$ is not small, extending the Aubin-Li inequality (1-1) to the case $p=1$ and $r=r^{*}$, and initiating the study of the isoperimetric inequality (1-4):
Theorem 1.1 (An isoperimetric inequality). For every domain $\Omega \subset M$, there exists a constant $C(M)$ depending on $M$ such that

$$
\begin{equation*}
P^{n} \geq n^{n} \omega_{n} V^{n-1}\left(1-C(M) V^{2 / n}\right) \tag{1-4}
\end{equation*}
$$

where $P=\operatorname{vol}_{n-1} \partial \Omega, V=\operatorname{vol}_{n} \Omega$, and $\omega_{n}$ is the volume of the unit ball in $\mathbb{R}^{n}$. (One can take, for example, $C(M)=\max \left\{n C K_{0}, \epsilon_{0}(M)^{-2 / n}\right\}$, where $C K_{0}$ is as in $(1-3)$ and $\epsilon_{0}(M)>0$ is a constant depending on $M$ so that $(1-3)$ holds for small $V \leq \epsilon_{0}$.)
Remark. After we completed our work, we learned that Druet [2002] had given another proof of (1-4) by a different approach.

By a standard technique involving the coarea formula and Cavalieri's principle, we see that $(1-4)$ is equivalent to the following:
Theorem 1.2 (A Sobolev inequality). There exists a constant $A=A(M)$ such that for all $\varphi \in W^{1,1}(M)$,

$$
\begin{aligned}
\left(\int_{M}|\varphi|^{n /(n-1)} d v\right)^{(n-1) / n} \leq K(n, 1) \int_{M}|\nabla \varphi| & d v \\
& +A(M)\left(\int_{M}|\varphi|^{n /(n+1)} d v\right)^{(n+1) / n}
\end{aligned}
$$

where $K(n, 1)=\lim _{p \rightarrow 1} K(n, p)=\left(n \omega_{n}\right)^{-1 / n}$.

The isoperimetric inequality (1-4) has its roots in global analysis and partial differential equations (see, for example, [Aubin and Li 1999]). The optimal constants in (1-4), too, will have geometric and even topological applications. An immediate example is that a sharp estimate on $C(M)$ in (1-4) in two dimensions will recapture the Bernstein isoperimetric inequality [1905] on $S^{2}$,

$$
\begin{equation*}
L^{2} \geq 4 \pi A\left(1-\frac{1}{4 \pi} A\right) \tag{1-5}
\end{equation*}
$$

with equality if and only if the domain in question is a disk; see Theorem 1.3(I).
Now introduce, for an $n$-dimensional, smooth, compact, connected Riemannian manifold $M$, the isoperimetric constant $\tau^{*}=\tau^{*}(M)$, defined as the constant $C(M)$ that makes (1-4) sharp:

$$
\begin{equation*}
\tau^{*}:=\inf \{C(M): C(M) \text { is a constant such that }(1-4) \text { holds }\} . \tag{1-6}
\end{equation*}
$$

The constant $\tau^{*}$ depends deeply on the geometric properties of the underlying manifold $M$. In turn, it may even completely determine the metric of $M$ :

Theorem 1.3. Let $M$ be a complete, simply connected Riemannian manifold with $\operatorname{Ric}(M) \geq n-1$.
(I) The isoperimetric constant $\tau^{*}$ satisfies

$$
\begin{equation*}
\tau^{*} \geq \tau_{0}:=\frac{n(n-1)}{2(n+2) \omega_{n}^{2 / n}} \tag{1-7}
\end{equation*}
$$

For $n=2$ or 3 , we have $\tau^{*}=\tau_{0}$ if and only if $M$ is isometric to $S^{n}$ with the standard metric.
(II) For $n=2$ or 3 , if the isoperimetric constant $\tau^{*}$ is close to $\tau_{0}$, then $\operatorname{vol} M$ is close to vol $S^{n}$.

This theorem is sharp, and generalizes the Bernstein inequality (1-5). Also, the assumption of simple connectedness is necessary for the last sentence of (I), as can be seen from the example of three-dimensional real projective space, which is complete, not simply connected, and satisfies $\tau^{*}=\tau_{0}$.)

Open Problem. For $M$ of dimension $n \geq 4$, complete and simply connected, with $\operatorname{Ric}(M) \geq n-1$, does $\tau^{*}=\tau_{0}$ still imply that $M$ is isometric to the standard unit sphere $S^{n}$ ?

In Section 5 we prove that $\tau^{*}=\tau_{0}$ also for $M=S^{4}$ and $S^{5}$ :
Theorem 1.4. For any domain $\Omega$ of volume $V$ and perimeter $P$ in $S^{n}$, where $n=2,3,4$ or 5 , and with $\tau_{0}$ as in (1-7), we have

$$
\begin{equation*}
P^{n} \geq n^{n} \omega_{n} V^{n-1}\left(1-\tau_{0} V^{2 / n}\right) \tag{1-8}
\end{equation*}
$$

Open Problem. Is the isoperimetric constant still $\tau_{0}$ on the standard unit sphere $S^{n}$, for all $n \geq 6$ ? That is, does (1-8) (or equivalently (5-3) below) hold for $n \geq 6$ ?
Remark. For a complete manifold $M$ with $\operatorname{Ric}(M) \geq n-1$, the equality $\tau^{*}=\tau_{0}$ implies that $M$ is (positive) Einstein (see the proof of Theorem 1.3). This opens up the perspective of studying positive Einstein metrics via isoperimetric constants.

In high dimensions, we have an analog of Toponogov's version of S. Y. Cheng's Maximum Diameter Theorem, in the setting of the sharp isoperimetric inequality Theorem 1.3 being realized on the sphere:

Theorem 1.5. If $M$ is a complete, simply connected n-manifold of sectional curvature $\operatorname{Sec}(M) \geq 1$ and such that $\tau^{*}\left(M^{n}\right)$ is close to $\tau_{0}$, then $\operatorname{vol} M$ is close to $\operatorname{vol} S^{n}$ for all $n \geq 2$.
Open Problem. Does Theorem 1.5 remain true in dimensions $n \geq 4$ if one weakens the assumption that $\operatorname{Sec}(M) \geq 1$ to the assumption that $\operatorname{Ric}(M) \geq n-1$ ?

One may also investigate the converse of Theorem 1.3(II) on the estimates of $\tau^{*}$ under some assumptions on the Ricci curvature and volume of the manifold. This is related to the study of the second constant of sharp Sobolev inequalities (see, for example, [Hebey 1999]). However, we will show by an example that $\tau^{*}$ might not be close to $\tau_{0}$ even if $C \geq \operatorname{Ric}(M) \geq n-1$ and $\operatorname{vol} M$ is close to vol $S^{n}$. Therefore, under the assumption that $M$ has bounded Ricci curvature, saying that vol $M$ is close to $\operatorname{vol} S^{n}$ is not equivalent to saying that $\tau^{*}$ is close to $\tau_{0}$. In an attempt to solve this problem of searching for a new equivalence, we turn to the isoperimetric inequality of Gromov [1980] (see also [Chavel 1993, Theorem 6.6]):

Theorem B (Gromov's isoperimetric inequality). Given an n-dimensional compact manifold $M$ with $\operatorname{Ric}(M) \geq n-1$ and a domain $\Omega \subset M$ with smooth boundary $\partial \Omega$, let $\Omega_{0} \subset S^{n}$ be a spherical cap such that

$$
\begin{equation*}
\frac{\operatorname{vol} \Omega_{0}}{\operatorname{vol} S^{n}}=\frac{\operatorname{vol} \Omega}{\operatorname{vol} M} \tag{1-9}
\end{equation*}
$$

Then

$$
\operatorname{vol} \partial \Omega \geq \frac{\operatorname{vol} M}{\operatorname{vol} S^{n}} \cdot \operatorname{vol} \partial \Omega_{0}
$$

Thus it makes sense to consider, for a complete manifold $M$ with $\operatorname{Ric}(M) \geq n-1$, Gromov's isoperimetric constant $\gamma^{*}=\gamma^{*}(M)$, defined by
(1-10) $\quad \gamma^{*}:=\sup \left\{\gamma(M): \operatorname{vol} \partial \Omega \geq \gamma(M) \operatorname{vol} \partial \Omega_{0}\right.$ for any domain $\left.\Omega \subset M\right\}$,
where $\partial \Omega$ is smooth and $\Omega_{0} \subset S^{n}$ is a spherical cap satisfying (1-9).
The isoperimetric constants $\tau^{*}(M)$ and $\gamma^{*}(M)$ open up a new perspective on complete manifolds $M$ with $\operatorname{Ric}(M) \geq n-1$. In particular, there are a variety of equivalent ways of stating that $\gamma^{*}$ is close to 1 , such as the following:

Theorem 1.6. Assume that $M$ is complete with $\operatorname{Ric}(M) \geq n-1$. Then $\gamma^{*}$ is close to 1 if and only if $\mathrm{vol} M$ is close to $\mathrm{vol} S^{n}$ for all $n \geq 2$.

This provides a new approach to the relation $\operatorname{vol} M \sim \operatorname{vol} S^{n}$. Other equivalent relations [Colding 1996a; 1996b; Petersen 1999] involve the Gromov-Hausdorff distance, the radius, and the $(n+1)$-st eigenvalue. As a consequence of this work, Theorem 1.5, and work of Cheeger and Colding [1997], one can conclude:
Theorem 1.7. Let $M$ be complete with $\operatorname{Ric}(M) \geq n-1$. For all $n \geq 2$, the following properties (1)-(5) are equivalent and each of them implies property (6):
(1) $\gamma^{*}$ is close to 1 .
(2) $\operatorname{vol} M$ is close to vol $S^{n}$.
(3) $M$ is Gromov-Hausdorff close to $S^{n}$.
(4) $M$ has radius close to $S^{n}$, where the radius of $M$ is that of the smallest closed metric ball that covers $M$.
(5) The $(n+1)$-st eigenvalue is close to $n$.
(6) $M$ is diffeomorphic to $S^{n}$.

Corollary 1.8. Let $M$ be complete and simply connected with $\operatorname{Sec}(M) \geq 1$ if $n \geq 2$, or $\operatorname{Ric}(M) \geq n-1$ if $n=2$ or 3 . Then the properties (2)-(6) below are equivalent, each of them is implied by property (1), and each implies properties (7)-(9):
(1) $\tau^{*}$ is close to the constant $\tau_{0}:=\frac{n(n-1)}{2(n+2) \omega_{n}^{2 / n}}$.
(2) $\gamma^{*}$ is close to 1 .
(3) $\operatorname{vol} M$ is close to vol $S^{n}$.
(4) $M$ is Gromov-Hausdorff close to $S^{n}$.
(5) M has radius close to $S^{n}$.
(6) The $(n+1)$-st eigenvalue is close to $n$.
(7) $M$ is diffeomorphic to $S^{n}$.
(8) $M$ has diameter close to $S^{n}$.
(9) The first eigenvalue is close to $n$.

## 2. Proof of Theorem 1.3

We begin with the asymptotic formulas for the perimeter $P$ and volume $V$ of a geodesic ball $B_{r}(\bar{x})$ of scalar curvature $\operatorname{Scal}_{\bar{x}}(M)$ about a point $\bar{x}$ (see, for example, [Gallot et al. 1987, Theorem 3.98]):

$$
\begin{equation*}
\frac{P^{n}}{V^{n-1}}=n^{n} \omega_{n}\left(1-\frac{\operatorname{Scal}_{\bar{x}}(M)}{2(n+2)} r^{2}+O\left(r^{4}\right)\right) \tag{2-1}
\end{equation*}
$$

Thus, for a domain that is a geodesic ball $B_{r}(\bar{x})$ with small volume,

$$
\begin{equation*}
P^{n}=n^{n} \omega_{n} V^{n-1}\left(1-\frac{\operatorname{Scal}_{\bar{x}}(M)}{2(n+2) \omega_{n}^{2 / n}} V^{2 / n}+o(1) V^{3 / n}\right) \tag{2-2}
\end{equation*}
$$

where $o(1)$ is small and tends to 0 as $V \rightarrow 0$.
Since $\operatorname{Ric}(M) \geq n-1$, we have $\operatorname{Scal}_{\bar{x}}(M) \geq n(n-1)$ at any point of $M$; thus by (1-4) and (1-6),

$$
\begin{equation*}
\tau^{*} \geq \frac{\operatorname{Scal}_{\bar{x}}(M)}{2(n+2) \omega_{n}^{2 / n}} \geq \frac{n(n-1)}{2(n+2) \omega_{n}^{2 / n}}=\tau_{0} \tag{2-3}
\end{equation*}
$$

For $n=2$ or 3 , if $\tau^{*}=\tau_{0}$ we know from (2-3) that $\operatorname{Scal}_{x}(M) \leq n(n-1)$ at any point $x$ in $M$; thus $\operatorname{Ric}(M)=n-1$. This in turn implies that $M$ has constant sectional curvature $K=1$, and is therefore isometric to the standard unit sphere. On the other hand, for $S^{2}$, due to Gromov's isoperimetric inequality (Theorem B), we need only prove that for any spherical cap domain $\Omega$, the equality in (1-7) holds. This is obvious, since in terms of the spherical coordinate $\theta$ (which measures down from the north pole) we have $L=2 \pi \sin \theta$ and $A=2 \pi \int_{0}^{\theta} \sin \alpha d \alpha$ for $0 \leq \theta \leq \pi$. It follows that $\tau^{*}=1 / 4 \pi$, and we recapture the standard Bernstein isoperimetric inequality (1-5). In the case of $S^{3}$, due to Theorem B, it suffices to prove that, for any spherical cap domain $\Omega$,

$$
\begin{equation*}
P^{3} \geq 36 \pi V^{2}\left(1-\frac{3}{5}\left(\frac{4 \pi}{3}\right)^{-2 / 3} V^{2 / 3}\right) \tag{2-4}
\end{equation*}
$$

In terms of the spherical coordinate function, for $0 \leq \theta \leq \pi$,

$$
P=4 \pi \sin ^{2} \theta \quad \text { and } \quad V=4 \pi \int_{0}^{\theta} \sin ^{2} \alpha d \alpha
$$

Viewing $P$ as a function of $V$, we define

$$
f(V)=P^{3}-36 \pi V^{2}\left(1-\frac{3}{5}\left(\frac{4 \pi}{3}\right)^{-2 / 3} V^{2 / 3}\right)
$$

Direct computation yields

$$
\frac{d P}{d V}=\frac{2 \cos \theta}{\sin \theta}, \quad \frac{d^{2} P}{d V^{2}}=\frac{-8 \pi}{\left(4 \pi \sin ^{2} \theta\right)^{2}}=\frac{-8 \pi}{P^{2}}
$$

so that

$$
\frac{d f(V)}{d V}=24 \pi^{2}\left(4 \sin ^{3} \theta \cos \theta-3(2 \theta-\sin 2 \theta)+\frac{12}{5}\left(\frac{4}{3}\right)^{-2 / 3}(2 \theta-\sin 2 \theta)^{5 / 3}\right)
$$

and

$$
\frac{d^{2} f(V)}{d V^{2}}=-96 \pi\left(\sin ^{2} \theta-\left(\frac{4}{3}\right)^{-2 / 3}(2 \theta-\sin 2 \theta)^{2 / 3}\right)
$$

Specializing for $\theta=0$ (so $V=0$ and $P=0$ ) we have

$$
f(0)=\frac{d f}{d V}(0)=\frac{d^{2} f}{d V^{2}}(0)=0
$$

Note that $d^{2} f(V) / d V^{2}$ has the same sign as

$$
\mu(\theta)=2 \theta-\sin 2 \theta-\frac{4}{3} \sin ^{3} \theta
$$

One easily checks that $\mu(0)=0$, and $\mu^{\prime}(\theta)=4 \sin ^{2} \theta-4 \sin ^{2} \theta \cos \theta>0$ for $\theta \in(0, \pi)$. It follows that $f(V) \geq 0$. This completes the proof of part (I).

To prove part (II), first observe that $\operatorname{vol} M \leq \operatorname{vol} S^{n}$ by the Bishop volume comparison theorem [Bishop and Crittenden 1964]. For $n=2$, if the statement were not true, there would exist $\delta>0$ such that vol $M^{2} \leq 4 \pi-\delta$ for some manifold $M^{2}$ with

$$
\tau^{*}\left(M^{2}\right)-\frac{1}{4 \pi} \leq \frac{\delta}{8 \pi(4 \pi-\delta)}
$$

We then choose $\Omega=M \backslash B_{\epsilon}$, where $B_{\epsilon}$ is a small geodesic ball of radius $\epsilon$ in $M$. For such a domain $\Omega$,

$$
P^{2} \geq 4 \pi V\left(1-\left(\frac{1}{4 \pi}+\frac{\delta}{8 \pi(4 \pi-\delta)}\right) V\right)
$$

which would imply that $0 \geq \frac{1}{2} \delta V>0$ as $\epsilon \rightarrow 0$, a contradiction.
For $n=3$, we need the following lemma, which is a slight variation on a convergence theorem due to Petersen [1998, 10.5.4, Theorem 5.10]:

Lemma 2.1. Given $n \geq 2$ and $\lambda>0$, there is an $\epsilon=\epsilon(n, \lambda)>0$ such that any closed, simply connected Riemannian n-manifold $(M, g)$ with $|\operatorname{Sec}(M)-\lambda| \leq \epsilon$ is $C^{1, \alpha}$-close to a metric of constant curvature $\lambda$.

Proof of Lemma 2.1. By the Bonnet Theorem [1855], $\operatorname{Sec}(M) \geq \lambda-\epsilon$ implies $\operatorname{diam}(M) \leq \pi / \sqrt{\lambda-\epsilon}$. Then, for $n \geq 3$, replacing Cheeger's lemma (see [Petersen 1998, pages 300-301]) by Klingenberg's Theorem [1959], which implies that the injectivity radius is at least $\pi / \sqrt{\lambda+\varepsilon}$, one may readily modify [Petersen 1998, proof on page 312] to deduce the conclusion. For $n=2$ instead of Klingenberg's Theorem one can use Synge's Theorem and [Carmo 1992, Proposition 3.4, p. 281].

From (2-3) we can see that $\operatorname{Ric}(M) \rightarrow 2$ as $\tau^{*} \rightarrow \frac{3}{5}\left(\frac{3}{4 \pi}\right)^{2 / 3}$. This implies that $\operatorname{Sec}(M) \rightarrow 1$, since on a 3-manifold $M$ and for some constant $K_{0}$, there is equivalence between $\operatorname{Ric}(M) \equiv 2 K_{0}$ and $\operatorname{Sec}(M) \equiv K_{0}$. Then from Lemma 2.1 we know that the metric of $M$ converges to the standard metric of $S^{3}$ in the $C^{1, \alpha}$ topology as $\tau^{*} \rightarrow \frac{3}{5}\left(\frac{3}{4 \pi}\right)^{2 / 3}$. This implies that vol $M \rightarrow \operatorname{vol} S^{3}=2 \pi^{2}$, completing the proof of part (II) and of Theorem 1.3.

Remark. Conceivably, estimates on $\tau^{*}$ may yield estimates on the first eigenvalue. For instance, assuming that $M$ is complete and simply connected, and that $\operatorname{Ric}(M) \geq n-1$, then $\lambda_{1}$ is close to $n$ if $\tau^{*}$ is close to $\tau_{0}$ for $n=2$ or 3 . This can be proved as follows. According to Theorem 1.3 we know that vol $M$ is close to vol $S^{n}$, thus $\operatorname{rad}(M)$ is close to $\pi$ (see, for example, [Petersen 1999]). This of course yields that $\operatorname{diam}(M)$ is close to $\pi$. Then due to a theorem of Cheng [1975] we know that $\lambda_{1}$ is close to $n$ (see Corollary 1.8).

## 3. A small manifold with large isoperimetric constant

We show that the converse of Theorem 1.3(II) is not true. Assume that $\operatorname{Ric}(M) \geq$ $n-1$. For a geodesic ball $B_{r}(\bar{x})$ with small volume, we recall (2-2)

$$
P^{n}=n^{n} \omega_{n} V^{n-1}\left(1-\frac{\operatorname{Scal}_{\bar{x}}(M)}{2(n+2) \omega_{n}^{2 / n}} V^{2 / n}+o(1) V^{3 / n}\right),
$$

where $\operatorname{Scal}_{\bar{x}}(M)$ is the scalar curvature at point $\bar{x}$ and $o(1) \rightarrow 0$ as $V \rightarrow 0$.
One can check that, for $n=2$,

$$
\frac{n(n-1)}{2(n+2) \omega_{n}^{2 / n}}=\left((n+1) \omega_{n+1}\right)^{-2 / n}
$$

If $\operatorname{vol} M \rightarrow \operatorname{vol} S^{2}$ implied that $\tau^{*} \rightarrow 1 / 4 \pi$, then $\operatorname{Scal}_{\bar{x}}(M)$ would be less than $2+\delta$ as $\operatorname{vol} M \rightarrow \operatorname{vol} S^{2}$, for any $\delta>0$. But the following example shows that this is impossible.

Example 3.1. For any small positive $\epsilon$ (less than $\frac{1}{100}$, say), define a $C^{2}$-smooth function by

$$
f_{\epsilon}(x)=\left\{\begin{array}{llc}
\sqrt{1-(x-\epsilon)^{2}} & \text { if } & -1+\epsilon \leq x \leq-\epsilon \\
h_{\epsilon}(x) & \text { if } & -\epsilon \leq x \leq \epsilon \\
\sqrt{1-(x+\epsilon)^{2}} & \text { if } & \epsilon \leq x \leq 1-\epsilon
\end{array}\right.
$$

where $h_{\epsilon}$ is a symmetric function to be determined. Direct computation shows that

$$
\begin{align*}
f_{\epsilon}^{\prime}(-\epsilon) & =-f_{\epsilon}^{\prime}(\epsilon) \tag{3-1}
\end{align*}=2 \epsilon+o_{\epsilon}(1) \epsilon^{2}, ~=-1+o_{\epsilon}(1) \epsilon,
$$

where $o_{\epsilon}(1)$ is small and tends to 0 as $\epsilon \rightarrow 0$. For a small $\epsilon>0$, we choose a negative continuous symmetric function $g_{\epsilon}$ satisfying $g_{\epsilon}( \pm \epsilon)=f_{\epsilon}^{\prime \prime}(\epsilon)=f_{\epsilon}^{\prime \prime}(-\epsilon)$, $g_{\epsilon}^{\prime}(x)<0$ for $-\epsilon \leq x<0$,

$$
-5 \leq \min _{-\epsilon \leq x \leq \epsilon} g_{\epsilon}(x) \leq-2 \text { and } \int_{-\epsilon}^{\epsilon} g_{\epsilon} d x=2 f_{\epsilon}^{\prime}(\epsilon)
$$

The existence of such a function is guaranteed by (3-1). We then define $h_{\epsilon}$ to be a symmetric function such that $h_{\epsilon}(-\epsilon)=\sqrt{1-4 \epsilon^{2}}$ and

$$
h_{\epsilon}^{\prime}(x)=\int_{-\epsilon}^{x} g_{\epsilon}(s) d s+f_{\epsilon}^{\prime}(-\epsilon) \quad \text { for }-\epsilon<x \leq 0
$$

Let $M_{\epsilon}$ be the surface obtaining by rotating $y=f_{\epsilon}(x)$ around the $x$-axis. Recall that the Gaussian curvature $K_{\epsilon}$ is given by

$$
K_{\epsilon}=-\frac{f_{\epsilon}^{\prime \prime}}{f_{\epsilon}\left(1+\left(f_{\epsilon}^{\prime}\right)^{2}\right)^{2}}
$$

where differentiation is with respect to $x$. It is easy to check that $K_{\epsilon} \geq 1+o_{\epsilon}(1)$ and $\operatorname{vol} M_{\epsilon}=\operatorname{vol} S^{2}+o_{\epsilon}(1)$, but $K_{\epsilon}$ is greater than $\frac{3}{2}+o_{\epsilon}(1)$ at the equator of $M_{\epsilon}$, so the scalar curvature $\operatorname{Scal}_{x}\left(M_{\epsilon}\right)$ is at least $3+o_{\epsilon}(1)$ at the equator of $M_{\epsilon}$. By rescaling, one easily obtains a sequence of manifolds $M_{\epsilon}$ with Gaussian curvatures $K_{\epsilon} \geq 1$ and volumes vol $M_{\epsilon} \rightarrow \operatorname{vol} S^{2}$, but with scalar curvatures $\operatorname{Scal}_{x}\left(M_{\epsilon}\right)>\frac{5}{2}$ at some points.

## 4. Proof of proximity results

Proof of Theorem 1.5. In view of $(2-3)$, $\operatorname{Sec}(M) \rightarrow 1$ as $\tau^{*} \rightarrow \tau_{0}$. It then follows from Lemma 2.1 that the metric of $M$ converges to the standard metric of $S^{n}$ in the $C^{1, \alpha}$ topology as $\tau^{*} \rightarrow \tau_{0}$. This implies that $\operatorname{vol} M \rightarrow \operatorname{vol} S^{n}$.
Proof of Theorem 1.6. Let $M$ be complete with $\operatorname{Ric}(M) \geq n-1$. We claim that

$$
\begin{equation*}
\gamma^{*} \leq 1 \tag{4-1}
\end{equation*}
$$

If not, there is $\delta>0$ such that

$$
\begin{equation*}
\operatorname{vol} \partial \Omega \geq(1+\delta) \operatorname{vol} \partial \Omega_{0} \tag{4-2}
\end{equation*}
$$

for any smooth domain $\Omega \subset M$. Now, [Morgan and Johnson 2000, Theorem 3.4] says that given $V$, the manifold $M$ has regions of volume $V$ and perimeter at most equal to the perimeter $P_{0}(V)$ of a ball of volume $V$ in $S^{n}$. Choose $V=\frac{1}{2} \operatorname{vol} M$; since $\operatorname{vol} M \leq \operatorname{vol} S^{n}$, we know that

$$
P(V) \leq P_{0}(V) \leq \operatorname{vol} S^{n-1}
$$

However, from (4-2) we have

$$
P(V) \geq(1+\delta) \text { vol } S^{n-1}
$$

which is a contradiction. This proves (4-1).
If vol $M$ is close to $\operatorname{vol} S^{n}$, we know from Theorem B that

$$
\gamma^{*} \geq \frac{\operatorname{vol} M}{\operatorname{vol} S^{n}} \rightarrow 1
$$

Combining this with (4-1) we get $\gamma^{*} \rightarrow 1$.
Conversely, if $\gamma^{*} \rightarrow 1$, we claim $\operatorname{vol} M \rightarrow \operatorname{vol} S^{n}$. Otherwise, there is $\delta>0$ such that $\operatorname{vol} M \leq \operatorname{vol} S^{n}-\delta$. Choose $V=\frac{1}{2} \operatorname{vol} M$ in [Morgan and Johnson 2000, Theorem 3.4] and let $R$ be the region whose perimeter is $P(V)$; then

$$
P(V) \leq P_{0}(V) \leq(1-\epsilon) \text { vol } S^{n-1}
$$

for some fixed $\epsilon=\epsilon(\delta)>0$, since $\operatorname{vol} M \leq \operatorname{vol} S^{n}-\delta$. Thus

$$
\operatorname{vol} \partial R \leq(1-\epsilon) \operatorname{vol} \partial R_{0}
$$

which contradicts the fact that $\gamma^{*} \rightarrow 1$.

## 5. Spheres in dimensions up to 5: Proof of Theorem 1.4

Thanks to Gromov's isoperimetric inequality, to prove Theorem 1.4 we need only show that (1-8) holds for any spherical cap domain $\Omega$ in $S^{n}$ for $n=4$ or 5 (the cases $n=2,3$ being covered by Theorem 1.3.

For $n=4$, we must prove $P^{4} \geq 4^{4} \omega_{4} V^{3}\left(1-\omega_{4}^{-1 / 2} V^{1 / 2}\right)$, where $\omega_{4}=\pi^{2} / 2$. Using the spherical coordinate $\theta$ that measures angles down from the north pole, we know that, for $0 \leq \theta \leq \pi$,

$$
P=2 \pi^{2} \sin ^{3} \theta \quad \text { and } \quad V=2 \pi^{2} \int_{0}^{\theta} \sin ^{3} \alpha d \alpha
$$

Viewing $P$ as a function of $V$, we define

$$
f(V)=P^{4}-4^{4} \omega_{4} V^{3}\left(1-\left(\omega_{4}\right)^{-1 / 2} V^{1 / 2}\right)
$$

Direct computation yields

$$
\frac{d f(V)}{d V}=32 \pi^{6}\left(3 \sin ^{8} \theta \cos \theta-48 A^{2}+112 A^{5 / 2}\right)
$$

where $A=A(\theta)=\int_{0}^{\theta} \sin ^{3} \alpha d \alpha$. Since $f(0)=0$ and $d V / d \theta \geq 0$, it suffices to show that $f_{1}(\theta):=d f(V) / d V \geq 0$ for any $\theta \in(0, \pi)$.

Again, since $f_{1}(0)=0$, it is enough to show that $d f_{1}(\theta) / d \theta \geq 0$ for any $\theta \in$ $(0, \pi)$. Equivalently, it suffices to show, for any $\theta \in(0, \pi)$, that

$$
f_{2}(\theta):=24 \sin ^{4} \theta \cos ^{2} \theta-3 \sin ^{6} \theta-96 A+280 A^{3 / 2} \geq 0
$$

Note again that since $f_{2}(0)=0$, it is enough to show that $d f_{2}(\theta) / d \theta \geq 0$ for any $\theta \in(0, \pi)$. Equivalently, we only need to show

$$
\begin{equation*}
f_{3}(\theta):=162 \cos ^{3} \theta-66 \cos \theta-96+420 A^{1 / 2} \geq 0 \tag{5-1}
\end{equation*}
$$

for $\theta \in(0, \pi)$. Since $A$ is an increasing function of $\theta$, we can check, for $\theta \geq \pi / 2$, that

$$
f_{3}(\theta) \geq 420 A^{1 / 2} \pi / 2-258 \geq 0
$$

To prove (5-1) for $\theta \leq \pi / 2$, it is sufficient to show that

$$
g_{1}(\theta)=420^{2} A-\left(162 \cos ^{3} \theta-66 \cos \theta-96\right)^{2} \geq 0
$$

for $\theta \in(0, \pi / 2)$. Again, since $g_{1}(0)=0$, it is enough to prove that $d g_{1} / d \theta \geq 0$ for $\theta \in(0, \pi / 2)$. Equivalently, we need only show, for $\theta \in(0, \pi / 2)$, that
(5-2) $g_{2}(\theta):=420^{2} \sin ^{2} \theta-2\left(162 \cos ^{3} \theta-66 \cos \theta-96\right)\left(66-486 \cos ^{2} \theta\right) \geq 0$.
To check this, we have, for $\theta \in(0, \pi / 2)$, and setting $s:=\sin \theta, c:=\cos \theta$,

$$
\begin{aligned}
420^{2} s^{2}-2(162 & \left.c^{3}-66 c-96\right)\left(66-486 c^{2}\right) \\
& =420^{2} s^{2}-2\left(-162 c s^{2}+96(c-1)\right)\left(66-486 c^{2}\right) \\
& =420^{2} s^{2}+324 \cdot 66 c s^{2}-324 \cdot 486 c^{3} s^{2}-192(1-c)\left(486 c^{2}-66\right) \\
& \geq 420^{2} s^{2}+324 \cdot 66 c s^{2}-324 \cdot 486 c s^{2}-192(1-c)\left(486 c^{2}-66\right) \\
& =420^{2} s^{2}-324 \cdot 420 c s^{2}-192(1-c)\left(486 c^{2}-66\right) \\
& \geq 420^{2} s^{2}-324 \cdot 420 s^{2}-192(1-c)\left(486 c^{2}-66 c^{2}\right) \\
& =420 \cdot 96 \cdot\left(s^{2}-2(1-c) c\right) \\
& =420 \cdot 96 \cdot 4 \sin ^{2}(\theta / 2) \cdot\left(\cos ^{2}(\theta / 2)-c^{2}\right) \geq 0
\end{aligned}
$$

proving the case $n=4$.
For general $n$, we note that $(1-8)$ is equivalent to the integral inequality

$$
\begin{equation*}
\sin ^{n(n-1)} \theta \geq n^{n-1} A^{n-1}-\frac{n^{n+(2 / n)}(n-1)}{2(n+2)} A^{n-1+(2 / n)} \tag{5-3}
\end{equation*}
$$

for $\theta \in[0, \pi]$, where

$$
A=\int_{0}^{\theta} \sin ^{n-1} \alpha d \alpha
$$

For $n=5$, we can follow the same argument used for $n=4$ and find that it is enough to show that

$$
f_{4}(\theta)=128 \sin ^{4} \theta-187 \sin ^{2} \theta+5^{2 / 5} \cdot 11 \cdot 17 \cdot A^{2 / 5} \geq 0
$$

for $\theta \in[0, \pi]$. Notice that $128 \sin ^{4} \theta-187 \sin ^{2} \theta \leq 0$, and so it suffices to prove

$$
g(\theta)=5^{2} \cdot 11^{5} \cdot 17^{5} \cdot A^{2}+\left(128 \sin ^{4} \theta-187 \sin ^{2} \theta\right)^{5} \geq 0 \quad \text { for } \theta \in[0, \pi]
$$

Since $g(0)=0$, it is enough to show that, for $\theta \in[0, \pi]$, and with $s, c$ as before, $g^{\prime}(\theta)=2 \cdot 5^{2} \cdot 11^{5} \cdot 17^{5} \cdot A \cdot s^{4}+5\left(128 s^{4}-187 s^{2}\right)^{4} \cdot\left(4 \cdot 128 s^{3} c-2 \cdot 187 s c\right) \geq 0$.

Let $g_{1}(\theta)=5 \cdot 11^{5} \cdot 17^{5} \cdot A+\left(128 s^{3}-187 s\right)^{4} \cdot\left(2 \cdot 128 s^{3} c-187 s c\right)$. Note that $g_{1}(\theta)$ has the same sign as $g^{\prime}(\theta)$ and that $g_{1}(0)=0$, so we need only show that $g_{1}^{\prime}(\theta) \geq 0$. Let

$$
\begin{aligned}
g_{2}(\theta)=5 \cdot 11^{5} \cdot 17^{5} & +4 \cdot\left(128 s^{2}-187\right)^{3}\left(3 \cdot 128 s^{2} c-187 c\right)\left(2 \cdot 128 s^{2} c-187 c\right) \\
& +\left(128 s^{2}-187\right)^{4}\left(6 \cdot 128 s^{2} c^{2}-2 \cdot 128 s^{4}-187 c^{2}+187 s^{2}\right)
\end{aligned}
$$

Note that $g_{2}(\theta)$ has the same sign as $g_{1}^{\prime}(\theta)$ for $\theta \in[0, \pi]$. Then, by means of some delicate computations, we can check that $g_{2}(\theta) \geq 0$ for $\theta \in[0, \pi]$. It should be pointed out that $g_{2}^{\prime}(\theta)$ is no longer nonnegative for $\theta \in[0, \pi]$.
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# CORRECTION TO: <br> EGGERT'S CONJECTURE ON THE DIMENSIONS OF NILPOTENT ALGEBRAS 

Lakhdar Hammoudi

Volume 202:1 (2002), 93-97

The author acknowledges that the Theorem in the paper in question does not solve Eggert's conjecture completely, because it uses the fact that $R \cap(A \oplus \mathbb{K})=\{0\}$. Indeed, in the proof of the Theorem (page 96, lines 19 to 24), we assume that the unions in lines 17 and 18 are disjoint. If we add this hypothesis to the Theorem, which is fulfilled by graded algebras for example, the result is correct.

Therefore, the proof of the Theorem yields only a particular case of Eggert's conjecture. Eggert's conjecture in general remains open.

The author thanks Professors B. Amberg and L. Kazarin for pointing out the mistake and for the valuable discussions.
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# CORRECTION TO: <br> MODULAR DIOPHANTINE INEQUALITIES AND NUMERICAL SEMIGROUPS 

J. C. Rosales, P. A. García-Sánchez and J. M. Urbano-Blanco

Volume 218:2 (2005), 379-398

The modular numerical semigroup $S(2,6)=\langle 3,4,5\rangle$ is pseudo-symmetric. Thus Corollary 60 of the paper is false, since it asserts that $\mathrm{S}(a, a b)$ is not pseudosymmetric for any positive integers $a, b>1$. The mistake comes from part (ii) of Proposition 58, which should read
$S$ is pseudo-symmetric if and only if $(a-1, b)+(a-1) \bmod b=b-1$.
(The sign on right-hand side of this equality was incorrect.)
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