CLASSIFICATION OF SOLUTIONS OF CERTAIN FOURTH-ORDER NONLINEAR ELLIPTIC EQUATIONS IN $\mathbb{R}^4$

XINGWANG XU
We consider the uniqueness of solutions of the equation $\Delta^2 u = e^u$ in four-dimensional Euclidean space. Our main result is that the solutions are all classical ones, provided that the energy of the solutions is finite and the diffusion of the solutions decays to zero at infinity. The method we used in this paper is known as the method of moving spheres.

1. Introduction

We consider the fourth-order nonlinear elliptic differential equation

$$\Delta^2 u = e^u \quad \text{in } \mathbb{R}^4.$$  

It is easy to check that for all $\varepsilon > 0$ and $x_0 \in \mathbb{R}^4$, the functions

$$u(x) = \log \frac{384\varepsilon^2}{(\varepsilon + |x-x_0|^2)^4},$$  

where $\varepsilon$ and $x_0$ are parameters, are solutions of (1–1). An easy computation shows that these functions satisfy

$$\int_{\mathbb{R}^4} e^u \, dx = B < \infty$$  

and

$$\lim_{|x| \to \infty} \Delta u = 0,$$

where $B = 32\omega_4$, the volume of the unit sphere in $\mathbb{R}^4$ being denoted by $\omega_4$.

We are interested in the classification of solutions of (1–1) under conditions (1–3) and (1–4), for arbitrary $B$. We prove:

**Main Theorem.** Let $u \in C^4(\mathbb{R}^4)$ be a solution of (1–1) satisfying the additional conditions (1–3) and (1–4) for some constant $B > 0$. Then $u$ takes the form (1–2) for some $\varepsilon > 0$ and $x_0 \in \mathbb{R}^4$.
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Equation (1–1) has roots in conformal geometry. Let \((M, g)\) be a complete Riemannian manifold. Associated to \(g\), there are tensors such as the full curvature tensor \(R\), the Ricci curvature tensor \(\text{Ric}\) and the scalar curvature \(s\). The Laplace operator \(\Delta\) is a well known elliptic operator on \(M\) associated with the metric \(g\). In dimension 4, the integrand of Gauss–Bonnet formula modulo the Weyl tensor part is given by

\[12Q = -\Delta s + s^2 - 3 \text{Ric}^2,\]

where the \(Q\)-curvature \(Q\) is similar to the scalar curvature in dimension 2. From the conformal geometric point of view, consider two metrics \(g, g_0\) related by \(g = e^{2w}g_0\). If \(Q_g\) and \(Q_{g_0}\) are the respective \(Q\)-curvatures, one checks by an easy calculation that

\[Pw + 2Q_0 = Q_ge^{4w},\]

where \(P = \Delta^2_{g_0} + \delta \left( \frac{3}{2}sI - 2 \text{Ric} \right)\) \(d\) is the Paneitz operator. Once we consider \(M = \mathbb{R}^4\) and \(g_0 = \delta_{ij}\), the standard metric on \(\mathbb{R}^4\), the preceding equation takes the form:

\[(1–5)\]

\[\Delta^2 w = Q_ge^{4w}.\]

We are interested in the problem of classifying the solutions of (1–5) with \(Q_g\) constant. By simple rescaling, we can reduce (1–5) to (1–1).

It is also known that the operator \(P\) is conformally covariant and \(S^4\) and \(\mathbb{R}^4\) are conformally related. On \(S^4\), Equation (1–5) takes the form

\[(1–6)\]

\[\Delta^2 v - 2\Delta v = 6(e^{4v} - 1),\]

if we assume that \(Q_g = Q_{g_0} = 3\). From the conformal point of view, we are interested in (1–6) rather than (1–5). Under stereographic projection, if \(v\) is a solution of (1–6), then \(u = v + \log 2 - \log(1 + r^2)\) will be a solution of (1–5) satisfying (1–3) and (1–4). Hence we have shown:

**Corollary.** All solutions of (1–6) arise from conformal transformations of \(S^4\) (such solutions are known as classical).

The statement that all solutions of (1–6) with minimizing energy are classical solutions was proved by Chang and Yang [1995] and the general case was announced by M. Gursky, with a proof along very different lines.

In this work we use the method of moving spheres, a variant of the method of moving planes. The latter is well known and has been put to use in the classification of certain nonlinear second order elliptic equations; see [Caffarelli et al. 1989; Gidas et al. 1979; Chen and Li 1991], for example. The method of moving spheres is relatively new; see [Li and Zhu 1995] and its references. The main ingredient in the method is the maximum principle. However, the equation under consideration
is of order four, so the principle does not hold. This is the fundamental difficulty in dealing with this equation.

The paper is organized as follows. In Section 2 we prove that there is an upper bound for all solutions of (1–1) under assumptions (1–3) and (1–4). In fact, condition (1–4) is not necessary for this purpose. After we have this important property of the solutions, we derive in Section 3 other properties of the solutions to be used later. The crux of the work is Section 4, where we prove the main theorem.

A similar problem can be posed for higher-dimensional spaces. We will come back to it in future publications.

**Remark.** Similar results have been obtained in [Chang and Yang 1997] and [Lin 1998] using the method of moving planes.

### 2. An upper bound for \( u \)

**Theorem 2.1.** If \( u \in C^4(\mathbb{R}^4) \) is a solution of (1–1) satisfying (1–3) and (1–4) for some constant \( B > 0 \), there exists a constant \( C > 0 \) such that \( \sup_{\mathbb{R}^4} u < C \).

**Lemma 2.2.** If \( u \) satisfies (1–1) and (1–3), then

\[
\Delta u \leq 0.
\]

**Proof.** We want to show that \( \Delta u(x_0) \leq 0 \) for any \( x_0 \in \mathbb{R}^4 \). By a change of coordinates, we can assume \( x_0 = 0 \). Set

\[
\bar{u}(r) = \frac{1}{\omega_4 r^3} \int_{|x|=r} u \, ds \quad \text{and} \quad \bar{w}(r) = \frac{1}{\omega_4 r^3} \int_{|x|=r} w \, ds,
\]

where \( w = -\Delta u \). Since \( \bar{u}(0) = u(0) \) and \( \bar{w}(0) = w(0) \), we only need to show that \( w(0) \geq 0 \). By the divergence theorem, we know that

\[
\int_{B_\rho} \Delta w \, dx = \rho^3 \frac{\partial}{\partial \rho} \left( \rho^{-3} \int_{\partial B_\rho} w \, ds \right)
\]

(see [Gilbarg and Trudinger 1983, p. 14]). But in our case, \( \Delta w = -e^u \). Hence,

\[
\frac{\partial}{\partial \rho} \left( \rho^{-3} \int_{\partial B_\rho} w \, ds \right) \leq 0.
\]

Integrate both sides from 0 to \( R \) to get

\[
R^{-3} \int_{\partial B_R} w \, ds \leq \omega_4 w(0)
\]

for all \( R > 0 \).
Now, on the contrary, assume that $w(0) < 0$. Thus for all $r > 0$,

$$\bar{w}(r) = \frac{1}{\omega_4 r^3} \int_{|x|=r} w \, ds \leq w(0) < 0.$$  

On the other hand,

$$\bar{u}''(r) + \frac{3}{r} \bar{u}'(r) + \bar{w}(r) = 0,$$

so we obtain the inequality

$$\bar{u}''(r) + \frac{3}{r} \bar{u}'(r) \geq -w(0).$$

Multiplying by $r^3$, integrating, and using the fact that $\bar{u}'(r)$ is bounded near $r = 0$, we obtain

$$r^3 \bar{u}'(r) \geq -\frac{1}{4} w(0) r^4.$$  

Thus we get $\bar{u}'(r) \geq -\frac{1}{4} w(0) r$. It follows that

$$\bar{u}(r) \geq u(0) - \frac{1}{8} w(0) r^2.$$  

Since $\omega_4 \int_0^R r^3 \bar{u}(r) \, dr = \int_{B_R} u \, dx$, thus

$$\omega_4 \int_0^\infty r^3 \bar{u}(r) \, dr = \int_{\mathbb{R}^4} u \, dx \leq \int_{\mathbb{R}^4} e^u \, dx < B < \infty.$$  

Now since $-w(0) > 0$, there is a contradiction between the last two displayed equations. Therefore we have shown that $w(0) \geq 0$, as desired. \qed

**Proof of Theorem 2.1.** By assumption (1–4), there exists a constant $A > 0$ such that

$$\Delta u \geq -A \quad \text{in } \mathbb{R}^4.$$  

From Lemma 2.2, then, we have $|f| \leq A$ on $\mathbb{R}^4$, where $f$ is defined by $f(x) = -\Delta u(x)$. Given $x_0 \in \mathbb{R}^4$, let $B_1$ be a ball of radius 1 centered at $x_0$. Recalling that $\Delta u \in C^2(\mathbb{R}^4)$, we take $u_1$ to be a solution of

$$\begin{cases} -\Delta u_1 = f & \text{in } B_1, \\ u_1 = 0 & \text{on } \partial B_1. \end{cases}$$  

From elliptic theory we know that $|u_1| \leq C_1$, for some constant $C_1$ depending on $A$ but not depending on $x_0$. Set $u_2 = u - u_1$. Then $\Delta u_2 = 0$ in the ball $B_1$. By the mean value theorem for harmonic functions, we have

$$\|u_2^+\|_{L^\infty(B_1/2)} \leq C_2 \int_{B_1} u_2^+ \, dx.$$
On the other hand, we have $u_2^+ \leq u^+ + |u_1|$, and since
\[
\int_{\mathbb{R}^4} u^+ \, dx \leq \int_{\mathbb{R}^4} e^u \, dx = B < +\infty
\]
by assumption (1–3), we see that $\|u_2^+\|_{L^1(B_1)} \leq C_3(A, B)$. Combining this with (2–1), we obtain $\|u_2^+\|_{L^\infty(B_{1/2})} \leq C_4$. Finally, since $u = u_2 + u_1$, we get
\[
u^+ \leq u_2^+ + |u_1| \leq C_5(A, B),
\]
as desired. $\square$

**Remark.** In fact, Theorem 2.1 holds even without assumption (1–4), but we do not need this fact.

### 3. Decay properties of the solutions at infinity

**Theorem 3.1.** Suppose that $u \in C^4(\mathbb{R}^4)$ is a solution of (1–1) satisfying (1–3) and (1–4) for some constant $B > 0$. Set
\[
d = \frac{1}{4\omega_4} \int_{\mathbb{R}^4} e^u \, dx.
\]
Then

(i) \[\Delta u(x) = -\frac{1}{2\omega_4} \int_{\mathbb{R}^4} \frac{e^u}{|x - y|^2} \, dy,\]

(ii) \[4x \cdot \nabla u(x) \geq |x|^2 \Delta u(x) - 2d,\]

(iii) \[\left| \frac{u(x)}{\log |x|} \right| \leq C \quad \text{for some constant } C \text{ and } |x| \text{ large enough.}\]

**Proof.** Consider the function $w$ defined by
\[
w(x) = \frac{1}{4\omega_4} \int_{\mathbb{R}^4} (\log |x - y| - \log |y|) e^{u(y)} \, dy.
\]
A simple calculation shows that
\[
\Delta w(x) = \frac{1}{2\omega_4} \int_{\mathbb{R}^4} \frac{e^u}{|x - y|^2} \, dy \quad \text{and} \quad \Delta^2 w = -e^u.
\]
Now, since \( u \leq C \) for some constant \( C \) by Theorem 2.1, we have, for all \( x \in \mathbb{R}^4 \),

\[
|\Delta w(x)| = \frac{1}{2\omega_4} \int_{\mathbb{R}^4} \frac{e^u}{|x - y|^2} \, dy
\]

\[
\leq \frac{1}{2\omega_4} \int_{|x - y| \leq 1} \frac{e^u}{|x - y|^2} \, dy + \frac{1}{2\omega_4} \int_{|x - y| \geq 1} \frac{e^u}{|x - y|^2} \, dy
\]

\[
\leq e^C \omega_4 \int_0^1 r \, dr + \frac{1}{2\omega_4} \int_{|x - y| \geq 1} e^u \, dy
\]

\[
\leq e^C + 2d \leq C_6.
\]

Let \( \varphi = u + w \). Clearly,

\[
\Delta^2 \varphi = \Delta^2 u + \Delta^2 w = e^u - e^u = 0
\]

and

\[
-A \leq \Delta \varphi = \Delta u + \Delta w \leq C_6,
\]

since \( \Delta u \leq 0 \) by Lemma 2.2.

Interior gradient estimates show that \( \Delta \varphi \) is a constant. But we can see, from assumption (1–4) and Theorem 2.1, that \( \lim_{|x| \to \infty} \Delta \varphi = 0 \). Thus (i) is proved.

Now from (i), we know that \( \varphi \) is a harmonic function. As a first step, for large \( x \), we have

\[
|w(x)| - d = \frac{1}{4\omega_4 \log |x|} \left| \int_{\mathbb{R}^4} (\log |x - y| - \log |x| - \log |y|)e^u \, dy \right|
\]

\[
\leq \frac{1}{4\omega_4 \log |x|} \int_{|y| \leq 1} \left| \frac{|x - y|}{|x||y|} \right| e^u \, dy
\]

\[
+ \frac{1}{4\omega_4 \log |x|} \int_{|y| \geq 1} \left| \frac{|x - y|}{|x||y|} \right| e^u \, dy \leq C_1.
\]

Here we have used the fact that the function \( \log |x - y| \) is integrable over the ball \( B(x, 1) \).

Since \( u \) has an upper bound by Theorem 2.1, we conclude there are constants \( \alpha, \beta \) such that \( \varphi(x) \leq \alpha + \beta \log |x| \). Hence \( \varphi(x) \leq \alpha + \beta \log(|x - x_0| + |x_0|) \), for any \( x_0 \in \mathbb{R}^4 \) and any \( r = |x - x_0| > 0 \).

On \( B_r(x_0) \), the ball of radius \( r \) at \( x_0 \), we consider \( \psi(x) = \alpha + \beta \log(r + |x_0|) - \varphi \). It is easy to see that \( \psi(x) \geq 0 \) in the ball \( B_r(x_0) \) and \( \Delta \psi = 0 \). For \( i = 1, 2, 3, 4 \), we have \( \Delta(\partial \psi / \partial x_i) = 0 \) in the ball \( B_r(x_0) \). By the mean value theorem for harmonic
functions we then have, for $0 \leq \rho \leq r$,

$$\frac{\partial \psi}{\partial x_i}(x_0) = \frac{\partial \phi}{\partial x_i}(x_0) = \frac{1}{\omega_4 \rho^4} \int_{|x-x_0|\leq \rho} \frac{\partial \psi}{\partial x_i}(x) \, dx$$

$$= \frac{1}{\omega_4 \rho^4} \int_{|x-x_0|\leq \rho} \psi(x_i - (x_0)_i) \, ds$$

$$\leq \frac{1}{\omega_4 \rho^4} \int_{|x-x_0|\leq \rho} \psi(x) \, ds = \frac{1}{\rho} \left( \alpha + \beta \log(r + |x_0|) - \phi(x_0) \right).$$

If we fix $x_0$, set $\rho = r$ and let $r$ tend to infinite, we see that $\psi$ is a constant. Thus $u = C - w(x)$.

Hence relation (iii) follows from (3–4). To show (ii), we work as follows:

$$4|x \cdot \nabla u| = 4 - \frac{1}{4\omega_4} \int_{\mathbb{R}^4} \frac{x \cdot (x-y)}{|x-y|^2} e^u \, dy \leq \frac{|x|}{\omega_4} \int_{\mathbb{R}^4} \frac{e^u}{|x-y|} \, dy$$

$$\leq \frac{|x|}{\omega_4} \left( \int_{\mathbb{R}^4} \frac{e^u}{|x-y|^2} \, dy \right)^{1/2} \left( \int_{\mathbb{R}^4} e^u \, dy \right)^{1/2}$$

$$= 2\sqrt{2}(|x|^2(-\Delta u))^{1/2} d^{1/2} \leq |x|^2(-\Delta u) + 2d. \quad \Box$$

**Remark.** For getting (i), we can relax condition (1–4) to $\lim_{|x| \to \infty} \sup \Delta u = 0$. Once we obtain (i), inequality (ii) follows with the same argument.

### 4. Proof of Theorem 2.1

We start with an observation easily checked by an elementary calculation. Let $u \in C^4(\mathbb{R}^4)$ satisfy (1–1). If we set $v(x) = u(x/|x|^2) - 8 \log |x|$, the function $v$ satisfies

$$\Delta^2 v = \exp v. \quad (4–1)$$

Similarly, for $\lambda > 0$, set

$$v_\lambda(x) = v\left(\frac{\lambda^2 x}{|x|^2}\right) - 8 \log \frac{|x|}{\lambda}.$$ 

Then $v_\lambda(x) = u(x/\lambda^2) - 8 \log \lambda$ and hence $\Delta^2 v_\lambda = \exp v_\lambda$. Combining this with (4–1), we get:

**Lemma 4.1.** Let $v$ and $v_\lambda$ be as above. The function $w_\lambda := v - v_\lambda$ satisfies

$$\Delta^2 w_\lambda(x) = (\exp \psi(x)) w_\lambda(x),$$

where $\psi(x)$ is a real number between $v(x)$ and $v_\lambda(x)$. \quad \Box
Proposition 4.2. For $\lambda > 0$ large enough, $w_\lambda(x)$ and $-\Delta w_\lambda(x)$ are nonnegative for all $x \in B_\lambda(0) \setminus \{0\}$.

Proof. Step 1. There exists $R_0 > 0$ such that $w_\lambda(x) \geq 0$ for $R_0 \leq |x| \leq \lambda/2$. Indeed,

$$w_\lambda(x) = v(x) - v\left(\frac{\lambda^2 x}{|x|^2}\right) + 8 \log \frac{|x|}{\lambda} = u\left(\frac{x}{\lambda^2}\right) - u\left(\frac{x}{|x|^2}\right) - 8 \log \frac{|x|}{\lambda}$$

$$= O\left(\frac{1}{|x|}\right) + 8 \log \frac{\lambda}{|x|} \geq O\left(\frac{1}{|x|}\right) + 8 \log 2,$$

which is positive if $R_0$ is large enough.

Step 2. There exists $R_1 > R_0$ such that $w_\lambda(x) \geq 0$ and $\Delta w_\lambda(x) \leq 0$ for $R_1 \leq |x| \leq \lambda$. Indeed,

$$-\Delta w_\lambda = \Delta \left(u\left(\frac{x}{\lambda^2}\right)\right) - \Delta \left(u\left(\frac{x}{|x|^2}\right)\right) + 8 \Delta (\log |x|)$$

$$= \frac{1}{|x|^2} \left(\frac{|x|^2}{\lambda^4} \Delta u\left(\frac{x}{\lambda^2}\right) - \frac{|x|^2}{\lambda^4} \Delta u\left(\frac{x}{|x|^2}\right) + 4 \sum_{i=1}^{4} \frac{x_i}{|x|^2} u_i\left(\frac{x}{|x|^2}\right) + 16\right).$$

If $R_1 > 1$, we have

$$\left|\frac{x}{|x|^2}\right| = \frac{1}{|x|} \leq \frac{1}{R_1} \leq 1 \quad \text{if } |x| \geq R_1.$$  

Set $C = \max_{B_1} |\nabla u|$. Then

$$\left|4 \sum_{i=1}^{4} \left(\frac{x_i}{|x|^2}\right) u_i\left(\frac{x}{|x|^2}\right)\right| \leq \frac{4C}{|x|} \leq 1$$

if $R_1$ is large enough. Letting $B = \max_{B_1} |\Delta u|$, we get

$$\left|\frac{|x|^2}{\lambda^4} \Delta u\left(\frac{x}{\lambda^2}\right) - |x|^{-2} \Delta u\left(\frac{x}{|x|^2}\right)\right| \leq \frac{|x|^2}{\lambda^4} B + \frac{1}{|x|^2} B \leq \left(\frac{1}{\lambda^2} + \frac{1}{|x|^2}\right) B \leq 4$$

if $B/R_1 < 1$. Therefore, if $R_1 \geq R_0$ is large enough, we have $-\Delta w_\lambda(x) \geq 0$ for $R_1 \leq |x| \leq \lambda$.

Since $w_\lambda(x) \geq 0$ when $|x| = \lambda/2$ and $w_\lambda(x) = 0$ when $|x| = \lambda$, we conclude by the maximum principle that $w_\lambda \geq 0$ in the region $R_1 \leq |x| \leq \lambda$.

Step 3. If $d = (1/4\omega_4) \int_{\mathbb{R}^4} e^u \, dx < 8$, there exists $R_2 \geq R_1$ such that $w_\lambda(x) \geq 0$ and $-\Delta w_\lambda \geq 0$ for all $x \in B_{R_0}(0) \setminus \{0\}$ and all $\lambda \geq R_2$. Indeed, for $0 < |x| \leq R_0$, $d < 8$,
and \( \lambda \) large enough, we have
\[
\begin{align*}
w_\lambda(x) &= v(x) - \left( v\left( \frac{\lambda^2 x}{|x|^2} \right) - 8 \log \frac{|x|}{\lambda} \right) = u\left( \frac{x}{|x|^2} \right) - u\left( \frac{x}{\lambda^2} \right) - 8 \log \frac{|x|}{\lambda} \\
&= \left( u\left( \frac{x}{|x|^2} \right) - 8 \log |x| \right) - u\left( \frac{x}{\lambda^2} \right) + 8 \log \lambda.
\end{align*}
\]

Since \( u(x/|x|^2) - 8 \log |x| = (d - 8 + o(1)) \log |x| \) remains positive as \( x \) tends to 0, we see that \( u\left( \frac{x}{|x|^2} \right) - 8 \log \frac{|x|}{\lambda} \geq -C \) for \( x \in B_{R_0}(0) \backslash \{0\} \) and that \( u(x/\lambda^2) \leq C_1 \); thus, if \( \lambda \) is large enough, we have \( w_\lambda(x) \geq 0 \) for \( x \in B_{R_0}(0) \backslash \{0\} \).

Similarly, \( |x|^2 (-\Delta w_\lambda(x)) \)
\[
= \left| \frac{|x|^2}{\lambda^2} (\Delta u) \left( \frac{x}{\lambda^2} \right) - \frac{1}{|x|^2} (\Delta u) \left( \frac{x}{|x|^2} \right) \right| + 4 \left( \frac{x}{|x|^2} \cdot \nabla u \left( \frac{x}{|x|^2} \right) \right) + 16
\geq 2(8 - d) + \left| \frac{|x|^2}{\lambda^2} (\Delta u) \left( \frac{x}{\lambda^2} \right) \right|
\]
where we have used Theorem 3.1(ii). Now observe that when \( \lambda \) is large,
\[
\frac{|x|^2}{\lambda^4} (\Delta u) \left( \frac{x}{\lambda^2} \right)
\]
can be as small as we want. Thus we conclude that \( (-\Delta w_\lambda(x)) \geq 0 \) for \( x \in B_{R_0}(0) \backslash \{0\} \).

Together the three steps imply that the proposition is true, apart form the claim that \( -\Delta w_\lambda(x) \geq 0 \) in the region \( R_0 \leq |x| \leq \lambda/2 \). But it is easy to verify this by using the maximum principle, since \( \Delta (-\Delta w_\lambda(x)) = - (\exp \psi(x)) w_\lambda(x) \leq 0 \) and \( -\Delta w_\lambda(x) \geq 0 \) on \( |x| = R_0/2 \) by Step 3 and \( -\Delta w_\lambda(x) \geq 0 \) on \( |x| = 3\lambda/4 \) by Step 2. \( \square \)

Now we define, for \( b \in \mathbb{R}^d \),
\[
\lambda_b = \inf \{ \lambda > 0 : w_{\mu,b}(x) \geq 0, -\Delta w_{\mu,b}(x) \geq 0 \text{ in } B_\mu(0) \backslash \{0\} \text{ for } \lambda < \mu < +\infty \},
\]
where \( w_{\lambda,b} = v_b(x) - (v_b)_\lambda(x), v_b(x) = u_b(x/|x|^2) - 8 \log |x| \) and \( u_b(x) = u(x+b) \).

**Proposition 4.3.** There exists \( \bar{b} \in \mathbb{R}^d \) such that \( \lambda_{\bar{b}} > 0 \).
Proof. For all $b \in \mathbb{R}^d$, $\lambda > 0$, set
\[
g_{b, \lambda}(x) = v_b(x) - \left( v_b\left( \frac{\lambda^2 x}{|x|^2} \right) - 8 \log \frac{|x|}{\lambda} \right) = w_{\lambda, b}(x)
\]
for all $x \in B_1(0) \setminus \{0\}$.

Suppose the proposition is not true. Then $w_{\lambda, b} \geq 0$ for all $b \in \mathbb{R}^d$ and all $\lambda > 0$.

Now, one observes that
\[
g_{b, |x|}(x) = 0,
\]
\[
g_{b, |x|}(rx) = 8 \log r + v_b(rx) - v_b\left( \frac{x}{r} \right) \geq 0 \quad \text{for all } 0 < r < 1.
\]

It follows that
\[
\frac{d}{dr}\left|_{r=1} \left( g_{b, |x|}(rx) \right) \right| \leq 0,
\]
that is,
\[
8 + (\nabla v_b)(rx) \cdot x + \left( \nabla v \right) \left( \frac{x}{r^2} \right) \cdot \frac{x}{r^2} \leq 0.
\]

Simplify this to get
\[
(4–3) \quad 8 + 2\nabla v_b \cdot x \leq 0.
\]

Now by a change of variables we get
\[
(x - b) \cdot (\nabla v)(x) + 4 \leq 0.
\]

Dividing both sides by $|b|$ and sending $|b|$ to $+\infty$, we have
\[
-\nabla v \cdot \omega_b \leq 0.
\]

Thus $-\nabla v(x) \cdot \omega_0 \geq 0$ for all $y \in \mathbb{R}^d$. Thus from (19) and arbitrarily of $b$, we have $\nabla v = 0$. Thus $v$ is a constant, contradicting the fact that $\int_{\mathbb{R}^d} e^u \, dx = \int_{\mathbb{R}^d} e^u \, dx < \infty$.

□

Proposition 4.4. Suppose there exists $b \in \mathbb{R}^d$ such that $\lambda_b > 0$. Then $w_{\lambda, b}(x)$ vanishes for all $x \in \mathbb{R}^d$.

Proof. Assume without loss of generality that $b = 0$. Suppose, contrary to the proposition, that some $w_{\lambda_0}(x) \neq 0$ satisfies
\[
w_{\lambda_0} \geq 0 \quad \text{and} \quad -\Delta w_{\lambda_0} \geq 0 \quad \text{in } B_{\lambda_0} \setminus \{0\},
\]
\[
\Delta^2 w_{\lambda_0} = e^\psi w_{\lambda_0} \quad \text{in } B_{\lambda_0} \setminus \{0\}.
\]

Recall that
\[
w_{\lambda_0}(x) = u\left( \frac{x}{|x|^2} \right) - u\left( \frac{x}{\lambda_0^2} \right) + 8 \log \lambda_0 - 8 \log |x|
\]
\[
= u\left( \frac{x}{|x|^2} \right) - 8 \log |x| + 8 \log \lambda_0 - u\left( \frac{x}{\lambda_0^2} \right).
\]
Set $\delta = 8 \log \lambda_0 - C$, where $C$ is the upper bound of $u$.

$$u \left( \frac{x}{|x|^2} \right) - 8 \log |x| = (d - 8 + o(1)) \log |x|$$

remains positive as $|x| \to 0$, we can choose $0 < r_0 < 1$ such that

$$u \left( \frac{x}{|x|^2} \right) - 8 \log |x| \geq \frac{d-8}{2} \log |x| \geq \frac{d-8}{2} \log r_0 \geq 1 - \delta$$

if $|x| \leq r_0$. Therefore, if $|x| \leq r_0/2$,

$$w_{\lambda_0}(x) = u \left( \frac{x}{|x|^2} \right) - u \left( \frac{x}{\lambda_0} \right) - 8 \log \lambda_0 - 8 \log |x|$$

$$\geq u \left( \frac{x}{|x|^2} \right) + 8 \log \lambda_0 - 8 \log |x| - C \geq 1 > 0.$$

and similarly, by using equation (4–2), we can easily see that there exists a $r_0 > 0$ such that $-\Delta w_{\lambda_0}(x) \geq 1$ if $|x| \leq r_0/2.

Now consider that

$$\Delta^2 w_{\lambda_0} = e^\psi w_{\lambda_0} \quad \text{in } B_{\lambda_0} \setminus B_{r_0/2}(0),$$

$$w_{\lambda_0} > 0 \text{ and } -\Delta w_{\lambda_0} \geq 0 \quad \text{in } B_{\lambda_0} \setminus B_{r_0/2}(0),$$

$$w_{\lambda_0} > 0 \text{ and } -\Delta w_{\lambda_0} > 0 \quad \text{on } \partial B_{r_0/2}(0),$$

$$w_{\lambda_0} = 0 \text{ and } -\Delta w_{\lambda_0} \geq 0 \quad \text{on } \partial B_{\lambda_0}(0).$$

By the maximum principle, we have $\Delta w_{\lambda_0} < 0$ and $w_{\lambda_0} > 0$ for $r_0/2 < |x| < \lambda_0$.

Next, by the definition of $\lambda_0$, we have two cases to discuss:

**Case 1.** There exists a sequence $\{\lambda_k\}$ such that $\lambda_k < \lambda_0$ for all $k$, and further

$$\lim_{k \to \infty} \lambda_k = \lambda_0 \quad \text{and} \quad \inf_{B_{\lambda_0}(0) \setminus \{0\}} w_{\lambda_k} < 0.$$

For $k$ large enough, we have

$$w_{\lambda_k}(x) \geq \frac{1}{2} \quad \text{for } x \in \overline{B_{r_0/2}(0)} \setminus \{0\}.$$

It follows that there exists $x_k \in \overline{B_{\lambda_k}(0)} \setminus B_{r_0/2}(0)$ such that

$$w_{\lambda_k}(x_k) = \min_{\overline{B_{\lambda_k}(0)} \setminus \{0\}} w_{\lambda_k} < 0.$$

It is clear that $r_0/2 < |x_k| < \lambda_k$. Hence $\nabla w_{\lambda_k}(x_k)$ vanishes and $\Delta w_{\lambda_k}(x_k)$ is non-negative. After passing to a subsequence (still denoted by $x_k$ and still converging to $x_0$), we get

$$w_{\lambda_0}(x_0) = 0, \quad \nabla w_{\lambda_0}(x_0) = 0, \quad \Delta w_{\lambda_0}(x_0) \geq 0.$$
Thus $|x_0| = \lambda_0$. Since $-\Delta w_{\lambda_0}(x) \geq 0$ for $x$ near $x_0$ if $|x_0| = \lambda_0$, Hopf’s Lemma yields $(\partial/\partial \eta)(w_{\lambda_0})(x_0) > 0$. This contradicts the equality $\nabla w_{\lambda_0}(x_0) = 0$, showing that $w_{\lambda_0}$ vanishes.

**Case 2.** Alternatively, suppose there exists a constant $\varepsilon_0 \in (0, \lambda_0/2)$ such that, for all $\lambda \geq \lambda_0 - \varepsilon_0$, we have $w_\lambda \geq 0$ in $B_\lambda(0) \setminus \{0\}$. Then there is a sequence $\{\lambda_k\}$ such that $\lambda_k < \lambda_0$ for all $k$, and further

$$\lim_{k \to \infty} \lambda_k = \lambda_0 \quad \text{and} \quad \inf_{B_\lambda(0) \setminus \{0\}} (-\Delta w_{\lambda_k}) < 0.$$ 

Now, the relations $w_\lambda \geq 0$ on $B_\lambda(0) \setminus \{0\}$ and $w_\lambda = 0$ on its boundary imply that $\partial w_\lambda / \partial r \leq 0$ on the boundary. This, together with the formula (4–2) for $-\Delta w_\lambda$, shows that $-\Delta w_\lambda \geq 0$ on the boundary of the ball.

Then we can apply the maximum principle to show that $-\Delta w_\lambda \geq 0$, contradicting the assumptions made. $\square$

**Remark.** By putting Propositions 4.3 and 4.4 together, it is not hard to show that $d = 8$, which contradicts the assumption that $d < 8$.

**Lemma 4.5.** For $d \geq 8$, the limit $\alpha = \lim_{|x| \to \infty} (u(x) + d \log |x|)$ exists and is finite. Furthermore, for $|x| \geq 1$, we have

$$|u(x) + d \log |x| - \alpha| \leq \frac{C \log |x|}{|x|}, \quad ||x|^2 \Delta u + 2d| \leq \frac{C}{|x|}, \quad |x \cdot \nabla u + d| \leq \frac{C}{|x|}.$$ 

**Proof.** Since

$$u(x) = \alpha - \frac{1}{4\omega_d} \int_{\mathbb{R}^d} \log |x - y| e^u \, dy,$$

we have

$$|u(x) + d \log |x| - \alpha| = \frac{1}{4\omega_d} \left| \int_{\mathbb{R}^d} (\log |x - y| - \log |x|) e^u \, dy \right| \leq \frac{C \log |x|}{|x|},$$

by elementary calculations. The other two estimates are verified similarly. $\square$

Now we consider

$$w_\lambda(x) = u(x) - \left( u \left( \frac{\lambda^2 x}{|x|^2} \right) - 8 \log \frac{|x|}{\lambda} \right).$$

Clearly, $\Delta^2 w_\lambda = (\exp \psi) w_\lambda$.

**Proposition 4.6.** For $\lambda$ large enough, $w_\lambda(x)$ and $-\Delta w_\lambda(x)$ are nonnegative for all $x \in B_\lambda(0) \setminus \{0\}$.
Proof. Step 1. There exists $R_0$ large enough such that $w_{\lambda} \geq 0$ for all $R_0 \leq |x| \leq \lambda/2$. Indeed, by Lemma 4.5,

$$w_{\lambda} = u(x) - u\left(\frac{\lambda^2 x}{|x|^2}\right) + 8 \log \left|\frac{|x|}{\lambda}\right| = u(x) + 8 \log |x| - u\left(\frac{\lambda^2 x}{|x|^2}\right) - 8 \log \lambda$$

$$= u(x) + d \log |x| + (8 - d) \log |x| - u\left(\frac{\lambda^2 x}{|x|^2}\right) - 8 \log \lambda$$

$$= \frac{(u(x) + d \log |x|) - \left(u\left(\frac{\lambda^2 x}{|x|^2}\right) + d \log \frac{\lambda^2}{|x|}\right) + (8 - 2d) \log \frac{|x|}{\lambda}}{\lambda}$$

$$\geq (2d - 8) \log 2 + (u(x) + d \log |x|) - \left(u\left(\frac{\lambda^2 x}{|x|^2}\right) + d \log \frac{\lambda^2}{|x|}\right)$$

$$\geq 8 \log 2 + O\left(\frac{\log |x|}{|x|}\right),$$

which is positive for $|x|$ large.

Step 2. There exists $R_1 \geq R_0$ such that $w_{\lambda}(x) \geq 0$ and $-\Delta w_{\lambda}(x) \geq 0$ when $R_1 \leq \lambda/2 \leq |x| \leq \lambda$, provided that $d > 8$. Indeed,

$$-\Delta w_{\lambda}(x) = -\Delta u(x) + \Delta \left(u\left(\frac{\lambda^2 x}{|x|^2}\right)\right) - 8 \Delta \left(\frac{\log |x|}{\lambda}\right)$$

$$= -\Delta u(x) + \frac{\lambda^4}{|x|^4} (\Delta u)\left(\frac{\lambda^2 x}{|x|^2}\right) - 4 \sum_{i=1}^{4} \left(\frac{\lambda^2 x_i}{|x|^2} u_i \left(\frac{\lambda^2 x}{|x|^2}\right)\right) - \frac{16}{|x|^2}$$

$$= |x|^{-2} \left((-|x|^2 \Delta u(x) - 2d) + \left(\frac{\lambda^4}{|x|^2} (\Delta u)\left(\frac{\lambda^2 x}{|x|^2}\right) + 2d\right)\right)$$

$$- 4 \left(\sum_{i=1}^{4} \left(\frac{\lambda^2 x_i}{|x|^2} u_i \left(\frac{\lambda^2 x}{|x|^2}\right)\right) + d\right) + (4d - 16),$$

which is nonnegative if $R_1$ is large enough and $d > 8$.

Since $w_{\lambda}(x) = 0$ on $|x| = \lambda$ and $w_{\lambda}(x) > 0$ on $|x| = \lambda/2$, from maximum principle, we have $w_{\lambda}(x) \geq 0$ for $R_1 \leq \lambda/2 \leq |x| \leq \lambda$ and $R_1 \geq R_0$.

Step 3. There exists $R_2 \geq R_1$ such that for all $\lambda \geq R_2$, $w_{\lambda}(x) \geq 0$ for $x \in B_{R_0}(0) \setminus \{0\}$ if $d \geq 8$. Indeed, once again, we have

$$w_{\lambda}(x) = u(x) - u\left(\frac{\lambda^2 x}{|x|^2}\right) + 8 \log \left|\frac{|x|}{\lambda}\right|$$

$$= u(x) - \left(u\left(\frac{\lambda^2 x}{|x|^2}\right) + d \log \frac{\lambda^2}{|x|}\right) + (2d - 8) \log \lambda - (d - 8) \log |x|. $$
Clearly the condition $|x| \leq R_0$ implies $u(x) \geq -C$,

$$\left| u \left( \frac{\lambda^2 x}{|x|^2} \right) + d \log \frac{\lambda^2}{|x|} \right| \leq C \quad \text{for } \lambda \text{ large enough,}$$

and $\log |x| \leq \log R_0$. From these relations, together with the condition $2d - 8 > 0$ and the last formula on the previous page, one obtains $w_{\lambda}(x) \geq 0$ for all $|x| \leq R_0$.

This concludes the proof apart from the claim that $-\Delta w_{\lambda} \geq 0$. To show this, we consider the new function $\varphi(x) = |x|^2(-\Delta w_{\lambda})$. Set $\varepsilon_r = \inf_{|x|=r} \varphi(x)$. From Lemma 4.5 and the expression of $-\Delta w_{\lambda}$ in Step 2, we know that $\lim_{r \to 0} \varepsilon_r = 0$.

Now by a simple calculation, we obtain, for $0 < r < \lambda$,

$$\Delta \varphi(x) - 2\nabla |x|^2 \cdot \nabla \varphi(x) + |x|^2(\exp \varphi) w_{\lambda}(x) = 0 \quad \text{in } \bar{B}_\lambda(0) \setminus B_r(0).$$

Since $\varphi \geq \varepsilon_r$ on $\partial B_r(0)$ and $\varphi \geq 0$ on $\partial B_\lambda(0)$, from maximum principle, we get

$$\varphi \geq \min\{0, \varepsilon_r\} \quad \text{on } \bar{B}_\lambda(0) \setminus B_r(0).$$

If we let $r$ go to 0, we obtain $\varphi \geq 0$ on $\bar{B}_\lambda(0) \setminus \{0\}$, which is what we want. \(\square\)

Now we define $u_b(x) = u(x + b)$ for any $b \in \mathbb{R}^4$ and

$$w_{\lambda,b}(x) = u_b(x) - \left( u_b \left( \frac{\lambda^2 x}{|x|^2} \right) - 8 \log \frac{|x|}{\lambda} \right).$$

We also set

$$\lambda_b = \inf\{ \lambda > 0 : w_{\mu,b} \geq 0, -\Delta w_{\mu,b} \geq 0 \text{ on } \bar{B}_\mu(0) \setminus \{0\} \text{ for all } \lambda < \mu < \infty \}. $$

**Proposition 4.7.** There exists $\tilde{b} \in \mathbb{R}^4$ such that $\lambda_{\tilde{b}} > 0$.

*Proof.* Like that of Proposition 4.3. \(\square\)

**Proposition 4.8.** Suppose that $\lambda_b > 0$ for some $b \in \mathbb{R}^4$. Then $w_{\lambda,b}(x)0$ for all $x \in \mathbb{R}^4$.

*Proof.* Without loss of generality, we assume $b = 0$. Suppose that $w_{\lambda,0}(x) \neq 0$. From the definition of $\lambda_0$, we have $w_{\lambda_0} \geq 0$ and $-\Delta w_{\lambda_0} \geq 0$ in $B_{\lambda_0} \setminus \{0\}$, and $\Delta^2 w_{\lambda_0} = e^\psi w_{\lambda_0}$ in $B_{\lambda_0} \setminus \{0\}$. Now

$$w_{\lambda_0}(x) = u(x) - u \left( \frac{\lambda_0^2 x}{|x|^2} \right) + 8 \log \frac{|x|}{\lambda_0}$$

$$= u(x) - \left( u \left( \frac{\lambda_0^2 x}{|x|^2} \right) + d \log \frac{\lambda_0^2}{|x|} \right) + d \log \lambda_0^2 + (8 - d) \log |x| - 8 \log \lambda_0,$$

which is greater than or equal to 1 if $|x| \leq r_0$ for $r_0$ small enough and $d \geq 8$; moreover
\[-\Delta w_{\lambda_0} = -\Delta u(x) + \Delta \left( u \left( \frac{\lambda_0^2 x}{|x|^2} \right) \right) - 8\Delta \log |x| \]
\[= |x|^{-2} \left( -|x|^2 \Delta u \left( \frac{\lambda_0^2 x}{|x|^2} \right) + 2d \right) \]
\[= -4 \left( \frac{\lambda_0^2 x}{|x|^2} \cdot (\nabla u) \left( \frac{\lambda_0^2 x}{|x|^2} \right) + d \right) + 2(d - 8) \].

which is nonnegative if \(|x| \leq r_0\) with \(r_0\) small enough and \(d > 8\). Thus, from the maximum principle, we know that \(w_{\lambda_0} \geq 0\) and \(-\Delta w_{\lambda_0} \geq 0\) in \(B_{r_0}(0) \setminus \{0\}\).

Next, by the definition of \(\lambda_0\), we again have two cases to discuss:

**Case 1.** There exists a sequence \(\{\lambda_k\}\) such that \(\lambda_k \to \lambda_0\), \(\lambda_k < \lambda_0\) and

\[\inf_{\bar{B}_{\lambda_k}(0) \setminus \{0\}} w_{\lambda_k} < 0.\]

It is not difficult to see that, for \(k\) large enough, we have

\[w_{\lambda_k}(x) \geq \frac{1}{2} \quad \text{for all } x \in \bar{B}_{r_0/2} \setminus \{0\}.\]

Hence there exists \(x_k \in \bar{B}_{\lambda_k}(0) \setminus B_{r_0/2}(0)\) such that

\[w_{\lambda_k}(x_k) = \min_{\bar{B}_{\lambda_k}(0) \setminus B_{r_0/2}(0) \setminus \{0\}} w_{\lambda_k} < 0.\]

Clearly \(r_0/2 < |x_k| < \lambda_k\). Therefore \(\nabla w_{\lambda_k}(x_k) = 0\) and \(\Delta w_{\lambda_k}(x_k) \geq 0\). After passing to a subsequence (still denoted by \(x_k\) and still converging to \(x_0\)), we get

\[w_{\lambda_0}(x_0) = 0, \quad \nabla w_{\lambda_0}(x_0) = 0, \quad \Delta w_{\lambda_0}(x_0) \geq 0.\]

Thus \(|x_0| = \lambda_0\). Since \(-\Delta w_{\lambda_0}(x) \geq 0\) for \(x \in \bar{B}_{\lambda_0}(0) \setminus B_{r_0/2}(0)\), by Hopf’s Lemma, 
\(\partial w_{\lambda_0}/\partial \eta < 0\) at \(x_0\) if \(w_{\lambda_0} \neq 0\). This contradicts the equality \(\nabla w_{\lambda_0}(x_0) = 0\) since 
\(\partial w_{\lambda_0}/\partial \eta = \eta \cdot \nabla w_{\lambda_0}(x_0)\).

**Case 2.** Otherwise, there is a constant \(\varepsilon_0 \in (0, \lambda_0/2)\) such that \(w_{\lambda}(x) \geq 0\) for all \(\lambda \geq \lambda_0 - \varepsilon_0\) and all \(x \in \bar{B}_{\lambda}(0) \setminus \{0\}\). The same argument used at the end of Proposition 4.4 will bring us the desired contradiction. \(\square\)

Thus by using Propositions 4.7 and 4.8 we can show that \(d = 8\), which contradicts to assumption that \(d > 8\).Combining this with the remark after Proposition 4.4, we have \(d = 8\). In this case, we still work with the Kelvin transformation \(v\) of \(u\) and can see that Propositions 4.2–4.4 are still valid. The reason is that, for Proposition 4.2, Steps 1 and 2 do not need the assumption \(d < 8\). Step 3 still holds true with help of Lemma 4.5 and the maximum principle (see the argument given at the end of the proof of Proposition 4.6). Proposition 4.3 holds true in general while Proposition 4.4 will go through without any difficulty.
Proposition 4.9. For all \( b \in \mathbb{R}^4 \), we have \( \lambda_b > 0 \).

Proof. It follows from Proposition 4.3 and Proposition 4.4 that there exists some \( \bar{b} \in \mathbb{R}^4 \) such that \( \lambda_{\bar{b}} > 0 \) and \( w_{\lambda_{\bar{b}}^{-1}, \bar{b}}(x) = 0 \) for all \( x \in \mathbb{R}^4 \). That is, we have

\[
v_{\bar{b}}(x) = v_{\bar{b}}\left(\frac{x}{\lambda_{\bar{b}}^2|x|^2}\right) - 8 \log(\lambda_{\bar{b}}|x|).
\]

It follows that

\[
\lim_{|x| \to \infty} (u_{\bar{b}}(x) + 8 \log |x|) = u_{\bar{b}}(0) - 8 \log \lambda_{\bar{b}} = u(\bar{b}) - 8 \log \lambda_{\bar{b}}.
\]

Suppose that there exists a \( b \in \mathbb{R}^4 \) such that \( \lambda_b = 0 \). Then

\[
w_{\lambda, b}(x) = v_{b}(x) - \left(v_{b}\left(\frac{\lambda^2 x}{|x|^2}\right) - 8 \log \frac{|x|}{\lambda}\right) \geq 0 \quad \text{for all } \lambda > 0 \text{ and } x \in B_{\lambda}(0) \setminus \{0\}.
\]

It follows that

\[
u_b\left(\frac{x}{|x|^2}\right) \geq u_b\left(\frac{x}{\lambda^2}\right) - 8 \log \frac{\lambda}{|x|} \quad \text{for all } \lambda > 0 \text{ and } x \in B_{\lambda}(0) \setminus \{0\}.
\]

Fixing \( \lambda > 0 \) and sending \( |x| \) to 0, we have, by (4–4),

\[
u(\bar{b}) - 8 \log \lambda_{\bar{b}} \geq u_b(0) - 8 \log \lambda = u(b) - 8 \log \lambda.
\]

Now sending \( \lambda \) to 0, we reach a contradiction. \( \square \)

What we have shown so far is this:

Proposition 4.10. Suppose \( u \) is a solution of (1–1) satisfying conditions (1–3) and (1–4). Then

\[
\frac{1}{4\omega_4} \int_{\mathbb{R}^4} e^u \, dx = 8.
\]

Moreover, for all \( b \in \mathbb{R}^4 \), there exists some \( \lambda_b > 0 \) such that

\[
u_b(x) = u_b\left(\frac{\lambda_b^{-2}x}{|x|^2}\right) - 8 \log \frac{\lambda_b}{|x|}
\]

for all \( x \in \mathbb{R}^4 \), where \( u_b(x) = u(x + b) \).

Proposition 4.11. If \( u \) satisfies (4–5), there exist \( x_0, \lambda > 0 \) such that

\[
u(x) = 4 \log \frac{384^{1/4} \lambda}{|x - x_0|^2 + \lambda^2}.
\]
Proof. Set \( f(x) = \exp(u(x)/4) \). From (4–5), we get
\[
 f(x + b) = \exp \left( \frac{1}{4} u(x + b) \right) = \exp \left( \frac{1}{4} \left( u \left( \frac{\lambda_b^{-2} x}{|x|^2} + b \right) - 8 \log(\lambda_b|x|) \right) \right)
\]
\[
 = \frac{\lambda_b^{-2}}{|x|^2} f \left( \frac{\lambda_b^{-2} x}{|x|^2} + b \right).
\]
A variable change gives
\[
 f(x) = \frac{\lambda_b^{-2}}{|x - b|^2} f \left( \frac{\lambda_b^{-2} (x - b)}{|x - b|^2} + b \right).
\]
Now set \( A = \lim_{|x| \to \infty} |x|^2 f(x) = \lambda_b^{-2} f(b) \).
If \( A = 0 \), it is easy to see that \( f \equiv 0 \), since otherwise \( \lambda_b \neq 0 \), which is impossible.
If \( A \neq 0 \), we get \( f > 0 \), since \( \lambda_b^{-2} f(b) = A \). Thus \( A > 0 \). Without loss of generality, we can assume \( A = 1 \). Now for \( |x| \) large,
\[
 f(x) = \frac{\lambda_0^{-2}}{|x|^2} \left( f(0) + \frac{\partial f}{\partial x_i}(0) \frac{\lambda_0^{-2} x_i}{|x|^2} + o \left( \frac{1}{|x|} \right) \right)
\]
and
\[
 f(x) = \frac{\lambda_0^{-2}}{|x - b|^2} \left( f(b) + \frac{\partial f}{\partial x_i}(b) \frac{\lambda_0^{-2} (x_i - b_i)}{|x - b|^2} + o \left( \frac{1}{|x|} \right) \right).
\]
Combining these two equations and the assumption \( A = 1 \), we obtain
\[
 \frac{\partial f}{\partial x_i}(b) f^{-2}(b) = \frac{\partial f}{\partial x_i}(0) f^{-2}(0) - 2 b_i.
\]
It follows that
\[
 \frac{\partial f^{-1}}{\partial x_i}(b) = 2 b_i - \frac{\partial f^{-1}}{\partial x_i}(0),
\]
that is,
\[
 \frac{\partial}{\partial x_j}(f^{-1})(b) = \frac{\partial}{\partial x_j} \left( |b|^2 - \frac{\partial f^{-1}}{\partial x_j}(0) b_j \right).
\]
Therefore \( f^{-1}(b) = |b - b_0|^2 + \lambda^2 \) for some \( b_0 \in \mathbb{R}^4 \) and some constant \( \lambda > 0 \). We conclude that \( u(x) = 4 \log(a/(|x - x_0|^2 + \lambda^2)) \) for some positive number \( a \), since \( A = 1 \). Now by a direct check, we see that \( a = 384^{1/4} \lambda \). This completes the proof of Proposition 4.11 and of our main result. \( \square \)
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