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We give a generalization of random matrix ensembles, which includes all
classical ensembles. We derive the joint-density function of the generalized
ensemble by one simple formula, giving a direct and unified way to compute
the density functions for all classical ensembles and various kinds of new en-
sembles. An integration formula associated with the generalized ensembles
is given. We propose a taxonomy of generalized ensembles encompassing
all classical ensembles and some new ones not considered before.

1. Introduction

One of the most fundamental problems in the theory of random matrices is to
derive the joint-density functions for the eigenvalues (or, equivalently, the measures
associated with the eigenvalue distributions) of various types of matrix ensembles.
Mehta [1991] summarized the classical analysis methods by which the density
functions for various types of ensembles were derived case by case; but a systematic
method to compute the density functions was desired.

The first achievement in this direction was made by Dyson [1970], who in-
troduced an idea of expressing various kinds of circular ensembles in terms of
symmetric spaces with invariant probability measures. From then on, guided by
Dyson’s idea, many authors observed new random matrix ensembles in terms of
Cartan’s classification of Riemannian symmetric spaces, and obtained the joint-
density functions for such ensembles by using the integration formula on symmet-
ric space (see, for example, [Altland and Zirnbauer 1997; Caselle 1994; Caselle
1996; Duenez 2004; Ivanov 2001; Titov et al. 2001; Zirnbauer 1996]).

We briefly mention the recent work of Duefiez [2004]. He explored the random
matrix ensembles that correspond to infinite families of compact irreducible Rie-
mannian symmetric spaces of type I, including circular orthogonal and symplectic
ensembles, and various kinds of Jacobi ensembles. Using an integration formula
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associated with the KAK decomposition of compact groups, he obtained the in-
duced measure on the space of eigenvalues associated to the underlying symmetric
space, and then derived the eigenvalue distribution of the corresponding random
matrix ensemble. These methods of deriving the eigenvalue distributions of random
matrix ensembles by means of Riemannian symmetric spaces were summarized in
the excellent article [Caselle and Magnea 2004].

In this paper we provide a generalization of random matrix ensembles, which
includes all classical ensembles, and then give a unified way to derive — with one
simple formula— the joint-density function for the eigenvalue distribution. The
proof of this formula makes no use of an integration formula. In fact, the corre-
sponding integration formula can be derived from this formula as a corollary. We
also show how these generalized ensembles encompass all classical ensembles and
some new ensembles that were not considered before.

Let 0 : G x X — X be a smooth action of a Lie group G on a Riemannian
manifold X that preserves the induced Riemannian measure dx. Let p(x) be a G-
invariant smooth function on X, and consider the measure p(x) dx on X, which is
not necessarily a finite measure. We choose a closed submanifold Y of X consisting
of representation points for almost all G-orbits in X. The Riemannian structure on
X induces a Riemannian measure dy on Y. If K is the closed subgroup of G that
fixes all points in Y, then o reduces to a map ¢ : G/K x Y — X. Suppose there
is a G-invariant measure di on G/K and that dim(G/K x Y) = dim X; it can
then be proved that the pull-back measure ¢*(p(x) dx) of p(x)dx is of the form
¢*(p(x)dx) = dudv for some measure dv on Y, the latter being the measure
associated with the eigenvalue distribution. The measure dv can be expressed
as dv(y) = P(y)dy for some function ?(y) on Y, this being the joint-density
function. If we write P(y) as P(y) = p(y) J(y), then, under some orthogonality
condition (that is, 7,Y L T, O, for almost all y € Y), we can compute the factor

J(y) by

(1-1) J(y) = C |det Wy

’

where C is a constant that can be computed explicitly. This formula is the main
result of this paper, and the density function ?(y) and the eigenvalue distribution
dv are determined by it. Here, the map W, : [ — T, 0, is defined as

d
lIJy(s) = E =0 Gexpt&(y)a

where [ is a linear subspace of the Lie algebra g of G such that g=€&®I, with £ being
the Lie algebra of K. We call the system (G, o, X, p(x)dx, Y, dy) a generalized
random matrix ensemble. The measure dv on Y is called a generalized eigenvalue
distribution and the function P (y) is a generalized joint density function.
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Using (1-1), one can derive the joint-density function for the Gaussian ensem-
ble, chiral ensemble, new transfer matrix ensemble, circular ensemble, Jacobi en-
semble, as well as some other new generalized ensembles. The precise deriving
process will be the content of a sequel paper [An et al. 2005]. We should point out
that the proof of formula (1-1) is not difficult, but this formula is very effective
and useful; the derivation of all concrete examples in [An et al. 2005], including
all classical random matrix ensembles, will be based on it.

Once the eigenvalue distribution dv is derived from formula (1-1), under a cov-
ering condition we can get the associated integration formula. The Weyl integration
formula for compact Lie groups, the Harish-Chandra integration formula for com-
plex semisimple Lie groups and real reductive groups, the integration formulae on
Riemannian symmetric spaces of noncompact and compact types that appeared in
[Helgason 2000], as well as their Lie algebra versions, are all particular cases of it
(see [An et al. 2005]).

We sketch the contents of this paper. In Section 2 we develop some geometrical
preliminaries on the geometry of G-space, which will be required to establish the
generalized ensembles. After presenting four conditions — that is, the invariance
condition, the transversality condition, the dimension condition, and the orthogo-
nality condition — on which the definition of generalized ensembles will be based,
we prove in Theorem 2.5 a primary form of formula (1-1).

Section 3 is devoted to integration over G-spaces, which will be needed when
we derive the integration formula associated with a generalized random matrix
ensemble. Based on the four conditions from Section 2 and a covering condition,
we prove an integration formula in Theorem 3.3, converting the integration over a
G-space to, first, integrating over each G-orbit, and then integrating over the orbit
space. Two criteria on when the covering condition holds are also given.

Prepared by Section 2 and Section 3, in Section 4 we give the precise definition
of a generalized random matrix ensemble, as well as of the associated generalized
eigenvalue distribution and generalized joint-density function. In Theorem 4.1 is
presented formula (1-1), from which the associated eigenvalue distribution mea-
sure and density function will be derived in [An et al. 2005] for various concrete
examples of the generalized ensemble, in a unified way.

In Section 5 we discuss a number of classes of generalized ensembles: the linear
ensemble, the nonlinear noncompact ensemble, the compact ensemble, the group
and algebra ensembles, as well as the pseudogroup and pseudoalgebra ensembles.
Gaussian and chiral ensembles are included under linear ensembles; new transfer
matrix ensembles are included under nonlinear noncompact ensembles; circular
and Jacobi ensembles are included under compact ensembles. Some new ensem-
bles not considered before are also mentioned.
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2. Geometry of G-spaces

We develop some geometrical preliminaries needed for our theory of generalized
random matrix ensembles.

We start with measures on manifolds. Let M be an n-dimensional smooth man-
ifold. A measure dx on M is called smooth (or quasi-smooth) if on any local
coordinate chart (U; xq, ..., x,) of M, dx has the form dx = f(x)dx;...dx,,
where f is a smooth function on U with f > 0 (or f > 0), and dx; ...dx, is the
Lebesgue measure on R". Note that the smooth measures on M are unique up to
multiplication with a positive smooth function on M, so the concept of a set of
measure zero makes sense independently of the choice of smooth measure.

Let M, N be two n-dimensional smooth manifolds, and let ¢ : M — N be a
smooth map. If dy is a smooth (or quasi-smooth) measure on N, expressed locally
asdy = f(y)dy ...dy,, we can define its pull-back ¢*(dy) locally as

2-1) ©*(dy) = f(p(x)) ‘det(g—i) ‘ dxy...dx,.

It is easy to check that the local definitions are compatible when different coordi-
nate charts are chosen, and that ¢*(dy) is a quasi-smooth measure on M. Even if
dy is smooth, we cannot expect ¢*(dy) to be smooth in general, since ¢ may have
critical points; but if ¢ is a local diffeomorphism and dy is smooth, then ¢*(dy) is
smooth.

If M, N are Riemannian manifolds and dx, dy are the associated Riemannian
measures, then we can express the pull-back measure ¢*(dy) globally. To do this,
first we need some comments on the “determinant” of a linear map between two
different inner-product vector spaces of the same dimension. Suppose V, W are
two n-dimensional vector spaces with inner products. For n vectors vy, ..., v, €V,
set a;j = (v;, vj) for 1 <i, j <n, and define

Vol(vy, ..., vy) = /det(a;;).

Note that if vy, ..., v, is an orthogonal basis, then Vol(vy, ..., v,) = |vi|...|v,].
For vectors in W, define the same things. Supposing A : V — W is a linear map,
define

Vol(Avy, ..., Av,)

(2-2) |det A| = )
Vol(vy, ..., v,)
where vy, ..., v, is a basis of V. It is easy to check that the definition is indepen-
dent of the choice of the basis vy, ..., v,. In the special case when vy, ..., v, is
an orthogonal basis of V and Avy, ..., Av, are mutually orthogonal, we have
Avy|...|A
(2-3) |det A| = M

il ... |vgl
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We can expect only the norm | det A| of the determinant to be well defined, since
the sign =+ depends on a choice of orientations for V and W.

Proposition 2.1. Suppose M, N are two n-dimensional Riemannian manifolds
with associated Riemannian measures dx, dy, respectively. If ¢ : M — N is a
smooth map, then

(2-4) ¢*(dy) = |det(dg) | dx.

Proof. Suppose that in local-coordinate charts the Riemannian metrics on M and
N are ds? = Z gij(x)dx;dx; and ds? = Z 8ij(y) dy;dyj, respectively, with
8ij(x)=(0/0x;, 8/8xj) and g;; (y) = (9/9y;, 8/8y]) By definition, the Riemann-
ian measures dx, dy are

= /det(g;j(x))dxy ...dx, and dy = +/det(g;j(y)dy: ...dy,

‘We have: il ; o 5 )
detdg = — g ¢)x<3_’g)’ — ; 2<5))
V01<8x1 - a)
_ det (Xk: gﬁll{ (88 )(p(x) 2,: g_))c)j‘(aiyl)w(x))
def 5 )
det(%i—i’lfg—){;gkz(<p<x))) ) det((52) (zutw ) (5 )
det(g;;(x)) N det(g;j(x))
de® (L) det(z,; (¢ (1))
- det(g;; (x))
Hence,

0" @dy) = Jdet(@ij () [det (22| axy .. dx,
= |det(dg),| v/det(gij(x)) dxi ...dx, = |det(dp).|dx. O

We now come to the main geometric problems that will concern us in the follow-
ing sections. Let G be a Lie group that acts on an n-dimensional smooth manifold
X. The action is denoted by o : G x X — X and we write 0,(x) = o (g, x). Our
first goal is, roughly speaking, to choose a representation point in each G-orbit
Oy = {04(x) | g € G}, depending smoothly on the orbit. In general, this aim can
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be only partially achieved. Hence, suppose we have a closed submanifold Y of
X, consisting of chosen representation points of the orbits, such that Y intersects
“almost all” orbits transversally. More precisely, supposing there are closed zero-
measure subsets X, C X and Y, C Y,set X'=X\ X, and Y' =Y\ Y,, and assume
that

(@ X' = Uer’ O, (invariance condition).

(b) Ty X =T,0,®T,Y forally Y’ (transversality condition).

It is clear that (a) implies that Y =Y N X" and Y, = Y N X,. Notice that X" and Y’
are open and dense submanifolds of X and Y, respectively. So, for all y € Y’, we
have T\ X' =T, X and T,Y' = T,Y.

Set K ={g € G |o,(y) =y, forall y € Y};itis a closed subgroup of G. For
g€ G, write [g] =¢gK in G/K. The map 0 : G x X — X reduces to a map

¢:G/KxY—>X with (p([g],y)zag(y).

By restriction, the latter induces a map G/K x Y’ — X', also denoted by ¢. From
assumption (a), ¢ : G/K x Y’ — X’ is surjective. For x € X, let G, = {g € G |
04(x) = x} be the isotropy subgroup of x. Then K C G, forall y € Y. Let dx, dy
be smooth measures on X and Y, respectively. Suppose that dx is G-invariant. In
what follows we also assume that

(c) dimGy =dimK forall y €Y' (dimension condition).

This means that G, and K have the same Lie algebra for all y € Y’, and that the
only difference between G, and K is that G, may have more components than K.
Then, for some y € Y’, we have

dimX =dim7,X = dim7,Y +dim7,0,
=dimY +dimG —dimGy, = dimY +dimG —dim K.
So ¢ is a map between manifolds of the same dimension, and thus the pull-back

¢*(dx) of dx makes sense. If there is a G-invariant smooth measure du on G/K,
then the product measure dudy on G/K x Y is smooth, and so

(2-5) ¢*(dx) = I (1g). y) dudy
for some J € C*°(G/K x Y) with J > 0.

Remark. The G-invariant smooth measure du on G/K exists if and only if
Aglgk = Ak, where Ag and Ak are the modular functions on G and K, respec-
tively; see, for example, [Knapp 2002, Section 8.3]. For the concrete examples in
the following sections, this condition always holds.
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Proposition 2.2. The smooth function J € C*°(G/K x Y) is independent of the
first variable [g] € G/ K. So we can rewrite (2-5) as

(2-6) @*(dx) =J(y)dudy,

where J € C°(Y) with J > 0.

Proof. If we denote by /j, the natural action of 7 € G on G/K, then one can easily
verify that 0, o 9 = ¢ o (I, x id). By the G-invariance of dx and du, we have

J(lgl. y)dudy = ¢*(dx) = ¢* o0, (dx) = (I x id)* 0 ¢*(dx)
= (I xid)" (J ([g]. y) dudy) = J(hlg]. ) (l;(dp) x id*(dy))
= J([hgl. y) dudy.
So J([g], y) = J([hg], y) for all g, h € G, which means that J is independent of
the first variable. O
Corollary 2.3. There exists a quasi-smooth measure dv on Y such that
(2-7) ¢*(dx) =dudv.
The measure dv is given by
(2-8) dv(y) = J(y)dy.
The factor J(y) can also be given for more general smooth measures u(x) dx
and v(y)dy on X and Y. A direct calculation yields:
Proposition 2.4. Suppose conditions (a), (b), and (c) hold. If we replace the
measures with
dx' =u(x)dx, dy' =v(y)dy, and du' =rdpu,

where u, v are positive smooth functions on X, Y, respectively, and if u is G-invar-
iant and ) is a positive constant, then J(y) changes to

pooy o u(y)
J(y)= —/\U(y)l(y)-

Now we suppose that there is a Riemannian structure on X such that dx and dy
are the induced Riemannian measures on X and Y, respectively. We also assume
that the following condition holds:

(d) T,Y L 7,0, forall y e Y’ (orthogonality condition).

In this case, the next theorem computes the factor J(y) in a simple way.
Let [ be a linear subspace of the Lie algebra g of G such that g =£&® [, where £
is the Lie algebra of K. If # : G — G/K is the natural projection, then

dm)eli: 1= Tie(G/K)
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is an isomorphism. If we endow G/K with a Riemannian structure such that its
associated Riemannian measure is du, then it also induces an inner product on
Ti)(G/K). For y € Y, we define a linear map W, : [ — 7,0, by

d
(2-9) Wy (§) = E‘t:o(’expff (y) forall& el

If y € Y/, then dim[ = dim 7,0,. We choose an inner product on [ and endow
T, 0, with the inner product induced from the Riemannian structure on X. The
“determinants” | det W,| and |det((d7).|()| now make sense.

Theorem 2.5. Under these assumptions, we have

(2-10) J(y)=C|detW,|  forallyeY’,
where C is the constant C = ’det((dn)el[)rl.
Proof. By the transversality condition (b), the tangent map of ¢ at the point ([e], y),
AP ((e1,y) * Tie),y)(G/K X Y) = T X,
can be regarded as
AdO)qery) : Tie)(G/K)STY - 1,0, & T,Y.

Denote (d9) (e, y)|11,G/k) : Te)(G/K) — Ty,0y by W,. It is then obvious that
v, = \i!y o(dm).|i, as one can easily prove it in its matrix form

U, 0
(d(P)([e],y) = ( Oy id) .

Since dpu is the associated Riemannian measure on G /K, the product measure
du dy is the associated Riemannian measure on the product Riemannian manifold
G/K x Y'. By Proposition 2.1 and the orthogonality condition (d),

J(y) = |det(d@) .y | = ‘(%’y 1(21)‘

= |det ¥, | = [det(¥y o ((dn)e|)~")| = Cldet by,
where C = |det((d7). ()| 0

Remark. Although formula (2-10) only holds on Y’, since Y’ is dense in ¥ and
J € C*(Y), we can get J(y) for all y € Y by smooth continuation.
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3. Integration over G-spaces

Occasionally we will be interested in some kinds of integration formulae. In this
section we give some preliminaries on integration. The reader who is more inter-
ested in the eigenvalue distributions of the generalized random matrix ensembles
may skip to Section 4 directly.

The next proposition generalizes the change-of-variables formula for multiple
integration.

Proposition 3.1. Let ¢ : M — N be a smooth map between two n-dimensional
smooth manifolds M and N, and dy a smooth measure on N. If ¢ is a local
diffeomorphism that is a d-sheeted covering map, then, for any f € C°°(N) with
f>=0o0r f e L'(N,dy), we have

1
(3-1) / Fody = / Flo() @™ (dy).
N M

Proof. 1t is a standard argument using a partition of unity. O

Remark. Formula (3—1) resembles a formula relating the degree of a map with the
integration of volume forms on manifolds. When M, N are compact and oriented,
then, under the conditions of Proposition 3.1 and up to a sign, formula (3-1) says
nothing if not this. In general, however, the integration of differential forms is not
suitable for us. What we need is a change-of-variables formula that ignores the
negative sign.

As in the previous section, take a G-space X, where X is an n-dimensional
smooth manifold and G is a Lie group. We then have areduced map ¢ : G/K xY —
X. Suppose dx, dy, and d . are smooth measures on X, Y, and G/ K, respectively,
with dx and du being G-invariant. Our goal is to convert the integration over X
to integration over Y.

Proposition 3.2. If conditions (a), (b), and (c) hold, then ¢ : G/K xY' — X' isa
local diffeomorphism.

Proof. Let e be the unit element in G. At each ([e], y) € G/K x Y’ we have
d@(e1,y)(0,v) = v for all v € T,Y’, and so T,Y' C Im(dga([e],y)). Furthermore,
¢lg/kxiy) : G/K x {y} — O, = G/G, is a local diffeomorphism, so 7,0, C
Im(d@(e.y)). Thus, dgge),y) is surjective. But dim(G/K x Y') = dim X', so
d(e),y) 1s in fact an isomorphism.

For general ([g], y) € G/K x Y’, notice that p o[, = 0,4 0 ¢, where [, ([h], y) =
(Lghl, ¥), 80 dp(g.y) © (dlg)el.y) = (dTg)(el.y) © dP(el.y)» and d@(e),y) being an
isomorphism implies that dgg).y) is one as well. Thus, ¢ is everywhere regular
and hence is a local diffeomorphism. 0

To make Proposition 3.1 useful, we also require the following condition:
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(e) The map ¢ : G/K x Y' — X' is a d-sheeted covering map, with d < 400
(covering condition).

Theorem 3.3. If conditions (a), (b), (c), and (e) hold, then

1
(3-2) /f(x) dx:E/</ f(O’g(y))dM([g]))J(y)dy
X vy \Ja/k

for all f € C®(X) with f >0 or f € L'(X,dx), and where J € C®(Y) is
determined by formula (2-6).

Proof. By Proposition 3.2, ¢ : G/K x Y’ — X' is a local diffeomorphism. By the
covering condition (e), ¢ is a d-sheeted covering map. So, by Proposition 3.1, for
feC®(X)with f >0o0r f e L'(X,dx), we have

1
/ £ dx = f fedx = / F(o(lgl ) 0" (dx)
X X/ G/KxY'

1

=i [ rem) I dndsay
G/KxY'

1
-1 / ( / Floe() du([g])) J(y)dy
/ G/K
:E/</ fog() du([g]))J(y)dy =
Y G/K

Corollary 3.4. Under the same conditions as in the previous theorem, if further-
more f(og(x)) = f(x) forall g € G and x € X, then

(3-3) / ) dx = HEK) / FO) IO dy. 0
X d Y

To make this conclusion more useful, we give some criteria on when the map
¢:G/K xY" — X'is a covering map.

Proposition 3.5. Let M, N be smooth n-dimensional manifolds. An everywhere-
regular smooth map ¢ : M — N is a d-sheeted covering map if and only if o~ (y)
has d points for each y € N.

Proof. The “only if”” part is obvious; we prove the “if” part. For y e N, let o ~!(y) =
{x1, ..., x4}. Since ¢ is everywhere regular, there exist open neighborhoods U; of
x;, i=1,...,d, suchthat U;NU; =@ fori # j, and each ¢; = ¢|y, : U; — ¢(U;)
is a diffeomorphism. Let V = Uid=1 o(U;) and V; = <pl._1(V). Then ¢|y, is also a
diffeomorphism onto V. We conclude that (p‘l (V) = Uflzl V;. In fact, if for all
e 1 (V) wesetz; = goi_l((p(z)), then z; € 9 ' (¢(2)) and z; # zj fori # j. But,
since z € ¢~ !(¢(z)) and |<p_1(<p(z))| =d, this forces z = z;, for some ig. Hence
Z€ L_Jl-d:1 Vi. Therefore, o~ (V) = U?Zl V; and the lemma is proved. O
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Corollary 3.6. Suppose conditions (a), (b), and (c) hold. If furthermore there exists
d € N such that, forall y € Y',

(1) the isotropy subgroup G coincides with K,
(2) 10,NY'| =d,
then ¢ : G/K xY' — X' is a d-sheeted covering map.

Proof. By Proposition 3.2, ¢ is a local diffeomorphism. So, by Proposition 3.5,
we need only show that ¢~!(x) has d points for each x € X'.

For x € Y’, suppose that O, N Y’ = {yy, ..., yqs}. Then there exists g; € G such
that o, (y;) = x for each i € {1, ..., d}. It follows that ([g], yi) € ¢~ '(x). On
the other hand, if ([g], y) € ¢~ 1(x), then y =Y, for some ip € {1,...,d}. We
have agg’_?)'(x) = 0,(yi,) = x, that is, ggl.;1 € G, = K, and so [g] = [gi,] and
(Lgl. ») = ([gio]. ¥iy)- Thus, o~ (x) = {(g1], y1). - ... ([ga]. y)}-

In general, for x € X', suppose that oy, (x) € Y’ for some & € G. Then the relation
0 (o (x)) =1,(¢~ " (x)) reduces the general case to the previous one. Il

Both Proposition 3.5 and Corollary 3.6 will be used in a forthcoming article
devoted to concrete examples [An et al. 2005].

Remark. The converse of Corollary 3.6 is not true. That is, the isotropy subgroups
G, associated to y € Y’ may change “suddenly”, even if Y’ is connected. For ex-
ample, the group SO(n) acts on RP” smoothly if we regard RP" as a quotient space
obtained by gluing opposite points on the boundary of the closed unit ball B”. If X,
is the image of {0} and Y is the image of the segment {(x, 0, ..., 0) | [x]| <1}, then
the conditions (a), (b), (¢), and (e) hold. The isotropy subgroup associated with the
image of a point in Y’ that is an interior point of B" is diag(1, SO(n—1)), but, for
the image of the point (1, 0, ..., 0), its isotropy subgroup is diag(+1, O*(n—1));
here, O (n—1) = {g € O(n—1) | detg = £1}. Other examples exhibiting similar
phenomena will appear in [An et al. 2005], where we consider the group ensembles
associated with complex semisimple Lie groups. When such sudden variation of
the isotropy subgroups happens, it is in general an open problem whether we can
make them be the same by enlarging the set X.

4. Generalized random matrix ensembles

We are ready to present the generalized random matrix ensembles.

Let G be a Lie group acting on an n-dimensional smooth manifold X by o :
G x X — X. For convenience, suppose X is a Riemannian manifold. Assume the
induced Riemannian measure dx is G-invariant (note that we do not require the
Riemannian structure on X to be G-invariant). Let Y be a closed submanifold of
X, endowed the induced Riemannian measure dy, and let

K={geG|oy(y)=y, forallyeY}.
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As in Section 2, we take the map ¢ : G/K x Y — X with ¢([g], y) = 0,(y). Let
X, C X and Y, C Y be closed zero-measure subsets of X and Y, respectively. Set
X'=X\X,and Y =Y\ Y, We assume that the conditions (a), (b), (c), and (d)
of Section 2 hold. For the reader’s convenience, we list them below.

(a) X' = Uyey, O, (invariance condition).

(b) ZyX =T1T,0,®T,Y forall y e Y’ (transversality condition).

(c) dimGy =dimK forall y €Y' (dimension condition).

(d) T,Y L T,0, forall y e Y’ (orthogonality condition).
Suppose du is a G-invariant smooth measure on G/K, and p(x) is a G-invariant

smooth function on X. Then, by Corollary 2.3, there is a quasi-smooth measure
dv on Y such that

(4-1) " (p(x)dx) =dudv.
Definition. Let the conditions and notation be as above. The system
(G,0,X, p(x)dx,Y,dy)

is called a generalized random matrix ensemble. The manifolds X and Y are called
the integration manifold and the eigenvalue manifold, respectively. The measure
dv on Y determined by (4-1) is called the generalized eigenvalue distribution.

Recall that in Section 2 we have defined the map W, : [ — T, O, by

d
vy () = 7)o Texprs ) forall £ €1,

where [ is a linear subspace of g such that g = £ @ [. Thanks to the preliminar-
ies in Section 2, we can compute the generalized eigenvalue distribution directly
with the next theorem, which follows directly from Proposition 2.2, Corollary 2.3,
Proposition 2.4, and Theorem 2.5.

Theorem 4.1. Let (G, 0, X, p(x)dx, Y, dy) be a generalized random matrix en-
semble. The generalized eigenvalue distribution dv is given by

(4-2) dv(y) = P(y)dy = p(y)J(y)dy,
where
(4-3) J(y) =C |det Wy |,

with C = |det((dm). )| . 0
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The function P (y) = p(y) J (y) in (4-2) is the generalized joint-density function.

One of the fundamental problems in random matrix theory is to compute the
eigenvalue distribution dv. In our generalized scheme, it is given by formulae (4-2)
and (4-3). Note that the power of (4-3) is reflected in the fact that it provides a
direct and unified method to compute the eigenvalue distributions of various kinds
of random matrix ensembles. In [An et al. 2005] we show how all classical ensem-
bles are included in our generalized scheme, and how the corresponding eigenvalue
distributions can be derived from (4-2) and (4-3). We will also present various
kinds of generalized ensembles that were not considered before, and compute their
eigenvalue distributions explicitly.

Now, we consider the integration formula associated with the generalized ran-
dom matrix ensemble. As in Section 3, we assume the following condition holds:

(e) The map ¢ : G/K x Y — X’ is a d-sheeted covering map, with d < +00
(covering condition).

Theorem 4.2. Let (G, 0, X, p(x)dx, Y, dy) be a generalized random matrix en-
semble. If the covering condition (e) holds, then we have the integration formula

1
(4-4) / fx) plx)dx = 7 / (f f(Gg(y)) du([g]))dv(y)
X vy \JG/k

forall f € C®(X) with f >0o0r f e L'(X, p(x) dx). If moreover flog(x)=f(x)
forall g € G and x € X, then

G/K
4-5) / f(x)p(x)dx=“(T/) / FO)dv(y).
X Y

Proof. 1t is obvious from Theorem 3.3 and Corollary 3.4. U

If the measure p(x) dx in (4-5) is a probability measure and we let f =1, we get
(,u(G/K)/d) fY dv(y)=1. So, if G/K is compact, we can normalize the measure
dp such that u(G/K) =d, and then the generalized eigenvalue distribution dv is
a probability measure.

Remark. The condition f € C*°(X) in Theorem 4.2 is superfluous. It is sufficient
to assume that f is measurable. The same is true for Proposition 3.1 and Theorem
3.3.

5. Special cases

In this section we discuss several classes of generalized random matrix ensembles:
linear ensembles, nonlinear noncompact ensembles, compact ensembles, group
ensembles, algebra ensembles, pseudo-group ensembles, and pseudo-algebra en-
semble. These account for all kinds of classical random matrix ensembles and
some new examples of generalized ensembles.
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Linear ensemble and the nonlinear noncompact ensembles. Let G be a real re-
ductive Lie group with Lie algebra g, in the sense of [Knapp 2002, Section 7.2].
The group G admits a global Cartan involution ®, inducing a Cartan involution 6
of g. Let the corresponding Cartan decomposition of g be g = €@ p, and set

K={geG|O( =g} and P =exp(p).

K is a maximal compact subgroup of G with Lie algebra €, while P is a closed
submanifold of G satisfying T,P = p. The spaces p and P are invariant under
the adjoint action Ad|gx and the conjugate action o of K, respectively. Let a be
a maximal abelian subspace of p, and let A be the connected subgroup of G with
Lie algebra a. Set

M={keK |(Adlx)k(n) =n, forallnea}={keK |or(a)=a, forallac A}.

It can be shown that there are Riemannian structures on p and P inducing K-
invariant Riemannian measures d X on p and dx on P. They also induce Riemann-
ian measures dY on a and da on A. Further, there is a K -invariant smooth measure
duon K/M. If p1(§) and pr(x) are K-invariant positive smooth functions on p
and P, then it can be proved that the systems

(K, Ad|k,p, p1(§)dX(§),a,dY) and  (K,o0, P, pr(x)dx, A, da)

are generalized random matrix ensembles, which we call linear ensemble and non-
linear noncompact ensemble, respectively. It can be shown that the Gaussian en-
semble and the chiral ensemble are particular examples of linear ensembles, while
the new transfer matrix ensembles are particular examples of nonlinear noncompact
ensemble.

Compact ensembles. Let G be a connected compact Lie group G with Lie algebra
g. Suppose O is a global involution of G with induced involution § = d® on g.
Let K ={g e G| O(g)=g}. Letp be the eigenspace of 6 of eigenvalue —1, and let
P =exp(p). Then P is invariant under the conjugate action o of K. It was proved
in [An and Wang 2006] that P is a closed submanifold of G satisfying T, P = p,
and that it is just the identity component of the set {g € G | ©(g) = g '}. Letabe
a maximal abelian subspace of p, and let A be the torus with Lie algebra a. There
is a Riemannian structure on P that induces a K-invariant Riemannian measure
dx on P and a Riemannian measure da on A. Let

M ={keK |or(a)=a, foralla e A}.

There is a K-invariant smooth measure du on K/M. Take p(x) a K-invariant
positive smooth function on P. It can be proved that the system

(K,o, P, p(x)dx, A,da)
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is a generalized random matrix ensemble, which we call compact ensemble. The
circular ensemble and the Jacobi ensembles are particular examples of compact
ensembles.

Group and algebra ensembles. Let G be a unimodular Lie group G with Lie
algebra g. There are Riemannian structures on G and g inducing a o-invariant
Riemannian measure dg on G and an Ad-invariant Riemannian measure d X on
g, where o denotes the conjugate action of G on itself. Let p;(g) and p,(£€) be
two functions on G and g, respectively, that are invariant under the corresponding
actions of G. If there exists a closed submanifold ¥ of G such that

(G,0,G, p(g)dg.Y,dy)

is a generalized random matrix ensemble, where dy is the induced Riemannian
measure on Y, then we call it a group ensemble. And, if there exists a closed
submanifold  of g such that

(G.Ad, g, p(§)dX(§),9,dY)

is a generalized random matrix ensemble, where dY is the induced Riemannian
measure on 1), then we call it an algebra ensemble.

Among all unimodular Lie groups, connected compact Lie groups and connected
complex semisimple Lie groups are of particular interest. For a connected compact
Lie group G, we can let the submanifold Y of G be a maximal torus 7 of G, and
let the submanifold 1 of g be the Lie algebra of T. For a connected complex
semisimple Lie group G, we can let the submanifold y of g be a Cartan subalgebra
of g, and let the submanifold Y of G be the corresponding Cartan subgroup of G.
For these cases, it can be proved that the systems (G, o, G, p(g)dg, Y, dy) and
(G,Ad, g, p(§)dX(£),9,dY) are generalized random matrix ensembles.

Pseudogroup and pseudoalgebra ensembles. These are related to real reductive
groups. Let G be a real reductive group with lie algebra g. Let 6 be a Cartan
involution of g, and by, ..., b, a maximal set of mutually nonconjugate 6-stable
Cartan subalgebras of g, with corresponding Cartan subgroups Hji, ..., H, of G.
Denote the sets of all regular elements in G and g by G, and g,, respectively. Let
H/=H; NG, and h; = h; Ng,. It is known that

Cs

m
Gr=|]UogH) and g =

U Ady(h))
j=1geG j=1geG

(see [Knapp 2002, Theorem 7.108] and [Warner 1972, Proposition 1.3.4.1], re-

spectively). Here, “Lu” means disjoint union. Each (_J e ag(Hj/) is an open set in
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G, and each (J,c; Adg(h}) is an open set in g. Let

geCG

Gj= U ox(H)) and g = U Adg(b)).
8eG geG
It can be shown that some suitable Riemannian structures on G and g induce, for
each j, a o-invariant measure dg; on G;, and an Ad-invariant measure dX; on g;,
and that they also induce Riemannian measures dh; on H; and dY; on b;. It is
known that
Z(H;)) ={g € G| o4(h)=h, forall h € H;},

H;={g € G |Ady(§) =&, forall & €b;}.

Letd MJ’. and du; be G-invariant measures on G/Z(H;) and G/ H;, respectively. In
general, the spaces G; and g; may have singularities, but this doesn’t matter, since
these spaces are closures of open submanifolds in G and g, whose boundaries have
measure zero. If we ignore this ambiguity, it can be proved that

(G, o, G/9dgjaI{[7dhj) and (G’ Ada gjade’hj7de)

are generalized random matrix ensembles, which we call pseudogroup ensemble
and pseudoalgebra ensemble, respectively.

The classes introduced above do not exhaust all generalized ensembles. But they
include all kinds of classical random matrix ensembles and some new examples of
generalized ensembles, which will be studied in [An et al. 2005].
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