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THE EUCLIDEAN RANK OF HILBERT GEOMETRIES

OLIVER BLETZ-SIEBERT AND THOMAS FOERTSCH

We prove that the Euclidean rank of any 3-dimensional Hilbert geometry
(D, hD) is 1; that is, (D, hD) does not admit an isometric embedding of the
Euclidean plane. We show that for higher dimensions this remains true if
the boundary ∂ D of D is C1.

1. Introduction

In the late nineteenth century D. Hilbert informed F. Klein in a letter about his
discovery of a method to construct metric spaces, generalizing Klein’s model of
the real hyperbolic space [Hilbert 1895]:

Let En denote the n-dimensional Euclidean space. The Euclidean distance of
x, y ∈ En is written |xy|, the line segment between x and y is [x, y], whereas
L(x, y)= << x, y>> denotes the whole affine line through x and y in En .

Given an open bounded convex domain D ⊂ En with boundary ∂D ⊂ En , the
Hilbert metric hD : D × D → R+0 is defined via the cross-ratio: Given distinct
points x, y ∈ D, take the points ξx,y, ξy,x where L(x, y) intersects ∂D and set

hD(x, y)= log
|yξx,y| |xξy,x |

|xξx,y| |yξy,x |
.

Formally, ξx,y ∈ << x, y>> ∩∂D is uniquely determined

D

ξx,y

x

y

ξy,x

by the condition |ξx,y x |< |ξx,y y|. The cross ratio, of
course, is invariant under projective transformations.
For the basic properties of hD see [Busemann 1955]
and [de la Harpe 1993]; for example, the topology
induced by hD on D coincides with the subspace
topology inherited from En . We refer to the metric
space (D, hD) as a Hilbert geometry.

Hilbert proved that the straight line segments in (D, hD) indeed are geodesics.
In general, however, other geodesic segments also exist (see Lemma 2.1).

Both authors were supported by the Deutsche Forschungsgemeinschaft, grants BL 581/1-1 (Bletz-
Siebert) and FO 353/1-1 (Foertsch).
MSC2000: 53C60, 51K99, 51F99.
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It is natural to ask what metric spaces can be realized as Hilbert geometries.
Hilbert himself pointed out that his construction, applied to an open n-dimensional
Euclidean ball (or ellipsoid), yields Klein’s model of n-dimensional real hyperbolic
space.

Kelly and Strauss [1958] have proved that these are the only globally nonpos-
itively Busemann curved Hilbert geometries, and therefore also the only Hilbert
geometries which are CAT(0). (For these notions see [Bridson and Haefliger 1999;
Jost 1997], for instance.)

More recently, Karlsson and Noskov [2002] showed that, nevertheless, there
exist many Gromov-hyperbolic Hilbert geometries. (A geodesic metric space is
called δ-hyperbolic, for a given δ ≥ 0, if each side of any geodesic triangle is
contained in the union of the δ-neighborhoods of the other two sides; a δ-hyperbolic
space is also called Gromov-hyperbolic.) Benoist [2003] then presented a neces-
sary and sufficient condition for a Hilbert geometry to be Gromov-hyperbolic in
terms of the boundary ∂D of D. Another characterization in terms of the spectrum
of the Laplacian of (D, hD) was recently obtained in [Colbois and Vernicos 2006].

A necessary — but by far not sufficient — condition for the Hilbert geometry on
D to be Gromov-hyperbolic is that the boundary ∂D be C1 and that D be strictly
convex (see [Karlsson and Noskov 2002] or [Benoist 2003]). Thus there exist
plenty of examples of Hilbert geometries that are not Gromov-hyperbolic.

Nonetheless, these examples still show certain “hyperbolic” features. This raises
the question: How close to being hyperbolic are Hilbert geometries in general?

One particularly interesting class of non-Gromov-hyperbolic Hilbert geometries
are those defined on the interior of simplices (the convex hull of n + 1 points in
En in general position). Although such geometries have been studied in detail for
decades — see [Phadke 1974/75; Busemann and Phadke 1987], for example — it
was not until much later that de la Harpe [1993] proved that, surprisingly, Hilbert
geometries defined on the interior of simplices are isometric to normed vector
spaces (see also [Nussbaum 1988]). In [Foertsch and Karlsson 2005] it was proved
that these normed vector spaces are the only ones that can be realized as Hilbert
geometries.

Whereas the papers mentioned above were concerned with the question of which
metric spaces admit a realization as a Hilbert geometry, here we will be interested,
more generally, in isometric embeddings into Hilbert geometries. This includes
Hilbert geometries that are not uniquely geodesic, in particular those arising from
nonstrictly convex domains — these cases are, in our view, even more interesting.

(Recall that a map f : (X, dX )→ (Y, dY ) between metric spaces (X, dX ) and
(Y, dY ) is a quasiisometric embedding if there exist λ≥ 1 and k ≥ 0 such that

(1-1) 1
λ

dX (x, x ′)− k ≤ dY
(

f (x), f (x ′)
)
≤ λ dX (x, x ′)+ k for any x, x ′ ∈ X.
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If, moreover, f (X) is a k-net in (Y, dY ) (that is, Y is the k-neighborhood of f (X)),
then f is called a quasiisometry. Recall further that if the inequalities in (1-1) hold
with λ= 1, then f is called a rough-isometric embedding.)

This article is somehow motivated by the following result, which we quote from
[Bridson and Haefliger 1999, Theorem III.H 1.9]: There is no (quasi)isometric
embedding of the Euclidean plane in a geodesic Gromov-hyperbolic metric space.

Obviously, since every n-dimensional normed vector space is bilipschitz to En ,
the Hilbert geometry defined on the interior of any simplex in En is quasiisometric
to En . However, as we will show, at least every 3-dimensional Hilbert geometry
does not admit an isometric embedding of the Euclidean plane. To state the corre-
sponding theorem, recall that the Euclidean rank, rankE(X, d), of a metric space
(X, d) is defined to be the supremum over all dimensions of Euclidean spaces that
admit isometric embeddings into (X, d). Since affine line segments in a Hilbert
geometry are geodesics, any Hilbert geometry has Euclidean rank at least 1.

Towards answering the question of how close to hyperbolic spaces a Hilbert
geometry is, we will prove that Hilbert geometries have Euclidean rank 1 — at
least in the cases mentioned in the abstract (though we believe this holds true for
all cases):

Theorem 1.1. Let (D, hD) be a 3-dimensional Hilbert geometry. Then

rankE(D, hD)= 1.

We believe that Theorem 1.1 generalizes to arbitrary dimensions. For higher
dimensions we can prove:

Theorem 1.2. Let (D, hD) be an n-dimensional Hilbert geometry. Then

rankE(D, hD)= 1

if ∂D does not contain a line segment, or if ∂D is C1.

The main idea of the proof is to compare the Gromov products in E2 with those in
the Hilbert geometry: in E2 the Gromov product of pairs of points on two geodesic
rays — emanating from a fixed base point on different affine lines — is unbounded
if the points tend (on the rays) to infinity. Now consider an isometric embedding of
E2 into a Hilbert geometry and the geodesic rays which are the images of the two
rays in E2. By a result of Karlsson and Noskov (Theorem 2.9), the endpoints of
these geodesic rays span an affine line segment in the border of D (that is, this line
segment does not intersect with D itself). Since this holds for all rays in E2 which
are not collinear, this gives a lot of information about ∂D. The main difficulty is that
the endpoints of geodesic rays do not depend continuously on the rays themselves
(but compare Lemma 2.6). Therefore, there are many configurations to consider for
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how the endpoints may be spread over ∂D. In dimension 3, we are able to exploit
the facts mentioned to prove Theorem 1.1. In higher dimensions the geometry
is much richer, and the variety of imaginable geometric configurations is much
broader; this has kept us from solving the problem in higher dimensions. But we
get Theorem 1.2 as a byproduct of our considerations.

We do not know whether there exist Hilbert geometries that admit isometric em-
beddings of open subsets of E2. To address this problem, the asymptotic methods
used in this paper will not be of any help. However, an advantage of the asymptotic
methods presented here is that they might even yield a stronger nonembedding
result: To us it seems likely that Theorem 1.1 can be sharpened to prove that there
does not exist even a rough-isometric embedding of the Euclidean plane into a
Hilbert geometry. But it seems that new ideas are necessary to obtain such a result.

2. Preliminaries

A geodesic segment in a metric space X is an isometric embedding γ : I → X of
an interval I ⊂ E1 into X . If I = [0,∞), we also call γ a geodesic ray (originating
at γ (0)). The images of such maps γ can also be called geodesic segments and
rays. A metric space X is geodesic if for every x, y ∈ X there exists a geodesic
segment connecting x to y, i.e., a geodesic γ : [a, b] → X such that γ (a) = x
and γ (b) = y. If for every x, y ∈ X in a geodesic metric space X the image of a
geodesic segment connecting x to y is unique, X is called uniquely geodesic.

Let D be an open bounded convex domain in En . The closure D is also convex,
and every affine line containing a point of D intersects ∂D in exactly two points.
For distinct a, b ∈ ∂D, the open Euclidean segment from a to b, denoted [a, b]◦ :=
[a, b] − {a, b}, lies either entirely in D or entirely in ∂D.

Convex hulls in Hilbert geometries. As mentioned in the introduction, Hilbert
geometries are geodesic spaces, but are not, in general, uniquely geodesic. The
following well-known lemma states this more precisely. In it, we use the notation
[x, z]d for the metric convex hull of two points x and z in a metric space (X, d):

[x, z]d =
{

y ∈ X
∣∣ d(x, z)= d(x, y)+ d(y, z)

}
.

Lemma 2.1 [de la Harpe 1993, Proposition 2]. Let (D, hD) be a Hilbert geometry
and let x, z ∈ D be distinct. Then

[x, z]hD =
{

y ∈ D
∣∣ [ξz,y, ξy,x ] ∪ [ξx,y, ξy,z] ⊂ ∂D

}
;

in other words, there exists y ∈ D\ << x, z>> such that hD(x, z)= hD(x, y)+hD(y, z)
if and only if there exist open line segments I, J ⊂ ∂D spanning an affine 2-plane
in En and such that ξx,z ∈ I , ξz,x ∈ J .
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In particular, if D is strictly convex (that is, if every affine line intersecting ∂D
in at least two points also intersects D), the Hilbert geometry (D, hD) is uniquely
geodesic.

If 6 is an affine subspace of En intersecting ∂D but not D, then F = 6 ∩ D =
6∩∂D will be called a boundary flat of the Hilbert geometry (D, hD); the border
of F with respect to the subspace topology in 6 will be denoted by ∂F and its
(relative) interior by F◦ = F \ ∂F . A boundary flat is a convex set in En .

We make some simple remarks on convexity, to be used several times later.

Remark 2.2. (a) Continuity of the boundary projection: Consider the map

(x, y) 7→ (ξx,y, ξy,x)

defined on {(x, y) ∈ D × D | x 6= y}. Extend it to {(x, y) ∈ D × D | x 6= y} by
setting ξx,y and ξy,x such that [ξx,y, ξy,x ] = << x, y>> ∩ D with |xξx,y|< |yξx,y| and
|yξy,x |< |xξy,x |. Then (x, y) 7→ (ξx,y, ξy,x) is continuous on the set{

(x, y) ∈ D× D
∣∣ x 6= y and [x, y] 6⊂ ∂D

}
;

to be more precise, the maximal set on which the map is continuous consists exactly
of the pairs of distinct points of D for which there is no line segment in the boundary
of D containing both of them and even one of them in its relative interior.

(b) Edges converge to edges: If {pn}n∈N, {qn}n∈N are sequences in ∂D converging
to p, q ∈ ∂D and such that [pn, qn] ⊂ ∂D for all n ∈ N, then [p, q] ⊂ ∂D.

(c) Triangles on the boundary: Assume that a, b, c ∈ ∂D are not collinear, and
denote by 1(a, b, c) the closed affine triangle with vertices a, b and c, and by
1◦(a, b, c)=1(a, b, c)\

(
[a, b]∪[a, c]∪[b, c]

)
the relative interior of1(a, b, c).

Then either 1(a, b, c)⊂ ∂D or 1(a, b, c)◦ ⊂ D.

Geodesic rays in Hilbert geometries. Now we turn to geodesic rays in a Hilbert
geometry (D, hD). As one would expect, such rays do converge at infinity:

Theorem 2.3 [Foertsch and Karlsson 2005, Theorem 3]. Let (D, hD) be a Hilbert
geometry.

(i) Every geodesic ray r in (D, hD) converges to a point in ∂D, written r(∞).

(ii) Every complete geodesic γ in (D, hD) has precisely two accumulation points
γ (∞) and γ (−∞) in ∂D.

Remark 2.4. Let r and r̃ be geodesic rays in a Hilbert geometry (D, hD) such that
hD(r(t), r̃(t)) is a bounded function in t . If r(∞) lies in the (relative) interior of
a boundary flat, the same is true of r̃(∞).
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Lemma 2.5. Let (D, hD) be an n-dimensional Hilbert geometry and let

γ : (−∞,∞)→ D

be a geodesic in (D, hD). Suppose that for t1 < t2 the straight line L(γ (t1), γ (t2))
intersects ∂D in the interior of two (n−1)-dimensional boundary flats. Then for
all t0 < t1 there exists a neighborhood U of γ (t2) such that each point p ∈ U lies
on a geodesic through γ (t0) and γ (t1).

The lemma immediately implies that two points satisfying the condition on γ (t1)
and γ (t2) cannot occur as image points of an isometric embedding ϕ : E2

→

(D, hD). For suppose ϕ : E2
→ (D, hD) were an isometric embedding and let

γ denote the image of a straight line in E2 under ϕ, with ϕ(x1) = γ (t1) and
ϕ(x2) = γ (t2). Then for any x0 on the straight line through x1 and x2 in E2

satisfying |x0x1| < |x0x2| we have ϕ(x0) = γ (t0) for some t0 < t1. Now for any
given neighborhood U of γ (t2) in (D, hD), sufficiently small neighborhoods of x2

in E2 are mapped via ϕ into U . This, however, is not possible for the neighborhood
U as in Lemma 2.5, since hD(γ (t0), γ (t1))+ hD(γ (t1), u) = hD(γ (t0), u) for all
u ∈ U , whereas in any arbitrarily small neighborhood V of x2 in E2 there exists
v ∈ V with |x0x1| + |x1v|> |x0v|. This yields the desired contradiction.

Proof of Lemma 2.5. Fix t0< t1. Then, by Lemma 2.1, [ξγ (t1),γ (t0), ξγ (t2),γ (t1)]⊂ ∂D
and [ξγ (t0),γ (t1), ξγ (t1),γ (t2)] ⊂ ∂D. Since ξγ (t1),γ (t2) and ξγ (t2),γ (t1) lie in the interior
of (n−1)-dimensional boundary flats F1 and F2, there exists a neighborhood U of
γ (t2) in D such that for all p ∈ U the projection ξγ (t1),p lies in the interior of F1

and ξp,γ (t1) lies in the interior of F2. The claim follows from Lemma 2.1. �

Consider sequences of geodesic rays ri , i ∈N, in the Hilbert geometry (D, hD)

converging pointwise to some geodesic ray r in

a

p
ξp,a

b

c

The Hilbert geometry of a 2-simplex
is not uniquely geodesic.

(D, hD). In general their limit points ri (∞) do
not converge to r(∞)! This can be observed in the
Hilbert geometry (1◦, h1◦) defined inside an open
triangle 1◦ = 1◦(a, b, c) in E2 with vertices a, b
and c. Fix p ∈ 1◦. Then [p, ξp,a] is a geodesic
ray converging to ξp,a ∈ [b, c]◦, yet [p, ξp,a] is the
pointwise limit of geodesic rays ri in (1◦, h1◦),
which all converge to b.

The next lemma and its corollary investigate such
behavior to some extent.

Lemma 2.6 (Jump Lemma). Let (D, hD) be a Hilbert geometry. Suppose {an}n ,
{bn}n and {cn}n are sequences in D converging to distinct points a, b ∈ ∂D and
c ∈ D, respectively, such that
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hD(an, cn)= hD(an, bn)+ hD(bn, cn) for all n ∈ N.

(I) If c ∈ D, then [a, b] ( [a, ξb,a] ⊂ ∂D and [ξb,a, ξc,b] ⊂ ∂D. In particular,
c /∈ <<a, b>> and b 6= ξb,a . (See figure.)

a

an

bn

b

ξb,a

ξc,b

c

(II) If c ∈ ∂D, one of the following (nondisjoint) cases occurs:
(i) [a, b] ∪ [b, c] ⊂ ∂D.

(ii) [a, b]( [a, ξb,a] ⊂ ∂D and [c, ξb,a] ⊂ ∂D, for [b, c] 6⊂ ∂D.
(iii) [c, b]( [c, ξb,c] ⊂ ∂D and [a, ξb,c] ⊂ ∂D, for [a, b] 6⊂ ∂D.

Proof. (I) Let ξ̃a,b be an accumulation point of {ξan,bn }n∈N; it might be different
from ξa,b. Since an→a and bn→b as n→∞, it follows that ξ̃a,b ∈ <<a, b>> ∩ ∂D
and a ∈ [̃ξa,b, b]. Hence, with [ξan,bn , ξbn,cn ] ⊂ ∂D and b= limn→∞ ξbn,cn , Remark
2.2 yields [a, b] ⊂ ∂D and thus c /∈ <<a, b>> .

Now let ξ̃b,a be an accumulation point of {ξbn,an }n∈N. Then ξ̃b,a ∈ <<a, b>> ∩ ∂D
and b ∈ [̃ξb,a, a]. Since [ξc,b, ξ̃b,a] ⊂ ∂D (by Remark 2.2(b) and Lemma 2.1),
it follows from Remark 2.2(c) (or directly from convexity) that ξ̃b,a = ξb,a , and
therefore [ξb,a, ξc,b] ⊂ ∂D. Since c ∈ [ξc,b, b] ∩ D, we deduce b 6= ξb,a and thus
[a, b]( [a, ξb,a] ⊂ ∂D.

(II) Now suppose that [b, c] 6⊂ ∂D. By Lemma 2.1 and Remark 2.2(a), b= ξb,c =

limn→∞ ξbn,cn and c = ξc,b = limn→∞ ξcn,bn . Again from the same lemma and
remark, it follows that [a, b] ⊂ ∂D, since for every accumulation point ξ̃a,b of
{ξan,bn }n∈N we have ξ̃a,b ∈ <<a, b>> .

Since [b, c] 6⊂ ∂D, it follows just as in part (I) that ξ̃b,a = ξb,a , [c, ξb,a] ⊂ ∂D
and b 6= ξb,a , hence [a, b] ( [a, ξb,a] ⊂ ∂D. This proves (ii). Interchanging the
roles of a and c, we get (iii). �

Corollary 2.7. Let r and ri , i ∈ N, be geodesic rays in the Hilbert geometry
(D, hD) such that the ri converge pointwise to r , and suppose that limi→∞ ri (∞)

exists. Then [
lim

i→∞
ri (∞), r(∞)

]
⊂ ∂D.
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If , moreover, limi→∞ ri (∞) 6= r(∞), there exists ξ ∈ ∂D such that

r(∞) ∈
[
ξ, lim

i→∞
ri (∞)

]◦
.

Lemma 2.8. Let γ : (−∞,∞)→ (D, hD) be a geodesic in the Hilbert geometry
(D, hD) such that

[γ (−∞), γ (∞)] ⊂ ∂D.
Then

[γ (−∞), γ (∞)] = <<γ (−∞), γ (∞)>> ∩ ∂D.

Proof. From Lemma 2.1 we deduce[
ξγ (−n),γ (0), ξγ (0),γ (n)

]
∪
[
ξγ (n),γ (0), ξγ (0),γ (−n)

]
⊂ ∂D for all n ∈ N.

Hence, Remark 2.2(b) yields[
ξγ (−∞),γ (0), ξγ (0),γ (∞)

]
∪
[
ξγ (∞),γ (0), ξγ (0),γ (−∞)

]
⊂ ∂D,

from which the claim follows, since γ (0) ∈ D. �

Gromov products. Let (X, d) be a metric space. We use the standard notation

(x · y)o = 1
2

[
d(x, o)+ d(y, o)− d(x, y)

]
,

where x, y, o ∈ X . The expression (x · y)o is called the Gromov product of x and
y with respect to the basepoint o. The following theorem will be used to study
the boundary of images of isometric embeddings of the Euclidean plane E2 into
Hilbert geometries:

Theorem 2.9 [Karlsson and Noskov 2002]. Let D be a bounded convex domain.
Let {xn}n∈N, {zn}n∈N be two sequences of points in D. Assume that

xn→ x̄ ∈ ∂D, zn→ z̄ ∈ ∂D, [x̄, z̄] 6⊂ ∂D.

Then, for any fixed p0, there is a constant K = K (p0, x̄, z̄) such that

lim sup
n→∞

(xn · zn)p0 ≤ K .

For Gromov products in the Euclidean plane, we have:

Lemma 2.10 (Gromov products in E2). Let r1, r2 be two geodesic rays in E2,
parameterized by arc length, starting at o ∈ E2 and forming there an angle α =
6 o(r1, r2) 6= π . Then

lim
n→∞

(
r1(n) · r2(n)

)
o =∞.
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3. The proof of Theorem 1.2

Notation. Suppose that (D, hD) is a Hilbert geometry admitting an isometric em-
bedding ϕ : E2

→ (D, hD) of the Euclidean plane.
Fix an origin o ∈ E2. Consider the set Ro of geodesic rays in D that are images

(under ϕ) of geodesic rays in E2 starting at o. We coordinatize Ro by the unit
sphere S1

⊂ C ∼= E2 around o: for α ∈ S1 we denote by rα the image in D of the
geodesic ray starting at o and passing through α. We call the point rα(∞) in ∂D
to which rα converges the endpoint of rα, and so get the endpoint map

S1
→ ∂D, α 7→ rα(∞),

whose image is the set E of endpoints. The endpoint map is not necessarily con-
tinuous — see remarks before the Jump Lemma 2.6 — but by that lemma or its
corollary, the map is continuous at every α ∈S1 having the property that rα(∞) is
not contained in the (relative) interior of a boundary flat. Indeed, if the endpoint
map is not continuous at α ∈ S1, then rα(∞) is contained in the (relative) interior
of a line segment in ∂D. We may express this also as follows.

Proposition 3.1 (Endpoint Alternative). If e is an endpoint,
• the point e is the limit of a sequence of distinct endpoints, or
• there is a line segment in ∂D containing e such that e or another endpoint is

contained in the relative interior of the segment.
(These alternatives are not mutually exclusive.)

Proof. Suppose a sequence {αn}n∈N in S1 converges to α ∈ S1 and that {rαn (∞)}

converges to some e′ := limn→∞ rαn (∞) 6= rα(∞)=: e. We show that

(3-1) e lies in the relative interior of <<e, e′>> ∩ ∂D.

Indeed, set cn := ϕ(o) for all n ∈ N. The geodesic rays rαn converge pointwise to
rα with rα(∞)= e, but limn→∞ = e′ 6= e. By passing to a suitable subsequence of
{αn}n∈N (which, for simplicity, we denote again by {αn}n∈N), we can pick bn, an ∈

rαn such that

hD(an, cn)= hD(an, bn)+ hD(bn, cn) for all n ∈ N

as well as limn→∞ bn = e and limn→∞ an = e′. Now apply part (I) of the Jump
Lemma 2.6, with b = e and a = e′, to obtain (3-1).

We will apply this fact in different cases. Suppose that e = rα(∞) is not the
limit of a sequence of distinct endpoints. Then either

(a) δ 7→ rδ(∞) is locally constant at α, i.e., there exists ε > 0 such that rβ(∞)= e
for all β ∈ (α− ε, α+ ε), or

(b) there exists a sequence {αn}n∈N with limn→∞ αn = α such that {rαn (∞)}n∈N

converges to some e′ := limn→∞ rαn (∞) 6= e.
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In case (b), we see immediately that the conditions leading to (3-1) are satisfied,
and we are done.

Now suppose that (a) holds and let

ε0 := sup
{
ε > 0 | rβ(∞)= e for all β ∈ (α− ε, α+ ε)

}
.

From Theorem 2.3(ii) it follows that rβ(∞) is not globally constant, which implies
ε0 ≤ π .

Let α′ := α± ε0 be such that rβ(∞) is not locally constant at α′. Then either

rα′(∞)= e or rα′(∞) 6= e.

In the first case, since ε0 was chosen maximal, the choice of α′ guarantees that there
exists a sequence {α′n}n∈N with limn→∞ α

′
n = α such that {rα′n (∞)}n∈N converges

to some e′ := limn→∞ rα′n (∞) 6= e. This follows since e is assumed not to be a limit
of a sequence of distinct endpoints. Therefore, since rα′(∞)= e, we are essentially
back in alternative (b).

If instead rα′(∞) 6= e, since rβ(∞)= e for all β ∈ (α−ε0, α+ε0), there exists a
sequence {α′n}n∈N with limn→∞ α

′
n = α

′ such that rα′n (∞)= e 6= e′= rα′(∞) for all
n ∈N. Then again the conditions leading to (3-1) hold, with e and e′ interchanged,
showing that e′ lies in the relative interior of <<e, e′>> ∩ ∂D. �

Corollary 3.2. The set E is not contained in a single affine line. In particular, E

contains more than two points.

Proof. Suppose for a contradiction that there exists an affine line L such that
E ⊂ L ∩ ∂D. Either l := L ∩ ∂D consists of exactly two points e and e′, or l is a
connected affine line segment.

In the first case, Theorem 2.3(ii) yields E = {e, e′}. Thus the argument in the
proof of the Endpoint Alternative implies that e or e′ lie in the relative interior of
<<e, e′>> ∩ ∂D; a contradiction.

In the second case, when l = L ∩ ∂D is a connected affine line segment, let
e, e′ ∈ ∂D be such that l = [e, e′]. Lemma 2.8 implies that rα(∞) ∈ {e, e′} for
all α ∈ S1. Thus E ⊂ {e, e′}, and Theorem 2.3(ii) yields E = {e, e′}. Once again
the argument in the proof of the Endpoint Alternative implies that e or e′ lie in the
relative interior of <<e, e′>> ∩ ∂D: a contradiction. �

Here is an immediate consequence of Theorem 2.9 and Lemma 2.10:

Corollary 3.3. For α, β ∈ S1 with α 6= −β we have [rα(∞), rβ(∞)] ⊂ ∂D.

We will show that if there is an α ∈S1 with [rα(∞), r−α(∞)] 6⊂ ∂D, then there
is a tetrahedron (i.e. a 3-simplex) bordering D. Corollary 3.3 will be generalized
in Lemma 4.2 for three-dimensional Hilbert geometries by showing that if D is the
(interior of a) tetrahedron, then the case [rα(∞), r−α(∞)] 6⊂ ∂D does not occur.
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Lemma 3.4. Let (D, hD) be an n-dimensional Hilbert geometry. Suppose there
exists a geodesic γ : (−∞,∞)→D in E2 whose image satisfies [γ (−∞), γ (∞)] 6⊂
∂D. Then there exists a 3-dimensional affine space 6 in En such that D ∩63 is
(bordered by) a 3-simplex.

q−

z−

p−

q+

z+

p+

Proof. We can suppose that γ |[0,∞) = r1, and we set

z+ = r1(∞), z− = r−1(∞)= γ (−∞).

(See the figure above, where the points p+, p−, q+, and q− are the vertices of a
tetrahedron whose surface is contained in ∂D.)

Let {αn}n be a sequence in S1
\ {1,−1} converging to 1 such that

lim
n→∞

rαn (∞)= q+ ∈ ∂D and lim
n→∞

r−αn (∞)= q− ∈ ∂D

exist. Thanks to Corollary 3.3, we have

[z−, rαn (∞)], [z
+, r−αn (∞)], [z

−, r−αn (∞)], [z
+, rαn (∞)] ⊂ ∂D,

for all n, and since by Remark 2.2(b) edges converge to edges, we get

[z−, q+], [z+, q−], [z−, q−], [z+, q+] ⊂ ∂D.

Hence q+, q− ∈ ∂D \ {z+, z−}, since [z−, z+] 6⊂ ∂D by assumption. Furthermore,
Remark 2.2(b) also implies [q+, q−] ⊂ ∂D.

Set p+ = ξz+,q+ and p− = ξz−,q− . From Corollary 2.7 it follows that p− 6= z−

and p+ 6= z+.
Now suppose q− = p+; since [q+, z−] ⊂ ∂D as we saw above, Remark 2.2

yields 1(q+, q−, p−) ⊂ ∂D, in particular [z+, z−] ⊂ ∂D; a contradiction. Thus
we have q− 6= p+ and, similarly, q+ 6= p−.

From the Jump Lemma 2.6 we get [z−, p+], [z+, p−] ⊂ ∂D, which implies
that q+ 6= q−, for otherwise [z−, z+] ⊂ ∂D, which contradicts the assumption
[γ (−∞), γ (∞)] 6⊂ ∂D. Now Remark 2.2(c) finally implies

1(q+, q−, p−),1(q+, q−, p+),1(p+, p−, q+),1(p+, p−, q−)⊂ ∂D;

that is, the surface of the tetrahedron spanned by q+, q−, p+ and p− is the part of
∂D contained in the affine space spanned by these four points. �
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Proof of Theorem 1.2. Suppose there is an isometric embedding ϕ : E2
→ (D, hD);

we will use the notation of page 265.
Lemma 2.8 and the Endpoint Alternative (Proposition 3.1) show there exists

α ∈ S1
\ {1,−1} such that rα(∞) 6= r1(∞). Therefore, the existence of a line

segment in ∂D follows from Corollary 3.3.
To prove that ∂D is not C1, it obviously suffices to show that there exists an

affine plane6 in En intersecting D and such that there exist distinct points a, b, c∈
6 ∩ ∂D with [a, b], [b, c] ⊂ ∂D and a /∈ <<b, c>> .

Suppose first that there exists a geodesic γ in D such that [γ (−∞), γ (∞)]⊂∂D
and which is the image of a geodesic in E2 under ϕ. Then[

ξγ (0),γ (−∞), ξγ (∞),γ (0)
]
∪
[
ξγ (0),γ (∞), ξγ (−∞),γ (0)

]
⊂ ∂D.

Therefore, a=γ (−∞), b=γ (∞), c= ξγ (0),γ (−∞), and the affine plane6 spanned
by a, b and c are as claimed; note that γ (0) ∈6 ∩ D.

Now suppose there is a geodesic γ : (−∞,∞)→D with [γ (−∞), γ (∞)]◦⊂D
that is the image of a geodesic in E2 under ϕ. With the notation as in the proof of
Lemma 3.4, we set a = z−, b = q+ and c = z+ and consider the affine plane 6
spanned by a, b and c. These points have the desired properties since [z+, z−]◦ ⊂
6 ∩ D. �

4. The proof of Theorem 1.1

We continue to use the notation introduced in the last section, and we additionally
assume D ⊂ E3.

To prove Lemma 4.2, a generalization of Corollary 3.3 in dimension 3 to the
case α =−β, we will use Lemma 4.1.

Lemma 4.1. Let (D, hD) be a 3-dimensional Hilbert geometry that admits an
isometric embedding ϕ : E2

→ (D, hD). Suppose there exist 2-dimensional bound-
ary faces F0, F1, F2,⊂ ∂D such that F1 ∩ F0 and F2 ∩ F0 are one-dimensional
boundary flats. Then the (relative) interior of F1 ∩ F0 and F2 ∩ F0 satisfy

E∩ (F1 ∩ F0)
◦
=∅ or E∩ (F2 ∩ F0)

◦
=∅.

Proof. Suppose E∩ (F1 ∩ F0)
◦
6=∅ 6= E∩ (F2 ∩ F0)

◦. We denote the affine plane
containing F0 by 60. For t ∈ (0, dist (ϕ(o),60)) let 6t be the affine plane in
Euclidean distance dist (60, 6t) = t to 60 which intersects D. For t sufficiently
small, we can choose et , ft ∈6t ∩ϕ(E

2) such that ξet , ft ∈ F1 and ξ ft ,et ∈ F2, which
by Lemma 2.5 is not possible; this contradiction proves the claim. �

The generalization of Corollary 3.3 in dimension 3 mentioned above reads as
follows:
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Lemma 4.2. Let (D, hD) be a 3-dimensional Hilbert geometry that admits an
isometric embedding ϕ : E2

→ (D, hD). Then[
rα(∞), rβ(∞)

]
⊂ ∂D for all α, β ∈ S1.

Slightly more generally: Any two points e, f ∈ E span a line segment [e, f ] ⊂ ∂D
in the boundary of D.

Proof. Due to Corollary 3.3, all we have to prove is that[
rα(∞), r−α(∞)

]
⊂ ∂D for all α ∈ S1.

Suppose for a contradiction that there exists a geodesic through o ∈ E2, such that
for its image γ under ϕ we get [γ (−∞), γ (∞)] 6⊂ ∂D. Then, since D is three-
dimensional, it follows from Lemma 3.4, that ∂D is a tetrahedron such that z− :=
γ (−∞) and z+ := γ (∞) are points on the relative interiors of two opposite edges.

Let α ∈ S1 be such that rα(∞) = z+ and r−α(∞) = z−. We deduce from
Corollary 3.3 that [rβ(∞), rα(∞)] ∪ [rβ(∞), r−α(∞)] ⊂ ∂D for any β ∈ S1

\

{−α, α}; this implies

E⊂ [q+, q−] ∪ [q+, p−] ∪ [p+, q−] ∪ [p+, p−] ∪ {z−, z+},

where we use the same notation as in the proof of Lemma 3.4. Thus the Jump
Lemma 2.6 implies

E∩
(
[q+, q−]◦ ∪ [q+, p−]◦ ∪ [p+, q−]◦ ∪ [p+, p−]◦

)
6=∅.

This, however, contradicts Lemma 4.1. To see this, suppose, for instance, that
there exists e ∈ [q+, q−]◦∩E. The contradiction to Lemma 4.1 follows in this case
by setting for instance F0 := 1(q−, q+, p+), F1 := 1(p+, p−, q+) and F2 :=

1(q+, q−, p−). The other cases follow in the same way. �

Being interested in the endpoint set E, we have so far restricted our attention to
those geodesic rays rα in ϕ(E2) the endpoints of which define E, that is, the images
of rays emanating from o. In the following we will also have to consider other
geodesic rays in ϕ(E2). The next lemma examines the relation of endpoints rα(∞)
and those of geodesic rays r in ϕ(E2) which are parallel to rα.

Lemma 4.3. Let rα and r be geodesic rays in ϕ(E2) which are in finite Hausdorff
distance to each other. The following alternatives are possible.

(1) If rα(∞) is not contained in the interior of an affine line segment [e, e′] ⊂ ∂D,
then rα(∞)= r(∞).

(2) If rα(∞) is contained in the interior of an affine line segment [e, e′] ⊂ ∂D,
then r(∞) ∈ [L(e, e′)∩ ∂D]◦.
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Proof. Suppose rα(∞) 6= r(∞) and ξrα(∞),r(∞) = rα(∞). For all ε > 0 there exist
Euclidean neighborhoods U ε

rα of rα(∞) and U ε
r of r(∞) such that |xξxy| < ε for

all x ∈ U ε
rα ∩ D and y ∈ U ε

r ∩ D. The conclusion of the lemma follows from the
definition of the Hilbert distance, since |r(∞)rα(∞)| > 0 and since the rays are
supposed to be in finite Hausdorff distance. �

Lemma 4.4. Let (D, hD) be a 3-dimensional Hilbert geometry admitting an iso-
metric embedding ϕ : E2

→ (D, hD) of the Euclidean plane. Suppose there are
α, β ∈ S1 such that the affine space 6 = <<rα(∞), rβ(∞), r−β(∞)>> induced by
rα(∞), rβ(∞) and r−β(∞) in E3 intersects ∂D in a two-dimensional boundary
flat F =6 ∩ ∂D, and assume that rα(∞) is not contained in an open line segment
of ∂D. Then there exist u, v ∈ ∂F with

[u, rα(∞)] ∪ [v, rα(∞)] ⊂ ∂F,

such that u, v and rα(∞) are affinely independent. Here ∂F denotes the boundary
of F in 6.

Proof. From Lemma 2.8 and our assumptions it follows that rα(∞), r−β(∞), and
rβ(∞) lie in ∂F .

Suppose that r−β(∞) or rβ(∞) are contained in the interior of affine line seg-
ments which are contained in ∂D. Then those line segments are subsets of F ,
since otherwise, Remark 2.2(c) implies that ∂D is 3-dimensional. Since r−β(∞)
and rβ(∞) lie in ∂F , the same remark also yields that such a line segment in F
containing r−β(∞) or rβ(∞) in its relative interior has to be contained in ∂F .

(1) First assume that r−β(∞) and rβ(∞) are not contained in the relative interior
of line segments in ∂D.

Let γ denote the geodesic in ϕ(E2) through ϕ(o) determined by γ (1) = rβ(1),
i.e. γ |[0,∞]=r1 and γ (−t)=r−β(t) for all t>0. Let further γn : (−∞,∞)→D for
n ∈N be the geodesic in ϕ(E2) determined by |γn(t)γ (t)| = n for all t ∈ (−∞,∞)
and by im(rα)∩ im(γn) 6=∅.

Then Lemma 4.3 implies γn(−∞) = r−β(∞) and γn(∞) = rβ(∞) for all n ∈
N. Set bn = im(rα) ∩ im(γn); then rα(∞) = limn→∞ bn . Finally let 6n be the
affine plane in E3 spanned by r−β(∞), bn and rβ(∞). Then [ξbnrβ (∞), r−β(∞)] ∪
[ξbnr−β (∞), rβ(∞)] ⊂6n ∩ ∂D. Since the bn converge to rα(∞), it follows that

[rα(∞), r−β(∞)] ∪ [rα(∞), rβ(∞)] ⊂ ∂F,

and the claim follows with u = r−β(∞) and v = rβ(∞).

(2) Now assume r−β(∞) or rβ(∞) lie in the interior of an open line segment
which is contained in ∂D. Then, as explained above, such a line segment has to
be contained in ∂F .
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To treat the remaining cases at once, we use the following notation. Let e, e′, f,
f ′ ∈ ∂F be such that r−β(∞) ∈ [e, e′]◦ ⊂ ∂F and rβ(∞) ∈ [ f, f ′]◦ ⊂ ∂F . In case
such points, say e and e′, do not exist, we use the conventions [e, e′]◦ = {r−β(∞)}
and [L(e, e′)∩ ∂D]◦ = {r−β(∞)} = L(e, e′)∩ ∂D.

From Lemma 4.3 it follows that for γn as defined in (1) we obtain γn(−∞) ∈

[L(e, e′)∩∂D]◦ as well as γn(∞)∈[L( f, f ′)∩∂D]◦ for all n∈N. By compactness
of L(e, e′)∩ ∂D and L( f, f ′)∩ ∂D there exists a subsequence of {γn}n∈N, which
we again denote by {γn}n∈N, such that the γn(−∞) and the γn(∞) converge to
some u′ ∈ L(e, e′)∩ ∂D and some v′ ∈ L( f, f ′)∩ ∂D.

Now let bn be as in part (1) of the proof and let 6n denote the affine plane
spanned by γn(−∞), bn and γn(∞). Then

[ξbn,γn(−∞)ξγn(∞),bn ] and [ξbn,γn(−∞)ξγn(∞),bn ]

lie in 6n ∩ ∂D.
If limn→∞ γn(−∞) = rα(∞) or limn→∞ γn(∞) = rα(∞), we deduce respec-

tively that [rα(∞), r−β(∞)] ⊂ ∂F or [rα(∞), rβ(∞)] ⊂ ∂F , and we set u =
r−β(∞) or v = rβ(∞). Otherwise u 6= rα(∞) 6= v′ and with u := u′ and v := v′

we conclude that
[rα(∞), u] ∪ [rα(∞), v] ⊂ ∂F. �

Theorem 1.1 follows as a corollary of the following two propositions, which
restrict the possibilities for the configuration of the points in E.

Proposition 4.5. Let (D, hD) be a 3-dimensional Hilbert geometry admitting an
isometric embedding ϕ : E2

→ (D, hD) of the Euclidean plane. Then E is not
contained in a single boundary flat.

Proof. By Lemma 2.8 and the Endpoint Alternative (Proposition 3.1), the set E

cannot be contained in a 1-dimensional boundary flat.
Now suppose that E is contained in a 2-dimensional boundary flat F . Let 6 be

the affine plane in E3 containing F , and let ∂F denote the boundary of F in 6.
Then Lemma 2.8 already implies that E⊂ ∂F .

Claim. There exist two noncollinear line segments in ∂D each of which contains
a point of E in its relative interior.

Proof. This follows from the Jump Lemma 2.6 and Lemma 4.4, but the argument
requires distinguishing several cases. Fix β ∈ S1.

(1) If r−β(∞) and rβ(∞) are both contained in (necessarily distinct) open line
segments of ∂F , there is nothing to prove.

(2) Suppose next that r−β(∞) is contained in an open line segment [e, e′]◦ =
[L(e, e′)∩∂D]◦ = [L(e, e′)∩∂F]◦, but rβ(∞) is not. Then, since e, e′ and rβ(∞)
are affinely independent, it follows from our analysis of the continuity properties
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of δ 7→ rδ(∞) that there exists α ∈ S1 with rα(∞) 6= rβ(∞) and rα(∞) /∈ [e, e′].
Without loss of generality we may assume that rα(∞) is not contained in an
open line segment which is contained in ∂F , since otherwise r−β(∞) and rα(∞)
are points as desired. Lemma 4.4 then yields the existence of u, v ∈ ∂F with
[u, rα(∞)] ∪ [v, rα(∞)] ⊂ ∂F . Again due to our analysis of the continuity prop-
erties of δ 7→ rδ(∞), there exists some p ∈ ([u, rα(∞)]◦∪[v, rα(∞)]◦)∩E. Since
[u, rα(∞)] and [v, rα(∞)] are not collinear with [e, e′] (by our choice of α), we
see that p and rα(∞) form a tuple of points in E as desired.

(3) Now assume that neither r−β(∞) nor rβ(∞) are contained in open line seg-
ments which are contained in ∂F . By Corollary 3.2 there exists α ∈ S1 such that
rα(∞), r−β(∞) and rβ(∞) span the two-dimensional affine space 6.

(3a) If rα(∞) and r−α(∞) are both contained in (necessarily distinct) open line
segments which are contained in ∂F , again there is nothing to prove.

(3b) Suppose rα(∞) is contained in an open affine line segment which is contained
in ∂F , but r−α(∞) is not. Then, by exactly the same arguments as above in (2)
with r−β(∞) and rβ(∞) replaced by r−α(∞) and rα(∞), the claim follows.

(3c) Finally suppose that rα(∞) is not contained in an open affine line segment
contained in ∂F . Then, by Lemma 4.4, [r−β(∞), rα(∞)] ∪ [rβ(∞), rα(∞)]⊂ ∂F .
From our analysis of the continuity properties of δ 7→ rδ(∞), it follows that there
exists

p ∈ ([r−β(∞), rα(∞)]◦ ∪ [rβ(∞), rα(∞)]◦)∩E.

Assume p ∈ [r−β(∞), rα(∞)]◦. If there also exists q ∈ [rβ(∞), rα(∞)]◦ ∩ E,
then p and q are points as desired. If not, then, due to the continuity properties of
δ 7→ rδ(∞), there exists q ∈ (6−∩∂F ∩E)\{r−β(∞), rβ(∞)}, where 6− denotes
the closure of the connected component of6\L(r−β(∞), rβ(∞)), which does not
contain rα(∞).

If such a q is contained in an open line segment which is contained in ∂F ,
then p and q are points as desired. Otherwise Lemma 4.4 yields [r−β(∞), q] ∪
[rβ(∞), q] ⊂ ∂F and there exists

q ′ ∈ ([r−β(∞), q]◦ ∪ [rβ(∞), q]◦)∩E.

In this case p and q ′ are the points as desired, which completes the proof of the
claim. �

To complete the proof of Proposition 4.5, we will apply Lemma 4.1 for a contra-
diction. Pick α, β ∈S1 so that rα(∞) and rβ(∞) are contained in the relative inte-
rior of noncollinear line segments lα, lβ of ∂F . Then [ξrα(n),rα(0), ξrα(0),r−α(n)]⊂ ∂D
for all n ∈ N, and therefore also [ξrα(∞),rα(0), ξrα(0),r−α(∞)] ⊂ ∂D. Hence, by con-
vexity, lα and [ξrα(∞),rα(0), ξrα(0),r−α(∞)] = [rα(∞), ξrα(0),r−α(∞)] span a boundary



THE EUCLIDEAN RANK OF HILBERT GEOMETRIES 273

flat F1 of ∂D which intersects F in lα; see Remark 2.2(c). Similarly, lβ is part of
the boundary of another flat F2 contained in ∂D.

Setting F0 := F , this contradicts Lemma 4.1. Hence, E is not contained in a
2-dimensional boundary flat. �

Proposition 4.6. Let (D, hD) be a 3-dimensional Hilbert geometry admitting an
isometric embedding ϕ :E2

→ (D, hD) of the Euclidean plane. Then E is contained
in a single 2-dimensional affine space 6 ⊂ E3.

Proof. In order to reach a contradiction, suppose there exist endpoints a, b, c, d ∈E

not contained in a common affine plane. Then any three of them are not contained
in a common affine line. The four points a, b, c, d span four triangles the edges of
which lie in ∂D. In the following we distinguish several cases by the number of
those triangles, which are contained in boundary flats, i.e. the interiors of which
are not contained in D. Note that the border of such a triangle belongs to ∂D and
that such a triangle is either contained in ∂D, or its intersection with ∂D is the
boundary of the triangle; see Remark 2.2(c).

Case 0: All four triangles are boundary flats. In this case, D is the interior of
the tetrahedron with vertices a, b, c, and d . The Endpoint Alternative yields that at
least two of the edges carry a point of E in their relative interiors, while Lemma 4.2
implies that those edges belong to the boundary of the same boundary flat. This,
however, is not possible, due to Lemma 4.1.

Case 1: Exactly three triangles are boundary flats. Assume that the triangles
1(d, a, b), 1(d, a, c) and 1(d, b, c) are boundary flats, whereas 1◦(a, b, c) is
contained in D. Let Chull(a, b, c, d) be the (Euclidean) convex hull of a, b, c and
d . Then its interior C◦hull(a, b, c, d) satisfies C◦hull(a, b, c, d)⊂ D.

Now consider the points ξa,d , ξb,d and ξc,d . At least two of them must correspond
to the points a, b and c, since otherwise we get a contradiction due to Lemma 2.5.
So assume that ξb,d = b and ξc,d = c. If also ξa,d = a, there exists

e ∈ E∩ {[a, d]◦ ∪ [b, d]◦ ∪ [c, d]◦},

as can be seen by combining the inclusion C◦hull(a, b, c, d) ⊂ D with Lemma 4.2,
since δ 7→ rδ(∞) has to leave d somehow. Suppose that e ∈ [a, d], say; then we
can just replace a by e and obtain e 6= ξe,d . Thus we can assume without loss of
generality that a 6= ξa,d .

Again from Lemmas 4.2 and 2.5 we deduce that E∩ <<b, c, d >> ∩∂D = {b, c, d}.
Also, since C◦hull(ξa,d , b, c, d)⊂ D, it follows that E⊂ ( <<d, a, b>> ∪ <<d, a, c>> )∩∂D.

Suppose next that there exists e∈ ([ξa,d , b]◦∪[ξa,d , c]◦)∩E. Then1(ξa,d , b, c)⊂
∂D and we reach a contradiction with Lemma 2.5, since a ∈ [ξa,d , d]◦.

Since δ 7→ rδ(∞) has to leave both b and c somehow, the Endpoint Alternative
(Proposition 3.1) yields ∂F−(ξa,d , b, d)∩E 6=∅ as well as ∂F−(ξa,d , c, d)∩E 6=∅,
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where, for instance, F−(ξa,d , b, d) denotes the intersection of the boundary flat
<<ξa,d , b, d >> ∩∂D with the open half-plane in <<ξa,d , b, d >> \ <<ξa,d , b>> not containing
d , and ∂F−(ξa,d , b, d) denotes its boundary in <<ξa,d , b, d >> \ <<ξa,d , b>> .

Set ∂[Fb]
−
:= ∂F−(ξa,d , b, d) and ∂[Fc]

−
:= ∂F−(ξa,d , c, d). We claim that

(4-1)
⋃

q∈[∂Fc]+

[b, q] ⊂ ∂D and
⋃

q∈[∂Fc]−

[b, q] ⊂ ∂D.

Indeed, δ 7→ rδ(∞) has to move from c to b somehow. If δ 7→ rδ(∞) is continuous,
the claim is clear from Lemma 4.2. The general case follows, since whenever
δ 7→ rδ(∞) is not continuous, there exists e ∈ [∂Fb]

−
∩ E (or e ∈ [∂Fc]

−
∩ E)

in the relative interior of a line segment in [∂Fb]
− (or [∂Fb]

−, respectively), and
then Lemma 4.2 and Remark 2.2(c) lead to [b, q] ⊂ ∂D (or [b, q] ⊂ ∂D) for all q
contained in such a line segment.

There exist e ∈ E∩ [∂Fb]
− and e′ ∈ E∩ [∂Fc]

−. From Lemma 4.2 we find that
[e, e′] ⊂ ∂D; hence, since [∂Fb]

−
∩ [ξad , b] = ∅ and [∂Fb]

−
∩ [ξad , b] = ∅, the

segment [e, e′] is contained in the open half-space of E3
\ <<ξa,d , b, c>> that does not

contain d .
Now take a sequence {qn}n∈N in [∂Fb]

− converging to ξad . Then [b, qn] lies in
∂D for all n∈N, and for n sufficiently large and p∈[qn, b]◦ the straight line <<e, p>>

intersects 1◦(ξa,d , b, c). We reach a contradiction, since e ∈ ∂D and e 6= p ∈ ∂D
imply that for the 3-dimensional C◦hull(ξa,d , b, c, e) we obtain C◦hull(ξa,d , b, c, e)⊂
∂D due to Remark 2.2(c).

Note that this argument also works if d ∈ ∂D \E and there exists some e ∈ E in
the relative interior of one of the edges of the closed triangles meeting in d .

Case 2: Exactly two triangles are boundary flats. We assume without loss of
generality that 1(a, b, d),1(a, c, d)⊂ ∂D. We first fix some notation: 6(a, b, c)
will denote the affine plane in E3 spanned by a, b and c, and H−(a, b, c; d),
H+(a, b, c; d) will denote the open half-spaces of E3

\ 6(a, b, c) characterized
by d /∈ H−(a, b, c; d) and d ∈ H+(a, b, c; d). Also define the boundary flats

Fb =6(a, b, d)∩ ∂D, Fc =6(a, c, d)∩ ∂D,

and let ∂Fb and ∂Fc be their boundaries in 6(a, b, d) and 6(a, c, d), respectively.
We now seek a contradiction with the existence of an isometric embedding of

E2 into D.

(1) We first verify that E⊂ ∂Fb ∪ ∂Fc.
Suppose there exists p ∈ E ∩ (L(a, d) ∩ ∂D)◦. Since ∂D is 2-dimensional,

Lemma 4.2 and Remark 2.2(c) yield E∩∂D⊂ Fb∪Fc. Thus E⊂ ∂Fb∪∂Fc, since
for any p ∈ E∩ F◦b (or p ∈ E∩ F◦c ), the condition [c, p] ⊂ ∂D (or [b, p] ⊂ ∂D)
contradicts the 2-dimensionality of ∂D, due to Remark 2.2(c).
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Thus we may assume that L(a, d) ∩ ∂D = [a, d] and [a, d]◦ ∩ E = ∅. From
Remark 2.2(c) it follows that C◦hull(a, b, c, d)∩ ∂D is nonempty. Therefore, since
1(a, b, d)∪1(a, c, d)⊂ ∂D, we conclude that

(4-2) ∂D ∩
(
H−(a, c, d; b) ∪ H−(a, b, d; c)

)
=∅.

Moreover, we claim that

(4-3) E ∩ H+(a, c, d; b) ∩ H+(a, b, d; c)=∅.

To verify this, we set Q := H+(a, c, d; b)∩H+(a, b, d; c), Q0 :=6(b, c, d)∩Q,
Q+ :=Q∩H+(b, c, d; a) and Q− :=Q∩H−(b, c, d; a). Then Q=Q0∪Q+∪Q−.
Now Q0 ∩ E = ∅, since otherwise 1(b, c, d) ⊂ ∂D. We also deduce Q+ ∩ E =

∅; indeed, if this intersection contained a point p, we would have [p, d] ⊂ ∂D
from Lemma 4.2, but since p /∈ Chull(a, b, c, d), this would imply that [p, d] and
1◦(a, b, c) are disjoint, contradicting 1◦(a, b, c)⊂ D. Finally, Q−∩E=∅, since
for p ∈ Q−∩ E, either [p, a] ∩1◦(b, c, d) 6= ∅ and therefore 1◦(b, c, d) ⊂ ∂D,
or [p, d] ∩6(a, b, c)∩ Q− 6=∅ and therefore 1◦(a, b, c)⊂ ∂D. This proves our
claim (4-3).

From (4-2) and (4-3) it follows E ⊂ Fb ∪ Fc, and just as above we deduce that
E⊂ ∂Fb ∪ ∂Fc.

(2) We will reach the desired contradiction by proving that 1(ξa,d , b, c) ⊂ ∂D or
1(ξd,a, b, c)⊂ ∂D; indeed, by our remark at the end of Case 1, either of these two
inclusions precludes the existence of an isometric embedding ϕ : E2

→ D.
Fix p ∈ [ξa,d , ξd,a]

◦. Define 6+, 6− as the components of 6(a, c, d) \ L(p, c)
containing respectively ξa,d , ξd,a , and set [∂Fc]

+
:=
(
(∂Fc ∩6

+) \ [ξa,d , p]◦
)
∪ {c}

and likewise for [∂Fc]
−. Thus [∂Fc]

+ is the piece of ∂Fc connecting ξa,d to c in
6+ ∪ {c}. Define [∂Fb]

+ and [∂Fb]
− similarly, replacing c by b. Then

E⊂ ∂Fb ∪ ∂Fc = [∂Fc]
+
∪ [∂Fc]

−
∪ [∂Fb]

+
∪ [∂Fb]

−
∪ [ξa,d , ξd,a].

An argument analogous to the one following (4-1) shows that⋃
q∈[∂Fc]+

[b, q] ⊂ ∂D or
⋃

q∈[∂Fc]−

[b, q] ⊂ ∂D.

Similarly,

(4-4) (a)
⋃

q∈[∂Fb]+

[c, q] ⊂ ∂D or (b)
⋃

q∈[∂Fb]−

[c, q] ⊂ ∂D,

depending on whether δ 7→ rδ(∞) moves along [∂Fb]
+ or [∂Fb]

−. Without loss
of generality we may assume that δ 7→ rδ(∞) moves along [∂Fc]

+, that is to say,⋃
q∈[∂Fc]+

[b, q] ⊂ ∂D. We have to consider cases (a) and (b) of (4-4).
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(a) If there exists q ∈ [∂Fc]
+ with [ξa,d , q] ⊂ [∂Fc]

+, then, since δ 7→ rδ(∞)
moves along [∂Fc]

+ there exists c′∈E∩[ξa,d , ξq,ξa,d ]
◦. Replacing c by c′, we obtain

1(b, c′, ξa,d)⊂ ∂D by Remark 2.2(c), and we are done by our remark at the end of
Case 1. Thus there exists a sequence {en}n∈N of endpoints en ∈ (E∩[∂Fc]

+)\{ξa,d}

converging to ξa,d . Moreover, [∂Fc]
+
∩[ξa,d , c]◦=∅. Since the [c, en]

◦ converge to
[c, ξa,d ]

◦ in H−(b, c, ξa,d; ξd,a), it follows that, for n sufficiently large, there exist
straight lines in E3 through distinct points p ∈ [∂Fc]

+
⊂ ∂D and q ∈ [c, en]

◦
⊂ ∂D,

which intersect 1◦(b, c, ξa,d). Therefore, these intersection points do not belong
to D and1◦(b, c, ξa,d)⊂ ∂D, due to Remark 2.2(c). Thus we are also done in this
case.

(b) In this case there exists an endpoint e ∈E∩[∂Fb]
−
\{b, ξa,d}. For this endpoint

we have e ∈ E∩6(b, ξa,d , ξd,a)∩ H−(b, c, ξd,a; ξa,d), for otherwise e ∈ [b, ξa,d ]
◦

and therefore 1◦(b, c, ξa,d) ⊂ ∂D. Now just as for b, we also get for e the in-
clusion

⋃
q∈[∂Fc]+

[e, q] ⊂ ∂D. From the choice of e we further obtain [e, ξa,d ] ∩

6(b, c, ξd,a)∈[b, ξd,a]
◦ as well as [e, c]∩6(b, c, ξd,a)={c}. Moving from ξa,d to c

along [∂Fc]
+, the intersection of [e, f ]with6(b, c, ξd,a)moves continuously with

f in 6(b, c, ξd,a). But since f ∈ [∂Fc]
+ implies [e, f ]∩6(b, c, ξd,a) /∈ {b, ξd,a},

this point of intersection has to leave [b, ξa,d ] continuously in its relative interior.
Since all these intersection points belong to ∂D, we deduce 1◦(b, c, ξd,a) ⊂ ∂D,
which completes Case 2.

Case 3: At most one of the triangles is a boundary flat. We assume without loss
of generality that none of the triangles with vertex d is a boundary flat. (1(a, b, c)
might be a boundary flat or not.) Let H = H+(a, b, c; d) be the connected com-
ponent of E3

\6(a, b, c) containing d .

(1) We first prove that H ∩E= {d}.
In order to reach a contradiction, suppose that there exists d ′∈H∩E with d ′ 6=d.

Since none of the three triangles with vertex d is a boundary flat, we deduce that
d ′ /∈ Chull(a, b, c, d), the Euclidean convex hull of the points a, b, c, and d . In
particular, d ′ is separated from one of the points a, b and c by the plane spanned
by the two others and d .

Assume without loss of generality that d ′ is separated from a by 6(b, c, d).
Then [a, d ′] intersects6(b, c, d) in one of the sides [c, d] or [d, b], since1(b, c, d)
is not a boundary flat, and [a, d ′] ⊂ ∂D, due to Lemma 4.2.

Without loss of generality, assume [b, d] ∩ [a, d ′] 6= ∅. Then 1(a, b, d) is a
boundary flat, by Remark 2.2(c); a contradiction.

(2) From H ∩E= {d} it follows by the Endpoint Alternative that the endpoint map
jumps from d to some f ∈ E3

\ H . Let f ′ be the single point in [d, f ]∩ <<a, b, c>> .
Due to Lemma 4.2 we have [d, f ] ⊂ ∂D, and since none of the triangles with
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vertex d is contained in a boundary flat, f ′ is separated in 6(a, b, c) from one of
the points a, b and c by the line through the other two points.

Assume without loss of generality that f ′ and a are on different sides of L(b, c)
in 6(a, b, c). Since the endpoint map jumps from d to f , the claim in our proof
of the Endpoint Alternative yields f ∈ [d, ξ f,d ]

◦. Hence it follows from Remark
2.2 that 1(a, ξ f,d , d)⊂ ∂D.

Now l =1(a, d, ξ f,d) ∩6(b, c, d)⊂ ∂D is a line segment with vertex d. But,
since 1(b, c, d) is not a boundary flat, we have

6(b, c, d)∩ ∂D = [b, c] ∪ [c, d] ∪ [b, d],

and it follows that [d, b] ⊂ l or [c, d] ⊂ l, contradicting the fact that neither
1(a, b, d) nor 1(a, c, d) are boundary flats. �

Proof of Theorem 1.1. From Proposition 4.5 and Proposition 4.6 it follows that
all we have to show is that E is not contained in a two-dimensional plane which
intersects D, i.e. that E does not consist of exactly three points a, b, and c with
1◦(a, b, c) ⊂ D, where 1◦(a, b, c) = 1(a, b, c) \ ([a, b] ∪ [a, c] ∪ [b, c]) is the
relative interior of 1(a, b, c). This, however, follows from our claim in the proof
of the Endpoint Alternative, since none of the three points lies in the interior of an
open line segment in ∂D contained in the line spanned by this and any of the other
endpoints. �
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A VOLUMISH THEOREM FOR THE JONES POLYNOMIAL
OF ALTERNATING KNOTS

OLIVER T. DASBACH AND XIAO-SONG LIN

The Volume Conjecture claims that the hyperbolic volume of a knot is de-
termined by the colored Jones polynomial.

Here we prove a “Volumish Theorem” for alternating knots in terms of
the Jones polynomial, rather than the colored Jones polynomial: The ratio
of the volume and certain sums of coefficients of the Jones polynomial is
bounded from above and from below by constants.

Furthermore, we give experimental data on the relation of the growths
of the hyperbolic volume and the coefficients of the Jones polynomial, both
for alternating and nonalternating knots.

1. Introduction

Since the introduction of the Jones polynomial, there has been a strong desire to
have a geometrical or topological interpretation for it rather than a combinatorial
definition.

The first major success in this direction was arguably the proof of the Melvin–
Morton Conjecture by Bar-Natan and Garoufalidis [1996] (see [Vaintrob 1997;
Chmutov 1998; Lin and Wang 2001; Rozansky 1997] for different proofs): The
Alexander polynomial is determined by the so-called colored Jones polynomial.
For a knot K the colored Jones polynomial is given by the Jones polynomial and
the Jones polynomials of cablings of K .

The next major conjecture that relates the Jones polynomial and its offsprings
to classical topology and geometry was the Volume Conjecture of Kashaev, Mu-
rakami and Murakami (see [Murakami and Murakami 2001], for instance). This
conjecture states that the colored Jones polynomial determines the Gromov norm
of the knot complement. For hyperbolic knots the Gromov norm is proportional to
the hyperbolic volume.
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A proof of the Volume Conjecture for all knots would also imply that the colored
Jones polynomial detects the unknot [Murakami and Murakami 2001]. This prob-
lem is still wide open; even for the Jones polynomial there is no counterexample
known (see [Dasbach and Hougardy 1997], for example).

The purpose of this paper is to show a relation of the coefficients of the Jones
polynomial and the hyperbolic volume of alternating knot complements. More
specifically we prove:

Volumish Theorem. For an alternating, prime, nontorus knot K let

VK (t)= antn
+ · · ·+ am tm

be the Jones polynomial of K . Then

v8(max(|am−1|, |an+1|)− 1)≤ Vol(S3
− K )≤ 10v3(|an+1| + |am−1| − 1).

Here, v3 ≈ 1.01494 is the volume of an ideal regular hyperbolic tetrahedron and
v8 ≈ 3.66386 is the volume of an ideal regular hyperbolic octahedron.

For the proof of this theorem we make use of a result from [Lackenby 2004]
(with its proof), stating that the hyperbolic volume is linearly bounded from above
and below by the twist number. Lackenby’s upper bound was improved by Ian
Agol and Dylan Thurston and his lower bound by Ian Agol, Peter Storm and Bill
Thurston [Agol et al. 2005].

In an appendix we give some numerical data on the relation between other coef-
ficients and the hyperbolic volume, for both alternating and nonalternating knots.
These data gives some hope for a Volumish Theorem for nonalternating knots as
well.

2. The Jones polynomial evaluation of the Tutte polynomial

Our goal is to relate the hyperbolic volume of alternating knot complements to the
coefficients of the Jones polynomial. We make use of the computation of the Jones
polynomial of alternating links via the Tutte polynomial.

Notation. Our objects are multigraphs, that is, graphs where parallel edges are
allowed. Two edges are called parallel if they connect the same two vertices.

(a) A multigraph G = (V, E) has a set V of vertices and a set E of edges.

(b) We denote by G̃ = (V, Ẽ) a spanning subgraph of G where parallel edges are
deleted. See Figure 1. The set of vertices V is the same.

(c) Each edge e∈ Ẽ in G̃ can be assigned a multiplicity µ(e), namely, the number
of edges in G that are parallel to e. For example, the graph in Figure 1 has one
edge with multiplicity 2, one with multiplicity 3, and one with multiplicity 4.
All other edges have multiplicity 1.
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Figure 1. A multigraph G and its spanning subgraph G̃.

(d) We define n( j) to be the number of edges e ∈ Ẽ with µ( j)≥ j . In particular
n(1)= |Ẽ |. Thus the graph in Figure 1 has n(2)= 3, n(3)= 2, n(4)= 1.

(e) The number of components of a graph G is k(G). If V is apparent from the
context and G = (V, E), we set k(E) := k(G).

(f) The Tutte polynomial of a multigraph G (see [Bollobás 1998], for example)
is

TG(x, y) :=
∑
F⊆E

(x − 1)k(F)−k(E)(y− 1)|F |−|V |+k(F).

The Tutte polynomial and the Jones polynomial for alternating links. Let K be
an alternating link with an alternating plane projection P(K ). The region of the
projection can be colored with two colors, say, purple and gold, such that two
adjacent faces have different colors.

Two graphs are assigned to the projection, one corresponding to the purple re-
gions and one to the golden regions. Every region gives rise to a vertex in the
graph and two vertices are connected by an edge if the corresponding regions are
adjacent to a common crossing. Such graphs are called checkerboard graphs.

Each edge comes with a sign as in Figure 2.
For an alternating link K all edges are either positive or negative. Thus we have a

positive checkerboard graph and a negative checkerboard graph. These two graphs

+

������ ������
−

Figure 2. A positive and a negative sign for the shaded region in
the checkerboard graph.
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are dual to each other. Let G be the positive checkerboard graph, a be the number
of vertices in G and b be the number of vertices in the negative checkerboard graph.

The Jones Polynomial of an alternating link K with positive checkerboard graph
G satisfies

VK (t)= (−1)wt (b−a+3w)/4TG(−t,−1/t);

see [Bollobás 1998], for instance. Here w is the writhe number, that is, the alge-
braic crossing number of the link projection.

Since we are interested in the absolute values of the Jones coefficients, all in-
formation relevant to us is contained in the evaluation TG(−t,−1/t) of the Tutte
polynomial.

Reduction of multiple edges to simple edges. Our first step is to reduce the com-
putation of the Tutte polynomial of a multigraph to the computation of a weighted
Tutte polynomial of a spanning simple graph.

If G= (V, E) is a connected graph without vertices of valence 1 (that is, without
loops) and G̃ = (V, Ẽ) is a spanning simple graph for it, we have

TG

(
−t,−1

t

)
=

∑
F⊆E

(−t − 1)k(F)−1
(
−

1
t
− 1

)|F |−|V |+k(F)

=

∑
F̃⊆Ẽ

(−t − 1)k(F̃)−1
(
−

1
t
− 1

)−|V |+k(F̃)

×

( µ(e1),...,µ(e j )∑
r(e1)=1,...,r(e j )=1

e1,...,e j∈F̃

(
µ(e1)

r(e1)

)
· · ·

(µ(e j )

r(e j )

)(
−

1
t
− 1

)r(e1)+···+r(e j )
)

=

∑
F̃⊆Ẽ

(
(−t − 1)k(F̃)−1

(
−

1
t
− 1

)−|V |+k(F̃)∏
e∈F̃

((
−

1
t

)µ(e)
− 1

))
.

Setting P(m) :=
(−1/t)m − 1
−1/t − 1

= 1− t−1
+ t−2

− · · ·± t−m+1, we have

(1) TG

(
−t,−1

t

)
=

∑
F̃⊆Ẽ

(
(−t − 1)k(F̃)−1

(
−

1
t
− 1

)|F̃ |−|V |+k(F̃)∏
e∈F̃

P(µ(e))
)
.

Proposition 2.1 (Highest Tutte coefficients). Let G = (V, E) be a planar multi-
graph with spanning simple graph G̃=(V, Ẽ). Let the Tutte polynomial evaluate to

TG(−t,−1/t)= antn
+ an+1tn+1

+ · · ·+ am−1tm−1
+ am tm,

for suitable n and m.
Then the coefficients of the highest degree terms of TG(−t,−1/t) are:
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(a) The highest degree term tm of TG(−t,−1/t) in t is t |V |−1 with coefficient

am = (−1)|V |−1.

(b) The second highest degree term is t |V |−2, with coefficient

am−1 = (−1)|V |−1(
|V | − 1− |Ẽ |

)
.

Note that |am−1| = |Ẽ | + 1− |V |.

(c) The third highest degree term is t |V |−3, with coefficient

(−1)|V |
(
−

(
|V |−1

2

)
+ (|V | − 2)|Ẽ | − n(2)−

(
|Ẽ |
2

)
+ tri

)
,

where tri is the number of triangles in Ẽ. This term equals

am−2 = (−1)|V |
(
−

(
|am−1|+1

2

)
− n(2)+ tri

)
.

Proof. It is easy to see that |F̃ | − |V | + k(F)≥ 0 for all F . Therefore,

(
−

1
t
− 1

)|F̃ |−|V |+k(F)∏
e∈F̃

P(µ(e))=±1+ higher terms in t−1

This means that to determine the highest terms of TG(−t,−1/t) we have to
analyze terms where k(F̃) is large.

Case k(F̃)= |V |: this means that |F̃ | = 0. Thus the contribution in the sum in (1)
is

(−t−1)|V |−1
= (−1)|V |−1

(
t |V |−1

+(|V |−1) t |V |−2
+

(
|V |−1

2

)
t |V |−3

+· · ·+1
)
.

Case k(F̃)= |V | − 1: this means that |F̃ | = 1. Thus the contribution is

(−t − 1)|V |−2
∑
e∈Ẽ

P(µ(e)).

Recalling that n( j) is the number of edges in Ẽ of multiplicity ≥ j , we have∑
e∈Ẽ

P(µ(e))= |Ẽ | − n(2)t−1
+ n(3)t−2

− n(4)t−3
+ · · · .
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Case k(F̃) = |V | − 2: this means that |F̃ | equals 2 or that F̃ is a triangle and |F̃ |
equals 3. Thus the contribution is∑
e, f ∈Ẽ

(−t − 1)|V |−3 P(µ(e)) P(µ( f ))

+

∑
e, f,g∈Ẽ

(e, f,g) triangle

(−t − 1)|V |−3
(
−

1
t
− 1

)
P(µ(e))P(µ( f ))P(µ(g)).

By combining these computations we get the result. �

3. An algebraic point of view

It is interesting to formulate the results of Proposition 2.1 in a purely algebraic
way, as follows.

Let G be a multigraph and A its N × N adjacency matrix, so in particular n(2)
equals half the number of entries in A that exceed 1. Let Ã be the matrix obtianed
from A by replacing every nonzero entry A by 1. Thus, Ã has only 1 and 0 as
entries; further, the trace of Ã2 is twice the number of edges of G̃ and the trace of
Ã3 is six times the number edges in G̃ (see [Biggs 1993], for example). Combining
this with Proposition 2.1 immediately yields:

Corollary 3.1. Let

TG(−t,−1/t)= antn
+ an+1tn+1

+ · · ·+ am−1tm−1
+ am tm

be the Jones evaluation of the Tutte Polynomial of a planar graph G.

|am | = 1,

|am−1| =
1
2 trace Ã2

− 1− N ,

|am−2| =

(
|am−1|+1

2

)
+ n(2)− 1

6 trace Ã3.

4. The twist number and the volume of an hyperbolic alternating knot

(For information on hyperbolic structures on knot complements see [Callahan and
Reid 1998], for instance.)

The figure-eight knot has minimal volume among all hyperbolic knot comple-
ments [Cao and Meyerhoff 2001]. For a hyperbolic knot K with crossing number
c > 4, by a result of Colin Adams quoted in [Callahan and Reid 1998], the hyper-
bolic volume of the complement satisfies

Vol(S3
− K )≤ (4c− 16)v3,

where v3 is the volume of a regular ideal hyperbolic tetrahedron.
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.... 

Figure 3. A twist in a diagram of a knot .

For alternating knot complements a better general upper bound is known in terms
of the twist number. As shown by Bill Menasco [1984], a nontorus alternating knot
is hyperbolic.

The twist number of a diagram of an alternating knot is the minimal number of
twists (see Figure 3) in it. Here, a twist can consist of a single crossing. The knot
diagram shown on page 287 has twist number 8.

A twist corresponds to parallel edges in one of the checkerboard graphs. Let D
be a diagram for an alternating knot K , and let G = (V, E) and G∗ = (V ∗, E∗)
be the two checkerboard graphs, which are dual to one another, so |E | = |E∗|. We
can now define the twist number by

(2) T (K ) := |E |−(|E |−|Ẽ |)− (|E∗|−|Ẽ∗|)

= |E | − (|E |−|Ẽ |)− (|E |−|Ẽ∗|) = |Ẽ |+|Ẽ∗| − |E |.

It is an easy exercise to see that

(a) T (K ) is indeed realized as the twist number of a diagram of K , and

(b) T (K ) is an invariant of all alternating projections of K . This follows from the
Tait–Menasco–Thistlethwaite flyping theorem [Menasco and Thistlethwaite
1993]. Below we will give a different argument for it.

Theorem 4.1 (Lackenby [2004], Agol, D. Thurston).

v3 (T (K )− 2)≤ Vol(S3
− K ) < 10v3(T (K )− 1),

where Vol(S3
−K ) is the hyperbolic volume and v3 is the volume of an ideal regular

hyperbolic tetrahedron.

Using work of Perelman the lower bound was improved by Agol, Storm and W.
Thurston [Agol et al. 2005] to

1
2v8 (T (K )− 2)≤ Vol(S3

− K ),

where v8 ≈ 3.66386 is the volume of an ideal regular hyperbolic octahedron.

5. Coefficients of the Jones polynomial

Let K be an alternating knot with reduced alternating diagram D having c cross-
ings. From [Thistlethwaite 1987; Kauffman 1987; Murasugi 1987] we know that:

(a) the span of the Jones polynomial is c;
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(b) the signs of the coefficients are alternating;

(c) the absolute values of the highest and lowest coefficients are 1.

Proposition 2.1 immediately leads to:

Theorem 5.1. Let VK (t)= antn
+ an+1tn+1

+· · ·+ am tm be the Jones polynomial
of an alternating knot K and let G = (V, E) be a checkerboard graph of a reduced
alternating projection of K . Then:

(a) |an| = |am | = 1.

(b) |an+1| + |am−1| = T (K ).

(c) |an+2| + |am−2| + |am−1||an+1| =
T (K )+T (K )2

2
+ n(2)+ n∗(2)− tri− tri∗,

where n(2) is the number of edges in Ẽ of multiplicity > 1 and n∗(2) the
corresponding number in the dual checkerboard graph.

The number tri is the number of triangles in the graph G̃ = (V, Ẽ) and tri∗

corresponds to tri in the dual graph.

(d) In particular, the twist number is an invariant of reduced alternating projec-
tions of the knot.

Proof. Let K be as in the statement, and let G∗ = (V ∗, E∗) be the checkerboard
graph dual to G(V, E). We have |E | = |E∗| and |V |+ |V ∗| = |E |+2. Next recall
from Equation (2) the definition of T (K ), which leads to

T (K )= (|Ẽ | − |V | + 1)+ (|Ẽ∗| − |V ∗| + 1).

The identities in the theorem then follow from Proposition 2.1. �

Volumish Theorem. For an alternating, prime, nontorus knot K let

VK (t)= antn
+ · · ·+ am tm

be the Jones polynomial of K . Then

v8(max(|am−1|, |an+1|)− 1)≤ Vol(S3
− K )≤ 10v3(|an+1| + |am−1| − 1).

Here, v3 ≈ 1.01494 is the volume of an ideal regular hyperbolic tetrahedron and
v8 ≈ 3.66386 is the volume of an ideal regular hyperbolic octahedron.

Proof. The upper bound follows from Theorem 4.1 and 5.1. For the lower bound
we need a closer look at [Lackenby 2004].

We can suppose that K admits a diagram such that both checkerboard graphs are
imbedded so that every pair of edges connecting the same two vertices are adjacent
to each other in the plane. This can be done through flypes.
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Figure 4. The alternating knot 13.123 in the Knotscape Census.

Suppose G p = (Vp, E p) is the positive (colored in purple) and Gg = (Vg, Eg)

is the negative (colored in gold) checkerboard graph. Since G∗p = Gg we have
|E p| = |Eg| and

|Vp| − |E p| + |Vg| = 2= |Vp| − |Eg| + |Vg|.

Let rp and rg be the number of vertices in G p and Gg having valence at least 3.
It is proved in [Lackenby 2004] (and the bound was improved in [Agol et al. 2005])
that

Vol(S3
− K )≥ v8(max(rp, rg)− 2).

If G̃ p = (Vp, Ẽ p) and G̃g = (Vg, Ẽg) are the reduced graphs of G p and Gg than
it is easy to see that

rp = |Vp| − (|Eg| − |Ẽg|)= 2− |Vg| + |Ẽg| = |an+1| + 1.

Similarly, rg = |am−1| + 1 and the lower bound follows. �

Example. The checkerboard graph G of the knot in Figure 4 has |V | = 8 vertices,
|Ẽ | = 11, n(2)= 2 and tri= 1.

Its dual has |V ∗| = 7 vertices, |Ẽ∗| = 10, n∗(2) = 3 and tri∗ = 2. Therefore,
with the preceding notation for the coefficients of the Jones polynomial,

|an| = 1,

|an+1| = |Ẽ | + 1− |V | = 4,

|an+2| =

(
|an+1|+1

2

)
+ n(2)− tri= 10+ 2− 1= 11,

|am | = 1,

|am−1| = |Ẽ∗| + 1− |V ∗| = 4,

|am−2| =

(
|am−1|+1

2

)
+ n∗(2)− tri∗ = 10+ 3− 2= 11.
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The complete Jones polynomial of the knot is, according to Knotscape,

V13.121(t)= t−12
− 4t−11

+ 11t−10
− 23t−9

+ 35t−8
− 47t−7

+ 53t−6

− 52t−5
+ 47t−4

− 34t−3
+ 22t−2

− 11t−1
+ 4− t,

and the hyperbolic volume is

Vol(S3
− K )≈ 21.1052106828.

Appendix

Higher twist numbers of prime alternating knots on 14 crossings. Here we give
experimental data on the relationship between the twist number, as computed using
the Jones polynomial, and the hyperbolic volume of knots. All data are taken from
Knotscape, written by Jim Hoste, Morwen Thistlethwaite and Jeff Weeks [Hoste
et al. 1998]. We confined ourselves to knots with crossing number 14. As before,
let VK (t)= antn

+an+1tn+1
+· · ·+am tm be the Jones polynomial of an alternating

prime knot K .
As shown, the twist number is T (K ) = |an+1| + |am−1|. We call Ti (K ) =
|an+i | + |am−i | the higher twist numbers. In particular, T (L)= T1(L).

5

10

15

20

25

30

T (K )
2 4 6 8 10 12 14 10 20 30 40
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20 40 60 80 100

5

10

15

20

25
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50 100 150 200 250

T5

Figure 5. Twist numbers vs. volume correlation for 14-crossing
alternating knows. Each dot stands for a knot in the census.
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Figure 6. Twist numbers vs. volume correlation for 14-crossing
nonalternating knots. Nonhyperbolic knots are assigned zero vol-
ume.

Higher twist numbers of prime nonalternating knots on 14 crossings. For non-
alternating knots we keep the notation, although there is no direct geometrical
justification known:

Again, let VL(t) = antn
+ an+1tn+1

+ · · · + am tm be the Jones polynomial of a
nonalternating knot L .

Define the twist number as T (L)=|an+1|+|am−1|. As in the alternating case, we
call Ti (L)= |an+i |+|am−i | the higher twist numbers. In particular, T (L)= T1(L).

The pictures give, for nonalternating knots with crossing number 14, the relation
between the twist number (or one of the higher twist numbers T2, T3, T4) and the
volume.
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ON THE LOCAL NIRENBERG PROBLEM FOR THE
Q-CURVATURES

PHILIPPE DELANOË AND FRÉDÉRIC ROBERT

The local image of each conformal Q-curvature operator on the sphere ad-
mits no scalar constraint, although identities of Kazdan–Warner type hold
for its graph.

1. Introduction

Let (m, n) be positive integers such that n > 1, and n ≥ 2m in case n is even.
We work on the standard n-sphere (Sn, g0), with pointwise conformal metric gu =

e2ug0. (All objects will be taken to be smooth.)
We are interested in the structure near u=0 of the image of the conformal 2m-th

order Q-curvature increment operator u 7→ Qm,n[u] = Qm,n(gu)− Qm,n(g0) (see
Section 2), thus considering a local Nirenberg-type problem (Nirenberg’s problem
was for m = 1; see, for example, [Moser 1973; Kazdan and Warner 1974; 1975;
Aubin 1982, p. 122]). At the infinitesimal level, the situation looks as follows
(dropping henceforth the subscript (m, n)):

Lemma 1.1. Let L = d Q[0] stand for the linearization at u = 0 of the conformal
Q-curvature increment operator and 31, for the (n + 1)-space of first spherical
harmonics on (Sn, g0). Then L is self-adjoint and Ker L =31.

Further, the graph0(Q) :={(u,Q[u]), u ∈ C∞(Sn)} of Q in C∞(Sn)×C∞(Sn)

admits scalar constraints which are the analogue for Q of the so-called Kazdan–
Warner identities for the conformal scalar curvature (i.e., the case m = 1); see
[Kazdan and Warner 1974; 1975; Bourguignon and Ezin 1987]. Here, a scalar con-
straint means a real-valued submersion defined near 0(Q) in C∞(Sn)×C∞(Sn)

and vanishing on 0(Q). Specifically:

Theorem 1.2. For each (u, q) ∈ C∞(Sn)×C∞(Sn) and each conformal Killing
vector field X on (Sn, g0), the condition (u, q)∈0(Q) implies the vanishing of the
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integral
∫

Sn (X · q) dµu , where dµu = enudµ0 stands for the Lebesgue measure of
the metric gu . In particular, there is no solution u ∈ C∞(Sn) to the equation

Q(gu)= z+ constant with z ∈31.

Due to the naturality of Q (Remark 3.1) and the self-adjointness of d Q[u] in
L2(Mn, dµu) (Remarks 3.2 and 3.3), this theorem holds as a particular case of the
more general Theorem 2.1 below.

Can one do better than Theorem 1.2 and drop the u variable occurring in the con-
straints and find constraints bearing on the sole image of the operator Q? Since L
is self-adjoint in L2(Sn, g0) (see [Graham and Zworski 2003]), Lemma 1.1 shows
that the map u 7→ Q[u]misses infinitesimally at u= 0 a vector space of dimension
n + 1. How does this translate at the local level? Calling a real-valued map K
a scalar constraint for the local image of Q near 0 if K is a submersion defined
near 0 in C∞(Sn) such that K ◦ Q = 0 near 0 in C∞(Sn), a spherical symmetry
argument as in [Delanoë 2003, Corollary 5] shows that if the local image of Q
admits a scalar constraint near 0, it must admit n+1 independent such constraints,
the maximal number to be expected. In this context, our main result is quite in
contrast with Theorem 1.2:

Theorem 1.3. The local image of Q near, 0 admits no scalar constraint.

The picture about the local image of the Q-curvature increment operator on
(Sn, g0) is completed with a remark:

Remark 1.4. The local Nirenberg problem for Q near 0 is governed by the nonlin-
ear Fredholm formula (9) below. Thus, as in [Delanoë 2003, Corollary 5], a local
result of Moser type [1973] holds: If f ∈ C∞(Sn) is close enough to zero and
invariant under a nontrivial group of isometries of (Sn, g0) acting without fixed
points,1 then D( f )= 0 in (9), so f lies in the local image of Q.

The outline of the paper is as follows. In Section 2 we present an independent
account on general Kazdan–Warner type identities, implying Theorem 1.2. Then
we focus on Theorem 1.3: we recall basic facts for the Q-curvature operators on
spheres in Section 3 and sketch the proof of Theorem 1.3 in Section 4, relying on
[Delanoë 2003] and reducing it to Lemma 1.1 and another key lemma. In the last
two sections we carry out the proofs of these lemmas, deferring to an Appendix
some eigenvalues calculations.

2. General identities of Kazdan–Warner type

The following statement is essentially due to Jean–Pierre Bourguignon [1986]:

1This condition is more general than a free action.



ON THE LOCAL NIRENBERG PROBLEM FOR THE Q-CURVATURES 295

Theorem 2.1. Let Mn be a compact n-manifold and g 7→ D(g) ∈ C∞(M) be a
scalar differential operator defined on the open cone of Riemannian metrics on Mn ,
and natural in the sense of [Stredder 1975] (see (5) below). Given a conformal
class c and a Riemannian metric g0 ∈ c, sticking to the notation gu = e2ug0 for
u ∈C∞(M), consider the operator u 7→ D[u] := D(gu) and its linearization Lu =

d D[u] at u. Assume that, for each u ∈ C∞(M), the linear differential operator
Lu is formally self-adjoint in L2(M, dµu), where dµu = enudµ0 stands for the
Lebesgue measure of gu . Then, for any conformal Killing vector field X on (Mn, c)
and any u ∈ C∞(M), we have∫

M
X · D[u] dµu = 0.

In particular, if (Mn, c) is equal to Sn equipped with its standard conformal class,
there is no solution u ∈ C∞(Sn) to the equation

D[u] = z+ constant with z ∈31

(a first spherical harmonic).

Proof. We rely on Bourguignon’s functional integral invariants approach and follow
the proof of [Bourguignon 1986, Proposition 3] (using freely notations from p. 101
of the same paper), presenting its functional geometric framework with some care.
We consider the affine Fréchet manifold 0 whose generic point is the volume form
(possibly of odd type in case M is not orientable [de Rham 1960]) of a Riemannian
metric g ∈ c; we denote by ωg the volume form of a metric g (recall the tensor ωg

is natural [Stredder 1975, Definition 2.1]). The metric g0 ∈ c yields a global chart
of 0 defined by

ωg ∈ 0 7→ u := 1
n

log
dωg

dωg0

∈ C∞(Mn)

(viewing volume-forms like measures and using the Radon–Nikodym derivative)
— in other words, such that ωg = enuωg0 ; changes of such charts are indeed affine
(and pure translations). It will be easier, though, to avoid the use of charts on 0,
except for proving that a 1-form is closed (see below). The tangent bundle to 0 is
trivial, equal to T0 = 0×�n(Mn) (setting �k(A) for the k-forms on a manifold
A), and there is a canonical Riemannian metric on 0 of Fischer type [Friedrich
1991], given at ωg ∈ 0 by

<<v,w>> :=

∫
M

dv
dωg

dw
dωg

ωg for (v,w) ∈ Tωg0.

From Riesz’s theorem, a tangent covector a ∈ T ∗ωg
0 may thus be identified with a

tangent vector a] ∈�n(Mn) or else with the function da]/dωg=:ρg(a)∈C∞(Mn)
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such that

(1) a($)=
∫

M
ρg(a)$ for $ ∈ Tωg0.

We also consider the Lie group G of conformal maps on (Mn, c), acting on the
manifold 0 by

(ϕ, ωg) ∈ G×0→ ϕ∗ωg ∈ 0

(indeed, we have ϕ∗ωg = ωϕ∗g by naturality and ϕ ∈ G ⇒ ϕ∗g ∈ c). For each
conformal Killing field X on (Mn, c), the flow of X as a map t ∈ R→ ϕt ∈ G
yields a vector field X̄ on 0 defined by

ωg 7→ X̄(ωg) :=
d
dt

(
ϕ∗t ωg

)
t=0 ≡ L Xωg

(L X standing here for the Lie derivative on Mn). In this context, regardless of any
Banach completion, one may define the (global) flow t ∈ R→ ϕ̄t ∈ Diff(0) of X̄
on the Fréchet manifold 0 by setting

ϕ̄t(ωg) := ϕ
∗

t ωg for ωg ∈ 0;

indeed, the latter satisfies

d
dt

(
ϕ∗t ωg

)
= ϕ∗t (L Xωg)≡ L X (ϕ

∗

t ωg)= X̄
[
ϕ̄t(ωg)

]
(see [Kobayashi and Nomizu 1963, p. 33], for example). With the flow (ϕ̄t)t∈R

at hand, we can define the Lie derivative L X̄ of forms on 0 as usual, by setting
L X̄ a := (d/dt) (ϕ̄t

∗a)t=0. Finally, one can check Cartan’s formula for X̄ , namely

(2) L X̄ = i X̄ d + di X̄ ,

where i X̄ denotes the interior product with X̄ , by verifying it for a generic function
f on 0 and for its exterior derivative d f (with d defined as in [Lang 1962]).

Following [Bourguignon 1986], and using our global chart ωg 7→ u, we apply
(2) to the 1-form σ on 0 defined at ωg by the function ρg(σ ) := D[u]; see (1).
Arguing as on p. 102 of the same reference, one readily verifies in the chart u
(and using constant local vector fields on 0) that the 1-form σ is closed due to
the self-adjointness of the linearized operator Lu in L2(Mn, dµu); furthermore
(dropping the chart u), one derives at once the G-invariance of σ from the naturality
of g 7→ D(g). We thus have dσ = 0 and L X̄σ = 0, hence d(i X̄σ) = 0 by (2). So
the function i X̄σ is constant on 0; in other words,

∫
M D[u] L Xωu is independent

of u, or else, integrating by parts, so is
∫

M X · D[u] dµu (where X · stands for X
acting as a derivation on real-valued functions on Mn).

To complete the proof of the first part of Theorem 2.1, we show that the integrand
X ·D(g0) of the latter expression at u=0 vanishes for a suitable choice of the metric
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g0 in the conformal class c. We recall the Ferrand–Obata theorem [Lelong-Ferrand
1969; Obata 1971/72], according to which either the conformal group G is compact
or (Mn, c) is equal to Sn equipped with its standard conformal class. In the former
case, averaging on G, we may pick g0 ∈ c invariant under the action of G: with this
choice, D(g0) is also G-invariant by naturality, hence X · D(g0)≡ 0 as needed. In
the latter case, as observed in the proof of Proposition 4.2 below, D(g0) is constant
on Sn , and again the desired result follows.

Finally, the last assertion of the theorem (consistently with Proposition 4.2 below
and the Fredholm theorem if L0 is elliptic) follows from the first one, by taking
for the vector field X the gradient of z with respect to the standard metric of Sn ,
which is known to be conformal Killing. �

3. Back to Q-curvatures on spheres: basic facts recalled

The special case n = 2m. Here we will consider the Q-curvature increment oper-
ator given by Q[u] = Q(gu)− Q0, with

(3) Q(gu)= e−2mu(Q0+ P0[u])

where Q0 = Q(g0) is equal to Q0 = (2m− 1)! on (Sn, g0), and where

(4) P0 =
m∏

k=1

(
10+ (m− k)(m+ k− 1)

)
(see [Branson 1987; Beckner 1993]), 10 denoting the positive laplacian relative to
g0. We call P0 the Paneitz–Branson operator of the metric g0.

Remark 3.1. Following [Branson 1995], one can define a Paneitz–Branson opera-
tor P0 for any metric g0 (given by a formula more general than (4) of course), and
a Q-curvature Q(g0) transforming like (3) under the conformal change of metrics
gu = e2ug0. Importantly then, the map g 7→ Q(g) ∈ C∞(Sn) is natural, mean-
ing (see [Stredder 1975, Definition 2.1], for instance) that any diffeomorphism ψ

satisfies

(5) ψ∗Q(g)= Q(ψ∗g).

Remark 3.2. From (3) and the formal self-adjointness of P0 in L2(Sn, dµ0) [Gra-
ham and Zworski 2003, p. 91], one readily verifies that, for each u ∈ C∞(Sn), the
linear differential operator d Q[u] is formally self-adjoint in L2(Sn, dµu).

The case n 6= 2m. The expression of the Paneitz–Branson operator on (Sn, g0)

becomes

(6) P0 =
m∏

k=1

(
10+

( 1
2 n− k

) (1
2 n+ k− 1

))
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(see [Guillarmou and Naud 2006, Proposition 2.2]), while that for the metric gu =

e2ug0 is given by

(7) Pu( · )= e−
( 1

2 n+m
)
u P0

(
e
( 1

2 n−m
)
u
·
)
,

with the Q-curvature of gu given accordingly by
( 1

2 n−m
)

Q(gu) = Pu(1). The
analogue of Remark 3.1 still holds (now see [Graham et al. 1992; Graham and
Zworski 2003]). We will consider the (renormalized) Q-curvature increment op-
erator Q[u] =

( 1
2 n−m

)
(Q(gu)− Q0), now with

(8)
( 1

2 n−m
)

Q0 =
( 1

2 n−m
)

Q(g0)= P0(1)=
2m−1∏
k=0

(
k+ 1

2 n−m
)
.

Remark 3.3. Finally, we note again that the linearized operator d Q[u] is formally
self-adjoint in L2(Sn, dµu). Indeed, a straightforward calculation yields

d Q[u](v)=
(1

2 n−m
)

Pu(v)−
( 1

2 n+m
)

Pu(1) v,

and the Paneitz–Branson operator Pu is known to be self-adjoint in L2(Sn, dµu)

[Graham and Zworski 2003, p. 91].

For later use, and in all the cases for (m, n), we will set p0 for the degree m
polynomial such that P0 = p0(10).

4. Proof of Theorem 1.3

The case m = 1 was settled in [Delanoë 2003] with a proof robust enough to be
followed again. For completeness, let us recall how it goes (see [Delanoë 2003]
for details).

If P1 stands for the orthogonal projection of L2(Sn, g0) onto 31, Lemma 1.1
and the self-adjointness of L imply [Delanoë 2003, Theorem 7] that the modified
operator

u 7→ Q[u] +P1u

is a local diffeomorphism of a neighborhood of 0 in C∞(Sn) onto another one: set
S for its inverse and D = P1 ◦ S (defect map). Then u = S f satisfies the local
nonlinear Fredholm-like equation

(9) Q[u] = f −D( f ).

By [Delanoë 2003, Theorem 2], if a local constraint exists for Q at 0, then D◦Q=0
(recalling the symmetry fact above). Fixing z ∈31, we will prove Theorem 1.3 by
showing that D ◦ Q[t z] 6= 0 for small t ∈ R; here is how. On the one hand, setting

ut = S ◦ Q[t z] := tu1+ t2u2+ t3u3+ O(t4),
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Lemma 1.1 yields u1 = 0; also, as and easily verified general fact, we have

(10) Q[ut ] +P1ut = t2(L +P1)u2+ t3(L +P1)u3+ O(t4).

On the other hand, consider the expansion of Q[t z]:

(11) Q[t z] = t2c2[z] + t3c3[z] + O(t4),

and focus on its third order coefficient c3[z], for which we will prove:

Lemma 4.1. Let (m, n) be positive integers such that n > 1 and n ≥ 2m in case n
is even. Then ∫

Sn
z c3[z] dµ0 6= 0.

Granted this lemma, we are done: indeed, the equality

Q[ut ] +P1ut = Q[t z],

combined with (10)–(11), yields

(L +P1)u3 = c3[z],

which, integrated against z, implies that∫
Sn

zP1u3 dµ0 6= 0

(recalling that L is self-adjoint and z ∈Ker L by Lemma 1.1). Therefore P1u3 6= 0,
hence also D ◦ Q[t z] 6= 0.

Thus we have reduced the proof of Theorem 1.3 to that of Lemmas 1.1 and 4.1,
which we now present.

Proof of Lemma 1.1. (1) Proof of the inclusion31 ⊂Ker L. We need neither ellip-
ticity nor conformal covariance for this inclusion to hold; the naturality property
(5) suffices. We state a general result that implies at once what we need:

Proposition 4.2. Let g 7→ D(g) be any scalar natural differential operator on
Sn , defined on the open cone of Riemannian metrics, valued in C∞(Sn). For each
u ∈ C∞(Sn), set D[u] = D(gu)− D(g0) and L = d D[0], where gu = e2ug0. Then
31 ⊂ Ker L.

Proof. Let us first observe that D(g0) must be constant. Indeed, for each isometry
ψ of (Sn, g0), the naturality of D implies ψ∗D(g0)≡ D(g0); so the result follows
because the group of such isometries acts transitively on Sn . Morally, since g0 has
constant curvature, this result is also expectable from the theory of Riemannian
invariants (see [Stredder 1975] and references therein), here though, without any
regularity (or polynomiality) assumption.
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Given an arbitrary nonzero z ∈31, let S= S(z)∈Sn stand for its corresponding
south pole (where z(S)=−M is minimum) and, for each small real t , let ψt denote
the conformal diffeomorphism of Sn fixing S and composed elsewhere of: SterS ,
the stereographic projection with pole S, the dilation X ∈ Rn

7→ eMt X ∈ Rn , and
the inverse of SterS . As t varies, the family ψt satisfies

ψ0 = I,
d
dt
(ψt)t=0 =−∇0z,

where ∇0 denotes the gradient relative to g0. If we set e2ut g0 = ψ
∗
t g0, we get

d
dt
(ut)t=0 ≡ z.

Recalling that D(g0) is constant, the naturality of D implies

D[ut ] = ψ
∗

t D(g0)− D(g0)= 0;

in particular, differentiating this equation at t = 0 yields Lz= 0 hence we conclude
that 31 ⊂ Ker L .

(2) Proof of the reverse inclusion ker L ⊂31. For a contradiction, assume the exis-
tence of a nonzero v ∈3⊥1 ∩Ker L . If B is an orthonormal basis of eigenfunctions
of 10 in L2(Sn, dµ0), there exists an integer i 6= 1 and a function ϕi ∈ 3i ∩B

(where 3i henceforth denotes the space of i-th spherical harmonics) such that∫
Sn
ϕiv dµ0 6= 0

(actually i 6= 0, due to
∫

Sn v dµ0 = 0, obtained just by averaging Lv = 0 on Sn).
By the self-adjointness of L , we may write

0=
∫

Sn
ϕi Lv dµ0 =

∫
Sn
vLϕi dµ0,

then infer (see below) that

0=
(

p0(λi )− p0(λ1)
) ∫

Sn
ϕiv dµ0,

and finally get the desired contradiction, because p0(λi ) 6= p0(λ1) for i 6= 1 (see the
Appendix). Here, we used the following auxiliary facts, obtained by differentiating
(3) or (7) at u = 0 in the direction of w ∈ C∞(Sn):

n = 2m ⇒ Lw = P0(w)− n!w,

n 6= 2m ⇒ Lw =
( 1

2 n−m
)

P0(w)−
( 1

2 n+m
)

p0(λ0)w.
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From 31 ⊂ Ker L , we get, taking w = z ∈31:

(12)
n = 2m ⇒ p0(λ1)− n! = 0,

n 6= 2m ⇒
( 1

2 n−m
)

p0(λ1)−
( 1

2 n+m
)

p0(λ0)= 0.

Moreover, taking w = ϕi ∈3i , we then have

n = 2m ⇒ Lϕi =
(

p0(λi )− p0(λ1)
)
ϕi ,

n 6= 2m ⇒ Lϕi =
( 1

2 n−m
) (

p0(λi )− p0(λ1)
)
ϕi . �

Proof of Lemma 4.1. (1) The case m = 2n. For fixed z ∈ 31 and for t ∈ R close
to 0, we compute the third order expansion of Q[t z]. By Lemma 1.1 it vanishes
up to first order. Noting the identity Q[v]/Q0 ≡ e−nv(1+ nv)− 1, valid for all
v ∈31, we find at once

Q[t z]
Q0
=−2m2t2z2

+
8
3 m3t3z3

+ O(t4);

in particular (with the notation of Section 1), we have c3[z] = 8
3 m3 Q0z3, and

Lemma 4.1 holds trivially.

(2) The case m 6= 2n. In this case, calculations are drastically simplified by picking
the nonlinear argument of P0 in Pu(1), namely w := exp

(
( 1

2 n−m)u
)

(see (7)), as
new parameter for the local image of the conformal curvature-increment operator.
Since w is close to 1, we further set w = 1+ v, so the conformal factor becomes

e2u
= (1+ v)4/(n−2m)

and the renormalized Q-curvature increment operator accordingly becomes

(13) Q[u] ≡ Q̃[v] := (1+ v)1−2? P0(1+ v)−
( 1

2 n−m
)

Q0

where 2? stands for 2n/(n− 2m) in our context (admittedly a loose notation, cus-
tomary for critical Sobolev exponents). Of course, Lemma 1.1 still holds for the
operator Q̃ (with L̃ := d Q̃[0] ≡ (2?/n)L) and proving Theorem 1.3 for Q̃ is
equivalent to proving it for Q. Altogether, we may thus focus on the proof of
Lemma 4.1 for Q̃ instead of Q. (The reader can instead prove Lemma 4.1 directly
for Q, but it takes a few pages.)

Picking z and t as above, plugging v = t z in (13), and using the equality

P0(z)= p0(λ1)z ≡ (2?− 1)
( 1

2 n−m
)

Q0z,

obtained from (12), we readily calculate the expansion

1( 1
2 n−m

)
Q0

Q̃[t z] =−1
2(2

?
−2)(2?−1) t2z2

+
1
3(2

?
−2)(2?−1)2? t3z3

+O(t4),
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thus finding for its third order coefficient

1( 1
2 n−m

)
Q0

c̃3[z] = 1
3(2

?
− 2)(2?− 1)2? z3.

So Lemma 4.1 obviously holds, and with it Theorem 1.3. �

Appendix: Eigenvalue calculations

As well known (see [Berger et al. 1971], for instance), for each i ∈ N, the i-th
eigenvalue of 10 on Sn equals λi = i(i+n−1). Recalling (6), we must calculate

p0(λi )=
m∏

k=1

(
λi +

( 1
2 n− k

) (1
2 n+ k− 1

))
.

Setting provisionally
r = 1

2(n− 1), sk = k− 1
2 ,

so that 1
2 n− k = r − sk , 1

2 n+ k− 1= r + sk and λi = i2
+ 2ir , we can rewrite

p0(λi )=
m∏

k=1

(
(i + r)2− s2

k )

=

m∏
k=1

( 1
2 + i + r − k

) (1
2 + i + r + k− 1

)
≡

2m−1∏
k=0

( 1
2 + i + r −m+ k

)
,

getting (back to m, n and k only)

p0(λi )=
2m−1∏
k=0

(
i + 1

2 n−m+ k
)
.

In particular,

P0(1)≡ p0(λ0)=
( 1

2 n−m
) 2m−1∏

k=1

( 1
2 n−m+ k

)
as asserted in (8) (and consistently there with the value of Q0 in case n = 2m). An
easy induction argument yields

p0(λi+1)=

( 1
2 n+m+ i

)( 1
2 n−m+ i

) p0(λi ) for all i ∈ N

(consistently when i = 0 with (12)), which implies that |p0(λi+1)| > |p0(λi )| for
all i ∈N, hence in particular p0(λi ) 6= p0(λ1) for i > 1, as required in the proof of
Lemma 1.1. This also implies the final formula

p0(λi )=

( 1
2 n+m

)
. . .
(1

2 n+m+ i − 1
)( 1

2 n−m
)
. . .
(1

2 n−m+ i − 1
) p0(λ0) for all i ≥ 1.
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UNIVERSITÉ DE NICE–SOPHIA ANTIPOLIS

LABORATOIRE J. A. DIEUDONNÉ

PARC VALROSE

F-06108 NICE CEDEX

FRANCE

frobert@math.unice.fr
http://www-math.unice.fr/~frobert

http://msp.org/idx/mr/40:7989
http://msp.org/idx/zbl/0201.09701
http://msp.org/idx/mr/49:4018
http://msp.org/idx/mr/49:4018
http://msp.org/idx/zbl/0275.53027
http://msp.org/idx/mr/46:2601
http://msp.org/idx/zbl/0236.53042
http://msp.org/idx/zbl/0089.08105
http://msp.org/idx/mr/54:3772
http://msp.org/idx/zbl/0318.53046
mailto:delphi@math.unice.fr
http://www-math.unice.fr/~delphi
mailto:frobert@math.unice.fr
http://www-math.unice.fr/~frobert


PACIFIC JOURNAL OF MATHEMATICS
Vol. 231, No. 2, 2007

dx.doi.org/10.2140/pjm.2007.231.305

KNOT COLOURING POLYNOMIALS

MICHAEL EISERMANN

We introduce a natural extension of the colouring numbers of knots, called
colouring polynomials, and study their relationship to Yang–Baxter invari-
ants and quandle 2-cocycle invariants.

For a knot K in the 3-sphere, let πK be the fundamental group of the
knot complement S3 r K , and let mK , lK ∈ πK be a meridian-longitude
pair. Given a finite group G and an element x ∈ G we consider the set of
representations ρ : πK → G with ρ(mK ) = x and define the colouring poly-
nomial as

∑
ρ ρ(lK ). The resulting invariant maps knots to the group ring

ZG. It is multiplicative with respect to connected sum and equivariant with
respect to symmetry operations of knots. Examples are given to show that
colouring polynomials distinguish knots for which other invariants fail, in
particular they can distinguish knots from their mutants, obverses, inverses,
or reverses.

We prove that every quandle 2-cocycle state-sum invariant of knots is a
specialization of some knot colouring polynomial. This provides a complete
topological interpretation of these invariants in terms of the knot group and
its peripheral system. Furthermore, we show that the colouring polynomial
can be presented as a Yang–Baxter invariant, i.e. as the trace of some linear
braid group representation. This entails that Yang–Baxter invariants can
detect noninversible and nonreversible knots.

1. Introduction and statement of results

To each knot K in the 3-sphere S3 we can associate its knot group, that is, the
fundamental group of the knot complement, denoted by

πK := π1(S
3 r K ).

This group is already a very strong invariant: it classifies unoriented prime knots
[Whitten 1987; Gordon and Luecke 1989]. In order to capture the complete in-
formation, we consider a meridian-longitude pair mK , lK ∈ πK : the group system

MSC2000: primary 57M25; secondary 57M27.
Keywords: fundamental group of a knot, peripheral system, knot group homomorphism, quandle

2-cocycle state-sum invariant, Yang–Baxter invariant.
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(πK ,mK , lK ) classifies oriented knots in the 3-sphere [Waldhausen 1968]. In par-
ticular, the group system allows us to tackle the problem of detecting asymmetries
of a given knot (see Section 2C). Using this ansatz, M. Dehn [1914] proved that the
two trefoil knots are chiral, and, half a century later, H. F. Trotter [1963] proved that
pretzel knots are nonreversible. We will recover these results using knot colouring
polynomials (see Section 2D).

Given a knot K , represented say by a planar diagram, we can easily read off the
Wirtinger presentation of πK in terms of generators and relations (Section 3A). In
general, however, such presentations are very difficult to analyze. As R. H. Crowell
and R. H. Fox [1963, §VI.5] put it:

“What is needed are some standard procedures for deriving from a group
presentation some easily calculable algebraic quantities which are the
same for isomorphic groups and hence are so-called group invariants.”

The classical approach is, of course, to consider abelian invariants, most notably
the Alexander polynomial. In order to effectively extract nonabelian information,
we consider the set of knot group homomorphisms Hom(πK ;G) to some finite
group G. The aim of this article is to organize this information and to generalize
colouring numbers to colouring polynomials. In doing so, we will highlight the
close relationship to Yang–Baxter invariants and their deformations on the one
hand, and to quandle cohomology and associated state-sum invariants on the other
hand.

From colouring numbers to colouring polynomials. A first and rather crude in-
variant is given by the total number of G-representations, denoted by

FG(K ) := |Hom(πK ;G)|.

This defines a map FG :K→Z on the set K of isotopy classes of knots in S3. This
invariant can be refined by further specifying the image of the meridian mK , that is,
we choose an element x ∈G and consider only those homomorphisms ρ :πK →G
satisfying ρ(mK )= x . Their total number defines the knot invariant

F x
G (K ) := |Hom(πK ,mK ;G, x)|.

Example 1.1. Let G be the dihedral group of order 2p, where p ≥ 3 is odd, and
let x ∈ G be a reflection. Then F x

G is the number of p-colourings as introduced by
Fox [1962; 1970], here divided by p for normalization such that F x

G (©)= 1.

We will call F x
G the colouring number associated with (G, x), in the dihedral

case just as well as in the general case of an arbitrary group. Obviously FG can be
recovered from F x

G by summation over all x ∈G. In order to exploit the information
of meridian and longitude, we introduce knot colouring polynomials as follows:
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Definition 1.2. Suppose that G is a finite group and x is one of its elements. The
colouring polynomial P x

G : K→ ZG is defined as

P x
G (K ) :=

∑
ρ

ρ(lK ),

where the sum is taken over all homomorphisms ρ : πK → G with ρ(mK )= x .

By definition P x
G takes its values in the semiring NG, but we prefer the more

familiar group ring ZG ⊃ NG. We recover the colouring number F x
G = εP x

G by
composing with the augmentation map ε : ZG → Z. As it turns out, colouring
polynomials allow us in a simple and direct manner to distinguish knots from their
mirror images, as well as from their reverse or inverse knots. We will highlight
some examples below.

Elementary properties. The invariant P x
G behaves very much like classical knot

polynomials. Most notably, it nicely reflects the natural operations on knots: P x
G

is multiplicative under connected sum and equivariant under symmetry operations
(Section 2C).

Strictly speaking, P x
G (K ) is, of course, not a polynomial but an element in the

group ring ZG. Since lK lies in the commutator subgroup π ′K and commutes with
mK , possible longitude images lie in the subgroup 3 = C(x) ∩ G ′. Very often
this subgroup will be cyclic, 3 = 〈t | tn

= 1〉 say, in which case P x
G takes values

in the truncated polynomial ring Z3 = Z[t]/(tn). Here is a first and very simple
example:

Example 1.3. We choose the alternating group G=A5 with basepoint x= (12345).
Here the longitude subgroup3=〈x〉 is cyclic of order 5. The colouring polynomi-
als of the left- and right-handed trefoil knots are 1+5x and 1+5x−1 respectively,
hence the trefoil knots are chiral. (There are five nontrivial colourings, one of which
is shown in Section 3, Figure 5, and the other four are obtained by conjugating with
x . This list is easily seen to be complete.)

Starting from scratch, i.e. from knot diagrams and Reidemeister moves, one
usually appreciates Fox’ notion of 3-colourability [1970] as the simplest proof
of knottedness. In this vein, the preceding example is arguably one of the most
elementary proofs of chirality, only rivalled by the Kauffman bracket leading to
the Jones polynomial [Kauffman 1987].

Section 2D displays some further examples to show that colouring polynomials
distinguish knots for which other invariants fail:
• They distinguish the Kinoshita–Terasaka knot from the Conway knot and

show that none of them is inversible nor reversible nor obversible.

• They detect asymmetries of pretzel knots; thus, for example, they distinguish
B(3, 5, 7) from its inverse, reverse and obverse knot.
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• They distinguish the (inversible) knot 817 from its reverse.

We also mention two natural questions that will not be pursued here:

Question 1.4. Can knot colouring polynomials detect other geometric properties of
knots? Applications to periodic knots and ribbon knots would be most interesting.

Question 1.5. Do colouring polynomials distinguish all knots? Since the knot
group system (πK ,mK , lK ) characterizes the knot K [Waldhausen 1968, Cor. 6.5],
and knot groups are residually finite [Thurston 1982, Thm. 3.3], this question is
not completely hopeless.

Colouring polynomials are Yang–Baxter invariants. Moving from empirical evi-
dence to a more theoretical level, this article compares knot colouring polynomials
with two other classes of knot invariants: Yang–Baxter invariants, derived from
traces of Yang–Baxter representations of the braid group (Section 4), and quandle
colouring state-sum invariants derived from quandle cohomology (Section 3). The
result can be summarized as follows:{

Yang–Baxter
invariants

}
⊃

{
colouring

polynomials

}
⊃

{
quandle 2-cocycle

state-sum invariants

}
⊃

{
col. polynomials
with 3 abelian

}
P. J. Freyd and D. N. Yetter [1989, Prop. 4.2.5] have shown that every colouring

number F x
G : K→ Z can be obtained from a certain Yang–Baxter operator c over

Z. We generalize this result to colouring polynomials:

Theorem 1.6 (Section 4C). Suppose that G is a group with basepoint x such that
the subgroup 3 = C(x) ∩ G ′ is abelian. Then the colouring polynomial P x

G :

K→ Z3 is a Yang–Baxter invariant of closed knots: there exists a Yang–Baxter
operator c̃ over the ring Z3, such that the associated knot invariant coincides with
(a constant multiple) of P x

G .

In the general case, where 3 is not necessarily abelian, Section 4B gives an
analogous presentation of P x

G as a Yang–Baxter invariant of long knots (also called
1-tangles).

Corollary 1.7. Since 3 is abelian in all our examples of Section 2D, it follows in
particular that Yang–Baxter invariants can detect noninversible and nonreversible
knots.

Remark 1.8. It follows from our construction that c̃ is a deformation of c over the
ring Z3. Conversely, the deformation ansatz leads to quandle cohomology (see
Section 4D). Elaborating this approach, M. Graña [2002] showed that quandle
2-cocycle state-sum invariants are Yang–Baxter invariants. The general theory
of Yang–Baxter deformations of cQ over the power series ring Q[[h]] has been
developed in [Eisermann 2005].
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Remark 1.9. The celebrated Jones polynomial and, more generally, all quantum
invariants of knots, can be obtained from Yang–Baxter operators that are formal
power series deformations of the trivial operator. This implies that the coefficients
in this expansion are of finite type [Bar-Natan 1995, §2.1]. Part of their success
lies in the fact that these invariants distinguish many knots, and in particular they
easily distinguish mirror images. It is still unknown, however, whether finite type
invariants can detect noninversible or nonreversible knots.

For colouring polynomials the construction is similar in that P x
G arises from a

deformation of a certain operator c. There are, however, two crucial differences:

• The initial operator c models conjugation (and is not the trivial operator),

• Its deformation c̃ is defined over Z3 (and not over a power series ring).

As a consequence, the colouring polynomial P x
G is not of finite type, nor are its co-

efficients, nor any other real-valued invariant computed from it [Eisermann 2000b].

Quandle invariants are specialized colouring polynomials. A quandle, as intro-
duced by D. Joyce [1982], is a set Q with a binary operation whose axioms model
conjugation in a group, or equivalently, the Reidemeister moves of knot diagrams.
Quandles have been intensively studied by different authors and under various
names; we review the relevant definitions in Section 3. The Lifting Lemma proved
in Section 3B tells us how to pass from quandle to group colourings and back
without any loss of information. On the level of knot invariants this implies the
following result:

Theorem 1.10 (Section 3B). Every quandle colouring number Fq
Q is the special-

ization of some knot colouring polynomial P x
G .

Quandle cohomology was initially studied in order to construct invariants in
low-dimensional topology: in [Carter et al. 1999; 2003b] it was shown how a 2-
cocycle λ ∈ Z2(Q,3) gives rise to a state-sum invariant of knots, SλQ : K→ Z3,
which refines the quandle colouring number FQ . We prove the following result:

Theorem 1.11 (Section 3E). Every quandle 2-cocycle state-sum invariant of knots
is the specialization of some knot colouring polynomial. More precisely, suppose
that Q is a connected quandle, 3 is an abelian group, and λ ∈ Z2(Q,3) is a 2-
cocycle with associated invariant SλQ : K→ Z3. Then there exists a group G with
basepoint x and a Z-linear map ϕ : ZG→ Z3 such that SλQ = ϕP x

G · |Q|.

This result provides a complete topological interpretation of quandle 2-cocycle
state-sum invariants in terms of the knot group and its peripheral system. Con-
versely, we prove that state-sum invariants contain those colouring polynomials
P x

G for which the longitude group 3= C(x)∩G ′ is abelian:
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Theorem 1.12 (Section 3D). Suppose that G is a colouring group with basepoint
x such that the subgroup3=C(x)∩G ′ is abelian. Then the colouring polynomial
P x

G can be presented as a quandle 2-cocycle state-sum invariant. More precisely,
the quandle Q = xG admits a 2-cocycle λ ∈ Z2(Q,3) such that SλQ = P x

G · |Q|.

How this article is organized. Section 2 recalls the necessary facts about the knot
group and its peripheral system. It then discusses connected sum and symmetry
operations with respect to knot colouring polynomials and displays some applica-
tions. The main purpose is to give some evidence as to the scope and the usefulness
of these invariants.

In Section 3 we examine quandle colourings and explain how to replace quan-
dle colourings by group colourings without any loss of information. The corre-
spondence between quandle extensions and quandle cohomology is then used to
show how quandle 2-cocycle state-sum invariants can be seen as specializations of
colouring polynomials.

Section 4 relates colouring polynomials with Yang–Baxter invariants. After re-
calling the framework of linear braid group representations, we show how colour-
ing polynomials can be seen as Yang–Baxter deformations of colouring numbers.

2. Knot groups and colouring polynomials

This section collects basic facts about the knot group and its peripheral system
(Section 2A) and their homomorphic images (Section 2B). We explain how the
connected sum and symmetry operations affect the knot group system and how this
translates to colouring polynomials (Section 2C). We then display some examples
showing that colouring polynomials are a useful tool in distinguishing knots where
other invariants fail (Section 2D).

2A. Peripheral system. We use fairly standard notation, which we recall from
[Eisermann 2003] for convenience. A knot is a smooth embedding k : S1 ↪→ S3,
considered up to isotopy. This is equivalent to considering the oriented image K =
k(S1) in S3, again up to isotopy. A framing of k is an embedding f :S1

×D2 ↪→S3

such that f |S1×0= k. As basepoint of the space S3 r K we choose p= f (1, 1). In
the fundamental group πK :=π1(S

3rK , p)we define the meridian mK =[ f |1×S1]

and the longitude lK = [ f |S1×1]. Up to isotopy the framing is characterized by the
linking numbers lk(K ,mK ) ∈ {±1} and lk(K , lK ) ∈ Z, and all combinations are
realized. We will exclusively work with the standard framing, characterized by the
linking numbers lk(K ,mK )=+1 and lk(K , lK )= 0.

Up to isomorphism, the triple (πK ,mK , lK ) is a knot invariant, and even a com-
plete invariant: two knots K and K ′ are isotopic if and only if there is a group
isomorphism φ : πK → πK ′ with φ(mK ) = mK ′ and φ(lK ) = lK ′ . This is a special
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case of Waldhausen’s theorem on sufficiently large 3-manifolds; see [Waldhausen
1968, Cor. 6.5] and [Burde and Zieschang 1985, §3C].

Besides closed knots k : S1 ↪→ S3 it will be useful to consider long knots (also
called 1-tangles), i.e. smooth embeddings ` : R ↪→ R3 such that `(t) = (t, 0, 0)
for all parameters t outside of some compact interval. See [Eisermann 2003] for a
detailed discussion with respect to knot groups and quandles.

K

*

mK

Kl

Figure 1. Meridian and longitude of a long knot.

2B. Colouring groups. Since knot groups are residually finite [Thurston 1982,
Thm. 3.3], there are plenty of finite knot group representations. But which groups
do actually occur as homomorphic images of knot groups? This question was
raised by L. P. Neuwirth [1965], and first solved by F. González-Acuña:

Theorem 2.1 [González-Acuña 1975; Johnson 1980]. A pointed group (G, x) is
the homomorphic image of some knot group (πK ,mK ) if and only if G is finitely
generated and G = 〈xG

〉. �

The condition is necessary, because every knot group πK is finitely generated by
conjugates of the meridian mK . (See the Wirtinger presentation, recalled in Section
3A.) For a proof of sufficiency we refer to the article of D. Johnson [1980], who has
found an elegant and ingeniously simple way to construct a knot K together with
an epimorphism (πK ,mK )→ (G, x). Here we restrict attention to finite groups:

Definition 2.2. Let G be a finite group and x ∈ G. The pair (G, x) is called
a colouring group if the conjugacy class xG generates the whole group G. For
example, every finite simple group G is a colouring group with respect to any of
its nontrivial elements x 6= 1.

Remark 2.3. Given a finite group G0 and x ∈ G0, every homomorphism

(πK ,mK )→ (G0, x)

maps to the subgroup G1 := 〈xG0〉. If G1 is strictly smaller than G0, then we
can replace G0 by G1. Continuing like this, we obtain a descending chain G0 ⊃
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G1⊃G2⊃ · · · , recursively defined by Gi+1= 〈xGi 〉. Since G0 is finite, this chain
must stabilize, and we end up with a colouring group Gn = 〈xGn 〉. Hence, we can
assume without loss of generality that (G, x) is a colouring group.

Given (G, x) let 3∗ be the set of longitude images ρ(lK ), where ρ ranges over
all knot group homomorphisms ρ : (πK ,mK )→ (G, x) and all knots K . Then 3∗

is a subgroup of G [Johnson and Livingston 1989]. Since meridian mK ∈ πK and
longitude lK ∈π ′K commute,3∗ is contained in the subgroup3=C(x)∩G ′, which
will play an important rôle in subsequent arguments.

D. Johnson and C. Livingston [1989] have worked out a complete characteriza-
tion of the subgroup 3∗ in terms of homological obstructions. As an application,
consider a colouring group (G, x) that is perfect, i.e. G ′ = G, and has cyclic cen-
tralizer, say C(x)= 〈x〉. The main result of [Johnson and Livingston 1989] affirms
that 3∗ =3= C(x). All of our examples in Section 2D are of this type.

2C. Knot and group symmetries. The knot group πK is obviously independent
of orientations. In order to define the longitude, however, we have to specify the
orientation of K , and the definition of the meridian additionally depends on the
orientation of S3. Changing these orientations defines the following symmetry
operations:

Definition 2.4. Let K ⊂ S3 be an oriented knot. The same knot with the opposite
orientation of S3 is the mirror image or the obverse of K , denoted K×. (We can
represent this as K× = σK , where σ : S3

→ S3 is a reflection.) Reversing the
orientation of the knot K yields the reverse knot K ! . Inverting both orientations
yields the inverse knot K ∗.

Please note that different authors use different terminology, in particular rever-
sion and inversion are occasionally interchanged. Here we adopt the notation of
J. H. Conway [1970].

Proposition 2.5. Let K be an oriented knot with group system

π̌(K )= (πK ,mK , lK ).

Obversion, reversion and inversion affect the group system as follows:

π̌(K×)= (πK ,m−1
K , lK ),

π̌(K ! )= (πK ,m−1
K , l−1

K ),

π̌(K ∗)= (πK ,mK , l−1
K ).

The fundamental group of the connected sum K ] L is the amalgamated product
πK ∗πL modulo mK = mL . Its meridian is mK and its longitude is lK lL . �
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Corollary 2.6. Every colouring polynomial P x
G : K→ ZG is multiplicative, that

is, we have P x
G (K ] L)= P x

G (K ) · P
x

G (L) for any two knots K and L. �

In order to formulate the effect of inversion, let ∗ : ZG → ZG be the linear
extension of the inversion map G→ G, g 7→ g−1.

Corollary 2.7. Every colouring polynomial P x
G : K→ ZG is equivariant under

inversion, i.e. P x
G (K

∗) = P x
G (K )

∗ for every knot K . In particular, the colouring
number F x

G (K ) is invariant under inversion of K . �

Obversion and reversion of knots can similarly be translated into symmetries of
colouring polynomials, but to do so we need a specific automorphism of G:

Definition 2.8. An automorphism ×
:G→G with x×= x−1 is called an obversion

of (G, x). An antiautomorphism !
: G→ G with x ! = x is called a reversion of

(G, x).

Obviously a group (G, x) possesses a reversion if and only if it possesses an
obversion. They are in general not unique, because they can be composed with
any automorphism α ∈Aut(G, x), for example conjugation by an element in C(x).

Remark 2.9. The braid group Bn , recalled in Section 4A below, has a unique
antiautomorphism !

:Bn→Bn fixing the standard generators σ1, . . . , σn−1. Anal-
ogously there exists a unique automorphism ×

: Bn→ Bn mapping each standard
generator σi to its inverse σ−1

i . The exponent sum Bn→ Z shows that this cannot
be an inner automorphism.

These symmetry operations on braids correspond to the above symmetry opera-
tions on knots: if a knot K is represented as the closure of the braid β (see Section
4A), then the inverse braid β−1 represents the inverse knot K ∗, the reverse braid
β ! represents the reverse knot K ! , and the obverse braid β× represents the obverse
knot K×.

Given an obversion and a reversion of (G, x), their linear extensions to the group
ring ZG will also be denoted by × :ZG→ZG and ! :ZG→ZG, respectively. We
can now formulate the equivariance of the corresponding colouring polynomials:

Corollary 2.10. Suppose that (G, x) possesses an obversion × and a reversion ! .
Then the colouring polynomial P x

G is equivariant with respect to obversion and
reversion, that is, we have P x

G (K
×) = P x

G (K )
× and P x

G (K
! ) = P x

G (K )
! for every

knot K . In this case the colouring numbers of K , K ∗, K×, K ! are the same. �

Example 2.11. Every element x in the symmetric group Sn is conjugated to its
inverse x−1, because both have the same cycle structure. Any such conjugation
defines an obversion (Sn, x)→ (Sn, x−1). This argument also applies to alternating
groups: given x ∈An we know that x is conjugated to x−1 in Sn . Since An is normal
in Sn , this conjugation restricts to an obversion (An, x)→ (An, x−1). This need
not be an inner automorphism.
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On the other hand, some groups do not permit any obversion at all:

Example 2.12. Let F be a finite field and let G=FoF× be its affine group. We have
Aut(G)= Inn(G)o Gal(F), where Gal(F) is the Galois group of F over its prime
field Fp. If F = Fp, then every automorphism of G is inner and thus induces the
identity on the abelian quotient F×. If p≥5, we can choose an element x= (a, b)∈
G whose projection to F× satisfies b 6= b−1. Hence there is no automorphism of G
that maps x to x−1. Indeed, searching all groups of small order with GAP [2006],
we find that the smallest group having this property is F5 o F×5 of order 20.

For the sake of completeness we expound the following elementary result:

Proposition 2.13. The affine group G=FoF× satisfies Aut(G)= Inn(G)oGal(F).

Proof. The product in G is given by (a, b)(c, d)= (a+bc, bd), and so Gal(F) can
be seen as a subgroup of Aut(G), where φ ∈Gal(F) acts as (a, b) 7→ (φ(a), φ(b)).
Since Inn(G) is a normal subgroup of Aut(G) with Inn(G)∩Gal(F) = {idG}, we
see that Aut(G) contains the semidirect product Inn(G)o Gal(F).

It remains to show that every α ∈ Aut(G) belongs to Inn(G)o Gal(F). This is
trivially true for F = F2, so we will assume that F has more than two elements. It
is then easily verified that G ′ = F×{1}. Let ζ be a generator of the multiplicative
group F×. We have α(1, 1)= (u, 1) with u ∈ F×, and α(0, ζ )= (v, ξ) with v ∈ F,
ξ ∈ F×, ξ 6= 1. Conjugating by w = (v(1− ξ)−1, u), we obtain (u, 1)w = (1, 1)
and (v, ξ)w = (0, ξ). In the sequel we can thus assume u = 1 and v = 0. This
implies α(0, b) = (0, φ(b)) with φ : F×→ F×, ζ n

7→ ξ n for all n ∈ Z. Extending
this by φ(0)= 0 we obtain a bijection φ : F→ F satisfying φ(ab)= φ(a)φ(b) for
all a, b ∈ F. Moreover, we find α(a, 1)= (φ(a), 1): this is clear for a = 0, and for
a 6= 0 we have (a, 1)= (0, a)(1, 1) and thus α(a, 1)= (0, φ(a))(1, 1)= (φ(a), 1).
This proves that φ(a+ b)= φ(a)+φ(b) for all a, b ∈ F, whence φ ∈ Gal(F). We
conclude that α(a, b)= (φ(a), φ(b)), as claimed. �

2D. Examples and applications. The preceding discussion indicates that symme-
tries of the group (G, x) affect the colouring polynomial P x

G (K ) just as well as
symmetries of the knot K . We point out several examples:

Example 2.14. Let p be a prime and let G = PSL2 Fp be equipped with basepoint
z =

[
1 1
0 1

]
of order p. Inversion, obversion, and reversion are realized by[

a b
c d

]∗
=

[
d −b
−c a

]
,

[
a b
c d

]×
=

[
a −b
−c d

]
,

[
a b
c d

]!
=

[
d b
c a

]
.

We have C(z) = 〈z〉. For p = 2 and p = 3 one finds that the longitude group
3 = C(z) ∩ G ′ is trivial. For p ≥ 5 the group G is perfect (even simple), hence
3= 〈z〉. We conclude that the colouring polynomial P z

G is insensitive to reversion:
we have P z

G(K ) ∈ Z〈z〉 and reversion fixes z and therefore all elements in Z〈z〉.
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Example 2.15. Consider an alternating group G = An with n ≥ 3, and a cycle
x = (123 . . . l) of maximal length, that is, l = n for n odd and l = n−1 for n even.
As we have pointed out above, a suitable conjugation in Sn produces an obversion
(G, x)→ (G, x−1). We have C(x) = 〈x〉. For n = 3 and n = 4 one finds that
the longitude group 3 = C(x) ∩ G ′ is trivial. For n ≥ 5 the group G is perfect
(even simple), hence the longitude group is 3 = 〈x〉. Again we conclude that the
colouring polynomial P x

G is insensitive to reversion.
We observe that for l=3, 7, 11, . . . an obversion of (G, x) cannot be realized by

an inner automorphism: consider for example G = A11 and x = (abcdefghijk):
in S11 the centralizer is C(x) = 〈x〉 and consequently every permutation σ ∈ S11

with xσ = x−1 is of the form σ = xk(ak)(bj)(ci)(dh)(eg) and thus odd. The same
argument shows that for n = 5, 9, 13, . . . an obversion of (G, x) can be realized
by an inner automorphism.

Example 2.16. As a more exotic example, let us finally consider the Mathieu group
M11, i.e. the unique simple group of order 7920= 24

·32
·5·11, and the smallest of

the sporadic simple groups [Conway et al. 1985]. It can be presented as a subgroup
of A11, for example as

G = 〈x, y〉 with x = (abcdefghijk), y = (abcejikdghf).

This presentation has been obtained from GAP and can easily be verified with any
group-theory software by checking that G is simple of order 7920. The Mathieu
group M11 is particularly interesting for us, because it does not allow an obversion.
To see this it suffices to know that its group of outer automorphisms is trivial,
in other words, every automorphism of M11 is realized by conjugation. In M11

the element x is not conjugated to its inverse — this is not even possible in A11

according to the preceding example. Hence there is no automorphism of M11 that
maps x to x−1.

Applied to colouring polynomials, this means that there is a priori no restriction
on the invariants of a knot and its mirror image. As a concrete example we consider
the Kinoshita–Terasaka knot K and the Conway knot C displayed in Figure 2.

K C

Figure 2. The Kinoshita–Terasaka knot and the Conway knot.
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Both knots have trivial Alexander polynomial. They differ only by rotation of a
2-tangle, in other words they are mutants in the sense of Conway [1970]. Therefore
neither the Jones, HOMFLYPT nor Kauffman polynomial can distinguish between
K and C , see [Lickorish 1997]. With the help of a suitable colouring polynomial
the distinction is straightforward:

Example 2.17. R. Riley [1971] has studied knot group homomorphisms to the
simple group G = PSL2 F7 of order 168. Let z be an element of order 7, say
z =

[
1 1
0 1

]
. Then the associated colouring polynomials are

P z
G(K ) = P z

G(C) = 1+ 7z5
+ 7z6,

P z
G(K

∗)= P z
G(C

∗)= 1+ 7z+ 7z2.

This shows that both knots are chiral. By a more detailed analysis of their cover-
ings, Riley could even show that K and C are distinct.

Example 2.18. To distinguish K and C we give a simple and direct argument using
colouring polynomials. For every element x ∈ PSL2 F7 of order 3, say x =

[ 0 1
−1 1

]
,

the associated colouring polynomial distinguishes K and C :

P x
G (K ) = 1+ 6x, P x

G (C) = 1+ 12x,

P x
G (K

∗)= 1+ 6x2, P x
G (C

∗)= 1+ 12x2.

Both invariants, P z
G and P x

G , show chirality but are insensitive to reversion.

These and the following colouring polynomials were calculated with the help of
an early prototype of the computer program KnotGRep, an ongoing programming
project to efficiently construct the set of knot group homomorphisms to a finite
group. Even though general-purpose software may be less comfortable, our results
can also be obtained from the Wirtinger presentation (Section 3A) using GAP or
similar group-theoretic software.

Example 2.19. The alternating group G=A7 with basepoint x = (1234567) yields

P x
G (K ) = 1+ 7x2

+ 28x5
+ 28x6, P x

G (C) = 1+ 7x2
+ 7x3

+ 21x5
+ 14x6,

P x
G (K

∗)= 1+ 28x + 28x2
+ 7x5, P x

G (C
∗)= 1+ 14x + 21x2

+ 7x4
+ 7x5.

Again this invariant distinguishes K et C and shows their chirality, but is insensitive
to reversion, as explained in Example 2.15 above.

Example 2.20. More precise information can be obtained using the Mathieu group
M11, presented as the permutation group (G, x) in Example 2.16 above. For the
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Kinoshita–Terasaka knot K and the Conway knot C one finds

P x
G (K ) = 1+ 11x3

+ 11x7, P x
G (C) = 1+ 11x3

+ 11x7,

P x
G (K

∗) = 1+ 11x4
+ 11x8, P x

G (C
∗) = 1+ 11x4

+ 11x8,

P x
G (K

×)= 1+ 11x4
+ 22x8, P x

G (C
×)= 1+ 11x4

+ 11x6
+ 11x8,

P x
G (K

! ) = 1+ 22x3
+ 11x7, P x

G (C
! ) = 1+ 11x3

+ 11x5
+ 11x7.

Consequently all eight knots are distinct; K and C are neither inversible nor ob-
versible nor reversible. (This example was inspired by G. Kuperberg [1996], who
used the colouring number F x

G to distinguish the knot C from its reverse C ! .)

Usually it is very difficult to detect nonreversibility of knots. Most invariants
fail to do so, including the usual knot polynomials. In view of the simplicity of our
approach, the success of knot colouring polynomials is remarkable. We give two
further examples:

Example 2.21. The family of pretzel knots B(p1, p2, p3), parametrized by odd
integers p1, p2, p3, is depicted in Figure 3, left. According to the classification
of pretzel knots (see [Burde and Zieschang 1985], §12), the pretzel knot B =
B(3, 5, 7) is neither reversible nor obversible nor inversible. For the Mathieu group
G = M11 with basepoint x as in Example 2.20 we obtain

P x
G (B) = 1+ 11x, P x

G (B
×)= 1+ 11x7,

P x
G (B

∗)= 1+ 11x10, P x
G (B

! ) = 1+ 11x4.

Again the colouring polynomial shows that the knot B possesses none of the
three symmetries. Historically, pretzel knots were the first examples of nonre-
versible knots. Their nonreversibility was first proven by H. F. Trotter [1963]
by representing the knot group system on a suitable triangle group acting on the
hyperbolic plane.

1p 2p p3

Figure 3. Left: the pretzel knot B(p1, p2, p3). Right: the knot 817.
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Example 2.22. Figure 3, right, shows the knot 817, which is the smallest nonre-
versible knot. It is a 3-bridge knot but not a pretzel knot, and there is no general
classification theorem available. To analyze this example we choose once more the
Mathieu group M11 with basepoint x as above. The knot 817 then has colouring
polynomial 1+ 11x5

+ 11x6 whereas the reverse knot has trivial colouring poly-
nomial 1. (Here even the colouring number F x

G suffices to prove that this knot is
nonreversible.) We remark that 817 is inversible and that this symmetry is reflected
in the symmetry of its colouring polynomials.

The colouring polynomial P x
G (K ) is, by definition, an element in the group ring

ZG, and it actually lies in the much smaller ring Z3. The following symmetry
consideration further narrows down the possible values. It is included here to
explain one of the observations that come to light in the previous examples, but it
will not be used in the sequel.

Proposition 2.23. Let (G, x) be a colouring group. If conjugation by x has order
pk for some prime p, then the colouring polynomial satisfies P x

G (K )≡ 1 (mod p).

Proof. The cyclic subgroup 〈x〉 acts on the set Hom(πK ,mK ; G, x) by conjuga-
tion. The only fixed point is the trivial representation (π(K ),mK )→ (Z, 1)→
(G, x). This can be most easily seen by interpreting group homomorphisms ρ :
(πK ,mK )→ (G, x) as colourings f : (D, 0)→ (G, x) of a knot diagram D, see
Section 3A below. If f x

= f then all colours of f commute with x : following the
diagram from the first to the last arc we see by induction that all colours are in fact
equal to x . Since there is only one component, we conclude that f is the trivial
colouring, corresponding to the trivial representation.

Every nontrivial representation ρ appears in an orbit of length p`, for some
integer ` ≥ 1. Since ρ(lK ) commutes with x , all representations in such an orbit
have the same longitude image in G. The sum P x

G (K ) thus begins with 1 for the
trivial representation, and all other summands can be grouped to multiples of p. �

3. Quandle invariants are specialized colouring polynomials

The Wirtinger presentation allows us to interpret knot group homomorphisms as
colourings of knot diagrams. Since such colourings involve only conjugation, they
are most naturally treated in the category of quandles, as introduced by Joyce
[1982]. We recall the basic definitions concerning quandles and quandle colourings
in Section 3A, and explain in Section 3B how to pass from quandles to groups and
back without any loss of information.

Quandle cohomology was studied in [Carter et al. 1999; 2003b], where it was
shown how a 2-cocycle gives rise to a state-sum invariant of knots in S3. We recall
this construction in Section 3D and show that every colouring polynomial P x

G can
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be presented as a quandle 2-cocycle state-sum invariant, provided that the subgroup
3= C(x)∩G ′ is abelian (Theorem 3.24).

In order to prove the converse, we employ the cohomological classification of
central quandle extensions established in [Eisermann 2003; Carter et al. 2003a],
recalled in Section 3C below. This allows us to prove in Section 3E that every quan-
dle 2-cocycle state-sum invariant is the specialization of a suitable knot colouring
polynomial (Theorem 3.25).

3A. Wirtinger presentation, quandles, and colourings. Our exposition follows
[Eisermann 2003], to which we refer for further details. We consider a long knot
diagram as in Figure 1 and number the arcs consecutively from 0 to n. At the end
of arc number i − 1, we undercross arc number κi = κ(i) and continue on arc
number i . We denote by εi = ε(i) the sign of this crossing, as depicted in Figure 4.
The maps κ : {1, . . . , n}→ {0, . . . , n} and ε : {1, . . . , n}→ {±1} are the Wirtinger
code of the diagram.

Theorem 3.1. Suppose that a knot L is represented by a long knot diagram with
Wirtinger code (κ, ε) as above. Then the knot group allows the presentation

πL = 〈x0, x1, . . . , xn | r1, . . . , rn〉 with relation ri being xi = x−εiκi xi−1 xεiκi .

As peripheral system we can choose mL = x0 and lL =
∏i=n

i=1 x−εii−1 xεiκi . �

For a proof see [Crowell and Fox 1963, §VI.3] or [Burde and Zieschang 1985,
§3B]. The Wirtinger presentation works just as well for a closed knot diagram.
Since arcs 0 and n are then identified, this amounts to adding the (redundant)
relation x0 = xn to the above presentation. The group is, of course, the same.

The Wirtinger presentation allows us to interpret knot group homomorphisms
πL → G as colourings. More precisely, a G-colouring of the diagram D is a map
f : {0, . . . , n} → G such that f (i) = f (κi)−εi f (i − 1) f (κi)εi . In other words,
at each coloured crossing as in Figure 4 the colours a and c are conjugated via
ab
= c. Such a colouring is denoted by f : D → G. We denote by Col(D;G)

the set of colourings of D with colours in G. For a long knot diagram D, we
denote by Col(D, 0;G, x) the subset of colourings that colour arc number 0 with
colour x . The Wirtinger presentation establishes natural bijections Hom(πK ;G)∼=
Col(D;G) and Hom(πK ,mK ;G, x)∼= Col(D, 0;G, x).

b c

a b

b

c

a

b

a b = c*

*c b = a
ε = +1 ε = −1

Figure 4. Wirtinger rules for colouring a knot diagram.
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Example 3.2. Figure 5 shows a colouring of the left-handed trefoil knot (repre-
sented as a long knot) with elements in the alternating group A5. Note that all
definitions readily extend to closed knot diagrams.

(12345) (12345)

(13542) (15324)

Figure 5. A5-colouring of the left-handed trefoil knot.

The Wirtinger presentation of πK involves only conjugation but not the group
multiplication itself. The underlying algebraic structure can be described as fol-
lows:

Definition 3.3. A quandle is a set Q with two binary operations ∗, ∗ : Q×Q→ Q
satisfying the following axioms for all a, b, c ∈ Q:

(Q1) a ∗ a = a (idempotency),

(Q2) (a ∗ b) ∗ b = (a ∗ b) ∗ b = a (right invertibility),

(Q3) (a ∗ b) ∗ c = (a ∗ c) ∗ (b ∗ c) (self-distributivity).

As already mentioned, the notion (and name) was introduced in [Joyce 1982].
The same notion was studied by S. V. Matveev [1982] under the name “distributive
groupoid”, and by Kauffman [2001] who called it “crystal”. Quandle axioms (Q2)
and (Q3) are equivalent to saying that for every b∈ Q the right translation %b : a 7→
a ∗b is an automorphism of Q. Such structures were called “automorphic sets” by
E. Brieskorn [1988]. The somewhat shorter term rack was preferred by R. Fenn
and C. P. Rourke [1992]. The notion has been generalized to “crossed G-sets” by
Freyd and Yetter [1989].

Definition 3.4. As before, let D be a long knot diagram, its arcs being numbered
by 0, . . . , n. A Q-colouring, denoted f : D→ Q, is a map f : {0, . . . , n} → Q
such that at each crossing as in Figure 4 the three colours a, b, c satisfy the relation
a∗b= c. We denote by Col(D; Q) the set of Q-colourings, and by Col(D, 0; Q, q)
the subset of colourings satisfying f (0)= q.

Proposition 3.5 [Joyce 1982]. The quandle axioms ensure that each Reidemeister
move D � D′ induces bijections Col(D; Q)�Col(D′; Q) and Col(D, 0; Q, q)�
Col(D′, 0; Q, q). In particular, if Q is finite, then the colouring numbers FQ(D)=
|Col(D; Q)| and Fq

Q(D)= |Col(D, 0; Q, q)| are knot invariants. �
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3B. From quandle colourings to group colourings and back. In many respects
quandles are close to groups. For colourings we will now explain how to pass from
quandles to groups and back without any loss of information.

Definition 3.6. A quandle homomorphism is a map φ : Q → Q′ that satisfies
φ(a ∗ b)= φ(a) ∗φ(b), and hence φ(a ∗ b)= φ(a) ∗φ(b), for all a, b ∈ Q.

Definition 3.7. The automorphism group Aut(Q) consists of all bijective homo-
morphisms φ : Q → Q. We adopt the convention that automorphisms of Q act
on the right, written aφ , which means that their composition φψ is defined by
a(φψ) = (aφ)ψ for all a ∈ Q.

Definition 3.8. The group Inn(Q) = 〈%b | b ∈ Q〉 of inner automorphisms is the
subgroup of Aut(Q) generated by all right translations %b : a 7→ a∗b. The quandle
Q is called connected if the action of Inn(Q) on Q is transitive.

In view of the map % : Q → Inn(Q), b 7→ %b, we also write ab
= a ∗ b for

the operation in a quandle. Conversely, it will sometimes be convenient to write
a ∗ b = b−1ab for the conjugation in a group. In neither case will there be any
danger of confusion.

Definition 3.9. A representation of a quandle Q on a group G is a map φ : Q→G
such that φ(a ∗ b) = φ(a) ∗ φ(b) for all a, b ∈ Q. In other words, the following
diagram commutes:

Q× Q
φ×φ- G×G

Q

∗

? φ - G

conj

?

For example, the natural map % : Q→ Aut(Q) satisfies %(a ∗ b)= %(a) ∗%(b).
We call % the inner representation of Q. Moreover it satisfies %(ag) = %(a)g for
all a ∈ Q and g ∈ Aut(Q). This is the prototype of an augmentation:

Definition 3.10. Let φ : Q → G be a representation and let α : Q × G → Q,
(a, g) 7→ ag, be a group action. We call the pair (φ, α) an augmentation if a ∗b=
aφ(b) and φ(ag)= φ(a)g for all a, b ∈ Q and g ∈G. In other words, the following
diagram commutes:

Q× Q
id×φ- Q×G

φ× id- G×G

Q

∗

? id - Q

α

? φ - G

conj

?
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Remark 3.11. We will usually reinterpret the group action α as a group homomor-
phism ᾱ : G→ Aut(Q), and denote the augmentation by Q

φ
−→ G

ᾱ
−→ Aut(Q).

If G is generated by the image φ(Q), then φ is equivariant and the action of G on
Q is uniquely determined by the representation φ. In this case we simply say that
φ : Q → G is an augmentation. For example, every quandle Q comes equipped
with the inner augmentation % : Q→ Inn(Q).

Suppose that Q is a quandle and φ : Q→ G is a representation on some group
G. Obviously every quandle colouring f̃ : D → Q maps to a group colouring
f = φ f̃ : D → G. If φ is an augmentation, then this process can be reversed,
and we can replace quandle colourings by group colourings without any loss of
information:

Lemma 3.12. Let (Q, q)
φ
−→ (G, g)

ᾱ
−→ Aut(Q) be an augmentation of the

quandle Q with basepoint q ∈ Q on the group G with basepoint x = φ(q) ∈ G.
If D is a long knot diagram, then every group colouring f : (D, 0)→ (G, x) can
be lifted to a unique quandle colouring f̃ : (D, 0)→ (Q, q) such that f = φ f̃ . In
other words, φ induces a bijection

φ∗ : Col(D, 0; Q, q)
∼
−→ Col(D, 0;G, x), f̃ 7→ f = φ f̃ .

The lifted colouring f̃ begins with f̃ (0) = q and ends with f̃ (n) = qρ(lK ), where
ρ : (πK ,mK )→ (G, x) is the knot group representation associated with f .

Proof. Every representation φ : (Q, q)→ (G, x) induces a map φ∗ sending each
quandle colouring f̃ : (D, 0) → (Q, q) to the associated group colouring φ f̃ :
(D, 0) → (G, x). In general φ∗ is neither injective nor surjective, lest φ is an
augmentation. To define the inverse map ψ∗ :Col(D, 0;G, x)→Col(D, 0; Q, q),
we use the action α : Q×G→ Q, which we temporarily denote by (a, g) 7→ a • g
for better readability.

The crucial ingredient in the proof is the commutativity of the bottom diagram
on page 321. We first show how the condition a ∗ b = a • φ(b) ensures injectivity
of φ∗. Let D be a long knot diagram with Wirtinger code (κ, ε). Assume that
f̃ , f̂ : (D, 0)→ (Q, q) are colourings with φ f̃ = φ f̂ . By hypothesis we have
f̃ (0)= f̂ (0)= q . By induction suppose that f̃ (i − 1)= f̂ (i − 1) for some i ≥ 1.
In the case of a positive crossing (εi =+1) we then obtain

f̃ (i)= f̃ (i − 1) ∗ f̃ (κi)= f̃ (i − 1) •φ f̃ (κi)

= f̂ (i − 1) •φ f̂ (κi)= f̂ (i − 1) ∗ f̂ (κi)= f̂ (i).

The case of a negative crossing (εi =−1) is analogous. We conclude that f̃ = f̂ .
We now show how the equivariance condition φ(a •g)= φ(a)∗g of the bottom

diagram on page 321 ensures surjectivity. For every colouring f : (D, 0)→ (G, x),
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denoted by i 7→ xi , the colours x0, . . . , xn satisfy xi = xi−1 ∗ xεiκi . We define
partial longitudes `0, . . . , `n by setting `i :=

∏i
j=1 x−ε j

j−1xε j
κ j . In particular we have

x0 = xn = x and xi = x0 ∗ `i for all i = 0, . . . , n. By definition, `n = ρ(lK ) is the
(total) longitude of the colouring f . We define f̃ : (D, 0)→ (Q, q) by assigning
the colour qi = q • `i to arc number i = 0, . . . , n. By hypothesis, φ : Q→ G is an
equivariant map, whence

(1) φ(qi )= φ(q • `i )= φ(q) ∗ `i = x ∗ `i = xi .

At each positive crossing we find the following identity, using axiom (Q1):

(2) qi−1 ∗ qκi = (qi−1 ∗ qi−1) ∗ qκi = (((q • `i−1) • x−1
i−1) • xκi = q • `i = qi .

Analogously at each negative crossing:

(3) qi−1 ∗ qκi = (qi−1 ∗ qi−1) ∗ qκi = (((q • `i−1) • xi−1) • x−1
κi )= q • `i = qi .

We can thus defineψ∗ :Col(D, 0;G, x)→Col(D, 0; Q, q) by f 7→ f̃ . Equation
(1) shows that φ∗ψ∗ = id, while (2) and (3) imply that ψ∗φ∗ = id. �

Remark 3.13. Obviously, the condition a ∗b= aφ(b) cannot be dropped because it
connects the quandle operation ∗ with the group action α. Likewise, the equivari-
ance condition φ(ag)= φ(a)g cannot be dropped: as an extreme counterexample,
consider a trivial quandle Q={q} and an arbitrary group (G, x). We have a unique
representation φ : (Q, q)→ (G, x) and a unique group action α : Q×G→ Q. The
map φ is equivariant if and only if x ∈ Z(G). In general φ∗ cannot be a bijection,
because the only (Q, q)-colouring is the trivial one, while there may be nontrivial
(G, x)-colourings.

The Lifting Lemma has the following analogue for closed knots:

Lemma 3.14. Let φ : (Q, q) → (G, x) be an augmentation of the quandle Q
on the group G. If D is a closed knot diagram, then φ induces a bijection be-
tween Col(D, 0; Q, q) and those homomorphisms ρ : (πK ,mK )→ (G, x) satisfying
qρ(lK ) = q. �

As an immediate consequence we obtain:

Theorem 3.15. Every quandle colouring number Fq
Q is the specialization of some

knot colouring polynomial P x
G .

Proof. We consider an augmentation φ : (Q, q)→ (G, x) with G = 〈φ(Q)〉, for
example the inner augmentation on φ : Q→G = Inn(Q) with basepoint x =φ(q).

For long knots, Lemma 3.12 implies Fq
Q = F x

G . Hence Fq
Q = εP x

G , where ε :
ZG→ Z is the augmentation map of the group ring, with ε(g)= 1 for all g ∈ G.

For closed knots we define the linear map ε : ZG → Z by setting ε(g) = 1 if
qg
= q , and ε(g)= 0 if qg

6= q. Then Lemma 3.14 implies that Fq
Q = εP x

G . �
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This argument will be generalized in Section 3E, where we show that every
quandle 2-cocycle state-sum invariant is the specialization of some colouring poly-
nomial.

3C. Quandle coverings, extensions, and cohomology. We recall how quandle
colourings can be used to encode longitudinal information (see [Eisermann 2003]
for details). We consider a long knot diagram with meridians x0, . . . , xn and par-
tial longitudes l0, . . . , ln as defined in the above proof of the Lifting Lemma. In
particular we have x0 = xn = mK and xi = x0 ∗ li with l0 = 1 and ln = lK . If we
colour each arc not only with its meridian xi but with the pair (xi , li ), then at each
crossing we find that

xi = xi−1 ∗ xεiκi and li = li−1x−εii−1 xεiκi .

This crossing relation can be encoded in a quandle as follows.

Lemma 3.16 [Eisermann 2003]. Let G be a group that is generated by a conjugacy
class Q = xG . Then Q is a connected quandle with respect to conjugation a ∗ b =
b−1ab and its inverse a ∗ b = bab−1. Let G ′ be the commutator subgroup and
define

Q̃ = Q̃(G, x) := { (a, g) ∈ G×G ′ | a = xg
}.

The set Q̃ becomes a connected quandle when equipped with the operations

(a, g) ∗ (b, h)= (a ∗ b, ga−1b) and (a, g) ∗ (b, h)= (a ∗ b, gab−1).

The projection p : Q̃→ Q given by p(a, g)= a is a surjective quandle homomor-
phism. It becomes an equivariant map when we let G ′ act on Q by conjugation
and on Q̃ by (a, g)b = (ab, gb). In both cases G ′ acts transitively and as a group
of inner automorphisms. �

The construction of the quandle Q̃(G, x) has been tailor-made to capture longi-
tude information. Considered purely algebraically, it is a covering in the following
sense:

Definition 3.17. A surjective quandle homomorphism p : Q̃ → Q is called a
covering if p(x̃)= p(ỹ) implies ã ∗ x̃ = ã ∗ ỹ for all ã, x̃, ỹ ∈ Q̃. In other words,
the inner representation Q̃→ Inn(Q̃) factors through p. This property allows us
to define an action of Q on Q̃ by setting ã ∗ x := ã ∗ x̃ with x̃ ∈ p−1(x).

In the construction of Lemma 3.16, the projection p : Q̃→ Q is a covering map.
Moreover, covering transformations are given by the left action of 3= C(x)∩G ′

defined by λ · (a, g)= (a, λg). This action satisfies the following axioms:

(E1) (λx̃) ∗ ỹ = λ(x̃ ∗ ỹ) and x̃ ∗ (λỹ)= x̃ ∗ ỹ for all x̃, ỹ ∈ Q̃ and λ ∈3.

(E2) 3 acts freely and transitively on each fibre p−1(x).
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Axiom (E1) is equivalent to saying that 3 acts by automorphisms and the left
action of 3 commutes with the right action of Inn(Q̃). We denote such an action
by 3 y Q̃. In this situation the quotient Q := 3\Q̃ carries a unique quandle
structure that turns the projection p : Q̃→ Q into a quandle covering.

Definition 3.18. An extension E : 3 y Q̃→ Q consists of a surjective quandle
homomorphism Q̃ → Q and a group action 3 y Q̃ satisfying axioms (E1) and
(E2). We call E a central extension if 3 is abelian.

Quandle extensions are an analogue of group extensions, and central quandle
extensions come as close as possible to imitating central group extensions. Analo-
gous to the case of groups, central quandle extensions are classified by the second
cohomology group H 2(Q,3). More precisely:

Theorem 3.19 [Eisermann 2003]. Let Q be a quandle, let 3 be an abelian group,
and let E(Q,3) be the set of equivalence classes of central extensions of Q by 3.
Given a central extension E : 3 y Q̃ → Q, each section s : Q → Q̃ defines a
2-cocycle λ : Q × Q→ 3. If s ′ is another section, then the associated 2-cocycle
λ′ differs from λ by a 2-coboundary. The map E 7→ [λ] so constructed induces a
natural bijection E(Q,3)∼= H 2(Q,3). �

The relevant portion of the cochain complex C1 δ1

−→ C2 δ2

−→ C3 is formed by
n-cochains λ : Qn

→3 satisfying λ(a1, . . . , an)= 0 whenever ai = ai+1 for some
index i , and the first two coboundary operators δ1(µ)(a, b) = µ(a)−µ(ab) and
δ2(λ)(a, b, c) = λ(a, c)− λ(a, b)+ λ(ac, bc)− λ(ab, c). For details, see [Carter
et al. 1999; 2003b; Eisermann 2003].

3D. From colouring polynomials to state-sum invariants. Let D be a knot dia-
gram and let f be a colouring of D with colours in Q. Suppose that3 is an abelian
group, written multiplicatively, and that λ : Q2

→ 3 is a 2-cocycle. For each
coloured crossing p as in Figure 4, we define its weight by 〈λ|p〉 := λ(a, b)ε. The
total weight of the colouring f is the product 〈λ| f 〉 :=

∏
p〈λ|p〉 over all crossings

p. The state-sum of the diagram D is defined to be SλQ(D) :=
∑

f 〈λ| f 〉, where
the sum in Z3 is taken over all colourings f : D→ Q. We recall some results:

Lemma 3.20 [Carter et al. 1999; 2003b]. The state-sum SλQ is invariant under
Reidemeister moves and thus defines a knot invariant SλQ : K→ Z3. �

Lemma 3.21 [Carter et al. 2003b, Prop. 4.5]. If the colouring f : D → Q is
closed, that is f (0) = f (n), then the weight 〈λ| f 〉 is invariant under addition of
coboundaries. As a consequence, the state sum SλQ of a closed knot depends only
on the cohomology class [λ]. �
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Lemma 3.22 [Eisermann 2005, Lem. 32]. The diagonal action of Inn(Q) on Qn

induces the trivial action on H∗(Q,3). As a consequence, for each closed colour-
ing f : D → Q and every inner automorphism g ∈ Inn(Q) we have 〈λ| f g

〉 =

〈
gλ| f 〉 = 〈λ| f 〉. �

This last result is well-known in group cohomology [Brown 1982, Prop. II.6.2].
It seems to be folklore in quandle cohomology, but I could not find a written account
of it. The necessary argument is provided by [Eisermann 2005, Lem. 32] in the
more general setting of Yang–Baxter cohomology, which immediately translates
to Lemma 3.22.

Lemma 3.23 [Eisermann 2003, Lem. 50]. Let p : (Q̃, q̃)→ (Q, q) be a central
quandle extension. Given a long knot diagram D, every colouring f : (D, 0)→
(Q, q) uniquely lifts to a colouring f̃ : (D, 0)→ (Q̃, q̃) such that f = p f̃ . If f
is closed then f̃ (n) = 〈λ| f 〉 · q̃ , where [λ] ∈ H 2(Q,3) is the cohomology class
associated with the extension p. �

These preliminaries being in place, we can now prove that every colouring poly-
nomial P x

G can be presented as a 2-cocycle state-sum invariant, provided that the
subgroup 3= C(x)∩G ′ is abelian.

Theorem 3.24. Suppose that G is a colouring group with basepoint x such that
the subgroup 3= C(x)∩G ′ is abelian. Then the colouring polynomial P x

G can be
presented as a quandle 2-cocycle state-sum invariant. More precisely, the quandle
Q = xG admits a 2-cocycle λ ∈ Z2(Q,3) such that SλQ = P x

G · |Q|.

Proof. Let Q= xG be the conjugacy class of x in the group G, and let Q̃= Q̃(G, x)
be the covering quandle constructed in Lemma 3.16. Since3 is abelian, we obtain a
central extension3y Q̃→ Q. Let [λ] ∈ H 2(Q,3) be the associated cohomology
class. As basepoints we choose q = x in Q and q̃ = (x, 1) in Q̃.

Let D be a long diagram of some knot K , let f : (D, 0)→ (Q, q) be a colouring,
let ρ : (πK ,mK )→ (G, x) be the corresponding knot group homomorphism, and
let f̃ : (D, 0)→ (Q̃, q̃) be the lifting of f . On the one hand we have f̃ (n) =
(x, 〈λ| f 〉) from Lemma 3.23. On the other hand we have f̃ (n)= (x, ρ(lK )) from
the Wirtinger presentation. Thus ρ(lK )= 〈λ| f 〉, and summing over all colourings
f : (D, 0)→ (Q, q) yields P x

G (K ).
To obtain the state-sum SλQ we have to sum over all colourings f : D→ Q. We

have Col(D, Q)=
⋃

q ′∈Q Col(D, 0; Q, q ′). Since Q is connected, for each q ′ ∈ Q
there exists g∈G such that qg

=q ′. Hence f 7→ f g establishes a bijection between
Col(D, 0; Q, q) and Col(D, 0; Q, q ′). By Lemma 3.22 we have 〈λ| f 〉 = 〈λ| f g

〉.
Thus the state-sum over all colourings f : (D, 0)→ (Q, q ′) again yields P x

G . We
conclude that SλQ(K )= P x

G (K ) · |Q|. �
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3E. From state-sum invariants to colouring polynomials. Theorem 3.24 has the
following converse, which allows us to express quandle 2-cocycle state-sum in-
variants by knot colouring polynomials.

Theorem 3.25. Every quandle 2-cocycle state-sum invariant of knots is the spe-
cialization of some knot colouring polynomial. More precisely, suppose that Q is
a connected quandle,3 is an abelian group, and λ∈ Z2(Q,3) is a 2-cocycle with
associated invariant SλQ : K→ Z3. Then there exists a group G with basepoint x
and a linear map ϕ : ZG→ Z3 such that the colouring polynomial P x

G :K→ ZG
satisfies SλQ = ϕP x

G · |Q|.

Proof. We first construct a suitable group (G, x) together with a linear map ϕ :
ZG → Z3. Let 3 y Q̃

p
−→ Q be the central extension associated with the

2-cocycle λ, as explained in Theorem 3.19. We put G := Inn(Q̃). The inner
representation %̃ : Q̃ → G defines an augmented quandle in the sense of Section
3B. We choose a basepoint q̃ ∈ Q̃ and set x := %̃(q̃).

We choose q = p(q̃) as basepoint of Q. Let s : Q→ Q̃ be a section that realizes
the 2-cocycle λ. Since p is a covering, we obtain a representation % : Q→ G by
%= %̃◦s. Conversely, we can define an action of G on Q by setting ag

= p(s(a)g).
This turns the representation % : Q→G into an augmentation and p : Q̃→ Q into
an equivariant map. Our notation being in place, we can now define the linear map

ϕ :ZG→Z3 by setting ϕ(g)=
{

0 if qg
6= q,

` if qg
= q and ` ∈3 such that q̃g

= ` · q̃ .

It remains to prove that SλQ = ϕP x
G · |Q|. Let K be a knot represented by a long

knot diagram D. The Lifting Lemma 3.14 grants us a bijection between closed
colourings f : (D, 0)→ (Q, q) and those homomorphisms ρ : (πK ,mK )→ (G, x)
that satisfy qρ(lK ) = q. Regarding the covering Q̃, we claim that q̃ρ(lK ) = 〈λ| f 〉 · q̃ .
To see this, let f̃ : (D, 0)→ (Q̃, q̃) be the lifting of f . On the one hand we can apply
the Lifting Lemma 3.14 to the augmentation Q̃→ G, which yields f̃ (n)= q̃ρ(lK ).
On the other hand we can apply Lemma 3.23, which yields f̃ (n)= 〈λ| f 〉 · q̃.

The map ϕ thus specializes the knot colouring polynomial P x
G (K ) to the state-

sum
∑

f 〈λ| f 〉, at least if we restrict the summation to colourings f : (D, 0)→
(Q, q). Since Q is connected, any other basepoint q ′ yields the same state-sum
by Lemma 3.22. Summing over all q ′ ∈ Q, we thus obtain SλQ = ϕP x

G · |Q|, as
claimed. �

4. Colouring polynomials are Yang–Baxter invariants

Freyd and Yetter [1989] have shown that the colouring number F x
G : K→ Z is a

Yang–Baxter invariant. This means that F x
G can be obtained as the trace of a linear

braid group representation arising from a suitable Yang–Baxter operator c.
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In this section we will show that the colouring polynomial P x
G :K→Z3 is also

a Yang–Baxter invariant, obtained from a certain Yang–Baxter operator c̃ defined
below. It will follow from our construction that c̃ is a deformation of c over Z3.

4A. Braid group representations and Yang–Baxter invariants. The existence of
Yang–Baxter invariants rests on two classical theorems: Artin’s presentation of the
braid groups and the Alexander–Markov theorem, which we will now recall. Our
exposition closely follows [Eisermann 2005] and is included here for convenience.

Theorem 4.1 [Artin 1947]. The braid group on n strands can be presented as

Bn =

〈
σ1, . . . , σn−1

∣∣∣ σiσ j = σ jσi for |i − j | ≥ 2
σiσ jσi = σ jσiσ j for |i − j | = 1

〉
,

where the braid σi performs a positive half-twist of the strands i and i + 1.

Definition 4.2. Let K be a commutative ring and V a K-module. A Yang–Baxter
operator (or R-matrix) is an automorphism c : V ⊗ V → V ⊗ V that satisfies the
Yang–Baxter equation, also called braid relation:

(c⊗ idV )(idV ⊗c)(c⊗ idV )= (idV ⊗c)(c⊗ idV )(idV ⊗c) in AutK(V⊗3).

Here and in the sequel tensor products are taken over K if no other ring is indicated.

Corollary 4.3. Given a Yang–Baxter operator c and some integer n ≥ 2, we can
define automorphisms ci : V⊗n

→ V⊗n by setting

ci = id⊗(i−1)
V ⊗ c ⊗ id⊗(n−i−1)

V for i = 1, . . . , n− 1.

The Artin presentation implies that there exists, for each n, a unique braid group
representation ρn

c : Bn→ AutK(V⊗n) defined by ρn
c (σi )= ci . �

We orient braids from right to left as in Figure 6. Braid groups will act on the
left, so that composition of braids corresponds to the usual composition of maps.
The passage from braids to links is granted by the closure map [ ] :

⋃
n Bn → L

defined as follows: for each braid β we define its closure [β] to be the link in S3

obtained by identifying opposite endpoints, as indicated in Figure 6.

1

2

3

1

2

3

Figure 6. A braid β and its closure [β].
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Theorem 4.4 (Alexander and Markov; see [Birman 1974]). Every link can be
represented as the closure of some braid. Two braids represent the same link if and
only if one can be transformed into the other by a finite sequence of the following
Markov moves:

(M1) Pass from β ∈ Bn to βσ±1
n ∈ Bn+1, or vice versa. (stabilization)

(M2) Pass from β ∈ Bn to α−1βα with α ∈ Bn . (conjugation)

Constructing a link invariant F : L→ K is thus equivalent to constructing a
map F :

⋃
n Bn→ K that is invariant under Markov moves. The most natural ap-

proach is to consider traces of linear braid group representations: invariance under
conjugation is automatic, so we only have to require invariance under stabilization:

Definition 4.5. Suppose that V is a free K-module with finite basis. Let c :V⊗V→
V ⊗V be a Yang–Baxter operator. An automorphism m : V → V is called Markov
operator for c if it satisfies

(m1) tr2( (m⊗m) ◦ c±1 )= m, (the trace condition)

(m2) c ◦ (m⊗m)= (m⊗m) ◦ c. (commutativity)

Here the partial trace tr2 : End(V ⊗ V )→ End(V ) is defined as follows. Let
(v1, . . . , vn) be a basis of V over K. Every f ∈ End(V ⊗ V ) uniquely corresponds
to a matrix f k`

i j such that f (vi ⊗ v j ) =
∑

k,` f k`
i j vk ⊗ v`. We can then define

g = tr2( f ) ∈ End(V ), g(vi )=
∑

k gk
i vk , by the matrix gk

i =
∑

j f k j
i j . See [Kassel

1995, §II.3].

Corollary 4.6. Given a Yang–Baxter operator c with Markov operator m, we define
a family of maps Fn : Bn→K by Fn(β)= tr(m⊗n

◦ρn
c (β)). Then the induced map

F :
⋃

n Bn → K is invariant under both Markov moves and thus defines a link
invariant F : L→ K. �

The proof of this corollary is straight-forward: the trace condition (m1) implies
invariance under stabilization (M1), and commutativity (m2) implies invariance
under conjugation (M2). Much more intricate is the question how to actually find
such a Yang–Baxter–Markov operator (c,m). Attempts to construct solutions in
a systematic way have led to the theory of quantum groups [Drinfel’d 1987]. For
details we refer to the concise introduction [Kassel et al. 1997] or the textbook
[Kassel 1995].

Remark 4.7. For some Yang–Baxter operators c there does not exist any Markov
operator m at all. If it exists, m is in general not the identity, as in the case of the
Jones polynomial or other quantum invariants. The Yang–Baxter operators derived
from knot diagram colourings below are very special in that they allow the Markov
operator m = id, which is equivalent to saying that tr2(c±1)= id.
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4B. Colouring polynomials of long knots. Before we consider colouring polyno-
mials, let us first recall how colouring numbers can be obtained from a suitable
Yang–Baxter operator.

Theorem 4.8 [Freyd and Yetter 1989, Prop. 4.2.5 and the remark following its
proof]. Let Q be a quandle and let KQ be the free K-module with basis Q. The
quandle structure of Q can be linearly extended to a Yang–Baxter operator

cQ : KQ⊗KQ→ KQ⊗KQ with a⊗ b 7→ b⊗ (a ∗ b) for all a, b ∈ Q.

Axiom (Q2) ensures that cQ is an automorphism, while Axiom (Q3) implies the
Yang–Baxter equation. If Q is finite, then (Q1) ensures that tr2(c±1

Q ) = id. In this
case the corresponding Yang–Baxter invariant FQ= tr ◦ρQ coincides with the num-
ber of Q-colourings (defined in Section 3A) followed by the ring homomorphism
Z→ K. �

As an example consider a finite group G with basepoint x . The Yang–Baxter
operator constructed from the quandle Q = xG then leads to the colouring number
FQ = F x

G · |Q|.
We will now move from colouring numbers to colouring polynomials: consider

the quandle extension 3y Q̃→ Q as defined in Section 3C, where the quandle
Q = Q(G, x) is covered by Q̃ = Q̃(G, x), and the deck transformation group is
3=C(x)∩G ′. As before, we linearly extend the quandle structure of Q̃ to a Yang–
Baxter operator cQ̃ , and denote the associated linear braid group representation by
ρQ̃ . We will, however, not take the total trace as before, but rather use the partial
trace tr′ : EndK(KQ̃⊗n)→ EndK(KQ̃), contracting the tensor factors 2, . . . , n.

Theorem 4.9. Let (G, x) be a finite group such that the conjugacy class Q =
xG generates G. Let Q̃ = Q̃(G, x) be the covering quandle and let ρQ̃ be the
associated braid group representation. Suppose that the knot K is represented by
a braid β. Then the partial trace tr′(ρQ̃(β)) :KQ̃→KQ̃ is given by multiplication
with P x

G (K ).

Note that the free left action of 3 on Q̃ turns KQ̃ into a free left module over
K3. In particular, multiplication by P x

G (K ) is a K-linear endomorphism. If K is of
characteristic 0, then the endomorphism tr′(ρQ̃(β)) uniquely determines P x

G (K ).

Proof. We use the obvious bases Q̃ for KQ̃ and Q̃n for KQ̃⊗n . Each endomor-
phism f :KQ̃⊗n

→KQ̃⊗n is then represented by a matrix M p1 p2...pn
q1q2...qn , indexed by

elements pi and q j in the basis Q̃. The partial trace tr′( f ) : KQ̃→ KQ̃ is given
by the matrix T p1

q1 =
∑

M p1 p2...pn
q1 p2...pn , where the sum is taken over all repeated indices

p2, . . . , pn .
By construction, each elementary braid σi acts as a permutation on the basis

Q̃n , thus each braid β ∈ Bn is represented by a permutation matrix with respect to
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this basis. We interpret this action as colouring the braid β with elements of Q̃:
we colour the right ends of the braid with v = p1⊗ · · · ⊗ pn . Moving from right
to left, at each crossing the new arc is coloured according to the Wirtinger rule as
depicted in Figure 4. We thus arrive at the left ends of the braid being coloured
with ρ(β)v= q1⊗· · ·⊗qn . We conclude that colourings of the braid β that satisfy
the trace conditions p2 = q2, . . . , pn = qn are in natural bijection with colourings
of the corresponding long knot K .

We now turn to the remaining indices p1 and q1. Let us first consider the special
case p1 = (x, 1) and q1 = (y, λ). From the preceding argument we see that T p1

q1

equals the number of Q̃-colourings of the long knot K that start with (x, 1) and
end with (y, λ). According to Lemma 3.12, such colourings exist only for y = x
and λ ∈3, hence we have q1 = λ · p1. We conclude that T p1

q1 equals the number of
representations (πK ,mK , lK )→ (G, x, λ). In total we get

tr′(ρ(β)) (p1)= P x
G (K ) · p1.

The preceding construction is equivariant under the right-action of the group G ′

on the covering quandle Q̃. According to Lemma 3.16 this action is transitive: for
every p ∈ Q̃ there exists g ∈ G ′ and p = pg

1 , so we conclude that

tr′(ρ(β)) (p)= P x
G (K ) · p.

This means that the endomorphism tr′(ρ(β)) :KQ̃→KQ̃ is given by multiplication
with P x

G (K ). �

Remark 4.10. The partial trace tr′ : EndK(KQ̃⊗n)→ EndK(KQ̃) corresponds to
closing the strands 2, . . . , n of the braid β, but leaving the first strand open: the
object thus represented is a long knot. The natural setting for such constructions is
the category of tangles and its linear representations [Kassel 1995]. The previous
theorem then says that the long knot K is represented by the endomorphism KQ̃→
KQ̃ that is given by multiplication with P x

G (K ).
If we used the complete trace tr : EndK(KQ̃⊗n)→ K instead, then we would

obtain a different invariant FQ̃ = tr ◦ρQ̃ . By the preceding arguments, FQ̃(K )
equals |Q̃| times the number of representations (πK ,mK , lK )→ (G, x, 1), which
corresponds to the coefficient of the unit element in the colouring polynomial
P x

G (K ).

4C. Colouring polynomials of closed knots. We now show how the colouring
polynomial P x

G of closed knots can be obtained as the trace of a suitable Yang–
Baxter representation. To this end we will modify the construction of the preceding
paragraph in order to replace the partial trace tr ′ by the complete trace tr.
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We proceed as follows: the quandle Q = xG admits an extension 3y Q̃→ Q
as defined in Section 3C. The quandle structure of Q̃ linearly extends to a Yang–
Baxter operator cQ̃ on KQ̃. The free 3-action on Q̃ turns KQ̃ into a free module
over A = K3. If 3 is abelian, we can pass to an A-linear operator

c̃Q :KQ̃⊗A KQ̃→KQ̃⊗A KQ̃ with ã⊗ b̃ 7→ b̃⊗ (ã ∗ b̃) for all ã, b̃ ∈ Q̃.

The difference between cQ̃ and c̃Q is that the tensor product is now taken over A,
which means that everything is bilinear with respect to multiplication by λ ∈ 3.
In the following theorem and its proof all tensor products are to be taken over the
ring A, but for notational simplicity we will write ⊗ for ⊗A.

Theorem 4.11. If (G, x) is a colouring group such that 3= C(x)∩G ′ is abelian,
then the colouring polynomial P x

G :K→Z3 is a Yang–Baxter invariant. More pre-
cisely, the preceding construction yields a Yang–Baxter–Markov operator (c̃Q, id)
over the ring A = K3, and the associated knot invariant satisfies F̃Q = ϕP x

G · |Q|
where ϕ : Z3→ K3 is the natural ring homomorphism defined by ϕ(λ) = λ for
all λ ∈3.

If K is of characteristic 0, then F̃Q is equivalent to the knot colouring polynomial
P x

G . If K is of finite characteristic, then we may lose some information and F̃Q is
usually weaker than P x

G . In the worst case |Q| vanishes in K and F̃Q becomes
trivial.

Proof. It is a routine calculation to prove that c̃Q is a Yang–Baxter operator over
A: as before, axiom (Q2) implies that c̃Q is an automorphism, while axiom (Q3)
ensures that c̃Q satisfies the Yang–Baxter equation. Axiom (Q1) implies the trace
condition tr2(c̃±1

Q ) = id, hence (c̃Q, id) is a Yang–Baxter–Markov operator. We
thus obtain a linear braid group representation ρ̃n

Q : Bn → AutA(KQ̃⊗n), whose
character F̃Q= tr ◦ρ̃Q is Markov invariant and induces a link invariant F̃Q :L→A.
Restricted to knots we claim that F̃Q = P x

G ·|Q|. The proof of the theorem parallels
the proof of Theorem 4.9, but requires some extra care.

To represent c̃Q by a matrix, we have to choose a basis of KQ̃ over A. Let
s : Q→ Q̃ be a section to the central extension 3y Q̃→ Q. Then B = s(Q) is
a basis of KQ̃ as an A-module. For the basepoint x we can assume s(x)= (x, 1),
but otherwise there are no canonical choices. In general, s will not (and cannot)
be a homomorphism of quandles, but we have s(a) ∗ s(b)= λ(a, b) · s(a ∗ b) with
a certain 2-cocycle λ : Q× Q→3 that measures the deviation of s from being a
homomorphism. Just as cQ is represented by a permutation matrix, we see that c̃Q

is represented by the same matrix except that the 1’s are replaced with the elements
λ(a, b) ∈3. This is usually called a monomial matrix or generalized permutation
matrix.
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Since KQ̃ is a free A-module with finite basis B = s(Q), the tensor product
KQ̃⊗n is also free and has finite basis Bn . The trace tr ◦ρ̃(β) is calculated as the
sum

∑
v∈Bn 〈ρ̃(β)v|v〉. Note that ρ̃(β) is again a monomial matrix in the sense that

each row and each column has exactly one nonzero entry. Hence a vector v ∈ Bn

contributes to the trace sum if and only if ρ̃(β)v = λ(v)v with some λ(v) ∈3. It
remains to characterize eigenvectors and identify their eigenvalues.

Given a braid β ∈ Bn we can interpret the action of ρ̃(β) as colouring the braid
β: we colour the right ends of the braid with a basis vector v ∈ Bn ,

v = (a1, g1)⊗ (a2, g2)⊗ . . .⊗ (an, gn).

Moving from right to left, at each crossing the new arc is coloured according to the
Wirtinger rule as depicted in Figure 4. We thus arrive at the left ends of the braid,
being coloured with

ρ̃(β)v = (b1, h1)⊗ (b2, h2)⊗ · · ·⊗ (bn, hn).

Since the tensor product is defined over A, we have ρ̃(β)v = λ(v)v if and only if
a1=b1, a2=b2, . . . , an=bn . Hence each eigenvector v∈ Bn naturally corresponds
to a Q-colouring of the closed braid K = [β].

In order to identify the eigenvalue λ(v), we will further assume that (a1, g1)=

(x, 1), where x is the basepoint of G. Such an eigenvector will be called normal-
ized. Using the tensor product-structure over A = K3, we obtain

ρ̃(β)v = (x, λ)⊗ (a2, g2)⊗ · · ·⊗ (an, gn)= λ(v)v

as in the proof of Theorem 4.9. We conclude that each normalized eigenvector
v ∈ Bn with ρ̃(β)v = λ(v)v corresponds to a Q̃-colouring of the long knot, where
the first arc is coloured by (x, 1) and the last arc is coloured by (x, λ). This means
that the eigenvalue λ(v) is the associated colouring longitude.

We finally show that F̃Q = P x
G · |Q| by calculating the trace

∑
v∈Bn 〈ρ̃(β)v|v〉.

Normalized eigenvectors v ∈ {(x, 1)} × Bn−1 with ρ̃(β)v = λ(v)v correspond to
colourings ρ : (πK ,mk)→ (G, x) with ρ(lK )= λ(v). Summing over these vectors
only, we thus obtain the colouring polynomial P x

G (K ). To calculate the total sum
we use again the fact that the right-action of G ′ on Q̃ is transitive. Hence for
every q ∈ Q there exists g ∈ G ′ such that s(q)g = (x, 1). The action of g induces
a bijection between the set of basis vectors {s(q)} × Bn−1 and {(x, 1)} × Bn−1.
Since the preceding trace calculation is G ′-invariant, each vector v ∈ {s(q)}×Bn−1

contributes P x
G (K ) to the trace. In total we obtain F̃Q = P x

G · |Q|, as claimed. �

4D. Concluding remarks. It follows from our construction that c̃Q is a defor-
mation of the Yang–Baxter operator cQ . More precisely we have c̃Q(a ⊗ b) =
λ(a, b) · cQ(a, b) for all a, b ∈ Q with a suitable map λ : Q × Q → 3. Our
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construction via quandle coverings and central extensions provides a geometric
interpretation in terms of meridian-longitude information. This interpretation car-
ries through all steps of our construction, which finally allows us to interpret the
resulting Yang–Baxter invariant as a colouring polynomial.

Conversely, it is natural to consider the ansatz c̃Q(a ⊗ b) = λ(a, b) · cQ(a, b)
and to ask which λ turn c̃Q into a Yang–Baxter operator. This idea can, though
in a restricted form, already be found in [Freyd and Yetter 1989, Thm. 4.2.6]. A
direct calculation shows that c̃Q is a Yang–Baxter operator if and only if λ is a
2-cocycle in the sense of quandle cohomology. Moreover, two such deformations
will be equivalent if the cocycles differ by a coboundary. This observation has been
worked out by M. Graña [2002], who independently proved that quandle 2-cocycle
state-sum invariants are Yang–Baxter invariants.
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SOME NEW SIMPLE MODULAR LIE SUPERALGEBRAS

ALBERTO ELDUQUE

Two new simple modular Lie superalgebras will be obtained in characteris-
tics 3 and 5, which share the property that their even parts are orthogonal
Lie algebras and the odd parts their spin modules. The characteristic 5
case will be shown to be related, by means of a construction of Tits, to the
exceptional ten-dimensional Jordan superalgebra of Kac.

1. Introduction

There are well-known constructions of the exceptional simple Lie algebras of type
E8 and F4 which go back to Witt [1941], as Z2-graded algebras g = g0̄⊕ g1̄ with
even part the orthogonal Lie algebras so16 and so9 respectively, and odd part given
by their spin representations (see [Adams 1996]).

Brown [1982] found a new simple finite-dimensional Lie algebra over fields of
characteristic 3 which presents the same pattern, but with g0̄ = so7.

Among the simple Lie superalgebras in Kac’s classification [1977b], only the or-
thosymplectic Lie superalgebra osp(1, 4) presents the same pattern, since g0̄= sp4
in this case, and g1̄ is its natural four-dimensional module. But sp4 is isomorphic
to so5, so g1̄ is its spin module.

In [Elduque 2006], we found another instance of this phenomenon. There exists
a simple Lie superalgebra over fields of characteristic 3 with even part isomorphic
to so12 and odd part its spin module.

This paper is devoted to settling the question of which other simple Z2-graded
Lie algebras or Lie superalgebras display this pattern: the even part being an or-
thogonal Lie algebra and the odd part its spin module.

It turns out that, besides the previously mentioned examples and the example
of so9, which is the direct sum of so8 and its natural module, but where, because
of triality, this natural module can be replaced by the spin module, there appear
exactly two other possibilities for Lie superalgebras, one in characteristic 3 with
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even part isomorphic to so13, and the other in characteristic 5, with even part iso-
morphic to so11. These simple Lie superalgebras seem to appear here for the first
time.

The characteristic-5 case will be shown to be strongly related to the ten-dimen-
sional simple exceptional Kac Jordan superalgebra, by means of a construction due
to Tits. As was proved by McCrimmon [2005], and indirectly hinted in [Elduque
and Okubo 2000], the Grassmann envelope of this Jordan superalgebra satisfies
the Cayley–Hamilton equation of degree 3 and hence, as shown in [Benkart and
Zelmanov 1996] and [Benkart and Elduque 2003], this Jordan superalgebra J can
be plugged into the second component of the Tits construction [1966], the first
component being a Cayley algebra. The even part of the resulting Lie superalgebra
is then isomorphic to so11 and the odd part turns out to be its spin module.

The characteristic-3 case is related to the six-dimensional composition super-
algebra B(4, 2) (see [Elduque and Okubo 2002; Shestakov 1997]) and, therefore,
to the exceptional Jordan superalgebra of 3× 3 hermitian matrices H3(B(4, 2)).
This will be further discussed in [Cunha and Elduque 2006], where an extended
Freudenthal magic square in characteristic 3 is considered.

Convention. Throughout the paper, k will always denote an algebraically closed
field of characteristic 6= 2.

Overview. Section 2 reviews the basic properties of the orthogonal Lie algebras,
associated Clifford algebras and spin modules in a way suitable to our purposes.
In Section 3 we determine the simple Z2-graded Lie algebras and the simple Lie
superalgebras whose even part is an orthogonal Lie algebra of type B and its odd
part its spin module. The two new simple Lie superalgebras mentioned above
appear here. Section 4 is devoted to type D, and here the objects that appear
are either classical or a Lie superalgebra in characteristic 3 with even part so12,
which appeared for the first time in [Elduque 2006] related to a Freudenthal triple
system, which in turn is constructed in terms of the Jordan algebra of the hermitian
3×3 matrices over a quaternion algebra. Finally, Section 5 is devoted to study the
relationship of the exceptional Lie superalgebra that has appeared in characteristic
5, with even part isomorphic to so11, to the Lie superalgebra obtained by means
of Tits construction in terms of the Cayley algebra and of the exceptional ten-
dimensional Jordan superalgebra of Kac.

2. Spin modules

Let V be a vector space of dimension l ≥ 1 over the field k, let V ∗ be its dual vector
space, and consider the (2l+1)-dimensional vector space W = ku⊕V ⊕V ∗, with



SOME NEW SIMPLE MODULAR LIE SUPERALGEBRAS 339

the regular quadratic form q given by

(2.1) q(αu+ v+ f )=−α2
+ f (v),

for any α ∈ k, v ∈ V and f ∈ V ∗.
Let Cl(V ⊕V ∗, q) be the Clifford algebra of the restriction of q to V ⊕V ∗, and

let Cl0̄(W, q) be the even Clifford algebra of q . As a general rule, the multiplication
in Clifford algebras will be denoted by a dot: x · y. The linear map

V ⊕ V ∗→ Cl0̄(W, q) : x 7→ u · x = 1
2(u · x − x · u)= 1

2 [u, x]·

extends to an algebra isomorphism

(2.2) 9 : Cl(V ⊕ V ∗, q)→ Cl0̄(W, q).

Let τ be the involution of Cl(W, q) such that τ(w)=w for any w ∈W , and let τ0̄
be its restriction to Cl0̄(W, q). Let τ ′ be the involution of Cl(V ⊕V ∗, q) such that
τ ′(x)=−x for any x ∈ V ⊕ V ∗. Then, for any x ∈ V ⊕ V ∗,

τ0̄
(
9(x)

)
= τ0̄(u · x)= τ(x) · τ(u)= x · u =−u · x = u · τ ′(x)=9

(
τ ′(x)

)
,

so 9 in (2.2) is actually an isomorphism of algebras with involution:

(2.3) 9 :
(
Cl(V ⊕ V ∗, q), τ ′

)
→
(
Cl0̄(W, q), τ0̄

)
.

Now consider the exterior algebra
∧

V . Multiplication here will be denoted by
juxtaposition. This conveys a natural grading over Z2:

∧
V =

∧
0̄V⊕

∧
1̄V . In other

words, like Clifford algebras,
∧

V is an associative superalgebra. For any f ∈ V ∗,
let d f :

∧
V→

∧
V be the unique odd superderivation such that (d f )(v)= f (v) for

any v ∈ V ⊆
∧

V (see, for instance, [Knus et al. 1998, §8]). Note that (d f )2 = 0.
Also, for any v ∈ V , the left multiplication by v gives an odd linear map lv :∧
V →

∧
V : x 7→ vx . Again l2

v = 0, and for any v ∈ V and f ∈ V ∗,

(2.4) (lv + d f )2 = lvd f + d f lv = l(d f )(v) = f (v) id= q(v+ f ) id.

The linear map V ⊕ V ∗→ Endk(
∧

V ) defined by v+ f 7→ lv + d f then induces
an isomorphism

(2.5) 3 : Cl(V ⊕ V ∗, q)→ Endk(
∧

V ).

Let ¯ :
∧

V →
∧

V be the involution such that v̄ = −v for any v ∈ V . Fix a
basis {v1, . . . , vl} of V , and let { f1, . . . , fl} be its dual basis ( fi (v j )= δi j for any
i, j = 1, . . . , l). Let 8 :

∧
V → k be the linear function such that

(2.6)
8(v1 · · · vl)= 1,

8(vi1 · · · vir )= 0 for any r < l and 1≤ i1 < · · ·< ir ≤ l,
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that is, 8 is a determinant, and consider the bilinear form

b :
∧

V ×
∧

V → k

(s, t) 7→8(s̄t).
(2.7)

Since

8(v1 · · · vl)= (−1)l8(vl · · · v1)= (−1)l(−1)(
l
2)8(v1 · · · vl)

= (−1)(
l+1

2 )8(v1 · · · vl)= (−1)(
l+1

2 ),

it follows that, for any s, t ∈
∧

V ,

b(t, s)=8(t̄ s)=8(s̄t)= (−1)(
l+1

2 )8(s̄t)= (−1)(
l+1

2 )b(s, t).

Hence,

b is symmetric if and only if l ≡ 0 or 3 (mod 4),

b is skew-symmetric if and only if l ≡ 1 or 2 (mod 4).
(2.8)

Let τb be the adjoint involution of
∧

V relative to b. Then, for any v ∈ V and
s, t ∈

∧
V ,

b
(
lv(s), t

)
=8(vst)=8(s̄v̄t)=−8(s̄vt)=−b

(
s, lvt

)
,

so τb(lv)=−lv. Also, if f ∈ V ∗ and v ∈ V ,

(d f )(v̄)=−(d f )(v)=− f (v)=− f (v)= (−1)|v|(d f )(v),

where
∧

V = ⊕l
i=0
∧i V is the natural Z-grading of

∧
V and |s| = i for s ∈

∧i V .
Also, assuming (d f )(s̄)= (−1)|s|(d f )(s) and (d f )(t̄)= (−1)|t |(d f )(t) for homo-
geneous s, t ∈

∧
V ,

(d f )(st)= (d f )(t̄ s̄)= (d f )(t̄)s̄+ (−1)|t | t̄(d f )(s̄)

= (−1)|t |(d f )(t)s̄+ (−1)|s|+|t | t̄(d f )(s)

= (−1)|s|+|t |(d f )(s)t + (−1)|s|s(d f )(t)

= (−1)|st |(d f )(st).

Hence (d f )(s̄) = (−1)|s|(d f )(s) for any homogeneous s ∈
∧

V . Thus, for any
f ∈ V ∗ and s, t ∈

∧
V ,

b
(
(d f )(s), t

)
=8

(
(d f )(s)t

)
= (−1)|s|8

(
(d f )(s̄)t

)
=−8

(
s̄(d f )(t)

)
since 8

(
(d f )(

∧
V )
)
= 0

=−b
(
s, (d f )(t)

)
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and, therefore, τb(d f ) = −d f . As a consequence, the isomorphism 3 in (2.5) is
actually an isomorphism of algebras with involution:

(2.9) 3 :
(
Cl(V ⊕ V ∗, q), τ ′

)
→
(
Endk(

∧
V ), τb

)
.

The orthogonal Lie algebra so2l+1 = so(W, q) is spanned by the linear maps

(2.10) σw1,w2 = q(w1, · )w2− q(w2, · )w1

where q(w1, w2)=q(w1+w2)−q(w1)−q(w2) is the associated symmetric bilinear
form.

But for any w1, w2, w3 ∈W , inside Cl(W, q) one has

[[w1, w2]
·, w3]

·
= (w1 ·w2−w2 ·w1) ·w3−w3 · (w1 ·w2−w2 ·w1)

= q(w2, w3)w1−w1 ·w3 ·w2− q(w1, w3)w2+w2 ·w3 ·w1

− q(w1, w3)w2+w1 ·w3 ·w2+ q(w2, w3)w1−w2 ·w3 ·w1

=−2σw1,w2(w3).

Therefore, so2l+1 embeds in Cl0̄(W, q) by means of σw1,w2 7→ −
1
2 [w1, w2]

·, so
so2l+1 can be identified with the subspace [W,W ]· in Cl0̄(W, q).

Under this identification, the action of so2l+1 = so(W, q) on its natural module
W corresponds to the adjoint action of [W,W ]· on W inside Cl(W, q). Note that
for any x, y ∈ V ⊕ V ∗,

9
(
[x, y]·

)
= [u · x, u · y]· = u · x · u · y− u · y · u · x

=−u · u · (x · y− y · x)

= x · y− y · x = [x, y]·,

so 9 acts “identically” on so2l = [V ⊕ V ∗, V ⊕ V ∗]· ⊆ Cl(V ⊕ V ∗, q).
The subspace h=span {[vi , fi ]

·
: i = 1, . . . , l} is a Cartan subalgebra of so2l+1'

[W,W ]·. Besides,

[[vi , fi ]
·, u]· = 0,

[[vi , fi ]
·, v j ]

·
= 2δi jv j ,

[[vi , fi ]
·, f j ]

·
=−2δi j f j .

Hence, if εi : h→ k denotes the linear map with εi
(
[v j , f j ]

·
)
= 2δi j , the weights

of the natural module W relative to h are 0 and ±εi , i = 1, . . . , l, all of them of
multiplicity 1; while there appears a root space decomposition

so2l+1 ' [W,W ]· = h⊕
(
⊕α∈1gα

)
,

where

1= {±(εi + ε j ) : 1≤ i < j ≤ l} ∪ {±εi : 1≤ i ≤ l} ∪ {±(εi − ε j ) : 1≤ i < j ≤ l}.
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Here gεi+ε j = k[vi , v j ]
·, g−(εi+ε j ) = k[ fi , f j ]

·, gεi−ε j = k[vi , f j ]
·, gεi = k[u, vi ]

·,
and g−εi = k[u, fi ]

·, for any i 6= j . This root space decomposition induces a
triangular decomposition

so2l+1 = g−⊕ h⊕ g+,

where g±=⊕α∈1±gα, with1+={εi+ε j : 1≤ i < j ≤ l}∪{εi : 1≤ i ≤ l}∪{εi−ε j :

1≤ i < j ≤ l}, and 1− =−1+.

The spin representation of so2l+1 is given by the composition

so2l+1 ↪→ Cl0̄(W, q)
9−1

−→ Cl(V ⊕ V ∗, q)
3
−→ Endk(

∧
V ).

Denote this composition by

(2.11) ρ =3 ◦9−1
|so2l+1,

and denote by S =
∧

V the spin module. Note that for any 1 ≤ i ≤ l and any
1≤ i1 < · · ·< ir ≤ l

ρ
(
[vi , fi ]

·
)
(vi1 · · · vir )=

{
vi1 · · · vir if i = i j for some j,

−vi1 · · · vir otherwise.

Thus, vi1 · · · vir is a weight vector relative to h, with weight

1
2

( ∑
i∈{i1,...,ir }

εi −
∑

j 6∈{i1,...,ir }

ε j

)
,

and hence all the weights of the spin module have multiplicity 1.

Proposition 2.12. Up to scalars, there is a unique so2l+1-invariant bilinear map
S× S→ so2l+1, (s, t) 7→ [s, t]. This map is given by the formula

(2.13) 1
2 tr
(
σ [s, t]

)
= b

(
ρ(σ)(s), t

)
,

for any σ ∈ so2l+1 and s, t ∈ S, where tr denotes the trace of the natural represen-
tation of so2l+1.

Moreover, this bilinear map [ · , · ] is symmetric if and only if l is congruent to 1
or 2 modulo 4. Otherwise, it is skew-symmetric.

Proof. First note that the trace form tr is so2l+1-invariant, and so is b because9 and
3 in (2.3) and (2.9) are isomorphisms of algebras with involutions. Since both tr
and b are nondegenerate, [ · , · ] is well defined and so2l+1-invariant. Now, the space
of so2l+1-invariant bilinear maps S× S→ so2l+1 is isomorphic to Homso2l+1(S⊗
S, so2l+1) (all the tensor products are considered over the ground field k), or to the
space of those tensors in S⊗S⊗(so2l+1)

∗
' S⊗S⊗so2l+1' so2l+1⊗S⊗S∗ (tr and

b are nondegenerate) annihilated by so2l+1, and hence to Homso2l+1(so2l+1⊗S, S).
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But so2l+1⊗S is generated, as a module for so2l+1, by the tensor product of any
nonzero element (like [v1, v2]

·) in the root space (so2l+1)ε1+ε2 ((so3)ε1 if l=1), and
any nonzero element (like 1) in the weight space S

−
1
2 (ε1+···+εl )

. (Note that ε1+ ε2

is the longest root in the lexicographic order given by ε1 > · · · > εl > 0, while
−

1
2(ε1+· · ·+εl) is the lowest weight in S.) The image of this basic tensor under any

homomorphism of so2l+1-modules lies in the weight space of weight 1
2(ε1+ ε2−

ε3−· · ·−εl), which is one-dimensional. Hence, dimk Homso2l+1(so2l+1⊗S, S)=1,
as required.

The last part of the Proposition follows from (2.8). �

For future use, note that for any w1, w2, w3, w4 ∈W ,

tr
(
σw1,w2σw3,w4

)
= 2

(
q(w1, w4)q(w2, w3)− q(w1, w3)q(w2, w4)

)
,

and hence, under the identification so2l+1 ' [W,W ]· (σw1,w2 7→ −
1
2 [w1, w2]

·),

(2.14) 1
2 tr
(
[w1, w2]

·
[w3, w4]

·
)
=4

(
q(w1, w4)q(w2, w3)−q(w1, w3)q(w2, w4)

)
.

To deal with the Lie algebras so2l (type D), l ≥ 2, consider the involution of
Cl(V ⊕ V ∗, q), which will be denoted by τ too, which is the identity on V ⊕ V ∗.
Also consider the involution ˆ :

∧
V →

∧
V such that v̂ = v for any v ∈ V ⊆

∧
V ,

and the nondegenerate bilinear form

b̂ :
∧

V ×
∧

V → k

(s, t) 7→8(ŝt),
(2.15)

where 8 is as in (2.6). Here, with the same arguments as for (2.8),

b̂ is symmetric if and only if l ≡ 0 or 1 (mod 4),

b̂ is skew-symmetric if and only if l ≡ 2 or 3 (mod 4).
(2.16)

Moreover, if l is even, then b̂
(∧

0̄V,
∧

1̄V
)
=0, so the restrictions of b̂ to S+=

∧
0̄V

and S− =
∧

1̄V are nondegenerate. However, if l is odd, then both S+ and S− are
isotropic subspaces relative to b̂.

The nondegenerate bilinear form b̂ induces the adjoint involution τb̂ on
∧

V and,
as before, the isomorphism 3 in (2.5) becomes an isomorphism of algebras with
involution:

(2.17) 3 :
(
Cl(V ⊕ V ∗, q), τ

)
→
(
Endk(

∧
V ), τb̂

)
.

Under this isomorphism, the even Clifford algebra Cl0̄(V ⊕ V ∗, q) maps onto
Endk(

∧
0̄V )⊕Endk(

∧
1̄V ).

Also, as before, so2l = so(V ⊕ V ∗, q) can be identified with the subspace
[V ⊕V ∗, V ⊕V ∗]· of Cl0̄(V ⊕V ∗, q), h= span {[vi , fi ]

·
: i = 1, . . . , l} is a Cartan
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subalgebra, the roots are {±εi±ε j : 1≤ i < j ≤ l}, the set of weights of the natural
module V ⊕V ∗ are {±εi : 1≤ i ≤ l}, all the weights appear with multiplicity one,
and the composition

so2l ↪→ Cl0̄(V ⊕ V ∗, q)
3
−→ Endk(

∧
0̄V )⊕Endk(

∧
1̄V )

gives two representations

(2.18) ρ+ : so2l→ Endk(
∧

0̄V ) and ρ− : so2l→ Endk(
∧

1̄V ),

called the half-spin representations. The weights in S+=
∧

0̄V (respectively S−=∧
1̄V ) are the weights 1

2(±ε1± · · · ± εl), with an even (respectively odd) number
of + signs.

Proposition 2.19. (i) If l is odd, l ≥ 3, there is no nonzero so2l-invariant bilinear
map S+× S+→ so2l .

(ii) If l is even, there is a unique, up to scalars, such bilinear map, which is given
by the formula

(2.20) 1
2 tr
(
σ [s, t]

)
= b̂

(
ρ+(σ )(s), t

)
,

for any σ ∈ so2l and s, t ∈ S+. Moreover, this bilinear map [ · , · ] is symmetric
if and only if l is congruent to 2 or 3 modulo 4, and it is skew-symmetric
otherwise.

Proof. If l is odd (l ≥ 3), then S+ ⊗ S+ is generated, as a module for so2l , by
v1 · · · vl−1 ⊗ vl−1vl (the tensor product or a nonzero highest weight vector and
a nonzero lowest weight vector), and its image under any nonzero so2l-invariant
linear map S+⊗ S+→ so2l lies in the root space of root 1

2(ε1+· · ·+ εl−1− εl)+
1
2(−ε1 − · · · − εl−2 + εl−1 + εl) = εl−1. But εl−1 is not a root, so its image must
vanish.

For l even b̂ is nondegenerate on S+ and, as in Proposition 2.12, it is enough
to compute dimk Homso2l (so2l ⊗S+, S+), which is proven to be 1 with the same
arguments given there. �

Remark 2.21. In Cl1̄(V ⊕ V ∗, q) there are invertible elements a such that a·2 ∈
k1 and a · (V ⊕ V ∗) · a−1

⊆ V ⊕ V ∗. For instance, one can take the element
a = [v1, f1]

·
· · · [vl−1, fl−1]

·
· (vl + fl), which satisfies a·2 = (−1)l−1. (Note that

[vi , fi ]
·2
= vi · fi ·vi · fi + fi ·vi · fi ·vi = vi · (1−vi · fi ) · fi + fi · (1− fi ·vi ) ·vi =

vi · fi + fi ·vi = fi (vi )= 1 and (vi + fi ) · (vi + fi )= vi · fi + fi ·vi = 1.) Consider
the linear isomorphism φa : S− =

∧
1̄V → S+ =

∧
0̄V , s 7→ ρ(a)(s), and the order

two automorphism Ada : Cl(V ⊕ V ∗, q)→ Cl(V ⊕ V ∗, q), x 7→ a · x · a−1. Ada

preserves V ⊕ V ∗, and hence also so2l ' [V ⊕ V ∗, V ⊕ V ∗]·. Then, for any so2l-
invariant bilinear map [ · , · ] : S+ × S+→ so2l , one gets a so2l-invariant bilinear
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map [ · , · ]− : S−× S−→ so2l at once by

[s, t]− = Ada
(
[φa(s), φa(t)]

)
.

Therefore, it is enough to deal with the half spin representation S+.

3. Type B

Let g= g0̄⊕ g1̄ be either a simple Z2-graded Lie algebra or a simple Lie superal-
gebra with g0̄ = so2l+1 and g1̄ = S (its spin module).

Because of Proposition 2.12, the product of two odd elements can be assumed
to be given by the bilinear map [s, t] in (2.13). Therefore, the possibilities for such
a g are given precisely by the values of l such that the product [s, t] satisfies the
Jacobi identity

J (s1, s2, s3)= ρ([s1, s2])(s3)+ ρ([s2, s3])(s1)+ ρ([s3, s1])(s2)= 0,

for any s1, s2, s3 ∈ S. As in Section 2, ρ denotes the spin representation of so2l+1.
But S⊗S⊗S is generated, as a module for so2l+1, by the elements 1⊗v1 · · · vl⊗

vi1 · · · vir , where 0≤ r ≤ l and 1≤ i1 < · · ·< ir ≤ l. As in Section 2, {v1, . . . , vl}

denotes a fixed basis of V and { f1, . . . , fl} the corresponding dual basis in V ∗.
The trilinear map S× S× S→ S, (s1, s2, s3) 7→ J (s1, s2, s3) is so2l+1-invariant, so
it is enough to check for which values of l the Jacobian

J (1, v1 · · · vl, vi1 · · · vir )

is 0 for any 0≤ r ≤ l and 1≤ i1 < · · ·< ir ≤ l. By symmetry, it is enough to check
the Jacobians

J (1, , v1 · · · vl, v1 · · · vr )

for 0≤ r ≤ l.

Theorem 3.1. Let l ∈ N and let g = g0̄⊕ g1̄ be the Z2-graded algebra with g0̄ =

so2l+1, g1̄ = S (its spin module), and multiplication given by the Lie bracket of
elements in so2l+1, and by

[σ, s] = −[s, σ ] = ρ(σ)(s), ρ as in (2.11),

[s, t] given by (2.13).

for any σ ∈ g0̄ and s, t ∈ g1̄. Then:

(i) g is a Lie algebra if and only if either
• l = 3 and the characteristic of k is 3, and then g is isomorphic to the

29-dimensional simple Lie algebra discovered by Brown [1982], or
• l = 4, and then g is isomorphic to the simple Lie algebra of type F4.

(ii) g is a Lie superalgebra if and only if either
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• l = 1, and then g is isomorphic to the orthosymplectic Lie superalgebra
osp(1, 2), or

• l = 2, and then g is isomorphic to the orthosymplectic Lie superalgebra
osp(1, 4), or

• l = 5 and the characteristic of k is 5, or
• l = 6 and the characteristic of k is 3.

Proof. With the same notations as in Section 2, note that v1 · · · vr is a weight
vector relative to h, of weight 1

2(ε1+ · · ·+ εr − εr+1− · · ·− εl) for any 0≤ r ≤ l.
Hence [1, v1 · · · vr ] ∈ (so2l+1)−(εr+1+···+εl ). In the same vein, [v1 · · · vl, v1 · · · vr ] ∈

(so2l+1)ε1+···εr . In particular,

(3.2) [1, v1 · · · vr ] = 0 if 0≤ r ≤ l − 3; [v1 · · · vl, v1 · · · vr ] = 0 if 3≤ r ≤ l.

Also, [1, v1 · · · vl]∈h, so that [1, v1 · · · vl]=
∑l

i=1 αi [vi , fi ]
· for some α1, . . . , αl ∈

k. By (2.13)

(3.3)
1
2

l∑
i=1

αi tr
(
σ [vi , fi ]

·
)
= b

(
ρ(σ)(1), v1 · · · vl

)
.

Let σ = [v j , f j ]
·, then by (2.14)

1
2

l∑
i=1

αi tr
(
[v j , f j ]

·
[vi , fi ]

·
)
= 4 fi (v j ) f j (vi )= 4δi j ,

while ρ
(
[v j , f j ]

·
)
(1)= [lv j , d f j ](1)=−(d f j )(v j )=−1. Thus, (3.3) gives 4α j =

−1 for any j = 1, . . . , l, so

(3.4) [1, v1 · · · vl] = −
1
4

l∑
i=1

[vi , fi ]
·.

In the same vein, [1, v1 · · · vl−1] ∈ (so2l+1)−εl , so [1, v1 · · · vl−1] = α[u, fl]
· for

some α ∈ k, and by (2.13)

(3.5) 1
2α tr

(
[u, vl]

·
[u, fl]

·
)
= b

(
ρ([u, vl]

·(1), v1 · · · vl−1
)
.

The left-hand side is 4α
(
−q(u, u)q(vl, fl)

)
= 8α, while on the right-hand side

ρ
(
[u, vl]

·
)
= 2ρ

(
9(vl)

)
= 23(vl), so this side becomes

2b(vl, v1 · · · vl−1)= 28(v̄lv1 · · · vl−1)=−28(vlv1 · · · vl−1)

= 2(−1)l8(v1 · · · vl)= 2(−1)l .

Therefore α = 1
4(−1)l and

(3.6) [1, v1 · · · vl−1] =
1
4(−1)l[u, fl]

·.



SOME NEW SIMPLE MODULAR LIE SUPERALGEBRAS 347

Similar arguments, which are left to the reader, give

[1, v1 · · · vl−2] =
1
2 [ fl−1, fl]

·, if l ≥ 2,(3.7)

[v1 · · · vl, v1] = −
1
4(−1)(

l+1
2 )[u, v1]

·,(3.8)

[v1 · · · vl, v1v2] = −
1
2(−1)(

l+1
2 )[v1, v2]

·.(3.9)

Now, if l ≥ 7 and 3≤ r ≤ l − 3,

J (1, v1 · · · vl, v1 · · · vr )= [[1, v1 · · · vl], v1 · · · vr ] (by (3.2))

=−
1
4

l∑
i=1
[[vi , fi ]

·, v1 · · · vr ] (by (3.4))

=−
1
4

l∑
i=1
ρ
(
[vi , fi ]

·
)
(v1 · · · vr )

=−
1
4(r − (l − r))v1 · · · vr =

1
4(l − 2r)v1 · · · vr .

With r = 1
2(l−2) if l is even or 1

2(l−1) if l is odd, l − 2r (= 1 or 2) 6= 0, so the
Jacobi identity is not satisfied.

Assume now that l = 6, so [s, t] is symmetric in s, t ∈ S by Proposition 2.12.
Then

J (1, v1 · · · v6, 1)= 2[[1, v1 · · · v6], 1] (because [1, 1] = 0; see (3.2))

=−
1
2

6∑
i=1
[[vi , fi ]

·, 1] (by (3.4))

=−
1
2

6∑
i=1
(−1)= 3,

so the characteristic of k must be 3. Assuming this is so, it is easily checked that
J (1, v1 · · · v6, v1 · · · vr )= 0 for any 0≤ r ≤ 6.

For l = 5, the product [s, t] is also symmetric (Proposition 2.12) and, as before,

J (1, v1 · · · v5, 1)= 2[[1, v1 · · · v5], 1] = − 1
2

5∑
i=1
(−1)= 5

2 ,

so the characteristic of k must be 5, and then J (1, v1 · · · v5, v1 · · · vr ) = 0 for any
0≤ r ≤ 5.

For l = 4, the product [s, t] is skew-symmetric, by Proposition 2.12. Therefore
J (1, v1 · · · v4, 1) = J (1, v1 · · · v4, v1 · · · v4) = 0 by skew-symmetry. The other
instances of J (1, v1 · · · v4, v1 · · · vr ), 1≤ r ≤ 3, are also checked to be trivial.
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With l = 3, the product [s, t] is skew-symmetric too. Hence, by (3.4), (3.6), and
(3.7),

J (1, v1v2v3, v1)= [[1, v1v2v3], v1] + [[v1v2v3, v1], 1] + [[v1, 1], v1v2v3]

= −
1
4

3∑
i=1
[[vi , fi ]

·, v1] −
1
4 [[u, v1]

·, 1] − 1
2 [[ f2, f3]

·, v1v2v3]

= −
1
4(1− 1− 1)v1−

1
4(2v1)−

1
2(−1− 1)v1 =

3
4v1,

and hence the characteristic must be 3. The other instance of the Jacobi identity to
be checked: J (1, v1v2v3, v1v2)= 0, also holds easily.

For l = 1 or l = 2, the Jacobi identity is satisfied too.

The assertions about which Lie algebras or superalgebras appear follows at once,
since all the algebras and superalgebras mentioned in the statement of the Theorem
satisfy the hypotheses. (For osp(1, 4), the even part is isomorphic to the symplectic
Lie algebra sp4, and the odd part is its natural 4-dimensional module. However sp4
is isomorphic to so5, and viewed like this, the 4-dimensional module is the spin
module. The same happens for osp(1, 2).) �

Remark 3.10. Up to our knowledge, the modular Lie superalgebras that occur
for l = 5 and l = 6 have not appeared previously in the literature. Note that
the simplicity of so2l+1 and the irreducibility of its spin module imply that these
superalgebras are simple.

4. Type D

In this section the situation in which g0̄ = so2l (l ≥ 2), and g1̄ = S+ (half-spin
module) will be considered. First note that it does not matter which half-spin
representation is used (Remark 2.21). By Proposition 2.19, it is enough to deal
with even values of l.

Theorem 4.1. Let l be an even positive integer, and let g = g0̄ ⊕ g1̄ be the Z2-
graded algebra with g0̄= so2l , g1̄= S+, and multiplication given by the Lie bracket
of elements in so2l , and by

[σ, s] = −[s, σ ] = ρ+(σ )(s), ρ+ as in (2.18),

[s, t] given by (2.20).

for any σ ∈ g0̄ and s, t ∈ g1̄. Then:

(i) g is a Lie algebra if and only if either
• l = 8 and then g is isomorphic to the simple Lie algebra of type E8, or
• l = 4, and then g is isomorphic to the simple Lie algebra so9 (of type B4).

(ii) g is a Lie superalgebra if and only if either
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• l = 6, and the characteristic of k is 3, and then g is isomorphic to the Lie
superalgebra in [Elduque 2006, Theorem 3.2(v)], or

• l = 2, and then g is isomorphic to the direct sum osp(1, 2) ⊕ sl2, of
the orthosymplectic Lie superalgebra osp(1, 2) and the three-dimensional
simple Lie algebra.

Proof. The restriction to S+ =
∧

0̄V of the bilinear form b̂ in (2.15) coincides with
the restriction of the bilinear form b in (2.7). Hence, as in the proof of Theorem
3.1, the equations (3.2), (3.4), (3.7), and (3.9) are all valid here.

If l ≥ 10 and 4≤ r ≤ l − 4, r even,

J (1, v1 · · · vl, v1 · · · vr )= [[1, v1 · · · vl], v1 · · · vr ] = −
1
4

l∑
i=1
[[vi , fi ]

·, v1 · · · vr ]

= −
1
4(r − (l − r))v1 · · · vr =

1
4(l − 2r)v1 · · · vr ,

so, with r = 1
2(l−2) if l is congruent to 2 modulo 4, or r = 1

4(l−4) otherwise,
l − 2r equals 2 or 4, and the Jacobi identity is not satisfied.

For l = 8, [s, t] is skew-symmetric and it is enough to check that the Jacobian
J (1, v1 · · · v8, v1 · · · vr ) is 0 for r = 2, 4 or 6, which is straightforward.

For l = 6, [s, t] is symmetric and

J (1, v1 · · · v6, 1)= 2[[1, v1 · · · v6], 1] = − 1
2

6∑
i=1
[[vi , fi ]

·, 1] = − 1
2

6∑
i=1
(−1)= 3,

so the characteristic of k must be 3 and then all the other instances of the Jacobi
identity hold.

For l = 4, [s, t] is skew-symmetric, and thus it is enough to deal with

J (1, v1v2v3v4, v1v2)

= [[1, v1v2v3v4], v1v2] + [[v1v2v3v4, v1v2], 1] + [[v1v2, 1], v1v2v3v4]

= −
1
4

4∑
i=1
[[vi , fi ]

·, v1v2] −
1
2 [[v1, v2]

·, 1] − 1
2 [[ f1, f2]

·, v1v2v3v4]

= −
1
4(1+ 1− 1− 1)v1v2− v1v2+ v1v2 = 0.

It is well-known that g= so9 is Z2-graded with g0̄= so8 and g1̄ the natural module
for so8. But here, the triality automorphism permutes the natural and the two
half-spin modules, so one can replace the natural module by any of its half-spin
modules. Therefore, the Lie algebra that appears is isomorphic to so9.

Finally, for l = 2, [s, t] is symmetric and the Jacobi identity is easily checked
to hold. Since so4 is isomorphic to sl2⊕ sl2 and the two half-spin representa-
tions are the two natural (two-dimensional) modules for each of the two copies
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of sl2. It follows then that g = g1 ⊕ g2, where (g1)0̄ ' sl2 and (g1)1̄ the natu-
ral module for sl2 (and hence g1 ' osp(1, 2)), while g2 = (g2)0̄ = sl2. Alter-
natively, the subspaces span {[v1, v2]

·, [ f1, f2]
·, [v1, f1]

·
+ [v2, f2]

·, 1, v1v2} and
span {[v1, f2]

·, [v2, f1]
·
[v1, f1]

·
− [v2, f2]

·} are ideals of g, the first one being iso-
morphic to osp(1, 2), and the second one to sl2. �

5. The Kac Jordan superalgebra and the Tits construction

The aim of this section is to show that the Lie superalgebra in Theorem 3.1 for
l = 5 (and characteristic 5) is related to a well-known construction by Tits, applied
to the Cayley algebra and the ten-dimensional Kac Jordan superalgebra over k.

This last superalgebra is easily described in terms of the smaller Kaplansky
superalgebra. The tiny Kaplansky superalgebra is the three-dimensional Jordan
superalgebra K = K 0̄⊕ K 1̄, with K 0̄ = ke and K 1̄ =U , a two-dimensional vector
space endowed with a nonzero alternating bilinear form ( · | · ), and multiplication
given by

e2
= e, ex = xe = 1

2 x, xy = (x |y)e,

for any x, y ∈ U . The bilinear form ( · | · ) can be extended to a supersymmetric
bilinear form by means of (e|e)= 1

2 and (K 0̄|K 1̄)= 0.
For any homogeneous u, v ∈ K , we know from [Benkart and Elduque 2002,

(1.61)] that

(5.1) [Lu, Lv] = Lu Lv − (−1)ūv̄LvLu =
1
2

(
u(v| · )− (−1)ūv̄v(u| · )

)
,

where L x denotes the left multiplication by x , x̄ being the degree of the homo-
geneous element x . Moreover, the Lie superalgebra of derivations of K is (see
[Benkart and Elduque 2002])

der K = [L K , L K ] = osp(K )
(
' osp(1, 2)

)
.

The Kac Jordan superalgebra is

J= k1⊕ (K ⊗ K ),

with unit element 1 and product determined by

(5.2) (a⊗ b)(c⊗ d)= (−1)b̄c̄(ac⊗ bd − 3
4(a|c)(b|d)1

)
,

for homogeneous elements a, b, c, d ∈ K (see [Benkart and Elduque 2002, (2.1)]).
By Proposition 2.7 and Theorem 2.8 of the same reference, the superspace spanned
by the associators (x, y, z) = (xy)z − x(yz) = (−1)ȳ z̄

[L x , L z](y) is (J,J,J) =

K ⊗ K , and the Lie superalgebra of derivations of J is der J = [LJ, LJ], which
acts trivially on 1 and leaves invariant (J,J,J) = K ⊗ K . Considered then as
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subspaces of Endk(K ⊗ K )

(5.3) der J = (der K ⊗ id) ⊕ (id⊗ der K )
(
' osp(1, 2)⊕ osp(1, 2)

)
.

More precisely (see [Benkart and Elduque 2002, (2.4)]), for any homogeneous
a, b, c, d ∈ K ,

(5.4) [La⊗b, Lc⊗d ] = (−1)b̄c̄(
[La, Lc]⊗ (b|d) id + (a|c) id⊗[Lb, Ld ]

)
,

as endomorphisms of K ⊗ K . (Note that, with the usual conventions for superal-
gebras, id⊗ ϕ acts on a⊗ b as (−1)ϕ̄āa⊗ ϕ(b) for homogeneous ϕ and a, b.) In
particular,

(der J)0̄ =
(
(der K )0̄⊗ id

)
⊕
(
id⊗ (der K )0̄)

)
,

and (der K )0̄ is isomorphic to sp(U )= sp2= sl2 (acting trivially on the idempotent
e). The restriction of (der J)0̄ to the subspace K 1̄⊗ K 1̄ = U ⊗U of K ⊗ K then
gives an isomorphism

(der J)0̄
∼= so(U ⊗U )

(
= (sp(U )⊗ id) ⊕ (id⊗ sp(U ))

)
,

where U ⊗U is endowed with the symmetric bilinear form given by

(u1⊗ u2|v1⊗ v2)= (u1|v1)(u2|v2),

for any u1, u2, v1, v2 ∈U .

Assume now that the characteristic of k is 6= 2, 3. Let (C, n) be a unital compo-
sition algebra over k with norm n. That is, n is a regular quadratic form satisfying
n(ab)= n(a)n(b) for any a, b∈C . (See [Schafer 1966, Chapter III] for basic facts
about these algebras.)

Since the field k is assumed to be algebraically closed, C is isomorphic to either
k, k× k, Mat2(k) or the Cayley algebra C over k.

The map Da,b : C→ C given by

(5.5) Da,b(c)= [[a, b], c] − 3(a, b, c)

is the inner derivation determined by a, b∈C , and the Lie algebra der C is spanned
by these derivations. The subspace C0

= {a ∈ C : n(1, a) = 0} orthogonal to 1 is
invariant under der C .

For later use, let us state some properties of the inner derivations of Cayley
algebras. For any a, let ada = La − Ra (La and Ra denote, respectively, the left
and right multiplication by the element a), and consider adC = {ada : a ∈ C} =
{ada : a ∈ C0

}.

Lemma 5.6. Let C be the Cayley algebra over k (char k 6= 2, 3). Then:
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(i) C0 is invariant under der C and adC, both of which annihilate k1. Moreover,
as subspaces of Endk(C

0), so(C0, n)= der C⊕ adC.

(ii) [ada, adb] = 2Da,b− ad[a,b] for any a, b ∈ C.

(iii) Da,b+
1
2 ad[a,b] = 3

(
n(a, · )b− n(b, · )a

)
for any a, b ∈ C0.

Proof. First, in [Schafer 1966, Chapter III, §8] it is proved that der C leaves in-
variant C0 and, as a subspace of Endk(C

0), it is contained in the orthogonal Lie
algebra so(C0, n). The same happens for adC = adC0 , and der C∩adC = 0. Hence,
by dimension count, so(C0, n)= der C⊕ adC, which gives (i).

Now, C is an alternative algebra. That is, the associator (a, b, c)= (ab)c−a(bc)
is alternating on its arguments. Hence, for any a, b, c ∈ C,(

Lab− La Lb
)
(c)= (a, b, c)=−(a, c, b)= [La, Rb](c).

Interchange a and b and subtract to get L [a,b]− [La, Lb] = 2[La, Rb]. Similarly,

R[a,b]+ [Ra, Rb] = −2[La, Rb],

ad[a,b] = [La, Lb] + [Ra, Rb] + 4[La, Rb].

Hence

(5.7) Da,b = ad[a,b]−3(a, b, · )= ad[a,b]+3(a, · , b)

= ad[a,b]−3[La, Rb] = [La, Lb] + [Ra, Rb] + [La, Rb]

and [ada, adb] = [La − Ra, Lb − Rb] = [La, Lb] + [Ra, Rb] − 2[La, Rb] =

Da,b− 3[La, Rb] = 2Da,b− ad[a,b], which yields (ii).
Now, for any a ∈ C, we have (see [Schafer 1966, Chapter III, §4])

a2
− n(1, a)a+ n(a)1= 0,

so for any a ∈ C0, a2
=−n(a)1 and hence

(5.8) ab+ ba =−n(a, b)1,

for any a, b ∈ C0. Therefore, for any a, b, c ∈ C0,

2
(
n(a, c)b− n(b, c)a

)
=−(ac+ ca)b− b(ac+ ca)+ (bc+ cb)a− a(bc+ cb)

=−(a, c, b)+ (b, c, a)− (ca)b+ (cb)a− b(ac)+ a(bc)

=
(
2[La, Rb] + [Ra, Rb] + [La, Lb]

)
(c)

=
(
Da,b+ [La, Rb]

)
(c)=

( 2
3 Da,b+

1
3 ad[a,b]

)
(c),

because of (5.7), which gives (iii). �
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Let J = J0̄⊕ J1̄ be now a unital Jordan superalgebra with a normalized trace t :
J→k. That is, t is a linear map such that t (1)=1, and t (J1̄)=0= t

(
(J, J, J )

)
(see

[Benkart and Elduque 2003, §1]). Then J = k1⊕ J 0, where J 0
={x ∈ J : t (x)=0},

which contains J1̄. For x, y ∈ J 0, xy = t (xy)1+ x ∗ y, where x ∗ y = xy− t (xy)1
is a supercommutative multiplication on J 0. Since (J, J, J ) = [L J , L J ](J ) is
contained in J 0, the subspace J 0 is invariant under inder J = [L J , L J ] (the Lie
superalgebra of inner derivations).

Given a unital composition algebra C and a unital Jordan superalgebra with a
normalized trace J , consider the superspace

T(C, J )= der C ⊕ (C0
⊗ J 0)⊕ inder J,

with the superanticommutative product [ · , · ] specified by the following conditions
(see [Benkart and Elduque 2003]):

• der C is a Lie subalgebra and inder J a Lie subsuperalgebra of T(C, J ),

• [der C, inder J ] = 0,

• [D, a⊗ x] = D(a)⊗ x , [d, a⊗ x] = a⊗ d(x),

• [a⊗ x, b⊗ y] = t (xy)Da,b+ [a, b]⊗ x ∗ y− 2n(a, b)[L x , L y],

for all D ∈ der C , d ∈ inder J , a, b ∈ C0 and x, y ∈ J 0.
If the Grassmann envelope G(J ) satisfies the Cayley–Hamilton equation

ch3(x)= 0

for 3× 3-matrices, where

ch3(x)= x3
− 3t (x)x2

+
( 9

2 t (x)2− 3
2 t (x2)

)
x −

(
t (x3)− 9

2 t (x2)t (x)+ 9
2 t (x)3

)
1,

then T(C, J ) is a Lie superalgebra; see [Benkart and Elduque 2003, Sections 3
and 4].

This construction, for algebras, was considered by Tits [1966], who used it to
give a unified construction of the exceptional simple Lie algebras. In the above
terms, it was considered in [Benkart and Zelmanov 1996; Benkart and Elduque
2003].

The Kac Jordan superalgebra J is endowed with a unique normalized trace,
given necessarily by t (1)= 1 and t (K ⊗ K )= 0. Note that if f = f 2 is an idem-
potent linearly independent to 1 in a unital Jordan superalgebra with a normalized
trace t , and if the Grassmann envelope satisfies the Cayley–Hamilton equation
ch3(x)= 0, in particular ch3( f )= 0 so, by linear independence, t ( f )− 9

2 t ( f )2+
9
2 t ( f )3 = 0, and t ( f ) is either 0, 1

3 or 2
3 . But, if t ( f ) were 0, 0 = ch3( f ) would

be equal to f 3, hence to f , a contradiction. Hence t ( f ) = 1
3 or 2

3 . In the Kac
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superalgebra J, the element f = − 1
2 + 2e⊗ e is an idempotent with t ( f ) = − 1

2 .
Hence the Grassmann envelope of J cannot satisfy the Cayley–Hamilton equation
of degree 3 unless, − 1

2 =
1
3 or − 1

2 =
2
3 , that is, unless the characteristic of k be 5

or 7. Actually, McCrimmon [2005] has shown that the Grassmann envelope G(J)
satisfies this Cayley–Hamilton equation if and only if the characteristic is 5. In ret-
rospect, this explains the appearance of the nine-dimensional pseudocomposition
superalgebras over fields of characteristic 5 (and only over these fields) in [Elduque
and Okubo 2000, Example 9, Theorem 14 and concluding notes].

Assume from now on that the characteristic of the ground field k is 5.
Then, if C is a unital composition algebra, then T(C,J) is always a Lie super-

algebra. Obviously T(k,J)= inder J= der J, which is isomorphic to

osp(1, 2)⊕ osp(1, 2)

(see (5.3)), and T(k× k,J) is naturally isomorphic to LJ0 ⊕ der J which, in turn,
is isomorphic to osp(K ⊕ K ) ∼= osp(2, 4) (see [Benkart and Elduque 2002, The-
orem 2.13]). Also, it is well-known that T(Mat2(k),J) is isomorphic to the Tits–
Kantor–Koecher Lie superalgebra of J, which is isomorphic to the exceptional Lie
superalgebra of type F(4). (This was used by Kac [1977a] in his classification of
the complex finite-dimensional simple Jordan superalgebras.)

Our final result shows that the Lie superalgebra T(C,J) is, up to isomorphism,
the simple Lie superalgebra in Theorem 3.1 for l = 5.

Theorem 5.9. Let C be the Cayley algebra and let J be the Kac Jordan superalge-
bra over an algebraically closed field k of characteristic 5. Then:

(i) T(C,J)0̄ is isomorphic to the orthogonal Lie algebra so11.

(ii) T(C,J)1̄ is isomorphic to the spin module for T(C,J)0̄.

Proof. For (i) consider the vector space

M = C0
⊕ (U ⊗U )

(recall that U = K 1̄), endowed with the symmetric bilinear form Q such that

Q(C0,U ⊗U )= 0,

Q(x)=−n(x),

Q(u1⊗ u2, v1⊗ v2)=−(u1|v1)(u2|v2),

for x ∈ C0 and u1, u2, v1, v2 ∈U . It will be shown that T(C,J)0̄ is isomorphic to
the orthogonal Lie algebra so(M, Q).

This last orthogonal Lie algebra is spanned by the maps

σ Q
x,y = Q(x, · )y− Q(y, · )x
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for x, y ∈ M , and for any σ ∈ so(M, Q),

[σ, σ Q
x,y] = σ

Q
σ(x),y + σ

Q
x,σ (y).

Moreover, since C0 and U ⊗U are orthogonal relative to Q,

(5.10) so(M, Q)=
(
so
(
C0, Q|C0

)
⊕ so

(
U ⊗U, Q|U⊗U

))
⊕ σ

Q
C0,U⊗U

(which gives a Z2-grading of so(M,Q)), where so(C0,Q|C0) and so(U⊗U,Q|U⊗U )

are embedded in so(M, Q) in a natural way, and so(M, Q) is generated, as a Lie
algebra, by σ Q

C0,U⊗U . Besides, for any a, b ∈ C0, and u1, u2, v1, v2 ∈U ,

[σ
Q

a,u1⊗u2
, σ

Q
b,v1⊗v2

] = Q(u1⊗ u2, v1⊗ v2)σ
Q

a,b+ Q(a, b)σ Q
u1⊗u2,v1⊗v2

.

Also, by Lemma 5.6(iii), for any a, b ∈ C0,

(5.11) σ
Q

a,b =−2Da,b− ad[a,b] .

Now, the multiplication in T(C,J) gives, for any a, b ∈ C0, u, u1, u2, v, v1,

v2 ∈U , D ∈ der C and d ∈ (der J)0̄:

[D, a⊗ (u⊗ v)] = D(a)⊗ (u⊗ v),(5.12a)

[a⊗ (e⊗ e), b⊗ (u⊗ v)] = 1
4 [a, b]⊗ (u⊗ v)=− ada(b)⊗ (u⊗ v),(5.12b)

[d, a⊗ (u⊗ v)] = a⊗ d(u⊗ v),(5.12c)

[D, d] = 0= [d, a⊗ (e⊗ e)],(5.12d)

[Lu1⊗u2, Lv1⊗v2]|U⊗U =
1
2σ

Q
u1⊗u2,v1⊗v2

|U⊗U ,(5.12e)

since

(u1⊗ u2)
(
(v1⊗ v2)(w1⊗w2)

)
= Q(v1⊗ v2, w1⊗w2)(u1⊗ u2)(e⊗ e− 3

4 1)

=−
1
2 Q(v1⊗ v2, w1⊗w2)(u1⊗ u2),

for any u1, u2, v1, v2, w1, w2 ∈U .
Moreover, for any a, b ∈ C0 and u1, u2, v1, v2 ∈U ,

[a⊗(u1⊗ u2), b⊗ (v1⊗ v2)]

= t
(
u1⊗ u2)(v1⊗ v2)

)
Da,b+ [a, b]⊗

(
(u1⊗ u2) ∗ (v1⊗ v2)

)
− 2n(a, b)[Lu1⊗u2, Lv1⊗v2]

= −2Q(u1⊗ u2, v1⊗ v2)Da,b+ [a, b]⊗
(
Q(u1⊗ u2, v1⊗ v2)(e⊗ e)

)
− n(a, b)

(
2[Lu1⊗u2, Lv1⊗v2]

)
= Q(u1⊗ u2, v1⊗ v2)

(
−2Da,b+ [a, b]⊗ (e⊗ e)

+ Q(a, b)
(
2[Lu1⊗u2, Lv1⊗v2]

)
.
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Now, the equations in Lemma 5.6 and equations (5.11) and (5.12) prove that the
linear map

80̄ : T(C,J)0̄ = der C ⊕
(
C0
⊗ (k(e⊗ e)⊕U ⊗U )

)
⊕ (der J)0̄→ so(M, Q),

such that

• 80̄(D)= D for any D ∈ der C
(
⊆ so(C0, n)= so(C0,−n)⊆ so(M, Q)

)
, for

any D ∈ der C,

• 80̄(d)= d|U⊗U
(
∈ so(U ⊗U, Q)⊆ so(M, Q)

)
, for any d ∈ (der J)0̄,

• 80̄
(
a⊗ (e⊗ e)

)
=− ada

(
∈ so(C0,−n)⊆ so(M, Q)

)
, for any a ∈ C0,

• 80̄
(
a⊗ (u⊗ v)

)
= σ

Q
a,u⊗v, for any a ∈ C0 and u, v ∈U ,

is an isomorphism of Lie algebras. This proves the first part of the Theorem.

Now, let us consider the linear map

9 : M −→ Endk
(
C⊗ (U ⊕U )

)
a ∈ C0

7→ La ⊗

(
−id 0

0 id

)
,

u1⊗ u2 7→ id⊗
(

0 (u2| · )u1

(u1| · )u2 0

)
.

(The elements in U ⊕U are written as
(u1

u2

)
, and then Endk(U ⊕U ) is identified

with Mat2
(
Endk(U )

)
.) For any a ∈ C0 and u1, u2, v1, v2 ∈U ,

9(a)9(u1⊗ u2)+9(u1⊗ u2)9(a)= 0,

9(a)2 =−n(a) id= Q(a) id (as a(ab)= a2b =−n(a)b since C is alternative),

9(u1⊗ u2)9(v1⊗ v2)+9(v1⊗ v2)9(u1⊗ u2)

= id⊗

(
(u2|v2)(v1|· )u1+(v2|u2)(u1| · )v1 0

0 (u1|v1)(v2| · )u2+(v1|u1)(u2| · )v2

)

= id⊗

(
−(u1|v1)(u2|v2) id 0

0 −(u1|v1)(u2|v2) id

)

= Q(u1⊗ u2, v1⊗ v2) id,

since (u2|v2)
(
(v1|w1)u1+ (w1|u1)v1

)
=−(u2|v2)(u1|v1)w1, because (u1|v1)w1+

(v1|w1)u1+ (w1|u1)v1 = 0, as this is an alternating trilinear map on a two-dimen-
sional vector space.
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Therefore, 9 induces an algebra homomorphism

Cl(M, Q)→ Endk
(
C⊗ (U ⊕U )

)
,

whose restriction 9 : Cl0̄(M, Q)→ Endk
(
C⊗ (U ⊕U )

)
is an isomorphism, by

dimension count. Therefore, C⊗ (U ⊕U ) is the spin module for so(M, Q). Re-
call that so(M, Q) embeds in Cl0̄(M.Q) by means of σ Q

x,y 7→ −
1
2 [x, y]·. Since

so(M, Q) is generated by the elements σ Q
a,u1⊗u2

(a ∈ C0, u1, u2 ∈ U ), the spin
representation is determined by

ρ
(
σ

Q
a,u1⊗u2

)
=−

1
29
(
[a, u1⊗ u2]

·
)
=−

1
2 [9(a),9(u1⊗ u2)]

= −9(a)9(u1⊗ u2)= La ⊗

(
0 (u2| · )u1

−(u1| · )u2 0

)
.

Now identify T(C,J)0̄ with so(M, Q) through 80̄, and identify T(C,J)1̄ =

C0
⊗
(
(U ⊗ e)⊕ (e⊗U )

)
⊕ (der J)1̄ with C⊗ (U ⊕U ) by means of

81̄ : T(C,J)1̄ −→ C⊗ (U ⊕U )

a⊗ (u1⊗ e+ e⊗ u2) 7→ a⊗
(u1

u2

)
,

[Le, Lu1]⊗ id+ id⊗[Le, Lu2] 7→ −
1
2

(
1⊗

(u1
u2

))
,

for a ∈ C0 and u1, u2 ∈U .
In T(C,J), for any a, b ∈ C0, u1, u2, v1, v2 ∈U , using (5.4) we get

[a⊗ (u1⊗ u2), b⊗ (v1⊗ e+ e⊗ v2)]

= [a, b]⊗ 1
2

(
u1⊗ (u2|v2)e− (u1|v1)e⊗ u2

)
− 2n(a, b)[Lu1⊗u2, Lv1⊗e+e⊗v2]

=
1
2 [a, b]⊗

(
(u2|v2)u1⊗ e− e⊗ (u1|v1)u2

)
− 2n(a, b)

(
−

1
2(u1|v1) id⊗[Lu2, Le] +

1
2 [Lu1, Le]⊗ (u2|v2) id

)
=

1
2 [a, b]⊗

(
(u2|v2)u1⊗ e− e⊗ (u1|v1)u2

)
−

1
2 n(a, b)

(
−2
(
[Le, L(u2|v2)u1]⊗ id − id⊗[Le, L(u1|v1)v2]

))
.

That is,[
a⊗ (u1⊗ u2),8

−1
1̄

(
b⊗

(
v1
v2

))]
=8−1

1̄

(
ab⊗

(
0 (u2| · )u1

−(u1| · )u2 0

)(
v1
v2

))
,

or [
8−1

0̄

(
σ

Q
a,u1⊗u2

)
,8−1

1̄

(
b⊗

(
v1
v2

))]
=8−1

1̄

(
ρ
(
σ

Q
a,u1⊗u2

)(
b⊗

(
v1
v2

)))
,
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because ab =− 1
2 n(a, b)+ 1

2 [a, b] for any a, b ∈ C0 by (5.8). But also,[
a⊗ (u1⊗ u2),[Le, Lv1]⊗ id+ id⊗[Le, Lv2]

]
= a⊗

(
−[Le, Lv1](u1)⊗ u2+ u1⊗[Le, Lv2](u2)

)
= a⊗

( 1
2(u1|v1)e⊗ u2−

1
2 u1⊗ (u2|v2)e

)
,

or[
a⊗ (u1⊗ u2),8

−1
1̄

(
1⊗

(
v1
v2

))]
=8−1

1̄

(
a⊗

(
0 (u2| · )u1

−(u1| · )u2 0

)(
v1
v2

))
,

that is,[
8−1

0̄

(
σ

Q
a,u1⊗u2

)
,8−1

1̄

(
1⊗

(
v1
v2

))]
=8−1

1̄

(
ρ
(
σ

Q
a,u1⊗u2

)(
1⊗

(
v1
v2

)))
,

and this shows that, if T(C,J)0̄ is identified with so(M, Q) by means of 80̄ and
T(C,J)1̄ with C⊗ (U ⊕U ) by means of 81̄, the action of T(C,J)0̄ on T(C,J)1̄
is given, precisely, by the spin representation. �

The Lie superalgebra in Theorem 3.1 for l = 6 and characteristic 3, appears in
the extended Freudenthal magic square in this characteristic [Cunha and Elduque
2006], as the Lie superalgebra g

(
B(4, 2), B(4, 2)

)
, associated to two copies of

the unique six-dimensional symmetric composition superalgebra. This is related
to the six-dimensional simple alternative superalgebra B(4, 2) [Shestakov 1997],
and hence to the exceptional Jordan superalgebra of 3×3 hermitian matrices over
B(4, 2), which is exclusive of characteristic 3.
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SUBFACTORS FROM BRAIDED C∗ TENSOR CATEGORIES

JULIANA ERLIJMAN AND HANS WENZL

We extend subfactor constructions originally defined for unitary braid rep-
resentations to the setting of braided C∗-tensor categories. The categorical
approach is then used to compute the principal graph of these subfactors.
We also determine the dual principal graph for several important cases.
Here invertibility of the so-called S-matrix of a subcategory and certain
related group actions play an important role.

It was noted by Vaughan Jones that his examples of subfactors gave rise to
unitary braid representations. By this we mean representations of the infinite
braid group B∞ defined by infinitely many generators σ1, σ2, . . . which satisfy
the familiar braid relations. Subsequently, unitary braid representations were used
by A. Ocneanu and by H. Wenzl to construct new examples of subfactors; here
the subfactor is given by the subgroup B2,∞ generated by σ2, σ3, . . . . This con-
struction was denoted as the one-sided subfactor construction by J. Erlijman, as
opposed to her multisided subfactors. Here, for a given integer s > 1, the s-sided
subfactor is obtained as a suitable inductive limit of the embeddings of the quotients
of Bs

n = Bn × · · · ×Bn (s times) into Bns for n →∞. She also computed the
indices of these subfactors and their first relative commutants.

The main motivation for this paper was to calculate the higher relative com-
mutants of Erlijman’s subfactors. To do this it is convenient to generalize the
above mentioned constructions to the setting of a braided C∗-tensor category C

with only finitely many simple objects up to isomorphism. By definition of such
a category, we obtain a unitary representation of Bn in End(X⊗n) for any object
X in C. The constructions in our paper in the category setting follow closely the
above-mentioned braid constructions. They reduce to them in case that End(X⊗n)

is generated by the quotients of Bn for all n ∈N, where X is a generating object of
C. However, the categorical setting makes it easier to calculate the higher relative
commutants, and also contains new nontrivial examples.

The main results of our paper are as follows. We show that the first principal
graph is given by the fusion graph of (C′)s , where C′ is a subcategory of C depend-
ing on the tensor powers of X in which the trivial object appears. The fusion graph
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Keywords: subfactor, braided C∗ tensor category.
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describes the decomposition of the tensor product of s simple objects of C′ into
irreducible ones; see Theorem 4.6 for details. The situation is more complicated for
the dual (or second) principal graph. If a certain matrix depending on the braiding
structure, called the S-matrix for the category C′, is invertible, the dual principal
graph coincides with the principal graph.

We do not have a general complete result in the case of a noninvertible S-matrix.
It is known that in this case there is a canonical subcategory T of C′ which is
equivalent to the representation category of a finite group G. If G is abelian, we
obtain an action of G on the set of irreducible objects of C, which is given by a
labeling set 3. The dual principal graph can now be fairly precisely characterized
in terms of the orbits of the action of a group Gs

1 on3s ; see Theorem 5.9 for details
and, for an example, Proposition 6.1.

The basic idea of our paper is that we explicitly construct a number of A–B

bimodules, with {A,B}⊂ {N,M} and with N⊂M being our s-sided inclusion. We
show that these examples of bimodules are closed under induction and restriction.
One deduces from this that the induction-restriction graph for these bimodules must
coincide with the principal or dual principal graph under some mild additional
assumptions.

Our findings are related to a number of results by different authors. If s = 2, our
subfactors correspond to the subfactors obtained from the asymptotic inclusion of
certain one-sided subfactors. In this case, the orbifold phenomenon for the dual
principal graph has first been observed by Ocneanu for the example of the Jones
subfactors. Further results have been obtained in [Evans and Kawahigashi 1998]
and [Izumi 2000]. In particular, some of our proofs have been inspired by these
results. More recently, after hearing a talk on this paper, M. Asaeda [2006] obtained
an analogue of the s-sided construction under more general conditions.

More or less the same combinatorics as in our paper also appears in the work of
Feng Xu [2000] on subfactors of type III1 factors related to disconnected intervals.
In spite of the similarity of principal graphs and indices, his construction of these
subfactors is completely different from ours and relies on Wassermann’s loop group
construction, which has not appeared yet in print for all Lie types.

Here is a more detailed description of the contents of this paper. In the first
chapter we review some basic results on bimodules in the type II1 setting. The
second chapter contains definitions concerning braided C∗ tensor categories. In
the third chapter we present the generalization of previous subfactor constructions
to the setting of braided C∗ tensor categories, as well as additional technical results.
This is used in the following section to construct certain bimodules and compute
the principal graph of these subfactors. In the last section we prove the already
mentioned results about the dual principal graph. We then discuss examples of our
construction including the case of the Jones subfactors.
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1. Bimodules

1A. Definitions.

Definition 1.1. Let A and B be type II1 factors, and let H be a Hilbert space.

(i) H is a left A-module if there exists an action of A on H determined by a
normal unital morphism λ : A→ B(H), where B(H) is the von Neumann
algebra of all bounded linear operators on H .

(ii) A right B-module H is a left Bopp-module (here, Bopp denotes the opposite
algebra of B).

(iii) H is an A–B bimodule if it is a left A-module, a right B-module, and if
the left and right actions intertwine. That is, if λ : A → B(H) is the left
action, and if ρ : Bopp

→ B(H) is the right action, then we must have that
λ(a)ρ(b)= ρ(b)λ(a) for all a ∈A, b ∈B.

(iv) If H and K are A–B bimodules, we define the space of intertwiners, denoted
by HomA,B(H, K ), to be the set of linear bounded operators T : H→ K such
that they intertwine the actions, in the sense that TλH (a) = λK (a)T for all
a ∈A and TρH (b)= ρK (b)T for all b ∈B.

(v) Two A–B bimodules H and K are equivalent or isomorphic if there exists a
unitary operator in HomA,B(H, K ).

Definition 1.2. Let H be an A–B bimodule with left action λ and right action ρ.
The inclusion generated by H is the inclusion of factors given by

λ(A)⊂ ρ(B)′.

The dual inclusion generated by H is the inclusion of factors given by

ρ(B)⊂ λ(A)′.

Remark 1.3. Similarly, if we have an inclusion of type II1-factors N⊂M, we can
make L2(M, tr) into an M–M, M–N, N–M or N–N-bimodule via usual left and right
multiplication. If N⊂M is a reducible inclusion, i.e., the relative commutant N′∩M

is larger than C1, then we obtain further examples by reducing by projections in
the relative commutant. For example, if p ∈N′∩M, we obtain the N–M bimodule
L2(pM, tr).

If φi : M→ M are endomorphisms for i = 1, 2, we can also define an M–M-
bimodule structure on L2(M, tr) by perturbing the right and left actions by these
endomorphisms, that is, by defining the action by m1.ξ.m2 = φ1(m1)ξφ2(m2).

All the examples of bimodules encountered in this paper are of one of these
types or tensor products or direct summands of them.
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Definition 1.4. Let A and Bi be type II1 factors for i = 1, 2. Let Hi be A–Bi

bimodules with left actions λi and right actions ρi , respectively, for i = 1, 2, and
assume that dimA(H2) ≤ dimA(H1) <∞. Then we say that H2 is (left)-weakly
reduced or a (left)-weak reduction of H2 if there exists a nonzero projection p ∈
B1 and an isomorphism 9 : B2 ∼= pB1 p such that H1 p := ρ1(b)H1 and H2 are
isomorphic A − B2-bimodules; here the A − B2-bimodule structure on H1 p is
defined by a.ξ.b = λ1(a)ξρ1(9(b)) for a ∈ A, b ∈ B2 and ξ ∈ H1 p.

Remark 1.5. (1) Since right multiplication by p commutes with the left action of
A and also with the commutant of the right action of B1, we obtain isomorphic
inclusions λ1(A) ⊂ ρ1(B1)

′ and λ1(A)p ⊂ ρ1(B1)
′ p. It follows from this and

the fact that isomorphic bimodules define isomorphic inclusions that a left weak
reduction of a bimodule yields an isomorphic inclusion.

(2) If we perturb the right-action on an A–B bimodule H by an outer automorphism
α of B, the resulting bimodule Hα is not isomorphic to H . However, it is a left
weak reduction of H .

(3) One can similarly define a notion of (right)-weak reduction. We shall mostly be
concerned with (left)-weak reduction, and will usually just call it weak reduction.
Also, we shall often suppress the notation λ and ρ if it is clear from which side the
algebras act.

1B. Tensor products. Tensor products of bimodules have been defined by Connes
and Sauvageot. A good review with results for our paper can be found in [Bisch
1997].

Proposition 1.6. Let Hi be A–Bi bimodules for i = 1, 2, and let D be a type II1

factor. If H2 is weakly reduced from H1, then also L⊗A H2 is weakly reduced from
L ⊗A H1, for any D–A bimodule L.

Proof. By definition, since H2 is weakly reduced from H2, there must exist a
projection p ∈ B1 such that H1 p and H2 are isomorphic as A–B2 bimodules,
assuming dimA(H1)≥ dimA(H2). This isomorphism extends in an obvious way to
a spatial isomorphism between L ⊗A H1 p = (L ⊗A H1)(1⊗ p) and L ⊗A H2. �

1C. Higher relative commutants. Let N⊂M be type II1 factors with normalized
trace tr. There exists a canonical extension M1 ⊃M, called Jones’ basic construc-
tion for N⊂M, which is the von Neumann algebra generated by M acting via left
multiplication on L2(M, tr) and by the orthogonal projection eN onto the subspace
L2(N, tr) ⊂ L2(M, tr). It is well-known that the Jones index [M : N] is finite if
and only if M1 is again a type II1 factor; it is given by [M :N] = 1/ tr(eN), with tr
denoting the unique normalized trace on M1. In this case, we can apply the basic
construction again for M ⊂ M1 to obtain an extension M2 ⊃ M1. Iterating this
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construction, we obtain a sequence of II1 factors N⊂M1 ⊂M2 ⊂ · · · . We obtain
important invariants of the original inclusion N⊂M via the so-called higher relative
commutants N′ ∩Mk and M′ ∩Mk . These are finite-dimensional C∗-algebras. If
there exists a uniform bound for the dimensions of the centers of the relative com-
mutants, the subfactor N ⊂ M is called a finite depth subfactor. In this case, the
inclusion diagram for N′∩M2k ⊂N′∩M2k+1 does not depend on k for k sufficiently
large; the corresponding graph is called the principal graph of N ⊂M. Similarly,
one defines the dual principal graph from the inclusion of M′∩M2k⊂M′∩M2k+1 for
k sufficiently large. These graphs are important invariants for the inclusion N⊂M.

The following results are presented in [Bisch 1997] in great detail and with
precise references to the original sources.

Proposition 1.7. Let N⊂M be a finite depth subfactor with finite index. Then

(a) The inclusions N ⊂M2k+1, N ⊂M2k , M ⊂M2k+1, M ⊂M2k are given by the
bimodule M⊗k

=M⊗N M⊗N · · · ⊗N M (k times), viewed, respectively, as an
N–N, N–M, M–N and M–M bimodule.

(b) The embedding of N′ ∩Mk ⊂ N′ ∩Mk+1 coincides with the embedding of the
algebras EndM–N(M

⊗k) ⊂ EndN–N(M
⊗k) for k even. If k is odd, the embed-

ding of N′∩Mk ⊂N′∩Mk+1 coincides with the embedding of EndN–N(M
⊗k)⊂

EndM–N(M
⊗k+1), given by x ∈ EndN–N(M

⊗k)→ 1M⊗ x.

(c) Analogous statements hold for the embedding of M′ ∩Mk ⊂ M′ ∩Mk+1; we
only need to replace HomX–N by HomX–M in all the statements in (b), with
X ∈ {M,N}.

Proof. Statement (a) is shown in [Bisch 1997], Proposition 3.2. Statement (b) can
be found in [Bisch 1997], Corollaries 4.2 and 4.4 (with tensoring from the right
instead of tensoring from the left, as we have chosen here). Statement (c) follows
from (b) and (a). �

Let N,M,B be type II1 factors with N ⊂ M a subfactor of finite index. Let
{Hλ}λ and {Kν}ν be a collection of mutually nonisomorphic irreducible N–B and
M–B bimodules, respectively. Observe that M⊗N Hλ is an M–B bimodule for any
N–B bimodule Hλ. Similarly, we can view any M–B bimodule Kν as an N–B

bimodule by restricting the left action to N. We say that the system of bimodules
({Hλ}λ, {Kν}ν) is closed under induction and restriction if

– for each N–B bimodule Hλ the induced M–B bimodule M⊗N Hλ is isomor-
phic to a direct sum of irreducible M–B bimodules each of which is isomor-
phic to an element in {Kν}ν ,

– for each M–B bimodule Kν the N–B bimodule M⊗M Kν obtained from Kν

by restricting the left action to N is isomorphic to a direct sum of irreducible
N–B bimodules each of which is isomorphic to an element in {Hλ}λ.
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The induction-restriction graph for our system of bimodules is the bipartite
graph whose (say) odd vertices are labeled by the elements in {Hλ}λ and whose
even vertices are labeled by the elements in {Kν}ν . A vertex labeled by Hλ is
connected with a vertex labeled by Kν by Lνλ edges, where Lνλ is the multiplicity
of Hλ in Kν , viewed as an N–B bimodule. By Frobenius reciprocity (see [Bisch
1997, Theorem 1.18], for example), this number coincides with the multiplicity of
Kν in M⊗N Hλ.

Proposition 1.8. Let ({Hλ}λ, {Kν}ν) be a system of N–B- and M–B-bimodules
which is closed under induction and restriction.

(a) If {Hλ}λ contains a bimodule H0 which is weakly reduced from the trivial
N–N-bimodule N, then the principal graph for N ⊂ M is given by the con-
nected component of the induction- restriction graph for ({Hλ}λ, {Kν}ν)which
contains H0.

(b) If {Kν}ν contains a bimodule K0 which is weakly reduced from the trivial
M–M-bimodule M, then the dual principal graph for N ⊂ M is given by the
connected component of the induction- restriction graph for ({Hλ}λ, {Kν}ν)

which contains K0.

(c) If φ :B→B is an endomorphism of the II1 factor B and p ∈ φ(B)′∩B such
that [pBp : pφ(B)] = 1, then L2(B, tr)p, with action b1.ξp.b2 = b1ξpφ(b2)

for b1, b2 ∈B, ξ ∈ L2(B, tr) is weakly reduced from the trivial B–B bimodule
L2(B, tr).

Proof. Part (a) follows from Proposition 1.6 and Proposition 1.7(b). Similarly, part
(b) follows from Proposition 1.6 and Proposition 1.7(c). Part (c) follows almost
immediately from Definition 1.4, using the fact that pBp = φ(B)p. �

Remark 1.9. In the setting of Proposition 1.8(a), there may be more than one
bimodule Hλ which is weakly reduced from the trivial N–N-bimodule N. Which
of those will correspond to the trivial N–N-bimodule N will depend on the choice
of the automorphism between pNp and B. The resulting graph will be independent
of this choice. A similar phenomenon may also occur in part (b).

Let H be an A–B bimodule. We define ind(H) to be equal to the index [ρ(B)′ :
λ(A)]=[λ(A)′ :ρ(B)]. In the following lemma, (Hλ)λ and (Kν)ν are bimodules as
in the last proposition, where we now assume for simplicity that they only denote
the bimodules which label the vertices of a given principal graph. Moreover, we
also assume the subfactor to be of finite depth, meaning that both sets only contain
finitely many bimodules.

Lemma 1.10. With notations as above, we have:

(a)
∑

ν ind(Kν)=
∑

λ ind(Hλ).
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(b) Assume that the A–B-bimodule H decomposes as H =
⊕

mi Hi , with Hi

irreducible A–B-bimodules, and let l = dim(EndA,B(H))=
∑

i m2
i . Then we

have
∑

i ind(Hi )≥ ind(H)/ l, with equality only if dimA(Hi )=mi dimA(H)/ l
for all i .

Proof. It is well-known that the inclusion of higher relative commutants M′ ∩

Mk ⊂ N′ ∩Mk defines periodic commuting squares which generate in the limit
a subfactor of index [M : N]. Hence we can use the results of [Wenzl 1988],
Theorem 1.5(iii). It follows that the index is equal to the quotient of the l2-norms
of the weight vectors of M′ ∩Mk and N′ ∩Mk for k sufficiently large. Let pλ and
pµ be minimal idempotents in M′ ∩Mk and N′ ∩Mk respectively. Then we have
ind(pνMk) = tr(pν)2[M : N]k and ind(pλMk) = tr(pλ)2[M : N]k+1. Solving for
tr(pλ)2 and tr(pν)2, we obtain

[M : N] =

∑
ν ind(pνMk)/[M : N]

k∑
λ ind(pλMk)/[M : N]k+1 .

The claimed formula follows from this in the case that our system of bimodules la-
bels the vertices of the principal graph. One obtains the claim for the dual principal
graph by the same proof applied to the inclusion M⊂M1.

Part (b) is proved using Lagrange multipliers as follows: Let xi = dimA(Hi ) and
let d = dimA H . Then the minimum of the function f (x1, . . . , xr )=

∑
x2

i subject
to the condition

∑
mi xi = d is obtained for 2xi = λmi , and we deduce from the

constraint that d = λ
2

∑
m2

i = lλ/2. Hence xi = mi d/ l and∑
i

(dimA Hi )
2
≥

d2

l2

∑
i

m2
i = d2/ l. (∗)

Now observe that if pi is the projection onto the submodule Hi ⊂ H , we have
tr(pi ) = dimA(Hi )/ dimA(H) and ind(Hi ) = tr(pi )

2ind(H) (again see [Wenzl
1988], Theorem 1.5(iii)). The claim follows from this after multiplying (∗) by
ind(H)/d2. �

2. Categories

In this section we deal with categories which can be considered as generalizations
of the representation categories of finite groups. This allows us to deal simulta-
neously with categories of bimodules of von Neumann factors, fusion categories
(which can be constructed using quantum groups or loop groups) and categories ob-
tained from unitary braid representations. For more details, we refer to [Mac Lane
1998], [Freyd 1964] for general categorical notions, and to [Kassel 1995], [Turaev
1994] for tensor categories; our treatment of traces also uses results from [Longo
and Roberts 1997].
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2A. General definitions. We recall some basic definitions and set up notations.
In the following, C will always denote a strict monoidal complex tensor category

with unit 1. This means that C is a category with a functor⊗:C×C→C called the
tensor product which satisfies certain associativity conditions such as the Pentagon
Axiom. There are similar axioms involving the morphisms lX : 1⊗ X → X and
rX : X ⊗ 1→ X called the left and right unit constraints. Moreover, C being a
complex category just means that the homomorphisms Hom(X, Y ) form a complex
vector space for any objects X and Y in C.

The complex tensor category C is called a ∗ tensor category if there exists a
contragredient complex conjugate functor ∗ :C→C which is compatible with ⊗ .
This means in detail that:

– if f ∈ Hom(X, Y ), then f ∗ ∈ Hom(Y, X),

– (α f )∗ = ᾱ f ∗ for all α ∈ C and f ∈ Hom(X, Y ),

– ( f g)∗ = g∗ f ∗ for f ∈ Hom(X, Y ) and g ∈ Hom(U, X),

– ( f ⊗ g)∗ = f ∗⊗ g∗ for f ∈ Hom(X, Y ) and g ∈ Hom(U, V ),

– 1∗X = 1X for the identity morphism 1X for any object X in C.

2B. Duality and Frobenius reciprocity. An object X in a strict monoidal category
C is called left rigid if there exists an object X̄ ∈ C and a pair of morphisms
iX :1→ X⊗ X̄ and dX : X̄⊗X→1 such that the maps (1X ⊗dX )(iX⊗1X ) : X→ X
and (dX ⊗ 1X̄ )(1X ⊗i X̄ ) : X̄→ X̄ are 1X and 1X̄ . An object X is called right rigid
if we can find an object X̄ ′ and morphisms i ′X : 1→ X̄ ′⊗ X and d ′X : X ⊗ X̄ ′→ 1

satisfying analogous identities. It is easy to check that in a ∗ category any left rigid
object is also right rigid, with X̄ ′ = X̄ , i ′X = d∗X and d ′X = i∗X . Hence we will in the
following only talk about rigid objects. A category C is called rigid if every object
of C is rigid.

With this notion of duality, we also have the usual Frobenius reciprocity iso-
morphism between Hom(V,W ⊗ X̄) and Hom(V ⊗ X,W ) for any objects V,W
in C. One checks easily that these isomorphisms are given by the maps

a 7→ (1W ⊗dX ) ◦ (a⊗ 1X ) and b 7→ (b⊗ 1Y ) ◦ (1V ⊗iX )

for a ∈ Hom(V,W ⊗ X) and b ∈ Hom(V ⊗ Y,W ). In particular, one obtains as a
special case that dim Hom(1, X ⊗ X̄) = dim End(X) = 1 if X is a simple object.
Hence the morphisms iX and dX are unique up to scalar multiples for X simple. We
shall say that the rigidity morphisms iX and dX are normalized if i∗X iX = dX d∗X∗.

2C. Dimension, trace and conditional expectation. In the following we always
assume the rigidity morphisms iX and dX to be normalized for any object X . If X is
simple, this can always be assumed after some rescaling in view of the discussion
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in the last section. For normalized rigidity morphisms, we can now define the
dimension of a simple object X to be equal to the scalar

dim(X)= i∗X iX = dX d∗X .

Of course, we would like the dimension to be additive with respect to a decomposi-
tion X =

⊕
Wi , with the Wi being simple objects. To do so, we define morphisms

φi :Wi → X such that φ∗i φ j = δi j 1Wi and
∑

i φiφ
∗

i = 1X , and we define

(2-1) iX =
∑

(φi ⊗ φ̄i )iWi , dX =
∑

dWi (φ̄
∗

i ⊗φ
∗

i ),

where the φ̄i are the analogous morphisms for the decomposition of the dual X̄ =∑⊕
i W̄i . Then it is easy to check that these morphisms satisfy the rigidity axiom,

and they are normalized if the φi are so. Moreover, one also checks that these
morphisms yield the desired additivity property of the dimension function.

Additionally, the dimension function should be multiplicative with respect to
the tensor product. If X ⊗ Y is a tensor product of simple objects X and Y , we
obtain normalized rigidity morphisms

iX⊗Y = (1X ⊗ iY ⊗ 1X̄ )iX , dX⊗Y = dY (1X̄ ⊗ dX ⊗ 1X ).

It can be shown that these rigidity morphisms define the same dimension as the one
we obtain from the decomposition X⊗Y ∼=

⊕
i Wi , with Wi simple and with rigidity

morphisms as defined in the last paragraph. It will be convenient to represent the
rigidity morphisms iX and dX , by the following pictures:

1

dX

XX̄
1

X X̄

iX

Figure 1. Rigidity morphisms.

In a ∗ tensor category we define the categorical trace of an endomorphism f ∈
End(X) by

(2-2) TrX ( f )= i∗X ◦ ( f ⊗ 1X̄ ) ◦ iX ∈ End(1).

If Z =
⊕

mi X i , where X i is a simple object, and mi is the multiplicity of X i in Z ,
we can write an element f ∈End(Z) in the form f =

⊕
fi , where fi ∈End(mi X i )

can be viewed as an mi × mi matrix. Defining rigidity morphisms iZ , dZ with
respect to this decomposition, and using (2-1), one checks easily that

TrZ ( f )=
∑

dim(X i )Tr( fi ),
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where Tr( fi ) is the usual trace of a matrix. This shows that we obtain a well-
defined trace for End(Z) for any object Z , and that TrZ ( f g) = TrZ (g f ) for any
f, g ∈End(Z). Moreover, using this formula, one shows as well that we can define
the trace also by

TrX ( f )= i∗X̄ ◦ (1X̄ ⊗ f ) ◦ i X̄ ∈ End(1).

This shows that ∗-categories satisfy the axioms of a spherical category (see [Barrett
and Westbury 1999]).

The normalized trace trX on End(X) is defined by trX ( f ) = TrX ( f )/(dim X).
In the following we will often just write Tr, tr for the trace or normalized trace
when it is clear for which object it is defined.

Conditional expectations can also be very naturally defined using our categorical
definitions. Let X be an object. Let A = End(X) ∼= A⊗ 1V ⊂ B = End(X ⊗ V ).
We define the map E A from B onto A by

E A(b)=
1

dim V
(1X ⊗ i∗V )(b⊗ 1V̄ )(1X ⊗ iV );

in the tangle picture, E A(b) is obtained from b by closing up the tangle with color
V and renormalizing by 1/ dim V .

b

X V

EX (b)=
1

dim V

Figure 2. Conditional expectation.

It is known and easy to check that this definition of conditional expectation coin-
cides with the usual definition of conditional expectation in operator algebras (see
[Orellana and Wenzl 2002, Proposition 1.4], for instance). Actually, one can show
more: Let X1, X2, X3 be objects in our ∗ tensor category C. Define the algebras
A=End(X2), B=End(X1⊗X2), C =End(X2⊗X3) and D=End(X1⊗X2⊗X3).
We can consider all these algebras as subalgebras of D, say by identifying A with
1X1 ⊗ End(X2)⊗ 1X3 . The next proposition now follows immediately from the
graphical description of the conditional expectations.

Proposition 2.1. The algebras A, B, C , D form a commuting square; that is,
EB EC = E A = EC EB .

2D. Braided tensor categories. A strict monoidal category C is called braided if,
for any objects X, Y in C, there exists a natural isomorphism cX,Y : X⊗Y→Y⊗X
called the braiding such that:

cX,Y⊗Z = (1Y ⊗ cX,Z )(cX,Y ⊗ 1Z )
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and
cX⊗Y,Z = (cX,Z ⊗ 1Y )(1X ⊗ cY,Z ).

Naturality means that for any morphisms f : X→ X ′ and g : Y → Y ′

(g⊗ f ) ◦ cX,Y = cX ′,Y ′ ◦ ( f ⊗ g).

Finally, we also require that c1,X = 1X = cX,1 under the isomorphisms 1⊗ X ∼=
X ∼= X ⊗1.

2E. C∗ tensor categories. We call a complex ∗ tensor category a C∗ tensor cate-
gory if

(a) for any objects X, Y in C the space Hom(X, Y ) is a Hilbert space with inner
product (a, b)= Tr(b∗a) for a, b ∈ Hom(X, Y ),

(b) for any objects X, Y in C the algebra End(Y ) is a C∗-algebra acting on the
Hilbert space Hom(X, Y ).

Observe that these definitions imply that the dimensions of all objects are posi-
tive. A braided C∗ tensor category is a C∗ tensor category with a braiding for
which all its braiding morphisms are unitary operators. For examples of C∗-tensor
categories, see Section 6A.

3. The multisided construction

3A. Categorical setting. We shall use the following conventions: Let C be a fi-
nite braided C∗ tensor category, where finite means that we only have finitely
many equivalence classes of simple objects in C. Let {Xλ, λ ∈ 3} be a set of
representative nonequivalent simple objects, indexed by some labeling set 3. We
define dλ to be the dimension of Xλ. We shall also assume that the category C

is generated by an object X , so any simple object appears in some tensor power
of X . We define algebras An = End(X⊗n) = EndC(X⊗n). By the definition of
An , the simple components of An are labeled by the equivalence classes of simple
objects which appear in the n-th tensor power of X , i.e., by a certain subset 3n

of 3. We define the embeddings ιr : a ∈ An → a ⊗ 1r ∈ An+r , where we will
often omit the subscript r . It follows from the definitions that the vertices of the
inclusion diagram for ι : An→ An+1 are labeled by the elements of 3n and 3n+1

respectively; the vertex labeled by λ ∈3n is connected with the one labeled by µ
by Lµλ edges, where Lµλ is the multiplicity of the object Xµ in Xλ⊗ X . We have
the commuting diagram of embeddings

(3-1)

1m ⊗ An ⊂ An+m

1m ⊗ An+1

1⊗ ι
?

⊂ An+m+1

ι
?
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We will also assume that the Bratteli diagram for the algebras (An) is strongly
connected. This means that for any Xλ, there exists an r such that Xλ ⊗ X⊗r

contains all irreducible representations which appear in X⊗|λ|+r , where |λ| is the
smallest integer such that Xλ∈ X⊗|λ|. Equivalently, it means that for any projection
p ∈ An there exists an r such that the central support of p in An+r is 1. We define
k = k(X) = gcd{n,1 ⊂ X⊗n

}. Let C′ be the subcategory of C generated by the
simple objects in X⊗mk , m ∈ N.

Lemma 3.1. Let C be a finite C∗-tensor category, not necessarily braided. Then
we have

(a) 3n = 3n+k for n sufficiently large and 3n ∩ 3m = ∅ if |n − m| < k; in
particular 3′ :=3nk for n sufficiently large labels the simple objects of C′.

(b) The weight vector for the trace on the algebra An is Evn = (dλ/(dim X)n)λ∈3n .

(c) The inductive limit of (1m ⊗ An ⊂ An+m), for n →∞, defines an inclusion
B ⊂ A of hyperfinite II1 factors with index (dim X)2m .

(d)
∑

λ∈3n
d2
λ =

1
k

∑
λ∈3 d2

λ for n sufficiently large.

Proof. If the trivial object 1 appears in the r -th tensor power of X and Xλ ⊂ X⊗n ,
then we have

Xλ ∼= Xλ⊗ 1⊂ Xλ⊗ X⊗r
⊂ X⊗n+r .

Hence 3n ⊂3n+r for all n ∈N. As 3 is finite, these inclusions become equalities
for n sufficiently large. Applying this to any r such that 1⊂ X⊗r , we can similarly
prove 3n = 3n+k for k the gcd of all such r and n sufficiently large. Finally, if
0<m−n= k ′< k and λ∈3n∩3m , then we also have ν ∈3n+r∩3m+r =3n+k′+r

for any Xν ⊂ Xλ ⊗ X⊗r and r ∈ N. As the Bratteli diagram for (An) is strongly
connected, we obtain3n+r =3n+r+k′ for r sufficiently large. Using the convention
X0 = 1, we can find r such that 0 ∈3n+r =3n+r+k′ , contradicting the definition
of k. This shows (a).

Statement (b) follows from the fact that the value of the normalized trace of a
projection pλ corresponding to a simple object Xλ ⊂ X⊗n is given by tr(pλ) =
dλ/(dim X)n .

For statement (c) observe that Diagram (3-1) defines a commuting square by
Proposition 2.1. Moreover, the sequence of algebras as in the statement has a k-
periodic pattern: By part (a), we have the same labeling sets for the algebras in
Diagram (3-1) if we substitute n by n + k everywhere, for n sufficiently large.
Moreover, also the inclusion pattern remains the same by the discussion before
Diagram (3-1). It follows from [Wenzl 1988], Theorem 1.5(iii), that the index
[A : B] is given by the ratio ‖Evn‖

2/‖Evn+1‖
2, for n large enough. As this holds for
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any sufficiently large n, we have

[A : B]k =
k∏

i=1

‖Evn−1+i‖
2

‖Evn+i‖
2 =

‖Evn‖
2

‖Evn+k‖
2 .

The claim now follows from the fact that Evn= (dim X)k Evn+k , by (a) and (b). Finally
observe that (dim X)2‖Evn+1‖

2
= ‖Evn‖

2 implies
∑

λ∈3n
(dλ)2 =

∑
µ∈3n+1

(dµ)2 for
all n sufficiently large. As3n∩3m=∅ whenever |n−m|< k, we obtain Statement
(d). �

3B. Multisided construction. The subfactors constructed in the last section will
sometimes be denoted as one-sided subfactors. We will now generalize the con-
struction in [Erlijman 2001] to the setting of braided C∗-tensor categories, which
we call multisided subfactors in analogy to the notation in [Erlijman 2001]. We
will fix a positive integer s. For the s-sided construction, we will have to define
an embedding of algebras A⊗s

n ⊂ Ans such that we will obtain a subfactor if we
consider the inductive limit over n.

We shall need special braids γn ∈ Bsn , which can be defined inductively by
γ1 = 1s and by Figure 3.

s(n+1) sn s
. . .

. . .. . .

n+1 n n n

=

n+1 n+1

γn+1 γn

Figure 3. Inductive property of intertwining braids.

Alternatively, the braid γn can be described as follows: arrange the points labeled
by the numbers 1 up to ns in a rectangular pattern with height n and width s. Now
we can numerate the points either by first going down the columns, or by first going
to the right in each row. This defines a permutation π mapping the i-th point in
the column-first count to the i-th point in the row-first count. The braid γn is now
defined by this permutation where the i-th lower point is connected with the π(i)-
th upper point and where we assume all crossings to be positive (i.e., the strand
going from southwest to northeast crosses over the one going from southeast to
northwest). A picture for this braid can be found in [Erlijman 2003, p. 83].
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Let c= cX,X be the braiding morphism for X . By definition, we obtain a unitary
representation ρ of the braid group Bn into An by mapping the generator σi to
ci = 1i−1⊗c⊗1n−1−i . We define the unitary un = u(s)n = ρ(γn), with γn defined as
in Figure 3. Finally, the embedding from A⊗s

n into Ans is given by first identifying
A⊗s

n with End(X⊗n)⊗s
⊂ End(X⊗ns)= Ans and by then conjugating this with un ,

i.e., by

(a1⊗ · · ·⊗ as)
ûn
7−→ un(a1⊗ · · ·⊗ as)u∗n;

throughout this paper, û will denote the inner automorphism given by conjugation
via the unitary u unless stated otherwise. We now obtain the following diagram of
maps, where the vertical arrows are labeled by ι⊗s

= ι⊗s
1 and ι= ιs respectively:

(3-2)

A⊗s
n

ûn - Ans

A⊗s
n+1

?

ûn+1

- A(n+1)s

?

Then we have the following lemma which has essentially already been proved in
[Erlijman 2001], Section 3.2; the case proved there would correspond to the special
case in which An is generated by the image of Bn .

Lemma 3.2. The diagram (3-2) above commutes and also forms a commuting
square. Moreover, the inclusion pattern is k-periodic.

Proof. We check first that Diagram (3-2) is a commuting diagram: This is most
easily seen by the following pictures (these proofs by pictures contain all the nec-
essary details and translate faithfully to the algebraic proofs by simply rewriting
the definitions already included in this article). We take s = 3 for simplicity. For
b ∈A⊗s

n , we have:

u∗n u∗nid3 id3

id3id3
nnn 3

(ûn+1 ◦ ι)(b)= b3b2b1 = (ι ◦ ûn)(b)

unun

b3b2b1=

Figure 4. Diagram (3-2) is a commuting diagram.

Now we check that Diagram (3-2) is a commuting square, i.e., that (E Asn ◦

ûn+1)(b) = (ûn ◦ E A⊗s
n
)(b) for b ∈ A⊗s

n+1. We use the categorical definition for a
conditional expectation as described in Section 2C, Figure 2. For b=b1⊗· · ·⊗bs ∈

A⊗s
n+1, we have
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(E Asn ◦ ûn+1)(b)=

1
(dim X)s

=
1

(dim X)s

3

id3

id3

un

b3b2b1

u∗n

1 1 1

un

b3b2b1

u∗n

Figure 5. Diagram (3-2) is a commuting square.

which in turn equals (ûn ◦ E A⊗s
n
)(b). To show that the inclusion diagrams are k-

periodic for large n, observe that Lemma 3.1(a) implies that we have a one-to-one
correspondence between the labeling sets of simple components of A⊗s

n and A⊗s
n+k

as well as between the components of Ans and A(n+1)s . This identification of edges
is compatible with the number of edges between them, which again is just given
by tensor product multiplicities. �

Theorem 3.3. Fix s ∈ N, s > 1. There is an embedding of the factor N :=

lim ind A⊗s
n (inductive limit) in M := lim ind Ans given by û := lim ind ûn , with un

as above. The index of the resulting inclusion is(∑
λ∈3′

d2
λ

)s−1

,

where 3′ is an indexing set for the simple objects of the subcategory C′ as defined
at the beginning of this subsection and dλ = dim(Xλ).

Proof. This was done in [Erlijman 2001] in the case that the An’s are generated by
braid elements only. By Lemma 3.2, Diagram (3-2) is a periodic commuting square
for large n. Thus, by [Wenzl 1988], Theorem 1.5(iii), û : N ↪→M is an inclusion
of hyperfinite II1 factors with index given by ‖Etn‖2/‖Evn‖

2 for n sufficiently large,
where Etn and Evn are the trace vectors for the trace in M restricted to the finite-
dimensional approximants A⊗s

n and Ans , respectively. For this observe that if k|n
the dimension vectors for A⊗s

n and Ans are given by Etns = (dEλ/(dim X)ns)Eλ and
Evns = (dν/(dim X)ns)ν , with Eλ ∈ (3′)s and ν ∈3′; here dEλ =

∏s
i=1 dλi . Hence we

obtain

[M : N] =
‖Etn‖2

‖Evn‖
2 =

∑
Eλ∈(3′)s d2

Eλ∑
ν∈3′ d2

ν

=

(∑
λ∈3′

d2
λ

)s−1

. �

3C. More embeddings. We shall need a variation of the embeddings in the last
section for the construction of certain bimodules.
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Lemma 3.4. Let Em = (m1, . . . ,ms), where mi ∈ Z≥0, and m1 ≥ m2 ≥ · · · ≥ ms ,
and let | Em| =

∑
i |mi |. Then there exist unitaries u Em,n = u Em,n(s) ∈ A| Em|+sn such

that we obtain k periodic commuting squares

(3-3)

An+m1 ⊗ · · ·⊗ An+ms

û Em,n - A| Em|+ns

An+1+m1 ⊗ · · ·⊗ An+1+ms

?

û Em,n+1

- A| Em|+(n+1)s

?

which produce an inclusion û Em : N→ M isomorphic to the map û : N→ M of
Theorem 3.3.

Proof. We shall give diagrammatic representations of the unitaries u Em,n=u Em,n(s)∈
A| Em|+sn as follows. Let t Em = t Em(s) be the unitary in A| Em| given by

u(2)m2−m3
u(1)m1−m2

t Em = u(s)ms
u(3)m3−m4

· · · · · ·· · ·

· · ·

m1 m2 m3 ms

· · ·

· · ·

Figure 6

where the unitary u(s)r is given by Figure 3 for s > 1 (with n+1 replaced by r ) and
is equal to idr for s = 1, with any positive integer r .

The unitary u Em,n is then defined from t Em and u(s)n as in Figure 7.

u(s)n

nn n

m2+ nm1+ n

m2m1 ms
u(s)
Em,n =

t Em

· · ·

· · · · · ·

ms + nFigure 7

We proceed as in Lemma 3.2 to show that Diagram (3-3) is a commuting square.
First we check that our diagram is a commuting diagram; we shall denote the
vertical arrows by ι⊗s and ι respectively. Assume s = 3 again for simplicity. For
b ∈ An+m1 ⊗ · · · ⊗ An+ms , we have (û Em,n+1 ◦ ι

⊗s)(b) = = (ι ◦ û Em,n)(b). The
commuting square property as well as k periodicity is shown in the same way as
in Lemma 3.2.

It remains to show that the subfactor constructed in this lemma is conjugate
to the one in Theorem 3.3. We define an automorphism 8 of the factor M =



SUBFACTORS FROM BRAIDED C∗ TENSOR CATEGORIES 377

b1 b2 b3 =

m1 m2 m3 n n n 1 1 1

t Em un id3

t∗
Em u∗n id3

m3 n n n

t Em un id3

t∗
Em u∗n id3

b1 b2 b3

3m2m1

Figure 8. Diagram (3-3) is a commuting diagram.

lim ind Asn+| Em| = lim ind As(n+m1) that will carry the subfactor defined here,

û Em(N)= lim ind u Em,n(An+m1 ⊗ · · ·⊗ An+ms )u
∗

Em,n,

to the subfactor û(N) = lim ind un A⊗s
n u∗n from Theorem 3.3. Define 8n at the

finite-dimensional level by

M M

⊂ 8n ⊂

Asn+| Em| - As(n+m1)

∈ ∈

a - un+m1bnι(u∗Em,nau Em,n)b∗nu∗n+m1
,

where bn ∈ As(n+m1) is a unitary described in Figure 9 on the next page, and where
ι : Asn+| Em|→ As(n+m1) is the usual inclusion (recall m1 ≥ mi ). Observe that

bn(An+m1 ⊗ · · ·⊗ An+ms ⊗ 1sm1−| Em|)b
∗

n

equals the image of the natural inclusion map An+m1 ⊗ · · ·⊗ An+ms → A⊗s
n+m1

.
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n+m1 n+m2 m1−m2 n+m3 n+m4m1−m3 n+ms· · · m1−ms−1 m1−ms

n+m1 n+m3 n+m4 · · · m1−m2 m1−m3

bn =

n+ms m1−ms−1· · ·n+m2 m1−ms

Figure 9. Pictorial description of bn ∈ As(n+m1).

It is easy to check that the maps 8n are compatible with respect to n, and so we
can define 8 : M = lim ind Asn+| Em|→ M = lim ind As(n+m1) by 8 := lim ind8n .
We observe that

u Em,n(a1⊗ · · ·⊗ as)u∗Em,n
8
7→ un+m1(a1⊗ · · ·⊗ as)u∗n+m1

for ai ∈ An+mi , so 8 carries û Em(N) to û(N). To check that 8 is an automorphism,
one first observes that 8 = lim ind8n = lim ind

(
ûn+m1 ◦ b̂n ◦ ι ◦ û∗

Em,n

)
(the ”hat”

morphisms denote the adjoint morphisms ŵ(x) := wxw∗). Then one checks that
8 has left inverse given by 8−1

l := lim ind
(
û Em,n+m1 ◦ ι ◦ b̂∗n ◦ û∗n+m1

)
, where ι :

As(n+m1)→ As(n+m1)+m1 also denotes the canonical inclusion, and a right inverse
given by8−1

r := lim ind
(
û Em,n◦ι◦b∗n−m1

◦û∗n
)
, where ι : Asn→ Asn+| Em| again denotes

the canonical inclusion, also observing that in the inductive limit the canonical
inclusions turn out to be the identity map. �

3D. Endomorphisms. We now want to construct bimodules with respect to the
just constructed factors N and M in the proof of the last theorem. This will be
done according to the recipe described in Remark 1.3. To do so, we need to define
the endomorphisms mentioned in the braid setting before, in the categorical setting.

Lemma 3.5. Fix mi ∈ Z≥0, i = 1, 2, . . . , s, with m1 ≥ m2 ≥ · · · ≥ ms .

(a) For n ∈ N, the maps

A⊗s
n → Am1+n ⊗ · · ·⊗ Ams+n

a1⊗ · · ·⊗ as 7→ (1m1 ⊗ a1)⊗ · · ·⊗ (1ms ⊗ as)

extend to an endomorphism ShiftN
Em : N→ N, where Em := (m1, . . . ,ms).

(b) Let û denote the embedding of N ↪→ M. The endomorphism ShiftN
Em extends

to an endomorphism of M, denoted by ShiftM
Em . In other words, we have a
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commuting diagram

N ⊂
û - M

N

ShiftN
Em

?
⊂

û Em
- M

ShiftM
Em

?

(c) (ShiftM
Em ◦ û) only depends on the norm | Em| of Em, and it is of the form

A⊗s
n → A| Em|+sn

(a1⊗ · · ·⊗ as) 7→ 1| Em|⊗ un(a1⊗ · · ·⊗ as)u∗n.

Proof. (a) If s = 1, N=R= lim ind An , and we obtain the familiar one-sided shift
Shiftm . For s> 1, N=R⊗· · ·⊗R (s factors) and Shift Em = Shiftm1⊗· · ·⊗Shiftms .
The following formalization of these facts will also be useful for the proofs of (b)
and (c). Let v Em,n ∈ A| Em|+sn be the unitary image under ρ of the braid described by:

v Em,n =

. . .

nnn msm2m1

Figure 10

It is easy to see pictorially that for any element a1 ⊗ · · · ⊗ as ∈ A⊗s
n , the maps

defined in the statement of (a) are given by

(a1⊗ · · ·⊗ an) 7→ v Em,n(a1⊗ · · ·⊗ an ⊗ id | Em|)v∗Em,n ∈ An+m1 ⊗ · · ·⊗ An+ms .

That these maps extend to the von Neumann algebra inductive limit N= lim ind A⊗s
n

follows from the fact that the following are commuting diagrams with respect to
the canonical inclusions:

(3-4)

A⊗s
n

⊂ - A⊗s
n ⊗ A| Em|

v̂ Em,n - An+m1 ⊗ · · ·⊗ An+ms

A⊗s
n+1

?
⊂ - A⊗s

n+1⊗ A| Em|
?

v̂ Em,n+1- An+1+m1 ⊗ · · ·⊗ An+1+ms

?

and from the fact that the maps are norm and trace preserving. We denote the
resulting endomorphism by ShiftN

Em .

(b) We shall extend the map ShiftN
Em to M after embedding N in M via û (given by

the inductive limit of conjugation of unitaries un or u Em,n as in Figures 7 and 3). At
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the finite-dimensional level we define ShiftM
Em : lim ind Asn→ lim ind A| Em|+sn by

(3-5) ω̂n : Asn ↪→ A| Em|+sn → A| Em|+sn,

where the first arrow stands for the standard inclusion a ∈ Asn 7→ a⊗1 ∈ A| Em|+sn ,
and where the second arrow stands for conjugation by the unitary ωn =ωn(s, Em)∈
A| Em|+sn defined by

(3-6) ωn := u Em,nv Em,n(u∗n ⊗ id | Em|);

here u Em,n and v Em,n are given by Figures 6, 7, and 10. We give a diagrammatic
representation for s = 3 in Figure 11, with b ∈ Asn:

m1

n n n

t Em

t Em un

u∗nt∗
Em

id| Em|

t∗
Em

un

u∗nbun

u∗n

·

n

= u∗nbun

m2 m3m1

m2 m3 n n

Figure 11. Pictorial representation of ShiftM
Em (b)∈ A| Em|+sn , for b∈

Asn (s=3).

We want to show that these maps extend to a well-defined map ShiftM
Em on the

inductive limit lim ind Asn , i.e., we have to show that ω̂n+1(ι(b))= ι
(
ω̂n(b)

)
, where

we use the notation ι for the standard inclusions of Asn → As(n+1) as well as
for A| Em|+sn → A| Em|+s(n+1). To show this, we need the inductive property of the
unitaries u(s)n mentioned already at the braid level, seen in Figure 3, to write u Em,n+1

in terms of u Em,n and of ids . We then have for b ∈ Asn that ω̂n+1(ι(b))= ι
(
ω̂n(b)),

as shown in Figure 12. Hence ShiftM
Em = lim ind ω̂n is well defined.

We still need to show that ShiftM
Em extends ShiftN

Em , i.e., that (ShiftM
Em ◦ û)= (û Em ◦

ShiftN
Em). From the definition, for a = a1⊗ · · ·⊗ as ∈ A⊗s

n ,

(ShiftM
Em ◦ lim ind ûn)(a)= (ω̂n ◦ ι ◦ ûn)(a)= (û Em,n ◦ v̂ Em,n)(a⊗ id | Em|)

= (lim ind û Em,n ◦ShiftN
Em)(a).



SUBFACTORS FROM BRAIDED C∗ TENSOR CATEGORIES 381

u∗nbun

nnnm3

unt Em

u∗nbun

nnn
unt Em

u∗nbun

nnn
unt Em t Em

m3m2m1

id3

m2m1

=id3

id3
3

id3

id3

id3

u∗nt∗
Em u∗nt∗

Em u∗nt∗
Em

un

u∗nbun

nnn

Figure 12. ShiftM
Em is well-defined.

(c) This follows from the definition. Take (a1⊗· · ·⊗as) ∈ A⊗s
n . Using Figure 11,

we obtain that ShiftM
Em (un(a1⊗ a2⊗ a3)u∗n) equals

t∗
Em u∗n

a1 a2 a3

t Em un
m1 nn nm2 m3

and this in turn equals 1| Em|⊗ un(a1⊗ a2⊗ a3)u∗n . �

Proposition 3.6. Let Shift Em be as in Lemma 3.5.

(a) ShiftM
Em (M) ⊂ M is an inclusion of II1 factors with index (dim(X))2| Em|, where

| Em| =
∑

mi and ShiftM
Em (M)

′
∩M has a subalgebra isomorphic to

Am1 ⊗ · · ·⊗ Ams .

(b) (û Em ◦ShiftN
Em)(N)⊂M is an inclusion of II1 factors with index

[M : N](dim(X))2| Em|

and relative commutant (û Em ◦ShiftN
Em)(N)

′
∩M∼= A| Em|.

(c) ShiftN
Em(N) ⊂ N is an inclusion of II1 factors with index (dim(X))2| Em| and rel-

ative commutant ShiftN
Em(N)

′
∩N∼= Am1 ⊗ · · ·⊗ Ams .

Proof. For (a), we first show that the maps ω̂n in (3-5) define periodic commuting
squares with respect to n (which generate ShiftM

Em (M)⊂M by definition). For this,
one simply uses the fact that these maps are compositions involving the maps v̂ Em,n ,
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û Em,n and ûn (see (3-6)). The desired diagrams are then built from compositions of
the periodic commuting squares in diagrams (3-4), (3-2) and (3-3); see Lemma 3.2
and Lemma 3.4. Hence the desired diagrams are commuting squares. Periodicity
is shown as in Lemma 3.2, and we can use the formula for the index, as done there.
It follows from parts (b) and (d) of Lemma 3.1 that the ratio of the square lengths
of the weight vectors for Asn and Asn+| Em| is equal to (dim X)2| Em|.

The statement on the relative commutant follows from the definition of ShiftM
Em .

Let us represent ShiftM
Em (b), for b ∈ Asn (s = 3 to make things simpler) as it appears

in Figure 11. Then for a ∈ (t Em ⊗ 1sn)(Am1 ⊗· · ·⊗ Ams ⊗ 1sn)(t∗Em ⊗ 1sn) ∈ A| Em|+sn

we have a ShiftM
Em (b)= ShiftM

Em (b)a, as follows from this figure representing the two
sides:

nm3 n n

t Em un

=u∗nbun

t∗
Em u∗n

a1 a2 a3

u∗nbun

t∗
Em u∗n

m2

a1 a2 a3
m1 m2 nm3 n n

t Em un

m1

Hence, (t Em⊗1sn)(Am1⊗· · ·⊗Ams⊗1sn)(t∗Em⊗1sn)∼= Am1⊗· · ·⊗Ams commutes
with ShiftM

Em (b) for b ∈ Asn , for every n, so that ShiftM
Em (M)

′
∩M has a subalgebra

isomorphic to Am1 ⊗ · · ·⊗ Ams . This proves the last statement of (a).
For (b), one observes that the generating square for (û Em ◦ ShiftN

Em)(N) ⊂ M is
obtained from the double-square given in (3-4) of proof of Lemma 3.5(a) (which
defines the endomorphism ShiftN

Em), composed with the square given in (3-3) (which
defines the inclusion û Em :N→M). These squares are commuting squares (the one
in (3-4) because it involves maps that are trace preserving, and the one in (3-3) was
shown in Lemma 3.4). So their composition, which generates (û Em ◦ShiftN

Em)(N)⊂

M, gives also a commuting square. The indices for parts (b) and (c) can now be
computed as before, using Lemma 3.1. It only remains to show the statement about
the relative commutant.

Lemma 3.5(c) implies that ShiftM
Em (un A⊗s

n u∗n)= 1| Em|⊗un A⊗s
n u∗n for every n. So

A| Em|⊗ 1sn commutes with ShiftM
Em (un A⊗s

n u∗n) for every n and (ShiftM
Em ◦ û)(N)′ ∩M

(= (û Em ◦ ShiftN
Em)(N)

′
∩M) has a subalgebra isomorphic to A| Em|. Conversely, for

the other inclusion, we apply a dimension upper bound result for relative commu-
tants of inclusions generated by periodic commuting squares (see [Wenzl 1988],
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Theorem 1.6):

dim
(
(ShiftM

Em ◦ û)(N)′ ∩M
)
≤ dim

(
(1| Em|⊗ un A⊗s

n u∗n)
′

p ∩ (A| Em|+sn)p

)
≤ dim (A| Em|+sn)p,

for any projection p ∈ 1| Em| ⊗ un A⊗s
n u∗n , and n large. If n is divisible by k and

sufficiently large, then X⊗n contains a subobject isomorphic to 1; let p1 ∈ An be
the projection onto it. If p=1| Em|⊗un(p⊗s

1
)u∗n ∈ A| Em|+ns , then we have p A| Em|+ns p∼=

A| Em|. This shows (b).
For (c), it is even easier than in (a) to show that the generating Diagram (3-4)

for ShiftN
Em(N)⊂N is a periodic commuting square; one can see that pictorially, as

it was done in Lemmas 3.2 and 3.4, which is left to the reader. The statement about
the relative commutant in (c) is proved in the same manner as in (b): By definition,
ShiftN

Em(a1⊗ · · · ⊗ as) = (1m1 ⊗ a1)⊗ · · · ⊗ (1ms ⊗ as). Thus, (Am1 ⊗ 1n)⊗ · · · ⊗

(Ams ⊗ 1n) commutes with ShiftN
Em(A
⊗s
n ) for every n, and so ShiftN

Em(N)
′
∩N has a

subalgebra isomorphic to Am1⊗· · ·⊗ Ams . For the other inclusion we apply again
the upper bound result for the dimension of the relative commutant:

dim
(
ShiftN

Em(N)
′
∩N

)
≤ dim

(
(1m1 ⊗ An)⊗ · · ·⊗ (1ms ⊗ An)

)′
p ∩ (An+m1 ⊗ · · ·⊗ An+ms )p

≤ dim(An+m1 ⊗ · · ·⊗ An+ms )p,

for any projection p ∈ (1m1⊗ An)⊗· · ·⊗ (1ms ⊗ An). One shows as in (b) that for
p= (1m1⊗p1)⊗· · ·⊗(1ms⊗p1)we have (An+m1⊗· · ·⊗An+ms )p∼= Am1⊗· · ·⊗Ams ,
from which one deduces (c). �

4. Bimodules and the principal graph

4A. Examples of bimodules. We are going to construct systems of bimodules in
order to calculate the principal and the dual principal graph, as described in Propo-
sition 1.8. This will be done using the endomorphisms Shift defined in the last
section.

The N–N-bimodules. Let λi ∈ 3 and let Ami ,λi be the simple component of Ami

corresponding to the simple object Xλi ⊂ X⊗mi with mi being large multiples
of k for i = 1, 2, . . . , s. We first fix minimal projections pλi ∈ Ami ,λi . Define
pEλ = pλ1 ⊗ · · · ⊗ pλs , where Eλ = (λ1, . . . , λs). The underlying Hilbert space will
be given by

L2(N, tr)pEλ := {ζ pEλ, ζ ∈ L2(N, tr)}.

The N–N bimodule structure is defined by

x .ξ.y = xξShiftN
Em(y), for x, y ∈ N, ξ ∈ L2(N, tr)pEλ,
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where we use the usual right and left multiplication in N on the right hand side. It
follows from Proposition 3.6 that this indeed defines an N–N bimodule structure
on L2(N, tr)pEλ.

Definition 4.1. The N–N bimodules defined above will be denoted by NEλ, Em .

The M–N-bimodules. Again let Em := (m1, . . . ,ms)∈Ns , with m :=m1+· · ·+ms .
We fix a minimal projection pµ ∈ (ShiftM

Em ◦ û)(N)′∩M∼= Am (see Proposition 3.6)
belonging to the simple component of Am labeled µ ∈3. The underlying Hilbert
space for all these bimodules will be given by

L2(M, tr)pµ := {ζ pµ / ζ ∈ L2(M, tr)}.

The M–N bimodule structure is defined by

x .ξ.y = xξ(ShiftM
Em ◦ û)(y), for x ∈M, y ∈ N, ξ ∈ L2(M, tr)pµ.

Definition 4.2. The M–N-bimodules defined above will be denoted by Hµ, Em .

The N–M-bimodules. With notations as in the last definition, we define similarly
N–M-bimodules based on Hilbert spaces pµL2(M, tr) := {pµζ / ζ ∈ L2(M, tr)},
and with the N–M bimodule structure defined by

x .ξ.y = (ShiftM
Em ◦ û)(x)ξ y, for x ∈ N, y ∈M, ξ ∈ pµL2(M, tr).

Definition 4.3. The N–M-bimodules defined above will be denoted by Kµ, Em .

The M–M-bimodules. Similarly as for the N–N-bimodules, we fix minimal projec-
tions pλi ∈ Ami ,λi , with λi ∈3, but now only requiring that

∑
mi being divisible

by k. The underlying Hilbert space for all these bimodules will be given by

pEλL2(M, tr) := {pEλζ/ ζ ∈ L2(M, tr)}.

The M–M bimodule structure is defined by

x .ξ.y = ShiftM
Em (x)ξ y, for x, y ∈M, ξ ∈ pEλL2(M, tr),

Definition 4.4. The M–M-bimodules defined above will be denoted by MEλ, Em .

Lemma 4.5. Let the notation be as above.

(a) If we view both NEλ, Em and Hν, Em as left N-modules, then

dimN NEλ, Em = dEλ/(dim X)| Em| and dimN Hν, Em = dν[M : N]/(dim X)| Em|.

Moreover, we have ind(NEλ, Em) = d2
Eλ
= ind(MEλ, Em), where dEλ =

∏
dλi , and

ind(Hν, Em)= d2
ν [M : N].

(b) If | Em| = |Ek|, then Hµ, Em ∼= Hµ,Ek as M–N-bimodules, and Kµ, Em ∼= Kµ,Ek as
N–M-bimodules.
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(c) If | Em| = |Ek|, we have

HomM–M(MEλ, Em,M
Eµ,Ek)⊂ HomN–M(MEλ, Em,M

Eµ,Ek)
∼= HomC(XEλ, X Eµ),

where XEλ =⊗
s
i=1 Xλi and X Eµ =⊗s

i=1 Xµi .

Proof. It is well known (see [Jones 1983], for instance) that dimN L2(N, tr)p =
tr(p) and dimN L2(M, tr)q = tr(q)[M : N] for any projections p ∈ N, q ∈M. The
dimension statements in (a) follow. For the index statements in (a), let ` and r
denote left and right multiplication by N on L2(N, tr) or suitable submodules of it.
Observe that `(N)′

|L2(N,tr)p is equal to r(pNp) for any p ∈ Shift Em(N)′ ∩N. Recall

that Shift Em(N)⊂N has index (dim X)2| Em|. Moreover, tr(pEλ)= dEλ/(dim X)| Em| for a
minimal idempotent pEλ∈Shift Em(N)′∩N; see Proposition 3.6. Using the formula for
local indices [Wenzl 1988, Theorem 1.5(iii)] and the index formula in Proposition
3.6(c), we obtain

ind(NEλ, Em)= [pEλNpEλ : pEλShift Em(N)] = tr(pEλ)
2(dim X)2| Em| = (dEλ)

2.

The indices for Hν, Em and MEλ, Em are computed similarly. By Lemma 3.5, (c), we
have ShiftN

Em = ShiftN
Ek

, from which (b) follows.
Let Em L2(M, tr) be the Hilbert space L2(M, tr) with M–M bimodule structure

x .ξ.y = ShiftM
Em (x)ξ y for x, y ∈M and ξ ∈ L2(M, tr). Define Ek L2(M, tr) similarly.

These bimodules are isomorphic as N–M bimodules, again by Lemma 3.5(c). This,
combined with Lemma 3.5(b), results in

HomM–M( Em L2(M, tr), Ek L2(M, tr))⊂ HomN–M( Em L2(M, tr), Ek L2(M, tr))∼=

∼= EndN–M( Em L2(M, tr))∼= A| Em| = EndC(X⊗| Em|), (∗)

where the second isomorphism follows from Proposition 3.6(b), and (b). By con-
struction, we have MEλ, Em = pEλ( Em L2(M, tr)) and M

Eµ,Ek = p Eµ(Ek L2(M, tr)), where
pEλ= pλ1⊗· · ·⊗ pλs and p Eµ= pµ1⊗· · ·⊗ pµs . Hence we can interpret an element
f ∈HomM–M(MEλ,M Eµ) as an element in HomN–M( Em L2(M, tr), Ek L2(M, tr)) which
satisfies p Eµ f pEλ = f . Using this together with (∗) proves claim (c). �

4B. Principal graph. Let Eλ= (λ1, . . . , λs) ∈ (3
′)s , and let Lν

Eλ
be the multiplicity

of the object Xν in⊗Xλi . Observe that Lν
Eλ

is also equal to the rank of the projection⊗
pλi in the simple component of A

|Eλ| labeled by ν.
In the following we will fix a vector Em = (mi ) where all its coordinates are

divisible by k, and with mi large enough that all simple objects of C′ will appear
in X⊗mi for i = 1, . . . , s. We shall hence omit Em in the indices of the bimodules
and will just write NEλ and Kν for NEλ, Em and Kν, Em , respectively.

Theorem 4.6. With the notation as above:

(a) The bimodules NEλ and Hν defined above are irreducible.
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(b) The principal graph for N ⊂ M is the connected component of the fusion
graph from (C′)s to C′ which contains the trivial object of C. Recall that the
even vertices of the fusion graph are labeled by s-tuples of elements of 3′,
the odd vertices are labeled by the elements of 3′, and the vertex labeled by
Eλ= (λ1, . . . , λs) is connected with the vertex labeled by ν by Lν

Eλ
edges.

(c) The subfactor N⊂M has finite depth.

Proof. Statement (a) follows from Proposition 3.6. For (b), it suffices to calculate
the principal graph for the isomorphic inclusion N ⊂M given by û Em (see Lemma
3.4). In this case the M–N bimodule structure of L2(M, tr) is given by x .ξ.y =
xξ û Em(y). It follows from the definitions that L2(M, tr)⊗N NEλ ∼= L2(M, tr)pEλ ∼=
⊕Lν
Eλ

Hν ; the decomposition of L2(M, tr)pEλ into irreducible M–N bimodules fol-
lows from Proposition 3.6(b) and the remarks at the beginning of this subsection.
Hence our system of bimodules (NEλ)Eλ∈(3′)s and (Hν)ν∈3′ is closed under induction.
To prove closedness under restriction, observe that the multiplicity of the N–N

bimodule NEλ in the M–N-bimodule Hν , viewed as an N–N-bimodule, is equal to
Lν
Eλ
, by Frobenius reciprocity. To show that Hν ∼=

⊕
Eλ Lν
Eλ
NEλ as an N–N-bimodule,

it suffices to prove that both sides have the same dimension, i.e., by Lemma 4.5(a),
that

(4-1) [M : N]dν =
∑
Eλ

Lν
Eλ
dEλ.

For this observe that the dimension vectors for A⊗s
n and Ans , with n a multiple of k,

are given by Etns = (dEλ/(dim X)ns)Eλ and Evns = (dν/(dim X)ns)ν , with Eλ∈ (3′)s and
ν ∈ 3′. Observe that the subfactor N ⊂ M is generated by the periodic sequence
(A⊗s

n ⊂ Ans), with the inclusion matrix for A⊗s
n ⊂ Ans given by G= (Lν

Eλ
)with Eλ and

ν as above, provided k|n. Hence it follows from [Wenzl 1988], Theorem 1.5(ii),
that GEvns = [M :N]Etns . This implies (4-1). Finally, if we choose Eλ= (1,1, . . . ,1)
(s times), where 1 stands for the trivial object of C, ind(NEλ) = 1 and hence NEλ is
weakly reduced from the trivial N–N bimodule by Proposition 1.8(c). This shows
(b), by Proposition 1.8(a). Statement (c) is a consequence of (b). �

Remark 4.7. The fusion graph from (C′)s to C′ may not be connected. An easy
example is obtained for C being the representation category of a finite abelian
group G, where it decomposes into |G| connected components.

5. Dual principal graph

5A. Ring lemma. The precise structure of Shift Em(M)′∩M is still open after Propo-
sition 3.6. To say more about this, we need the following lemma. Similar tech-
niques have appeared before in topological quantum field theory, and within sub-
factors in work of Ocneanu and others; see [Evans and Kawahigashi 1998; Müger
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2003], for example. Dual principal graphs in a similar setting (corresponding to
the case s = 2) have also been calculated in [Izumi 2000] by somewhat different
techniques.

Lemma 5.1. If a ∈ Shift Em(M)′ ∩M, take ã := t∗
Emat Em with t Em ∈ A| Em| as in Figure 6.

Then, for r = 2, . . . , s, we have

m1
2n

=

2n

mr+1 msmrmr−1

· · ·· · ·

ã
· · ·

ã

msmrm1

· · ·

Figure 13

(the picture is the translation of an algebraic expression of the form ιrX (ã⊗1sn)ι
r
X
∗
=

ιrX xr (ã⊗ 1sn)x∗r ι
r
X
∗ for certain morphisms xr and ιrX defined below).

Proof. By Proposition 3.6(b) and our definition of the inductive limit, we have
Shift Em(M)′ ∩M∩ A| Em|+ns ⊂ A| Em|⊗ 1ns . Take t Em ∈ A| Em| as in Figure 6 in Lemma
3.4. If a ∈ Shift Em(M)′ ∩M then set

ã⊗ 1sn := (t∗Em ⊗ u∗n)a(t Em ⊗ un)= t∗
Emat Em ⊗ 1sn ∈ A| Em|⊗ 1sn,

and note that ã⊗1sn ∈
(
(t∗
Em⊗u∗n)Shift Em(M)(t Em⊗un)

)′
∩M. In particular, take the

element xr := (t∗Em⊗u∗n)Shift Em(unTr u∗n)(t Em⊗un), for r = 2, . . . , s, where Tr ∈ Asn

is obtained from the braiding morphisms and can be represented by

. . .. . .
nnnn n

(r−1)n

n

(s−r+1)n

Tr =

We use Figure 11 in the proof of Lemma 3.5 to see that xr is as in Figure 14.
Also note that xr is a unitary, so that (ã⊗1sn)xr = xr (ã⊗1sn) implies (ã⊗1sn)=

xr (ã⊗ 1sn)x∗r :
To obtain the relations in our statement in Figure 15, we proceed by closing

strands in Figure 15 with cups and caps to form the loops (the caps and cups
correspond to dual morphisms as described in Section 2B). This is done as follows:
Let rh and lh be the left and right hand sides of Figure 15. Then we also obtain
rh⊗1(X̄)sn = lh⊗1(X̄)sn . We now multiply both sides with 1X⊗| Em|⊗ iX⊗sn from the
right (below) and by its conjugate from the left (above). The morphism iX⊗sn and
its conjugate correspond to the pictures in Figure 16, which are obtained from the
properties of the duality morphisms; see Section 2B. It is easy to check that we
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(s−r)n nn(r−2)n

sn| Em|

mr

. . . . . .xr =

msm1

Figure 14. xr := (t∗Em⊗u∗n)Shift Em(unTr u∗n)(t Em⊗un).

(s−r)n

n(r−2)n

sn| Em|

nms

ã ã

m1 mr

. . .

. . .

snmsm1

=

. . .

Figure 15. (ã⊗1sn)= xr (ã⊗1sn)x∗r .

1

XX X

X⊗(sn)

. . . . . .

X⊗(sn)

X

X⊗(sn)X⊗(sn)

XXX
. . .. . .

1

X

Figure 16. ι∗X⊗(sn) and ιX⊗(sn) .

obtain (s − 2)n unlinked circles on the right hand side, which correspond to the
scalar (dim X)(s−2)n . Canceling this with the same number of circles on the left
hand side, we obtain the picture as claimed in the statement. �

Corollary 5.2. The equality in Lemma 5.1 still holds if the rings on both sides are
labeled by an irreducible object in C′.

Proof. Assume that k|n. Then the proof of Lemma 5.1 works as well if we multiply
Tr by 1(r−1)n⊗p1⊗1(s−r+1)n⊗pµ where p1 and pµ are projections onto irreducible
objects appearing in X⊗n isomorphic to 1 and to Xµ, respectively. Going through
the proof of Lemma 5.1, we obtain the statement of the corollary at the end. �
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5B. Notations and preliminaries. For any braided semisimple tensor category C

we can define a scalar sλµ=Tr(cµ,λcλ,µ), where cλ,µ is the braiding morphism for
Xλ ⊗ Xµ. The S-matrix is then given by (sλµ), where the rows and columns are
labeled by the simple objects of C.

Let now D be a full subcategory of C. We define TD to be the set of simple
objects Xλ in D for which sλµ= dim(Xλ) dim(Xµ) for all simple objects Xµ in C′.
We will primarily be interested only in the cases D = C and D = C′. We usually
assume D to be fixed, in which case we may just write T for TD.

Let X =
⊕

λ mλXλ, Y =
⊕

nλXλ be objects in C, and let f : X → Y be a
morphism. Then f can be written as f =

⊕
fλ, where fλ : mλXλ→ nλXλ. For

given f : X→ Y , we define the morphism fT : XT→ YT, where fT =
⊕

Xλ∈T fλ,
and XT, YT are defined accordingly. Also, we define pT(X) ∈ End(X) to be the
projection from X onto XT.

For a fixed object Z in C and a morphism f : X → Y we define the morphism
PZ ( f ) : X→ Y by

f

X

Y

ZPZ ( f )=

Of course this picture corresponds to an algebraic expression involving rigidity
and braiding morphisms. One can also check that for Z = Z1⊗ Z2, the operation
PZ is also given by a picture involving two parallel rings labeled by Z1 and Z2.
If Xλ, Xµ are simple objects in C, it follows from the definitions that PXµ(1Xλ)=

(sλµ/dλ)1Xλ . For a formal linear combination � =
∑

µ ωµXµ, with Xµ simple
objects in C, the morphism P�( f ) can also be expressed as the sum

∑
µ ωµPXµ( f ).

The following lemma is well-known and follows from the definitions:

Lemma 5.3. With notations above,

PXµ( f )=
∑
λ

sλµ
dλ

fλ and P�( f )=
∑
λ,µ

ωµ
sλµ
dλ

fλ.

We now state a straightforward generalization of the results in [Bruguières 2000,
Lemma 1.3].

Proposition 5.4. Fix the category D and let T=TD. There exists a linear combina-
tion�=

∑
µ∈3′ ωµXµ such that P�( f )= fT for any morphism f in D. Moreover,∑

µ ωµdµ = 1.
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Proof. We adapt the arguments in the proofs of [Bruguières 2000, Lemmas 1.2
and 1.3] to our setting. By Lemma 5.3, we have to find scalars ωµ, µ ∈ 3′ such
that

∑
µ∈3′ ωµ(sλµ/dλ) is equal to 1 or 0 depending on whether Xλ ∈ T or not.

Observe that the second statement will also follow from this as sλµ = dλdµ for
Xλ ∈ T.

To do so, pick an object X =
⊕

λ∈3(D) mλXλ in D with mλ 6= 0 for all λ∈3(D).
Let zλ denote the corresponding minimal idempotent in the center of End(X). Then
PXµ(zλ)=

sλµ
dλ

zλ. It also follows immediately by drawing pictures that PZ1⊗Z2( f )=
PZ1(PZ2( f )) for any f ∈End(X) (see also the proof of [Bruguières 2000], Lemma
1.2). Hence we obtain a representation of the fusion algebra of C′ on V , the C-span
of the idempotents zλ, λ ∈3(D), with each PXµ acting via a diagonal matrix with
respect to the basis of zλ’s. It follows from Lemma 5.3 that PXµ acts via the same
scalar on the central idempotent zλ as on z1, for all simple objects Xµ in C′, if and
only if λ ∈ T. Hence the projection onto span{zλ, Xλ ∈ T} is in the image of the
fusion algebra, which is spanned by the PXµ’s. So we can find scalars ωµ such that
this projection is written as

∑
µ∈3′ ωµPXµ . The claim follows from this. �

5C.. Let f :
⊗s

i=1 Xλi →
⊗s

i=1 Xµi be a morphism. We define, for r = 1, . . . , s,
the morphism f̂r :

⊗s
i=r+1 Xλi ⊗ Xµi →

⊗r
i=1 Xλi ⊗ Xµi using rigidity and braid-

ing morphisms for suitable objects as indicated in Figure 17; if r = s, the source
of f̂s is defined to be 1. For instance, we have

f̂1 = α ◦ (1λ̄1
⊗ f ⊗ 1µ̄2 ⊗ · · ·⊗ 1µ̄s ) ◦β,

. . .

. . . . . .. . .

f

. . .

µrµ2µ1

λ1 λ2

. . .

λr

λr+1 λsλs−1

µs−1 µs

µr+1

. . .

f̂r =

. . .

. . . . . .

Figure 17. f̂r :
⊗s

i=r+1 Xλi ⊗ Xµi →
⊗r

i=1 Xλi ⊗ Xµi .
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for suitable morphisms α and β. We set f̂ = f̂s .

Corollary 5.5. Let f ∈ HomM–M(MEλ,M Eµ) (with the notation as explained at the
beginning of Section 4B), viewed as an element in HomC(XEλ, X Eµ) (see Lemma
4.5(c)), and let P� be as in Proposition 5.4. Then f̂r = P�( f̂r )= ( f̂r )T.

Proof. Fix r , and put a ring around f as it was done for ã in Lemma 5.1. By
Corollary 5.2 the equality there also holds if we label the ring by � =

∑
ωµXµ,

with the ωµ as in Proposition 5.4. Observe that the ring on the left hand side
becomes the scalar

∑
µ ωµdµ = 1, by Proposition 5.4. Now multiply both sides

with suitable morphisms which change f to f̂r , such that all strands ending up go
under the ring, and all strands ending at the bottom go above the ring. Then the
right-hand side is equal to P�( f̂r ), which is equal to the left-hand side, f̂r . But by
Proposition 5.4 P�( f̂r )= ( f̂r )T. �

Lemma 5.6. If f ∈ Hom(MEλ,M Eµ) then f̂ = (⊗s
i=1 pT(Xλi ⊗ Xµi )) f̂ .

Proof. We will prove by induction on r that f̂r = (⊗
r
i=1 pT(Xλi ⊗ Xµi )) f̂r . For

r = 1, we have
f̂1 = P�( f̂1)= ( f̂1)T,

by Corollary 5.5. This proves the claim for r = 1, as the target of the morphism
f̂1 is X̄λ1 ⊗ Xµ1 . For the induction step we use the inductive formula for f̂r+1, as
given in the figure:

f̂rf̂r+1 =

λr+2 λsλs−1

. . .

. . .

µr−1 µr

λr+1 µ̄r+1

λ̄2µ1λ̄1

µ̄s

λ̄r

We obtain from this and the induction assumption that

f̂r+1 = [(⊗
r
i=1 pT(Xλi ⊗ Xµi ))⊗ 1Xλr+1⊗Xµr+1

] f̂r+1.

By Corollary 5.5 (as for the case r = 1) we also obtain

f̂r+1 = P�( f̂r+1)= pT(⊗
r+1
i=1 Xλi ⊗ Xµi ) f̂r+1.
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If Xλ is an object in T, then so is X̄λ. It follows that the tensor product of simple
objects Xλ⊗ Xµ is in T for Xλ ∈T only if also Xµ is in T. One deduces from this
and the last two formulas that

f̂r+1 = pT(
⊗r+1

i=1 Xλi ⊗ Xµi )
(
(
⊗r

i=1 pT(Xλi ⊗ Xµi ))⊗ 1Xλr+1⊗Xµr+1

)
f̂r+1

=
⊗r+1

i=1 pT(Xλi ⊗ Xµi ) f̂r+1.

This proves the claim by induction on r . �

5D.. It can be shown under fairly weak conditions that the category T is equivalent
to the representation category of a finite group G, see the papers [Bruguières 2000]
and [Müger 2000]. In the following, we shall require in addition that T is equivalent
to the representation category of a finite abelian group G, for any choice of D. In
this case, every simple object in the subcategory T is invertible. Moreover, we
can and will label the simple objects of T by the elements of G in such a way that
Xg⊗Xh∼= Xgh for any g, h ∈G. Then we get a G-action on the index set3 defined
by Xg.λ = Xg ⊗ Xλ. We shall also need the subgroup Gs

1 of Gs consisting of all
s-tuples (g1, g2, . . . , gs) which satisfy g1g2 · · · gs = 1. The just defined G-action
extends to an action of Gs

1 on 3s in the obvious way.

Proposition 5.7. Under the above assumptions we have

(a) Hom(MEλ,M Eµ) 6= 0 only if there exists a g ∈ Gs
1 such that Eµ= g.Eλ.

(b) dim End(MEλ)≤ |StabGs
1
Eλ|.

Proof. We use notations as in Lemma 5.6. By our assumptions, we have pT(Xλi ⊗

Xµi ) = 0 unless we can find an element gi ∈ G such that Xgi ⊂ Xλi ⊗ Xµi . This
implies gi .λi = µi , and hence Eµ = g.Eλ for some g ∈ Gs . Moreover, we have a
nonzero morphism from 1 to⊗Xgi if and only if

∏
gi = 1. This shows that g ∈Gs

1,
by Lemma 5.6.

By the discussion in the previous paragraph, the dimension of

Hom(1,⊗i pG(Xλi ⊗ Xλi ))

is equal to the cardinality of all s-tuples g= (gi ) of elements of G for which g.Eλ=Eλ
and whose product

∏
gi is equal to 1. These are exactly the elements of StabGs

1
Eλ.

The claim now follows from the fact that the map f 7→ f̂ is injective; indeed, it is
easy to construct a left-inverse by multiplying f̂ by a suitable combination of ∩’s
and ∪’s to get back f . �

Theorem 5.8. If the S-matrix for the category C′ is invertible, the dual principal
graph for the inclusion N ⊂ M coincides with its principal graph. In particular,
each M–M bimodule MEλ, with Eλ= (λi ) such that each λi labels a simple object in
C′ is irreducible.
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Proof. We will use the results of Lemma 5.6 and of Proposition 5.7 for the category
C′ (recall that its simple objects appear in tensor powers of X whose exponents are
divisible by k). If the S-matrix is invertible, the group G corresponding to the
category TC′ is the trivial group. Hence there are no nonzero morphisms between
MEλ and M Eµ for Eλ 6= Eµ, and each M–M-bimodule MEλ is irreducible by Proposition
5.7. It follows from the definitions (see before Theorem 4.6) that the multiplicity
of a simple N–M bimodule Kν in the simple M–M bimodule MEλ is equal to Lν

Eλ
.

Observe that ind(Kν)= d2
ν [M : N] and ind(MEλ)=

∏
i d2
λi

. It follows that∑
ν∈3′

d2
ν [M : N] =

(∑
ν∈3′

d2
ν

)s

=

∑
Eλ∈(3′)s

∏
i

d2
λi
.

Hence
∑

ν∈3′ ind(Kν) =
∑
Eλ∈(3′)s ind(MEλ). Hence any simple N–M-bimodule in

a higher relative commutant has as a weak reduction an element in (Kν)ν∈3′ , by
Theorem 4.6. As our original inclusion N ⊂ M is of finite depth by Theorem
4.6(c), it follows from Lemma 1.10(a) that there can not be any additional M–M-
bimodules in the higher relative commutants. �

5E. Noninvertible S-matrix. We shall make the following assumptions: We as-
sume that the category T for our chosen category D = C is equivalent to the
representation category of a finite abelian group G, and, moreover, that |G| = k,
with k as defined in Section 3A. This also implies that |Gs

1| = ks−1. For λ ∈ 3
we also define |λ| to be the residue class mod k such that |λ| ≡ n mod k whenever
Xλ ⊂ X⊗n .

Theorem 5.9. Let the conditions be as just stated.

(a) EndM–M(MEλ) has dimension |StabGs
1
Eλ| for any Eλ∈3s

0 :=
{
Eλ∈3s

: k|
∑
|λi |

}
.

(b) The even vertices of the dual principal graph of the inclusion N ⊂ M are
labeled by the equivalence classes of irreducible components of the bimodules
MEλ, with Eλ ∈3s

0.

Proof. Let MEλ =
⊕

i mi QEλ,i be the decomposition of the M–M bimodule MEλ
into irreducible M–M-bimodules, the mi being multiplicities. Then it follows from
Lemma 1.10(b), and Proposition 5.7 that∑

i

ind(QEλ,i )≥
ind(MEλ)

dim(End(MEλ))
≥

ind(MEλ)

|StabGs
1
Eλ|
.

Now let (Q j ) j =
⋃
Eλ(QEλ,i )i be the collection of nonisomorphic representatives of

irreducible M–M submodules of any module MEλ with Eλ ∈3s
0. Then∑

j

ind(Q j )≥
∑

Gs
1−orbits∈3s

0

ind(MEλ)

|StabGs
1
Eλ|
=

1
ks−1

∑
Eλ∈3s

0

ind(MEλ).
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Using Lemma 4.5(a) and Lemma 3.1(d) one sees that this equals

=
1

ks−1

(
1
k

∑
Eλ∈3s

d2
Eλ

)
=

(∑
λ∈3′

d2
λ

)s

.

But the last sum is equal to
∑

ν∈3′ ind(Kν), as was already shown in the proof
of Theorem 5.8. Hence the inequalities above must be equalities, and our set of
bimodules (Q j ) j must already exhaust all possible M–M-bimodules in the higher
relative commutant, by Lemma 1.10. �

Remark 5.10. If the stabilizer StabGs
1
Eλ is trivial, which usually is the case for most

labels, the bimodule MEλ is irreducible, and its decomposition into N–M-bimodules
is again determined by the fusion coefficients Lν

Eλ
. Unfortunately, our theorem does

not say anything about what End(MEλ) looks like if |StabGs
1
Eλ| ≥ 4. For example,

if the stabilizer has four elements, End(MEλ) could be isomorphic to C4 or to the
2× 2 matrices. Neither does it say how the submodules of MEλ decompose into
irreducible N–M modules in these cases.

6. Examples

6A. Examples of C∗-tensor categories. (1) The easiest example for our set-up is
the representation category Rep(G) of finite-dimensional unitary representations
of a finite group. In order to avoid degenerate trivial cases, we take for X in our
construction an object such that some tensor power of it contains the whole group
ring CG as a subobject. For example, for G a finite cyclic group, we could take
the direct sum of the trivial and of a faithful one-dimensional representation. For
these examples, the braiding structure is just given by the permutation of tensor
factors, which commutes with the group action. This makes the S-matrix a rank 1
matrix, meaning it is noninvertible unless G is trivial. However, at least in principle,
the dual principal graph can be computed from a general result about fixed point
algebras of a group K and its subgroup H . In our setting, K = Gs and H ∼= G,
which is embedded by g ∈ G 7→ (g, g, . . . , g) (s times). See [Kosaki et al. 1997]
for details.

In the special case when the subgroup K is normal, we obtain principal and dual
principal graphs of the factor group H/K . This is the case in our setting if G is
abelian.

(2) Let ρ be a II1 factor representation of the infinite braid group B∞ such that
the Jones index for the inclusion of factors ρ(B2,∞)

′′
⊂ ρ(B∞)

′′ is finite. Let us
define An = ρ(Bn+1,∞)

′
∩ρ(B∞)′′ (recall that finite index implies that the relative

commutant is finite-dimensional). We moreover assume that there exists, for some
k ∈ N, a projection p ∈ Ak such that pρ(B∞)′′ p = pρ(Bk+1,∞)

′′. It is possible to
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define from this a C∗-tensor category, with the objects being the projections in An .
Most of this has already been done in [Wenzl 1993], Section 2, without mentioning
categories. We shall not do this here. We just remark that the constructions of this
paper will work in this setting without explicitly exhibiting the category; this has
already been done in [Erlijman 2001]. In particular, this can be applied to the Jones
subfactors as well as to the Hecke algebra and BCD type subfactors.

(3) Let Uqg be the Drinfeld–Jimbo deformation of the universal enveloping algebra
Ug of a semisimple Lie algebra g. It is well-known that the category of its finite-
dimensional representations has a braiding structure. It can not be unitarized except
for q = 1. If q is a root of unity 6= 1, one can define a special class of represen-
tations called tilting modules which again forms a braided tensor category. It can
be shown that the category of tilting modules has a semisimple quotient with only
finitely many simple modules up to equivalence; this is often referred to as a fusion
category (see [Andersen 1992],[Andersen and Paradowski 1995]). Moreover, for
q being certain roots of unity (usually of the form q = e±2π i/ l for suitable integers
l (see [Wenzl 1998] for precise values), this quotient can be unitarized. This yields
a large and important class of C∗ tensor categories. Using the one-sided subfactor
construction, one obtains the Jones subfactors for X being the Uqsl2-analog of
the 2-dimensional representation of sl2. Similarly, Hecke algebra subfactors and
BCD type subfactors can be obtained from fusion categories of quantum groups of
classical Lie types.

These C∗-fusion categories can also be obtained by a completely different con-
struction using the category of positive energy representation of a loop group. The
difficulty in this construction comes from the fact that one can not use the usual
tensor product for representations; instead one has to define a new, so-called fusion
tensor product (see [Wassermann 1998]).

(4) Let N ⊂ M be an inclusion of II1 factors with finite index and finite depth.
Then the category of N–N bimodules obtained as direct sums of summands of the
bimodules

M⊗n
= M ⊗N M ⊗N · · · ⊗N M

(n times), n ∈ N defines a C∗-tensor category which may or may not be braided.
One can similarly also define the C∗-tensor category of M-M bimodules generated
by M⊗n .

If these categories are not braided, one can apply a general construction, called
the categorical quantum double construction to construct from our category of bi-
modules a larger braided C∗ tensor category. It was shown that this category is
equivalent to the category of M–M-bimodules for the asymptotic inclusion N⊂M

derived from N ⊂ M ; see [Müger 2003]. If the original category already was
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braided, the asymptotic inclusion coincides with the 2-sided inclusion constructed
in this paper.

(5) Our constructions of bimodules in this paper are based on certain endomor-
phisms of II1 factors. The approach to categories via endomorphisms has been
used for a long time for type III factors in the framework of algebraic quantum
field theory (see [Longo and Roberts 1997; Fredenhagen et al. 1989; Xu 2000], for
example). Here subtleties involving coupling constants do not matter, and objects
are given directly by morphisms.

6B. Examples for our construction. (1) We first list examples of C∗-tensor cate-
gories with invertible S-matrix.

(a) The S-matrix for the full fusion tensor categories as constructed in [Andersen
1992],[Andersen and Paradowski 1995] is invertible under the conditions for uni-
tarizability, as stated in [Wenzl 1998]. Hence if we can find an object X such that
all irreducible representation of the fusion category appear in some tensor power
of X , we have C′ = C and the dual principal graph is equal to the principal graph.
Such representations can be found in all cases, but usually can not be chosen to be
irreducible. For instance, for Lie type A (the case of Jones subfactors and Hecke
algebra subfactors), one can choose X =1⊕V , where V is the analog of the vector
representation.

(b) Similarly, the S-matrix for the quantum double of a C∗ tensor category is always
invertible (see [Müger 2003], for instance). Hence, as soon as we have found an
object X for which all irreducible representations of the double category appear
in some tensor power of X , the dual principal graph of our s-sided inclusion with
respect to X is equal to the principal graph.

(2) It turns out that our construction not only depends on the category C, but also
on the choice of the object X . Even though in the case of the fusion tensor cate-
gories the S-matrix for C is invertible, the S matrix for the category C′ may not
be invertible. For instance, for type A if one takes X = V , the S-matrix for C′ is
invertible only if the degree of the root of unity is coprime to k. If this is not the
case, however, our results for noninvertible S-matrices apply. This will be shown
in more detail in the following subsection at an example.

6C. Subfactors related to Jones subfactors. We illustrate our examples in some
detail for the fusion category C of Uqsl2, with q = e2π i/ l . There also exist other,
more elementary methods to construct these categories using the Temperley–Lieb
algebras; see [Turaev 1994], for example. As mentioned before, this is also one
of the cases where the subfactor constructions can be done on the level of braid
representations, as it was carried out in the original paper [Erlijman 2001].
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We give a brief description of this category. Up to isomorphism, we have exactly
l−1 simple objects in C, which are denoted by [i], 1≤ i ≤ l−1. The decomposition
of tensor products is given by

(6-1) [i]⊗ [ j] = [|i− j | + 1]⊕ [|i− j | + 3]⊕ · · ·⊕ [m],

where m is the minimum of i + j − 1 and 2l − 1− i − j . One sees easily that
[1] corresponds to the trivial object. It follows from the tensor product rules by
induction on n that all simple objects in [2]⊗n are labeled by even numbers if n is
odd, and by odd numbers if n is even. Hence k= 2 and the simple objects of C′ are
labeled by odd numbers. This explicitly describes the principal graph for N ⊂M,
constructed with X = [2], by Theorem 4.6.

Observe that [i] ⊗ [l − 1] = [l − i] for all 1 ≤ i < l. Hence the objects [1] and
[l−1] together with the operation⊗ form a group G which is isomorphic to Z/2Z.
Moreover, the S matrix is well-known to be of the form S = (sin(i jπ/ l)), up to a
scalar.

It is very easy to check that if l is even, then sin(i(l − 1)π/ l) = sin(iπ/ l) for
any odd i = 1, 3, . . . , l− 1. Hence the category T contains at least the objects [1]
and [l−1]. It contains no more simple objects as obviously sin(iπ/ l)= sin(i jπ/ l)
for 1 < j < l only if j = l − 1. So the conditions at the beginning of Section 5B
are satisfied with |G| = 2= k. We have shown most of the following

Proposition 6.1. Let N⊂M be the subfactor constructed from the s-sided inclusion
from the Jones subfactor at an l-th root of unity, with l even. Then we have

(a) The even vertices of the principal graph are labeled by all s-tuples of odd
positive numbers less than l and the odd vertices are labeled by all odd pos-
itive numbers less than l. The number of edges between two vertices can be
computed from the tensor product rule stated in (6-1).

(b) Each s-tuple of positive integers less than l whose sum is even and which con-
tains the number l/2 at most once labels an even vertex of the dual principal
graph; the number of edges emanating from such a vertex can be computed as
in (a). The M–M bimodules MEλ labeled by an s-tuple Eλ containing the number
l/2 exactly r > 1 times satisfies dim(End(MEλ))= 2r−1.

Proof. Part (a) follows from Theorem 4.6 and our explicit description of the simple
objects of C′. For part (b), we have already checked the conditions stated at the
beginning of Section 5B. It remains to calculate StabGs

1
Eλ for any Eλ∈3s . Recall that

the action of the nontrivial element of G on our labeling set is given by i 7→ l− i .
Obviously, the only fixed point is l/2 for l odd. It is now not hard to show that
Eλ ∈ 3s has a nontrivial stabilizer in Gs

1 if and only if r ≥ 2 of its components
are equal to l/2, and that in this case the stabilizer has exactly 2r−1 elements.
Statement (b) now follows from Theorem 5.9. �
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Remark 6.2. If s = 3, part (b) of the last proposition completely determines the
number of edges in the dual principal graph except for the decomposition of the
bimodule MEλ with Eλ= (l/2, l/2, l/2), which could decompose into the direct sum
of four nonisomorphic irreducible M–M bimodules or into the direct sum of two
isomorphic irreducible M–M bimodules.
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AN ELEMENTARY, EXPLICIT, PROOF OF THE EXISTENCE
OF QUOT SCHEMES OF POINTS

TROND STØLEN GUSTAVSEN, DAN LAKSOV AND ROY MIKAEL SKJELNES

We give an easy and elementary construction of quotient schemes of mod-
ules of relatively finite rank under very general conditions. The construc-
tion provides a natural, explicit description of an affine covering of the quo-
tient schemes, that is useful in many situation.

Introduction

Quotient schemes were introduced by A. Grothendieck [1966], and belong among
the fundamental tools in algebraic geometry. They generalize simultaneously the
Hilbert schemes and the Grassmann schemes. In most cases where these schemes
appear it suffices to know that they exist. However, there are cases when it is crucial
to have an explicit description of the schemes. We give here, for any morphism of
schemes Proj(R)→ S, where S is arbitrary and R is a quasicoherent graded OS-
algebra, an elementary construction of quotient schemes parametrizing equivalence
classes of surjections from a quasicoherent OProj(R)-module to coherent modules
that are of relatively finite rank over S. The construction provides a natural and
explicit description of an affine covering of the quotient schemes. In a previous
article [Gustavsen et al. 2007] we indicated the usefulness of such a description in
the case of Hilbert schemes of points, and further evidence of this is given by M.
Huibregtse [2002; 2006]. Our proof of the existence of the quotient schemes is a
simplification and clarification of the constructions of these works.

The main new idea is the description of a local version of the quot functor. More
precisely, let A be a ring, B an A-algebra and E and F modules over A with E
free of finite rank, and fix an A-module homomorphism s : E → B⊗A F . We
parametrize B-module structures on E , together with B-module homomorphisms
u : B⊗A F→ E such that us = idE .

When S is locally noetherian and R is locally finitely generated by elements of
degree one, our existence result for the quotient schemes of modules of relatively
finite rank follows from the more general results of Grothendieck [1966]. Appar-
ently the first detailed existence proof of Grothendieck’s result was provided by
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A. Altman and S. Kleiman [1980], valid under quite general conditions, where S
is not assumed to be locally noetherian. A much used method for obtaining these
results was given by D. Mumford [1966] (see also [Sernesi 2006]). In contrast to
these approaches our method relies on simple algebraic constructions and avoids
embeddings into high dimensional grassmannians via Castelnuovo–Mumford reg-
ularity. As a consequence our local description of the quotient schemes is, in most
cases appearing in applications, in terms of explicit natural equations in the affine
space of commuting matrices of smallest possible size, that is, the size is equal to
the finite rank of the modules.

1. The local quot functor

1.1. Let A be a commutative ring with unit, and let A → B be an A-algebra.
Moreover, let E and F be A-modules where E is free of finite rank, and let

s : E→ B⊗A F

be an A-module homomorphism. We want to describe all B-module structures
on E , together with B-module homomorphisms u : B⊗A F → E such that us =
idE . Recall that two surjections are considered equivalent if their kernels coincide,
and that a B-module structure on an A-module E corresponds to an A-algebra
homomorphism B→ EndA(E).

More precisely, we want to describe, for every A-algebra A→ A′, the set con-
sisting of an A′⊗A B-module structure on A′⊗A E together with an A′⊗A B-module
homomorphism A′⊗A B⊗A F u- A′⊗A E such that the composite A′-module
homomorphism

A′⊗A E
idA′ ⊗A s- A′⊗A B⊗A F u- A′⊗A E

is the identity. This clearly defines a functor from A-algebras to sets.
The main objective of Sections 1, 2 and 3 is to show that this functor is rep-

resentable by an A-algebra Qs , and to give a simple explicit description of this
algebra.

We first find a slightly different description of this functor.

Notation 1.2. We shall need evaluation and trace maps. We recall that when G
and K are A-modules with K free of finite rank, we obtain for every submodule
D of HomA(G, K ) the evaluation homomorphisms

ev : D⊗A G→ K or ev : G⊗A D→ K

that maps x⊗Aϕ, or ϕ⊗A x , to ϕ(x). Moreover, we have the trace homomorphism

tr : A→ K ⊗A K ˇ
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obtained from the dual homomorphism of ev : K ˇ⊗A K → A.

Proposition 1.3. There is a natural bijection between

(1) the set of B-module structures on E provided with a surjective homomorphism
u : B⊗A F→ E of B-modules, and

(2) the set of A-algebra homomorphisms ϕ : B → EndA(E) provided with an
A-module homomorphism v : F→ E such that the composite map

B⊗A F
ϕ⊗Av- EndA(E)⊗A E ev- E

is surjective.

The bijection maps a pair (v, ϕ) in (2) to ev(ϕ⊗Av) in (1), where E has the B-
module structure given by ϕ.

Proof. We first note that B-module structures on E correspond to A-algebra ho-
momorphisms ϕ : B→ End(E).

Given a B-module structure on E , a surjection u : B⊗A F → E of B-modules
determines a B-module structure on E uniquely. Moreover an A-module homo-
morphism u : B⊗A F→ E determines an A-module homomorphism v : F→ E by
restriction of scalars, and conversely, u is determined by v by extension of scalars.

Finally, an A-module homomorphism v : F → E and a B-module structure
ϕ : B→ EndA(E) on E makes the composite map

B⊗A F
ϕ⊗Av- EndA(E)⊗A E ev- E

into a B-module homomorphism, since ev is an EndA(E)-module homomorphism
and ϕ : B→ EndA(E) is a ring homomorphism. �

Corollary 1.4. The bijection of the proposition induces a bijection between

(1) B-module structures on E provided with a homomorphism of B-modules u :
B⊗A F→ E such that

E s- B⊗A F u- E

is the identity, and

(2) A-algebra homomorphisms ϕ : B → EndA(E) provided with an A-module
homomorphism v : F→ E such that

E s- B⊗A F
ϕ⊗Av- EndA(E)⊗A E ev- E

is the identity.

Proof. This follows from the proposition since the surjectivity of u and ev(ϕ⊗Av)

is automatic. �
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2. The local Hilbert scheme

The material of this section will basically give a construction of Hilbert schemes
of points, as in [Gustavsen et al. 2007], but the presentation here is different from
that of that paper. We use that the A-algebra SymA(G⊗A EndA(E)ˇ) parametrizes
module homomorphisms u :G→EndA(E). Then we explicitly construct a residue
algebra H of SymA(G⊗A EndA(E)ˇ) that parametrizes those u such that the el-
ements of the image commute. Then H also parametrizes A-algebra homomor-
phisms SymA(G)→ EndA(E).

Notation 2.1. Let G be an A-module and K a free A-module of finite rank. We
denote by

uK : SymA(G⊗A K ˇ)⊗A G→ SymA(G⊗A K ˇ)⊗A K

the SymA(G⊗A K ˇ)-module homomorphism defined by uK (1⊗A x)= x⊗A tr(1A)

for all x ∈ G, where G⊗A K ˇ is considered as a submodule of SymA(G⊗A K ˇ).

Lemma 2.2. For every A-algebra homomorphism A→ A′ there is a natural bijec-
tion between

(1) A′-module homomorphisms A′⊗A G→ A′⊗A K , and

(2) A-algebra homomorphisms SymA(G⊗A K ˇ)→ A′.

The bijection maps ϕ : SymA(G⊗A K ˇ)→ A′ to the homomorphism u defined by
u(1A′⊗A x)= (ϕ⊗A idK )uK (1⊗A x) for all x ∈ G.

Proof. The set (2) is mapped to the set (1) via three isomorphisms:

(1) HomA -alg(SymA(G⊗A K ˇ), A′)→HomA(G⊗A K ˇ, A′) that follows from the
definition of the symmetric algebra.

(2) HomA(G⊗A K ˇ, A′)→ HomA(G, A′⊗A K ), that is a canonical standard iso-
morphism, when K is free, that maps u : G⊗A K ˇ → A′ to the composite
homomorphism G idG ⊗A tr- G⊗A K ˇ⊗A K u⊗A idK- A′⊗A K .

(3) HomA(G, A′⊗A K )→HomA′(A′⊗AG, A′⊗A K ), that is the standard isomor-
phism obtained by extension of scalars. �

Notation 2.3. Let u : G→ K be a homomorphism of A-modules with K free of
finite rank. We denote by IZ (u) the image of the composite homomorphism

G⊗A K ˇ u⊗A id K ˇ- K ⊗A K ˇ ev- A.

Lemma 2.4. For every A-algebra A→ A′ the A′-module homomorphism

A′⊗A G
idA′ ⊗A u- A′⊗A K
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is zero if and only if the homomorphism A→ A′ factors via the residue homomor-
phism A→ A/IZ (u).

Proof. This is an immediate consequence of the definition of IZ (u). �

Notation 2.5. Let

v : SymA(G⊗A EndA(E)ˇ)⊗A G⊗A G→ SymA(G⊗A EndA(E)ˇ)⊗A EndA(E)

be the SymA(G⊗A EndA(E)ˇ)-module homomorphism defined by

v(1⊗A x⊗A y)

= uEndA(E)(1⊗A x)uEndA(E)(1⊗A y)− uEndA(E)(1⊗A y)uEndA(E)(1⊗A x),

where uEndA(E) is defined in paragraph 2.1. We denote by H the residue algebra
of SymA(G⊗A EndA(E)ˇ) modulo the ideal IZ (v) and let

ρH : SymA(G⊗A EndA(E)ˇ)→ H

be the residue homomorphism. From the SymA(G ⊗A EndA(E)ˇ)-module ho-
momorphism uEndA(E) and the A-algebra homomorphism ρH we obtain an H -
module homomorphism w : H ⊗A G → H ⊗A EndA(E) defined by w(1⊗A x) =
(ρH ⊗A 1EndA(E))uEndA(E)(1⊗A x) for all x ∈ G. It follows from the definition of
IZ (w) and H that the elements of the image of w commute. Consequently w gives
a unique H -algebra homomorphism

µH : H⊗A SymA(G)→ H⊗A EndA(E)

such that µH (1H⊗A x)= w(1H⊗A x) for all x ∈ G.

Lemma 2.6. Let A→ A′ be an A-algebra. We have a bijection between

(1) A′-algebra homomorphisms A′⊗A SymA(G)→ A′⊗A EndA(E), and

(2) A-algebra homomorphisms H → A′.

The bijection maps ϕ : H → A′ to the homomorphism u defined by u(1A′⊗A x) =
(ϕ⊗A idEndA(E))µH (1H⊗A x) for all x ∈ G.

Proof. It follows from Lemma 2.2 that there is a bijection between A′-module
homomorphisms u : A′⊗A G → A′⊗A EndA(E) and A-algebra homomorphisms
ϕ : SymA(G ⊗ EndA(E)ˇ)→ A′. By the definition of IZ (w) and Lemma 2.4 the
homomorphism ϕ factors via a homomorphism χ : H → A′ if and only if the
elements u(1A′⊗A x) commute for all x ∈ X . However, the maps u : A′⊗A G→
A′⊗A EndA(E) whose images consist of commuting elements correspond to A′-
algebra homomorphisms ψ : A′⊗A SymA(G)→ A′⊗A EndA(E) for which

ψ(1A′⊗A x)= u(1A′⊗A x)

for all x ∈ G. �
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Notation 2.7. Let G be an A-module and I an ideal in SymA(G). Denote by ι :
I→SymA(G) the inclusion map, let B=SymA(G)/I, and let ρB :SymA(G)→ B
be the residue homomorphism. We denote by v the composite H -module homo-
morphism

(2-1) H⊗AI
idH ⊗A ι- H⊗A SymA(G)

µH- H⊗A End(E).

Moreover we let HB be the residue algebra of H modulo the ideal IZ (v) and we
denote the residue homomorphism by

ρHB : H → HB .

We tensor the modules of (2-1) by HB over H and obtain a homomorphism of
HB-modules

HB⊗AI
idHB ⊗A ι- HB⊗A SymA(G)

idHB ⊗HµH- HB⊗A EndA(E)

such that the composite homomorphism is zero by the definition of IZ (v). Conse-
quently we obtain a homomorphism of HB-algebras

µHB : HB⊗A B→ HB⊗A EndA(E)

such that µHB (1⊗AρB( f ))= (ρHB⊗A idEndA(E))µH (1⊗A f ) for all f ∈SymA(G).

The algebra HB parametrizes all B-module structures on E , and µHB is the
universal homomorphism.

Proposition 2.8. Let A→ A′ be an A-algebra. We have a bijection between

(1) A′-algebra homomorphisms A′⊗A B→ A′⊗A EndA(E), and

(2) A-algebra homomorphisms HB→ A′.

The bijection maps ϕ : HB→ A′ to the homomorphism u defined by u(1A′⊗A f )=
(ϕ⊗A idEndA(E))µHB (1HB⊗A f ) for all f ∈ B.

Proof. It follows from Lemma 2.4 that an A-algebra homomorphism H → A′

factors via ρHB : H → HB if and only if the composite homomorphism

A′⊗AI
idA′ ⊗A ι- A′⊗A SymA(G)

idA′ ⊗HµH- A′⊗A EndA(E)

is zero. This last condition holds if and only if idA′ ⊗HµH factors via an A′-algebra
homomorphism A′⊗A B→ A′⊗A EndA(E). �
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3. The local quot scheme

It follows from Lemma 2.2 that the A-algebra SymA(F⊗A Eˇ) parametrizes ho-
momorphisms F→ E . We use this, together with the properties of the A-algebra
HB , to construct a residue algebra Qs of SymA(F⊗A Eˇ)⊗A HB that parametrizes
the local quot functor of Section 1.1.

Notation 3.1. We defined in 2.1 an A-module homomorphism

uE : SymA(F⊗A Eˇ)⊗A F→ SymA(F⊗A Eˇ)⊗A E

such that uE(1⊗A y)= y⊗A tr(1) for all y ∈ F .
Let A→ B be an A-algebra and fix a presentation 0→I→SymA(G)→ B→ 0

of B as in 2.7. Moreover, fix an A-module homomorphism

s : E→ B⊗A F

and let

v : SymA(F⊗A Eˇ)⊗A HB⊗A E→ SymA(F⊗A Eˇ)⊗A HB⊗A E

be the composition of the SymA(F⊗A Eˇ)⊗A HB-module homomorphisms

SymA(F⊗A Eˇ)⊗A HB⊗A E 1⊗A 1⊗A s- SymA(F⊗A Eˇ)⊗A HB⊗A B⊗A F
∼- SymA(F⊗A Eˇ)⊗A F⊗A HB⊗A B

uE ⊗AµHB- SymA(F⊗A Eˇ)⊗A E⊗A HB⊗A EndA(E)
∼- SymA(F⊗A Eˇ)⊗A HB⊗A EndA(E)⊗A E

id ⊗A id ⊗A ev- SymA(F⊗A Eˇ)⊗A HB⊗A E,

where the isomorphisms without names are the appropriate permutations of the fac-
tors in the tensor products. Let Qs be the residue algebra of SymA(F⊗A Eˇ)⊗A HB

modulo the ideal IZ (v− id) and let

ρQs : SymA(F⊗A Eˇ)⊗A HB→ Qs

be the residue homomorphism.
Denote by ρ1 : SymA(F⊗A Eˇ)→ Qs and ρ2 : HB→ Qs the A-algebra homo-

morphisms that determine ρQs , that is, ρ1( f )=ρQs ( f ⊗A1) and ρ2(g)=ρQs (1⊗g)
for all f ∈ SymA(F⊗A Eˇ) and g ∈ HB . We obtain a universal Qs-algebra homo-
morphism

µQs : Qs
⊗A B→ Qs

⊗A EndA(E)

defined by µQs (1Qs⊗A f )= (ρ2⊗A idEndA(E))µHB (1⊗A f ) for all f ∈ B and a Qs-
module homomorphism u′Qs : Qs

⊗A F → Qs
⊗A E defined by u′Qs (1Qs ⊗A y) =
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(ρ1⊗A idE)uE(1⊗A y) for all y ∈ F . When we give Qs
⊗A E the Qs

⊗A B-module
structure given by µQs we denote by

uQs : Qs
⊗A B⊗A F→ Qs

⊗A E

the Qs
⊗A B-module homomorphism obtained from u′Qs by extension of scalars.

Identifying Qs
⊗AB⊗AF with (Qs

⊗AB)⊗Qs(Qs
⊗AF) and Qs

⊗A EndA(E)⊗AE
with (Qs

⊗A EndA(E))⊗Qs (Qs
⊗A E) we obtain a composite homomorphism

Qs
⊗A E

idQs ⊗A s- Qs
⊗A B⊗A F

µQs ⊗A u′Qs
-

Qs
⊗A EndA(E)⊗A E

idQs ⊗A ev- Qs
⊗A E

that is the identity by the definition of IZ (v− id) and Qs .

Theorem 3.2. The A-algebra Qs represents the local quot functor defined in Sec-
tion 1.1. The universal homomorphisms are µQs : Qs

⊗A B→ Qs
⊗A EndA(E) and

uQs : Qs
⊗A B⊗A F→ Qs

⊗A E.
More precisely, let A→ A′ be an A-algebra. We have bijections between the

following three sets:

(1) A′⊗A B-module structures on A′⊗A E and A′⊗A B-linear homomorphisms
u : A′⊗A B⊗A F→ A′⊗A E for the A′⊗A B-module structure such that

A′⊗A E 1⊗A s- A′⊗A B⊗A F u- A′⊗A E

is the identity.

(2) A′-module homomorphisms v : A′⊗A F→ A′⊗A E and A′-algebra homomor-
phisms ϕ : A′⊗A B→ A′⊗A End(E) such that the composite homomorphism

(3-1) A′⊗A E
idA′⊗s- A′⊗A B⊗A F

ϕ⊗Av- A′⊗A EndA(E)⊗A E
idA′ ⊗A ev- A′⊗A E

is the identity.

(3) A-algebra homomorphisms Qs
→ A′.

The bijection from the set (2) to the set (1) is described in Proposition 1.3 and the
bijection from the set (3) to the set (2) is defined as follows:

Let ϕ : Qs
→ A′ be an A-algebra homomorphism. The homomorphism ϕρQs :

SymA(F ⊗A Eˇ)⊗A HB → A′ is determined by A-algebra homomorphisms ρ1 :

SymA(F ⊗A Eˇ) → A′ and ρ2 : HB → A′. The homomorphism ρ2 defines an
A′-algebra homomorphism ψ : A′⊗A B → A′⊗A EndA(E) by Proposition 2.8,
and ρ1 defines, by Lemma 2.2 with E = K and G = F , an A′-module homomor-
phism v : A′⊗A F→ A′⊗A E. We extend v to an A′⊗A B-module homomorphism
A′⊗A B⊗A F → A′⊗A E , when A′⊗A E has the A′⊗A B-module structure given
by ψ .
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Proof. The bijection between (1) and (2) is given in Corollary 1.4 when we use the
canonical isomorphism of A′-module A′⊗A EndA(E)→ EndA′(A′⊗A E).

From the description of the map from the set in (3) to the set in (2) given in
the Theorem it follows that the map is a bijection, since an A-algebra homomor-
phism SymA(F⊗A Eˇ)⊗A HB → A′ factors via ρQs if and only if the composite
homomorphism (3-1) is the identity.

That the map from the set (3) to the set (1) is functorial follows from the explicit
description of the maps in the Theorem. �

4. The quot functor

Definition 4.1. Let f : X → S be a morphism of schemes. For every morphism
g : S′→ S we write

X ′ = X ×S S′
g′ - X

S′

f ′
? g - S.

f
?

Let M be a quasicoherent OX -module that is flat over S and such that Supp M is a
scheme that is finite over S. Here Supp M is the subscheme of X defined by the
annihilator of M. We say that M is of relative rank n over S if f∗M is a locally
free OS-module of rank n. The latter condition is equivalent to the condition that
dimκ(s)( f∗M⊗OX

κ(s))= n for all points s ∈ S (see [Laksov et al. 2000]).
Let F be a quasicoherent OX -module. We denote by Quotn

F/X/S the functor from
S-schemes to sets that to a morphism g : S′→ S associates the set Quotn

F/X/S(S
′)

of classes of surjections g′∗F→ M of OX ′-modules, where M is a coherent OX ′-
module which is flat over S′ with support that is a finite scheme over S′ with relative
rank n (see [Grothendieck 1966] or [Deligne 1973]).

Let E be a locally free OS-module of rank n and fix an OS-module homomor-
phism s : E→ f∗F. We denote by Quots

F/X/S the subfunctor of Quotn
F/X/S that

to an S-scheme S′ associates the set Quots
F/X/S(S

′) of all equivalence classes of
surjections g′∗F→M such that the composite homomorphism

g∗E
g∗s- g∗ f∗F→ f ′∗g

′∗F→ f ′∗M

is surjective, that is, an isomorphism.
When convenient we write Quotn

F and Quots
F for the functors Quotn

F/X/S , re-
spectively Quots

F/X/S , and indicate in the text that the functors are taken relative
to the homomorphism f : X→ S.

Lemma 4.2. Let A→ B be an A-algebra and let M be a B-module that is free of
rank n as an A-module. Then B/AnnB(M) is integral over A.
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Proof. Since M is finitely generated as an A-module it is finitely generated as a B-
module, say by x1, . . . , xn . We obtain a B-module homomorphism B→

∏n
i=1 M

that maps b to (bx1, . . . , bxn). This gives an injection B/AnnB(M)→
∏n

i=1 M of
B-modules. In particular,

∏n
i=1 M is a faithful B/AnnB(M)-module. Moreover,

the composite homomorphism A→ B/AnnB(M)→
∏n

i=1 M is injective since M
is free as an A-module. For every element f ∈ B/AnnB(M), the module A[ f ] is
contained in the finitely generated A-module

∏n
i=1 M that is faithful over A[ f ].

Hence f is integral over A; see [Lang 1993, Chapter VII, §1 INT3]. �

Proposition 4.3. Let f : X→ S be a morphism of affine schemes. Assume that E is
a free OS-module and that F= f ∗F0 where F0 is an OS-module. Then the functor
Quots

F/X/S is representable by Qs for S = Spec(A), X = Spec(B), E = 0(S,E),
F = 0(S,F0) and s : E→ B⊗A F corresponds to the homomorphism s.

Proof. In the correspondence between affine schemes over S and A-algebras we
see that, in order to represent Quots

F/X/S , we must represent the functor that to A′

associates the A′⊗A B-module homomorphisms u : A′⊗A B⊗A F→ M where M
is a free A′-module of rank n such that

A′⊗A E
idA′ ⊗A s- A′⊗A B⊗A F u- M

is surjective. This functor is representable by Theorem 3.2, taken into account that
the condition Supp M = A′⊗A B/AnnA′⊗A B(M) is finite over A′ is automatically
fulfilled by Lemma 4.2. �

Like several of the reductions of this section, the next result is well known.

Lemma 4.4. Let f : X→ S be a homomorphism of affine schemes. Assume that E

is a free OS-module. Then Quots
F/X/S is representable.

More precisely, there is a free OS-module F0, a surjection u : f ∗F0 → F of
OX -modules, and a homomorphism of OS-modules s0 : E → f∗ f ∗F0 such that
s = ( f∗u)s0. These homomorphisms make Quots

F/X/S into a closed subfunctor of
Quot

s0
f ∗F0/X/S .

Proof. Let F = 0(X,F) and E = 0(S,E). Choose a surjection of A-modules
F0→ F with F0 free. We then obtain, by extension of scalars, a surjection of B-
modules B⊗A F0→ F , and consequently a surjection u : f ∗F0→F of OX -modules
with F0 = F̃0. We lift s : E → F to an A-module homomorphism E → B⊗A F0

via the surjection B⊗A F0→ F . The corresponding lifting s0 : E→ f∗ f ∗F0 has
the property that s = ( f∗u)s0.

Clearly, given an arbitrary A-algebra A→ A′, we have a map Quotn
F/X/S(A

′)→

Quotn
f ∗F0/X/S(A

′) that takes F
v- M to the composite homomorphism

f ∗F0
u- F

v- M,
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and this map defines a closed immersion of functors Quotn
F/X/S→Quotn

f ∗F0/X/S .
Moreover the closed immersion maps Quots

F/X/S into Quot
s0
f ∗F0/X/S because

E
s- f∗F

v- M

is surjective if and only if E
s0- f∗ f ∗F0

f∗u- f∗F
v- M is surjective.

For the representability of Quot
s0
f ∗F0/X/S , use Theorem 3.2 and Proposition 4.3.

�

Proposition 4.5. Let f : X → S be a homomorphism of affine schemes. Then
Quotn

F/X/S is representable.
More precisely, the functor Quotn

F/X/S is covered by open affine subfunctors
Quots

F/X/S for all OS-module homomorphisms s : E → f∗F, where E is a free
OS-module of rank n.

Proof. It is clear that the subfunctors Quots
F/X/S of Quotn

F/X/S are open. We
have to show that Quotn

F/X/S is covered by these functors. Let S = Spec(A),
X = Spec(B), F = 0(Spec(B),F) and E = 0(Spec(A),E). For every A-algebra
A→ A′ we let the A′-module homomorphism u : A′⊗A F→ M correspond to an
element g′∗F→M in Quotn

F/X/S(Spec(A′)). For every maximal ideal p in A′ we
can, since M is a finitely generated A′-module, find an element a′ ∈ A′ \ p and an
A-module homomorphism sM : E→ F such that the composite A′a′-module homo-
morphism A′a′⊗A E sM- A′a′⊗A F→Ma′ is surjective. This shows that the image
g′∗F| f ′−1 Spec(A′a′)→M| f ′−1 Spec(A′a′) of the element g′∗F→M by the map
Quotn

F/X/S(Spec(A′))→ Quotn
F/X/S(Spec(A′a′)) lies in Quots

F/X/S(Spec(A′a′)) so

the set Quots
F/X/S(Spec(A′a′)) covers g′∗F| f ′−1 Spec(A′a′)→ M| f ′−1 Spec(A′a′)

considered as an element in Quotn
F/X/S(Spec(A′a′)).

The representability of Quots
F/X/S follows from Lemma 4.4 and it follows that

the Zariski sheaf Quotn
F/X/S is representable. �

Lemma 4.6. Let R be a graded A-algebra. For every prime ideal p of A write
κ(p)= Ap/pAp.

Let Z be a closed subscheme of Proj(κ(p)⊗A R) that is finite over Spec(κ(p)).
Then there is an element a ∈ A not in p and an element f ∈ Ra such that Z is
contained in the open subscheme Spec(κ(p)⊗Aa (Ra)( f )) = Spec(κ(p))×Spec(Aa)

Spec((Ra)( f )) of Proj(κ(p)⊗Aa Ra)= Spec(κ(p))×Spec(Aa) Proj(Ra).

Proof. Since Z is finite over Spec(κ(p)) the fiber of the induced morphism Z →
Spec(κ(p)) consists of a finite number of points, corresponding to homogeneous
prime ideals q1, . . . , qk in κ(p)⊗A R that do not contain the irrelevant ideal. Their
union consequently does not contain the irrelevant ideal. Hence we can find a
homogeneous element g ∈ κ(p)⊗A R of positive degree that is not contained in
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any of the ideals q1, . . . , qk . Thus Z is contained in the open subscheme

Spec((κ(p)⊗A R)(g))

of Proj(κ(p)⊗A R).
Clearly we can find an element a ∈ A not in p and an element f ∈ Ra such that

1κ(p)⊗Aa f is the image of g by the natural isomorphism κ(p)⊗A R→ κ(p)⊗Aa Ra .
However, then Spec((κ(p)⊗A R)(g))=Spec(κ(p)⊗Aa (Ra)( f )), and we have proved
the Lemma. �

Theorem 4.7. Let R be a quasicoherent sheaf that is a graded OS-algebra, let
X = Proj(R), and let F be a quasicoherent OX -module. Then Quotn

F/X/S is repre-
sentable.

More precisely, for every open affine subscheme Spec(A) of S we write R =
0(Spec(A),R). Then Quotn

F/X/S is covered by open subfunctors naturally isomor-
phic to Quotn

F|Spec(R(r)) relative to Spec(R(r)) → Spec(A) for all Spec(A) in an
open covering of S and all homogeneous elements r of positive degree in R.

Proof. For every affine open subset U of S we consider Quotn
F| f −1(U ) relative to

f −1(U )→U as a subfunctor of QuotF/Proj(R)/S by letting

Quotn
F| f −1(U )(S

′)=∅

when g : S′→ S does not factor via U . It is clear that the subfunctors Quotn
F| f −1(U )

are open and that they cover Quotn
F/Proj(R)/S . Consequently we can assume that

S = Spec(A) is affine.
For every a ∈ A and every r ∈ Ra we can consider the functor Quota,r =

Quotn
F|Spec((Ra)(r))

relative to Spec(Ra)(r)→ Spec(Aa) as a subfunctor of the func-
tor Quota = Quotn

F|Proj(Ra)
relative to Proj(Ra)→ Spec(Aa). This is because, if

g : S′ → Spec(Aa) is a morphism and g′∗F| f −1(Spec(Ra)(r)) → M represents
an element in Quota,r (S′), then Supp M ⊆ f −1(Spec((Ra)(r))) and Supp M is
finite over Spec(Aa), and Spec((Ra)(r)) → Spec(Aa) is separated so Supp M is
closed in Proj(Ra) ×Spec(Aa) S′. Thus we can extend M uniquely by zero to an
OProj(Ra)×Spec(Aa )S′-module N and the surjection g′∗F| f ′−1

(Spec((Ra)(r)))→M can
be extended to a surjection g′∗F→N representing an element in Quota(Spec(Aa)).
It is clear that the subfunctors Quota,r are open. It remains to show that they
cover QuotF/Proj(R)/Spec(A). For this it suffices to show that for every prime ideal
p ⊂ A and every surjection g′∗F→M, with g′ : Spec(κ(p))×S Proj(Ra)→ S′ =
Spec(κ(p)), where M has finite support over Spec(κ(p)) of relative rank n, there
is an a ∈ A \ p and a homogeneous element r in Ra such that the support of M

is contained in the open subscheme Spec(κ(p)⊗A (Ra)(r))= Spec(κ(p))×Spec(Aa)

Spec((Ra)(r)) of Proj(κ(p)⊗Aa Ra)= Spec(κ(p))×Spec(Aa)Proj(Ra). However this
is the assertion of Lemma 4.6. �
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5. Applications

5.1. Special cases. The two best known special cases of Theorem 4.7 are the
Hilbert schemes and the Grassmann schemes. As in the Theorem we let X =
Proj(R) with R quasicoherent on the S-scheme X , and F is a quasicoherent OX -
module.

When F = OX we obtain the existence and construction of the Hilbert scheme
Hilbn

X/S of n points in X, as in [Gustavsen et al. 2007].

When X = S the Theorem gives the existence and the standard description of the
Grassmann scheme Grassn

F/S of n-quotients of the quasicoherent OX -module F.

5.2. Example: Quot schemes over the affine line. Let A[T ] be the polynomial
ring over A in the variable T . Moreover, let F be a free module of rank r , and
let S = Spec(A), X = Spec(A[T ]) and F = A[T ]⊗A F . We shall show how
our construction gives an open covering of Quotn

F/X/S by affine spaces of relative
dimension rn over Spec(A), with an intersection that contains an affine space of
relative dimension n. In particular, since Quotn

F/X/S can be covered by mutually
intersecting open sets that are affine spaces over Spec(A) of relative dimension rn,
it is irreducible of relative dimension rn if and only if Spec(A) is irreducible.

Let E be a vector space with basis e1, . . . , en , and let f1, . . . , fr be a basis for
F . From Proposition 4.5 we have that Quotn

F/X/S can be covered by open affine
subsets Quots

F/X/S , where the maps s : E→ A[T ]⊗A F are linear.
Let X i j for i, j = 1, . . . , n and Yi j for i = 1, . . . , n, j = 1, . . . , r be independent

variables over A, and let (X i j ), be the n × n-matrix with coordinates X i j , and
(Yi j ) the n-vector with coordinates Yi j for fixed j . We denote by C the ring of
polynomials over A in all these variables, and define maps

ϕ : C⊗A A[T ] → C⊗A EndA(E) and v : C⊗A F→ C⊗A E

of C-algebras, respectively of C-modules, by ϕ(T )= (X i j )with respect to the basis
e1, . . . , en , respectively by v(1⊗ f j ) = (Yi j ), with respect to the bases e1, . . . , en

and f1, . . . , fr .
In Sections 2 and 3 we proved that Quots

F/X/S is given as the residue algebra of C
modulo the ideal generated by the relations we obtain requiring that the composite
homomorphism
(5-1)

C⊗A E idC ⊗A s- C⊗A A[T ]⊗A F
ϕ⊗Av- C⊗A EndA(E)⊗A E idC ⊗A ev- C⊗A E

be the identity. It follows from the Cayley–Hamilton Theorem used on ϕ(T ) =
(X i j ) that ψ := (idC ⊗A ev)(ϕ⊗Av) is surjective if and only if its restriction to
the C-submodule of C⊗A A[T ]⊗A F generated by the elements 1⊗ T i

⊗ f j , for
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i = 0, . . . , n − 1 and j = 1, . . . , r , is surjective. We will describe a collection of
maps s : E→ A[T ]⊗A F so that Quots

F/X/S cover Quotn
F/X/S . To do this we may

clearly assume that s maps the elements of e1, . . . , en to the elements of the form
T i
⊗ f j for i = 0, . . . , n− 1 and j = 1, . . . , r .
Let s be given, and let p j be the number of elements of the form T i

⊗ f j ,
for fixed j that are in the image by s of the elements e1, . . . , en . In particular
p1 + · · · + pr = n. Since ψ is a C[T ]-module homomorphism for the C[T ]-
module structure on C⊗A E given by ϕ we conclude that, if the restriction of ψ
to the C-module generated by s(e1), . . . , s(en) is surjective, then ψ restricted to
the C-module generated by 1⊗ f j , . . . , T p j−1

⊗ f j for j = 1, . . . , r is surjective.
Consequently, we can cover Quotn

F/X/S by the sets Quots
F/X/S where s is given by

(5-2) s(eq j−1+i+1)= T i
⊗ f j for j = 1, . . . , r and i = 0, . . . , p j − 1

with q j = p1+ · · ·+ p j and q0 = 0.
The image of 1⊗ eq j−1+i+1 by (5-1) is ϕ(T )iv(1⊗ f j ). For i = 0 we obtain, in

particular, that the condition that (5-1) is the identity is (Yi j ) = eq j−1+1 for those
j = 1, . . . , r that satisfy p j ≥ 1. Hence the image of 1⊗ eq j−1+i+1 by (5-1) is
ϕ(T )i eq j−1+1 for these j . By induction on i we easily verify that the condition
that (5-1) is the identity is that column number i in (X i j ) is equal to eq j−1+i+1 for
i = 1, . . . , p j − 1.

Consequently, the condition for Equation (5-1) to be the identity is that

v(1⊗ f j )= 1⊗ eq j−1+1

for those j =1, . . . , r that satisfy p j ≥1, and that ϕ(T ) has column number i equal
to ei+1 when i is different from q1, . . . , qr , and with no conditions on columns
number q1, . . . , qr . Consequently Quots

F/X/S is affine space of relative dimension
nr when s is determined by Equation (5-2). Note that, independently of the choice
of s satisfying the conditions (5-2), Quots

F/X/S contains the affine space of relative
dimension n consisting of the homomorphisms ϕ such that ϕ(T ) is the companion
matrix of the polynomial T n

− Xn nT n−1
− Xn−1 nT n−2

− · · ·− X1 n .
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SYMPLECTIC ENERGY AND LAGRANGIAN INTERSECTION
UNDER LEGENDRIAN DEFORMATIONS

HAI-LONG HER

Let M be a compact symplectic manifold, and L ⊂ M be a closed La-
grangian submanifold which can be lifted to a Legendrian submanifold in
the contactization of M. For any Legendrian deformation of L satisfying
some given conditions, we get a new Lagrangian submanifold L′. We prove
that the number of intersection L ∩ L′ can be estimated from below by the
sum of Z2-Betti numbers of L, provided they intersect transversally.

1. Introduction

V. I. Arnold formulated in [1965; 1978, Appendix 9] his famous conjectures on the
number of fixed points of Hamiltonian diffeomorphisms of any compact symplectic
manifold and the number of intersection points of any Lagrangian submanifold
with its Hamiltonian deformations in a symplectic manifold. If M is a symplectic
manifold, L ⊂ M is a Lagrangian submanifold, and ψM is a Hamiltonian diffeo-
morphism, his conjectures can be written in topological terms as

#Fix(ψM)≥ sum of Betti numbers of M,with all fixed points nondegenerate;
#Fix(ψM)≥ cuplength of M,fixed points possibly degenerate;

#(L∩ψM(L))≥ sum of Betti numbers of L ,with intersection points transverse;
#(L∩ψM(L))≥ cuplength of L ,with intersection points possibly nontransverse.

Much effort has gone into proving these two conjectures. The pioneering works
are [Conley and Zehnder 1983; Gromov 1985; Floer 1988a; 1988b; 1989a; 1989b].
Floer originally developed the seminal method, motivated by the variational method
used by Conley and Zehnder and the elliptic PDE techniques introduced by Gro-
mov, which is now called Floer homology theory, and solved many special cases
of Arnold’s conjectures. Fukaya and Ono [1999] and Liu and Tian [1998] inde-
pendently proved the first conjecture for general compact symplectic manifolds in
the nondegenerate case. The conjecture for general symplectic manifolds in the
degenerate case is still open.

MSC2000: 57R22, 53D40, 53D12, 53D10.
Keywords: Arnold conjecture, Floer homology, Lagrangian intersection, Symplectic energy.
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For the second conjecture, Floer [1988a; 1989b] gave the proof under the addi-
tional assumption π2(M, L)= 0. We write his result for the case that all intersec-
tions are transverse.

Theorem 1.1 (Floer). Let L be a closed Lagrangian submanifold of a compact (or
tame) symplectic manifold (M, ω) satisfying π2(M, L) = 0, and ψM be a Hamil-
tonian diffeomorphism, then #(L ∩ ψM(L)) ≥ dim H∗(L ,Z2), if all intersections
are transverse.

In general, the condition π2(M, L)= 0 can not be removed. For instance, let L
be a circle in R2, then π2(R

2, L) 6= 0, however, there always exists a Hamiltonian
diffeomorphism which can translate L arbitrarily far from its original position.

To prove his theorem, Floer introduced the so-called Floer homology group for
Lagrangian pairs and showed that it is isomorphic to the homology of L under
the condition above. The definition of Floer homology for Lagrangian pairs was
generalized by Oh [1993a; 1993b; 1995] in the class of monotone Lagragian sub-
manifolds with minimal Maslov number being at least 3. However, for general
Lagrangian pairs, the Floer homology is hard to define due to the bubbling off
phenomenon and some essentially topological obstructions [Fukaya et al. 2000],
which is much different from the Hamiltonian fixed point case.

Therefore, if we want to throw away the additional assumption, we have to
restrict the class of Hamiltonian diffeomorphisms. For the simplest case that ψM

is C0-small perturbation of the identity, the Lagrangian intersection problem is
equivalent to the one for zero sections of cotangent bundles, which is proved by
Hofer [1985] and Laudenbach and Sikorav [1985]. Yu. V. Chekanov [1996; 1998]
also gave a version of Lagrangian intersection theorem which used the notion of
symplectic energy introduced by Hofer [1990] (for (R2n, ω0)) and Lalonde and
McDuff [1995] (for general symplectic manifolds). Following their notations, we
denote by H(M) the space of compactly supported smooth functions on [0, 1]×M .
Any H ∈ H(M) defines a time dependent Hamiltonian flow φt

H on M . All such
time-1 maps {φ1

H , H ∈H(M)} form a group, denoted by Ham(M). Now we define
a norm on H(M):

‖H‖ =
∫ 1

0

(
max
x∈M

H(t, x)−min
x∈M

H(t, x)
)

dt,

and we can define the energy of a ψ ∈ Ham(M) by

E(ψ)= inf
H

{
‖H‖ | ψ = φ1

H , H ∈H(M)
}
.

For a compact symplectic manifold (M, ω), there always exists an almost com-
plex structure J compatible with ω, so (M, ω, J ) is a compact almost complex
manifold, and we denote by J the set of all such J . Let σS(M, J ) and σD(M, L , J )
denote the minimal area of a J -holomorphic sphere in M and of a J -holomorphic
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disc in M with boundary in L , respectively. If there is no such J -holomorphic
curve, these values will be infinity. Otherwise, minimums are obtained by the
Gromov compactness theorem [1985], and they are always positive. We write
σ(M, L , J )=min(σS(M, J ), σD(M, L , J )), and σ(M, L)= supJ∈J σ(M, L , J ).

Theorem 1.2 [Chekanov 1998]. If E(ψ) < σ(M, L), then

#(L ∩ψ(L))≥ dim H∗(L ,Z2),

provided all intersections are transverse.

Remark. For the nontransverse case, under similar assumptions, C.-G. Liu [2005]
also found an estimate for Lagrangian intersections by cup-length of L .

In this paper, we give an analogous Lagrangian intersection theorem, but the
Hamiltonian deformation ψ will be replaced by a “Legendrian deformation” ψ̃
(which will be explained in the sequel). In fact, K. Ono has shown such a result,
still under the assumption π2(M, L)= 0, as we now discuss.

Suppose the symplectic structure ω is in an integral cohomology class and there
exists a principal circle bundle π : N→ M with a connection so that the curvature
form is ω. This means for a connection form α, one has dα = π∗ω. We see that
the horizontal distribution ξ = Kerα is a cooriented contact structure on N . We
say L satisfies the Bohr–Sommerfeld condition if α|L is flat, or, in other words, it
can be lifted to a Legendrian submanifold 3 in N .

Theorem 1.3 [Ono 1996]. Let a contact isotopy {ψ̃t | 0≤ t ≤1} be given on N. If L
is a Lagrangian submanifold of M that can be lifted to a Legendrian submanifold
3 in N, and π2(M, L)= 0, then

#(L ∩π ◦ ψ̃1(3))≥ dim H∗(L ,Z2),

provided L and π ◦ ψ̃1(3) intersect transversally.

Remark. Since a Hamiltonian isotopy of M can be lifted to a contact isotopy of
N , Ono’s theorem is a generalization of the theorem of Floer already stated.

Eliashberg, Hofer, and Salamon [Eliashberg et al. 1995] independently obtained
a result similar to Ono’s. They overcame some difficulties due to the noncompact-
ness of the symplectization manifold, and their arguments involve some compli-
cated conditions for avoiding bubbling off.

In the present paper, we discard Ono’s assumption that π2(M, L) = 0, while
adding a restrictive condition on the class of Legendrian deformation ψ̃ . Let L̃ be
the image of 3 under the principal S1-action on N . We denote by (SN , ωξ ) the
symplectization of the contact manifold (N , ξ) with cooriented contact structure ξ ,
where the symplectic structure ωξ is induced from the standard 1-form of cotangent
bundle T ∗N . Then L̃ is a compact Lagrangian submanifold in SN . There is a
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natural projection p : SN → N , and each section corresponds to a splitting SN =
N × R+ = N × (e−∞,+∞]. The contactomorphism ψ̃ can be lifted to a R+-
equivariant Hamiltonian symplectomorphism 9 on SN . We denote L= p−1(3),
which is also a Lagrangian submanifold in SN . Then we can see that there is a
one-to-one correspondence between L̃ ∩9(L) and L ∩ π ◦ ψ̃1(3). However, the
symplectization SN is not compact. So, the ordinary method of Floer Lagrangian
intersection needs to be modified.

Following [Ono 1996], we can replace the symplectization (SN , ωξ ) manifold
by another symplectic manifold (Q, �), which may be considered as a symplectic
filling in the negative end, so Q coincides with SN in the part N×[e−C ,+∞]⊃ L̃ ,
where C > 0 is a sufficiently large number. We note that Q is a 2-plane bundle
over M and is diffeomorphic to the associated complex line bundle N ×S1 C. We
define the compatible almost complex structure by J ′ on Q in the following way.
Since Q is the associated complex line bundle, the connection α on N gives the de-
composition of T Q=Ver(Q)⊕Hor(Q). We have a ω-compatible almost complex
structure J on M , and then we lift J to an almost complex structure on Hor(Q).
Also we define the almost complex structure on each fiber by choosing the standard
complex structure J0 on complex plane C. Then we let J ′= J⊕J0, so J ′ is uniquely
determined by the choice of J on M and a connection on N . Furthermore, Ono
[1996, Section 6] showed that if we choose a generic J on M in the sense of the
construction of Floer homology for (M, L), then J ′ is also a regular or generic
almost complex structure on Q. If we write 5 : Q→ M for the natural projection,
then it is a (J ′, J )-holomorphic map. Therefore, a map u = 5 ◦ ũ : 6 → M is
J -holomorphic if and only if ũ : 6→ M is J ′-holomorphic. We can see that, for
r > 1, the image of the positive end N × {r} ⊂ SN in Q is J ′-convex. Hence we
can choose the �-compatible almost complex structure so that it coincides with J ′

outside of a compact set. For simplicity, we denote using J this almost complex
structure on Q, if we can do so without danger of confusion.

Ono also proved that there is an a priori C0-bound for connecting orbits in
Q (note that all J -holomorphic curves we are concerned with are contained in a
compact subset K ⊂Q, while K depends on the choice of the contact isotopy {ψt }),
and the bubbling off argument can go through as in the case of compact symplectic
manifold. So the minimal area of J -holomorphic spheres and J -holomorphic discs
bounding Lagrangian submanifolds L̃ and L can be achieved. We denote it by

σ(Q, L̃,L, J )

=min
(
σS(Q, J )|K , σD(Q, L̃, J )|K , σD(Q,L, J )|K , σD(Q,L, L̃, J )|K

)
and we set

σ(Q, L̃,L)= sup
JM∈J

σ(Q, L̃,L, JM ⊕ J0).
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We will show that we can find a compactly supported Hamiltonian diffeomor-
phism 9 ′ ∈ Ham(Q) such that for a compact set K , the two images of 9 and 9 ′

coincide. For detailed explanation, we refer to [Ono 1996], or to Section 2. We
denote a contactomorphism by ψ , so our main result is:

Theorem 1.4. Let M be a compact symplectic manifold and N be the principal
S1-bundle π : N → M defined above. Given a contact isotopy {ψt | 0 ≤ t ≤ 1} on
N, suppose L is a closed Lagrangian submanifold of M which can be lifted to a
Legendrian submanifold 3 in N, and E(9 ′) < σ(Q, L̃,L), then

#(L ∩π ◦ψ1(3))≥ dim H∗(L ,Z2),

provided L and π ◦ψ1(3) intersect transversally.

2. Preliminaries on symplectic and contact geometry

We say that a given (2n+1)-dimensional manifold N is a contact manifold if there
exists a contact structure ξ which is a completely nonintegrable tangent hyperplane
distribution. It is obvious that ξ can locally be defined as the kernel of a 1-form
α satisfying α ∧ (dα)n 6= 0. If the contact structure is coorientable, then α can be
globally defined. We only consider the cooriented contact structure in this paper.
The contact manifold is denoted by (N , ξ), and α is called a contact form. A
diffeomorphism ψ of N is called a contactomorphism if it preserves the cooriented
contact structure ξ . We call {ψt , 0≤ t ≤ 1} a contact isotopy if ψ0 = id and every
ψt is a contactomorphism, and X t = dψt/dt is the contact vector field on N .

For any symplectic manifold (M, ω) there exists an almost complex structure J
on M . We say the almost complex is compatible with the symplectic manifold if
ω(J · , J · ) = ω( · , · ) and ω( · , J · ) > 0, which can give the Riemannian metric
on M .

Let N be an oriented codimension 1 submanifold in an almost complex manifold
(Q, J ), and ξx be the maximal J -invariant subspace of the tangent space Tx N , then
ξx has codimension 1. N is said to be J -convex if for any defining 1-form α for ξ ,
we have dα(v, Jv) > 0 for all nonzero v ∈ ξx . This implies ξ is a contact structure
on N . It is a fact that if N is J -convex then no J -holomorphic curve in Q can
touch (or be tangent to) N from the inside (from the negative side) [Gromov 1985;
McDuff 1991].

Symplectization. We denote by SN = Sξ (N ) the R+-subbundle of the cotangent
bundle T ∗N whose fibers at q ∈ N are all nonzero linear forms in T ∗q N , which
is compatible with the contact hyperplane ξq ⊂ Tq N . There is a canonical 1-form
pdq on T ∗N , and if we let αξ = pdq|SN , thenωξ =dαξ is a symplectic structure on
SN . Thus, we call (SN , ωξ ) the symplectization of the contact manifold (N , ξ).
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We see that a contact form α : N→ SN is a section of this R+-bundle p : SN→ N .
Hence we have a splitting SN = N ×R+.

An n-dimensional submanifold3⊂ (N , ξ) is called Legendrian if it is tangent to
the distribution ξ , that is to say,3 is Legendrian if and only if α|3= 0. The preim-
age L= p−1(3) is an R+-invariant Lagrangian cone in (SN , ωξ ). Conversely, any
Lagrangian cone in the symplectization projects onto a Legendrian submanifold in
(N , ξ).

SN carries a canonical conformal symplectic R+-action. Every contactomor-
phism ϕ uniquely lifts to a R+-equivariant symplectomorphism ϕ̃ of SN , which
is also a Hamiltonian diffeomorphism of SN . Conversely, each R+-equivariant
symplectomorphism of SN projects to a contactomorphism of (N , ξ). A function
F on SN is called a contact Hamiltonian if it is homogeneous of degree 1. that is,
if F(cx)= cF(x) for all c ∈ R+, x ∈ SN .

The Hamiltonian flow generated by a contact Hamiltonian function is R+-equi-
variant; it defines a contact isotopy on (N , ξ). Therefore, any contact isotopy {ϕt } is
generated in this sense by a uniquely defined time-dependant contact Hamiltonian
Ft : SN→R. There is a one-to-one correspondence between a contact vector field
X t and a function on N : ft = α(X t), also called a contact Hamiltonian function.

Contactization. If a symplectic manifold (M, ω) is exact (ω= dα), it can be con-
tactized. The contactization C(M, ω) is the manifold N = M × S1 (or M × R)
endowed with the contact form dz−α. Here we denote by z the projection to the
second factor and still denote by α its pull-back under the projection N → M .

However, the contactization can sometimes be defined even when ω is not exact.
Suppose that the form ω represents an integral cohomology class [ω] ∈ H 2(M).
The contactization C(M, ω) of (M, ω) can be constructed as follows. Let

π : N → M

be a principal S1-bundle with the Euler class equal to [ω]. This bundle admits a
connection whose curvature form just is ω. This connection can be viewed as a
S1-invariant 1-form α on N . The nondegeneracy of ω implies that α is a contact
form and, therefore, ξ = {α= 0} is a contact structure on N . The contact manifold
(N , ξ) is, by definition, the contactization C(M, ω) of the symplectic manifold
(M, ω). A change of the connection α leads to a contactomorphic manifold.

We note that a Hamiltonian vector field on (M, ω) can be lifted to a contact
vector field on N . In fact, a Hamiltonian function H on M and its Hamiltonian
vector field X H satisfy d H = ι(X H )ω. We know there exists a one-to-one corre-
spondence between contact vector fields and functions on N , so we obtain a contact
vector field X̃ H on N by α(X̃ H ) = π

∗H . Also, we have π∗ X̃ H = X H . Thus, any
Hamiltonian isotopy on M is lifted to a contact isotopy on N .
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If L ⊂ M is a Lagrangian submanifold then the connection α over it is flat. The
pull-back π−1(L) ⊂ N under the projection, which is also the image of the S1-
action of a Legendrian lift 3, denoted by L̃ , is a Lagrangian submanifold in SN
and is foliated by Legendrian leaves obtained by integrating the flat connection
over L . If the holonomy defined by the connection α is integrable over L then the
Lagrangian submanifold L̃ is foliated by closed Legendrian submanifolds in N . In
this case, the connection over L is trivial. If this condition is satisfied then L is
called exact (Bohr–Sommerfeld condition), and the Lagrangian submanifold L̃ is
foliated by closed Legendrian lifts of L .

A Legendrian submanifold 3⊂ (N , ξ) has a neighborhood U contactomorphic
to the 1-jet space J 1(3). Then L̃∩U can be identified under the contactomorphism
with the so-called “0-wall”: W = 3×R ⊂ J 1(3), which is just the set of 1-jets
of function with 0 differential.

Modifying (SN, ωξ ). Now, given a contact isotopy {ψt |0≤ t≤1} of (N , ξ), it can
be lifted to a Hamiltonian isotopy {9t | 0≤ t ≤ 1} of SN . Then, from the definition
and properties listed above, we have a one-to-one correspondence between L ∩
π ◦ ψ1(3) and L̃ ∩ 91(p−1(3)). They also coincide with L̃ ∩ ψ1(3), and all
intersections are transversal. Therefore, it is natural to define Floer homology for
such a pair of Lagrangian submanifolds L̃ and L = p−1(3). However, as we
all know, symplectization SN is not compact, so the ordinary method can not be
applied directly. We adopt Ono’s argument [1996] to overcome this difficulty.

We see that N is compact, thus there exists large C > 0 such that the trace of N
under the isotopy {9t |0≤ t ≤ 1} is contained in a compact set N ×[e−C , eC

], and
N × [e−C , eC

] is disjoint from 9t(SN \ [e−D, eD
]), t ∈ [0, 1], for some number

D>C . The domain we are concerned with is N×[e−D,+∞). The isotopy {9t } is
generated by a Hamiltonian H : [0, 1]×SN→R. We can find another function H ′,
so that H ′ equals H on N × [e−C , eC

] and equals zero outside of N × [e−D, eD
].

Then we get a new Hamiltonian isotopy {9 ′t |0≤ t ≤ 1} with compact support.
Since the boundary of the bundle N×[e−D−ε,+∞) is of contact type, by sym-

plectic filling techniques the symplectization (SN = N ×R+, ωξ ) can be replaced
by a new symplectic manifold (Q, �) which is diffeomorphic to the associated
complex line bundle N×S1 C→ M . In fact, Ono showed there exists a symplectic
embedding F from N × (e−D−ε,+∞) into (Q, �) (F is a symplectomorphism
between N × (e−D−ε,+∞) and N ×S1 C− {0-section}, see [Ono 1996, Appen-
dix] for details). Therefore, we study the Lagrangian intersection problem for
Q,FL̃,F(L∩ N × (e−D−ε,+∞)) under Hamiltonian isotopy 8t generated by a
Hamiltonian defined on Q, which equals H ′ ◦F−1 on N ×S1 C−{0-section}, and
equals zero on the 0-section. For simplicity, we still denote them by L̃,L, H .
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The positive end of Q is J -convex; that is, for a given E > 1, the product
N × {E} ⊂ Q is a J -convex codimension-1 submanifold. So no J-holomorphic
curves can touch it, and, especially, there exists a C0 bound for every J-holomorphic
disc u :D2

→Q with boundary in Lagrangian submanifolds L̃ and8t(L) (compare
also [Ono 1996]). For the general case, we consider u : 5 = R × [0, 1] → Q
with u(τ, 0) ⊂ L and u(τ, 1) ⊂ L̃ , τ ∈ R, which is regarded as the connecting
orbit between x−(t)= limτ→−∞ u(τ, t) and x+(t)= limτ→+∞ u(τ, t), solving the
perturbed Cauchy–Riemann equation

∂u
∂τ
=−J

∂u
∂t
+∇H(t, u(τ, t)).

In this situation, Gromov [1985] showed how to define an almost complex structure
J̃H on the product Q̃ = 5× Q, such that the J̃H -holomorphic sections of Q̃ are
precisely the graph ũ of solutions of the equation above. We can see that Q̃ is
J̃H -convex, so there is a C0-bound for J̃H -holomorphic curves in Q̃. The same
then thing happens to the connecting orbits in Q.

3. Variation and functional

From the discussion above, we know that we have got a symplectic manifold
(Q, �), and two Lagrangian submanifolds L̃ and L. Then we will establish a
homology theory for the pair (L̃,L) in Q, and study critical points of the sym-
plectic action functional defined on (some covering of) the space of paths in Q,
starting from L with ends on L̃ .

Let H ∈H(Q) satisfy ‖H‖< σ(Q, L̃,L, J ), and 9 t
(s), s ∈ [0, 1], be the time-t

flow generated by Hamiltonian s H (note that 91
(s) is the lift of the contactomor-

phism ψ1
(s)). And set

Ls =9
1
(s)(L), 3s = ψ

1
(s)(3)⊂ N .

We suppose that L̃ intersects L1 transversally.
Let 6 be the connected component of constant paths in the path space

{γ ∈ C∞([0, 1], Q)|γ (0) ∈ L, γ (1) ∈ L̃}.

We define the closed 1-form α on 6 by

〈α(γ ), v〉 =

∫ 1

0
�(γ̇ (t), v(t)) dt, v(t) ∈ T Q|γ (t), for t ∈ [0, 1].

We also write the function θ :6→ R as

θ(γ )=−

∫ 1

0
H(t, γ (t)) dt.
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Note that the zeroes of αs = α+ sdθ are just time-1 trajectories generated by the
flow 9 t

(s) that start from L and end on L̃ . If γ is the zero of αs , then the ends
of all γ (1) are just the intersection points of L̃ with Ls , which are one-to-one
correspondent to the zeroes of αs . The purpose of this paper is to estimate from
below the number of zeroes of α1 .

Since Ht is compactly supported on Q, let b+ =
∫ 1

0 maxx∈Q H(t, x) dt , and
b− =

∫ 1
0 minx∈Q H(t, x) dt . Then ‖H‖ = b+ − b−, −b+ ≤ θ(γ ) ≤ −b−, for all

γ ∈6. We introduce the Riemannian structure on 6 through the metric

(v1, v2)=

∫ 1

0
�(v1(t), Jv2(t)) dt.

Since

(gradα(γ ), v)= 〈α(γ ), v〉

=

∫ 1

0
�(γ̇ (t), v(t)) dt =

∫ 1

0
�(J γ̇ (t), Jv(t)) dt = (J γ̇ , v),

so the gradient of the closed 1-form α is given by J γ̇ , similarly, the gradient of
the closed 1-form αs is gradαs

= J γ̇ − s∇H .
Now, we consider the minimal covering π : 6̃ → 6 such that the form π∗α

is exact (meaning that there is a functional F on 6̃ such that π∗α = d F), and
its structure group 0 is free abelian. Denote Fs = F + s(θ ◦ π), so d Fs = π

∗αs .
The gradient ∇Fs of the functional Fs , with respect to the lift of the Riemannian
structure on 6, is a 0-invariant vector field on 6̃, and π∗∇Fs = gradαs

. Then we
consider the moduli space of thus gradient flows connecting a pair of critical points
(x−, x+) of Fs

Ms(x−, x+)

=

{
u : R→ 6̃

∣∣∣∣ du(τ )
dτ
=−∇Fs(u(τ )), u is not constant, lim

τ→±∞
u(τ )= x±

}
.

Denote by Ms =
⋃

x± Ms(x−, x+) the collection, and the nonparameterized
space by M̂s(x−, x+)=Ms(x−, x+)/R, and the natural quotient map q :Ms→ M̂s .
Choosing a regular�-compatible almost complex structure J on Q [Ono 1996], we
can assume that there is a dense set T ⊂[0, 1] such that for all s∈T , Ms(x−, x+) are
finite dimensional smooth manifolds, consequently, L̃ intersects Ls transversally.1

1Recall that the J used here is just the J ′ = J ⊕ J0 given in the introduction; by choosing a
generic ω-compatible almost complex structure J on M we can obtain the regular or generic �-
compatible structure J ′ on Q. The arguments in [Ono 1996] for J ′-holomorphic maps can apply to
our H -perturbed J ′-holomorphic map by similar statements as those in [Floer et al. 1995]. We can
overcome the similar problem which appears in the continuation argument of Section 6.
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We define the length of a gradient trajectory u∈Ms(x−, x+) by ls(u)= Fs(x−)−
Fs(x+). If û ∈ M̂s , then we define its length naturally by ls(û) = ls(u), where
û = q ◦ u. Denote 5= R× [0, 1], then the map ū :5→ Q, defined by ū(τ, t)=
π(u(τ ))(t), satisfies the following perturbed Cauchy–Riemann equation

∂ ū(τ, t)
∂τ

=−J (ū(τ, t))
∂ ū(τ, t)
∂t

+ s∇H(t, ū(τ, t)),

with limits
lim

τ→±∞
ū(τ, t)= π(x±)= x̄±(t).

It is easy to see that l0(u)=
∫
+∞

−∞
u∗d F =

∫
5

ū∗�.
If u ∈ M0, then ū is a J-holomorphic map from 5 to Q. From Oh’s removing

of boundary singularities theorem [1992], ū can be extended to a J-holomorphic
curve ū′ : (D2, ∂+D2, ∂−D2)→ (Q, L̃,L), where D2

= 5̄ is the two-point com-
pactification of 5. Since l0(u) =

∫
5

ū∗� =
∫

D2(ū′)∗�, we know that l0(u) ≥
σD(Q, L̃,L, J ).

4. Defining and computing homology for C0
ε

We denote by Ys the set of critical points of Fs , and by Cs the vector space spanned
by Ys over Z2.

Since Ys is 0-invariant, Cs has a structure of free K -module with rank= #(L̃ ∩
Ls), s∈T , where K =Z2[0]. Our aim in this section is to establish some homology
for the complex Cε, where ε is small enough. We write the following definition
similar as the one given by Chekanov [1998].

Definition 4.1. Fix δ > 0, satisfying 1 := ‖H‖+ δ < σ(Q, L̃,L, J ). A gradient
trajectory u ∈ Ms is said to be short if ls(u)≤1, and be very short if ls(u)≤ δ.

Now we denote the area by A(u)=
∫
5

ū∗�, and h(u)= s
∫
+∞

−∞
u∗d(θ ◦π), then

still write l(u)= ls(u)= A(u)+ h(u), we have

Lemma 4.2. If u is very short, in the sense that l(u)≤ δ, then the area A(u)≤1.

Proof. Since θ =−
∫ 1

0 H(t, γ (t)) dt ∈ [−b+,−b−], then

h(u)= s
∫
+∞

−∞

u∗d(θ ◦π)= sθ(π(u(τ )))
∣∣+∞
−∞
≥ s(b−− b+),

so
A(u)= l(u)− h(u)≤ δ− (b−− b+)= ‖H‖+ δ =1. �

The next lemma was essentially proved by Chekanov [1998, Lemma 6]; we
adapt it here for our setting, with some modifications.
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Lemma 4.3. . For a small neighborhood U of L̃ in Q, there exists a ε0 > 0, such
that for any positive ε < ε0, every short gradient trajectory u ∈ Mε is very short,
and for every short u we have ū(5)⊂U.

Proof. We work it by contradiction. For the first claim, we suppose there is a
sequence un ∈ Msn and a positive number c with δ ≤ c ≤ 1 so that when sn → 0
then lsn (un)→ c. By Gromov’s compactness theorem, there are some subsequence
of ūn = π(un) convergent to ū∞ which is a collection of J -holomorphic spheres
and J -holomorphic discs bounding L̃ and/or L. Then the total symplectic area of
this limit collection is just l0(u∞) = c which by the assumptions of Theorem 1.4
is larger than σ(Q, L̃,L), but c ≤ 1 < σ(Q, L̃,L), so the claim holds. For the
second claim, the argument is similar. Note that if the image ū∞(5) of the limit
collection is not contained in U , then at least one of the J -curve is not contained
in U which is nonconstant and its area will be larger than σ(Q, L̃,L, J ) >1, this
contradicts the (very) shortness condition. �

Then, we denote by M ′ε ⊂ Mε the set of all short gradient trajectories (nonpa-
rameterized short gradient trajectories), and likewise for M̂ ′ε ⊂ M̂ε . And we can
define the Z2-linear map ∂ : Cε→ Cε by

∂(x)=
∑
y∈Yε

#{isolated points of M̂ ′ε(x, y)}y for all x ∈ Yε.

Let ε ∈ T be sufficiently small and satisfy the conditions of Lemma 4.3. Choose
an element x0 ∈ Yε, then we can define a subclass Y 0

ε ⊂ Yε by

Y 0
ε = {x ∈ Yε | |Fε(x)− Fε(x0)| ≤ δ}.

Then we see that the projection π bijectively maps Y 0
ε onto the set of zeroes of the

form αε, and we get the bijection Y 0
ε × 0 → Yε given by (y, a) 7→ a(y), which

induces the isomorphism C0
ε ⊗K→Cε, where C0

ε ⊂Cε is spanned over Z2 by Y 0
ε .

Now, for sufficiently small ε ∈ T , we can establish the homology for (Cε, ∂)

Lemma 4.4. (1) The map ∂ is K -linear, well defined, and ∂(C0
ε )⊂ C0

ε .

(2) If ε ∈ T is sufficiently small, then ∂2
= 0.

(3) The homology H(C0
ε , ∂)
∼= H∗(3,Z2).

Proof. Step 1. Since the gradient flow is 0-invariant, ∂ is naturally K -linear. We
know that the bubbling off can not occur. Indeed, since ε is sufficiently small, then
u ∈Mε is very short, lε(u)≤ δ, by Lemma 4.2, the area A(u)≤1<σ(Q, L̃,L, J ),
and from the assumption in our theorem, the area of any J-holomorphic sphere or J-
holomorphic disc bounding L̃ and L is larger than σ(Q, L̃,L, J ). Thus, M̂ ′ε(x, y)
is compact and the number of its isolated points is finite.
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Step 2. Suppose ε ∈ T satisfy the conditions in Lemma 4.3. If ‖H‖ = 0, 1 = δ,
then H ≡ const. and ψH ≡ id, it is a trivial case. If ‖H‖>0, we can always choose
a fixed δ < 1

2‖H‖ <
1
21. Consider a pair of isolated trajectories u1 ∈ M̂ ′ε(x, y),

u2 ∈ M̂ ′ε(y, z). Then there exists a unique 1-dimensional connected component
C ⊂ M̂ε(x, z) such that (u1, u2) is one of the two ends of compactification of C

[Floer 1988a]. Since the length is additive under gluing, we have lε(u)= lε(u1)+

lε(u2) < 2δ <1, for all u ∈ C. By Lemma 4.3, u is also very short. From Lemma
4.2, we know the bubbling off doesn’t occur, too. Then the other end of C can be
compactified by a pair of isolated trajectories u′1 ∈ M̂ε(x, y), u′2 ∈ M̂ε(y, z). Also
lε(u′1)+lε(u′2)= lε(u1)+lε(u2)<1, thus u′1, u′2 are short trajectories. So we know
that, for x, z∈Yε, the number of isolated trajectories (u1, u2)∈ M̂ ′ε(x, y)×M̂ ′ε(y, z)
is even, that is, ∂2(x)= 0.

Step 3. From Lemma 4.3, we know that for any u ∈ M̂ ′ε(x, y), ū(5̄) ⊂ U . That
is to say, if ε is small enough, then 3ε = ψ1

(ε)(3) is always contained in a small
neighborhood U ′ =U ∩ N of the Legendrian submanifold 3 in N . By Darboux’s
theorem, U ′ is contactomorphic to a neighborhood of the 0-section in the 1-jet
space J 1(3). This contactomorphism moves L̃ ∩U ′ onto the 0-wall W , which is
defined as the space of 1-jets of functions with 0 differential. Thus a Legendrian
submanifold 3′, which is C1-close to 3 and transverse to W , corresponds to a
Morse function β : 3→ R so that the intersection points of L̃ and 3′ are in one-
to-one correspondence with the critical points of the function β. We can explicitly
choose a metric on3 and a generic almost complex structure J (recall the footnote
in Section 3) on the symplectization SN in such a way that the gradient trajectories
in Mε would be in one-to-one correspondence with the gradient trajectories of the
function β connecting the corresponding critical points of this function. Thus we
can identify our complex C0

ε with the Morse chain complex for the function β (here
we may also reduce the problem to Lagrangian intersections in M by applying
continuation argument and projecting the manifold to M , the method of equating
Floer and Morse complex is standard, we refer the reader to [Schwarz 1993]), so
we have an isomorphism H(C0

ε , ∂)
∼= H∗(3,Z2). �

5. Homology algebra

Under the condition π2(Q, · ) = 0 or the monotonicity assumption [Floer 1988a;
Oh 1993a; 1993b; 1995], the Floer homology H F∗(Cs, ∂) of the complex Cs, s ∈
T ⊂ [0, 1], can be defined. Then we can use the classical continuation method
(see [Floer 1989b; McDuff 1990] or the papers by Oh just cited) to prove the
isomorphism between H F∗(Cε, ∂) and H F∗(C1, ∂), that means to construct chain
homotopy8′8∼ idε (and88′∼ id1), where8 : (Cε, ∂)→ (C1, ∂),8′ : (C1, ∂)→

(Cε, ∂) are chain homomorphisms defined similarly as the definition of ∂ , except
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for considering the moduli space of continuation trajectories. That is to say, in
order to prove 8′8 ∼ idε, we should show there exists a chain homomorphism
h : (Cε, ∂)→ (Cε, ∂), so that

8′8− id= h∂ − ∂h.

However, in general case, we can not define appropriately any homology for Cs

unless s is small enough. Then we may only prove a weaker “homotopy”, which
was called λ-homotopy by Chekanov. In fact, for the aim of estimating from below
the number of critical points of the functional Fs , this λ-homotopy is enough.

We shall use the following homology algebraic result, introduced and proved by
Chekanov [1998].

Let 0 be a free abelian group equipped with a monomorphism λ :0→R, which
we call a weight function. Set

0+ = {a ∈ 0|λ(a) > 0}, 0− = {a ∈ 0|λ(a) < 0}.

Let k be a commutative ring. Consider the group ring K =k[0]. For a k-module M ,
we have the natural decomposition M⊗K =M+⊕M0

⊕M−. where M+=0+(M),
M0
= M , M− = 0−(M). Consider the projections

p+ : M ⊗ K → M+⊕M0, p− : M ⊗ K → M0
⊕M−.

Assume that (M, ∂) is a differential k-module, then ∂ naturally extends to a K -
linear differential on M ⊗ K .

Definition 5.1. We say two linear maps φ0, φ1 :M⊗K→M⊗K are λ-homotopic
if there exists a K -linear map h : M ⊗ K → M ⊗ K such that

p+(φ0−φ1+ h∂ + ∂h)p− = 0.

Lemma 5.2 [Chekanov 1998]. Let λ be a weight function on a free abelian group
0. Assume (M, ∂) to be a differential k-module and N to be a K -module, where
K = k[0]. If the maps8+ : M⊗K → N and8− : N→ M⊗K are K -linear and
8−8+ is λ-homotopic to the identity, then rankK N ≥ rankk H(M, ∂).

6. Proofs of the main results

Given a (s−, s+) continuation function ρ : R→ [0, 1] satisfying

ρ(τ)=

{
s− if τ <−r,
s+ if τ > r,

where r ∈ R, we can define the moduli space of continuation trajectories

Mρ(x−, x+)=
{

u : R→ 6̃

∣∣∣∣ du(τ )
dτ
=−∇Fρ(τ)(u(τ )), lim

τ→±∞
u(τ )= x±

}
,
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where x± ∈ Ys± . And we denote the collection by Mρ =
⋃

x−,x+ Mρ(x−, x+). The
length of a continuation trajectory is defined by lρ(u)= Fs−(x−)− Fs+(x+).

Choose a monotone (ε, 1) continuation function ρ+ and a monotone (1, ε) con-
tinuation function ρ−. For generic H , Mρ±(x−, x+) are smooth manifolds. We
will say a continuation trajectory u ∈ Mρ+(x−, x+) (or u ∈ Mρ−(x−, x+)) is short
if lρ+(u)≤ δ+ (1− ε)b+ (resp. lρ−(u)≤ δ+ (ε−1)b−). The subspace of all short
trajectories is denoted by M ′ρ±(x−, x+)⊂Mρ± .

In the best possible situation, that is, if no sequence of continuation trajectories
reaches the negative end (the zero section of Q→ M),2 we can simply construct
the Z2-linear continuation map 8+ : Cε→ C1,8

−
: C1→ Cε as

8+(x)=
∑
y∈Y1

#{isolated points of M ′ρ+(x, y)}y,

8−(y)=
∑
z∈Yε

#{isolated points of M ′ρ−(x, z)}z,

where x ∈ Yε. The next lemma implies that this definition of 8± is sound.

Lemma 6.1. If u ∈ Mρ+(x−, x+), then lρ+(u) ≥ (1− ε)b−. If u ∈ Mρ−(x−, x+),
then lρ−(u)≥ (ε− 1)b+. And the sum in the definition of 8± is finite.

Proof. Recall Fs = F + sθ ◦ π , s ∈ [0, 1]. For a (s−, s+) continuation function
ρ : R→ [0, 1], we have Fρ(τ) = F + ρ(τ)θ ◦ π . So the length of a continuation
trajectory is

lρ(u)= Fs−(x−)− Fs+(x+)

=−

∫
+∞

−∞

u∗d Fρ(τ) =−
∫
+∞

−∞

u∗d F −
∫
+∞

−∞

u∗d(ρ(τ )θ ◦π)

= A(u)+ h(u),

where we set

A(u)=−
∫
+∞

−∞

u∗d F =
∫
5

ū∗�=
∫
+∞

−∞

(
du(τ )

dτ
,

du(τ )
dτ

)
dτ

=

∫
+∞

−∞

‖∇Fρ(τ)‖2dτ ≥ 0,

h(u)=−
∫
+∞

−∞

u∗d(ρ(τ )θ ◦π)=−
∫
+∞

−∞

d%(τ)
dτ

θ(π(u(τ ))) dτ.

Recall that

θ =−

∫ 1

0
H dt ∈ [−b+,−b−],

2The possibility that there is such a sequence was pointed out to the author by one of referees. In
this case, we have to modify the continuation map.
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if u ∈ Mρ+(x−, x+),
l(u)≥ h(u)≥ (1− ε)b−;

if u ∈ Mρ−(x−, x+),
l(u)≥ h(u)≥ (ε− 1)b+.

Thus, For a short trajectory u ∈ M ′ρ±(x−, x+),

A(u)= l(u)− h(u)≤ δ+ (1− ε)(b+− b−)= ‖H‖+ δ =1.

Since A(u) =
∫
5

ū∗� ≤ 1 < σ(Q, L̃, J ), by Gromov’s arguments, no bubbling
can occur, then spaces M ′ρ±(x−, x+) are compact, and the finiteness of the set of
isolated points of M ′ρ±(x, y) is verified. �

However, in the general case, the ideal assumption is not always satisfied. If a
sequence of continuation trajectories converges to a curve reaching the negative end
of L, the boundary of moduli space of continuation trajectories will contain such
curve. So we need modify the definition of 8± to get a well-defined continuation
map. In fact, Ono [1996, p. 218] had dealt with a similar problem by considering
the algebraic intersection number of the continuation trajectories with the zero
section OM of Q→ M . Under Ono’s assumption π2(M, L) = 0, bubbling off of
holomorphic discs contained in the zero section of Q with boundary on L never
occurs. In our case, since we have the bound for energy, such kind of bubbling
off of discs is also avoided. Thus, we can define homomorphisms 8+k : Cε→ C1,
8−k : C1→ Cε as

8+k (x)=
∑
y∈Y1

Int+2,k(x, y)y, 8−k (y)=
∑
z∈Yε

Int−2,k(y, z)z,

where Int+2,k(x, y) (Int−2,k(y, z)) is the mod-2 number of isolated points u in the con-
tinuational moduli spaces M ′ρ+(x, y) and M ′ρ−(y, z), respectively, having algebraic
intersection number u · OM = k/2.

With the restriction of bound of energy, we can make similar discussions as in
[Ono 1996] to get the finiteness of Int±2,0. So 8±0 are just our favorite continuation
maps. We will not list the detailed arguments here and refer the reader to [Ono
1996] for original discussion. In the following, we will still denote the continuation
maps by 8± for simplicity.

Then we can use the homology algebraic result given in Section 5 to prove
Theorem 1.4, provided there exists a λ-homotopy between8−8+ and the identity.

Proof of Theorem 1.4. Take k=Z2, K =Z2[0], M=C0
ε , M⊗K =Cε, N =C1, and

let 0 be the structure group of the covering. The weight function λ :0→R can be
defined as λ(a)= F(a(x))−F(x). We also have decompositions Yε=Y+ε ∪Y 0

ε ∪Y−ε ,
Cε = C+ε ⊕C0

ε ⊕C−ε , where Y±ε = 0
±(Y 0

ε ).



432 HAI-LONG HER

Assume that we have got a λ-homotopy h : Cε→ Cε. By Lemmas 5.2 and 6.1
we have

#(L ∩π ◦ψ1(3))= #(L̃ ∩ψ1(3))= #(L̃ ∩91(L))= rankK C1

≥ rankk H(C0
ε , ∂)= dim H∗(3,Z2)= dim H∗(L ,Z2). �

In the rest of this section, we show a sketchy proof of the existence of λ-
homotopy.

Lemma 6.2. There exists a λ-homotopy h : Cε → Cε between 8−8+ and the
identity.

Proof. We follow the arguments of Chekanov and state his main thought. For
constructing the homomorphism h, we use a family of (ε, ε) continuation functions
µc, c ∈ [0,+∞) satisfying these conditions:

(1) µ0(τ )≡ ε.

(2) duc(τ )/dτ ≥ 0 if τ < 0 and duc(τ )/dτ ≤ 0 if τ > 0.

(3) c 7→ µc(0) is a monotone map from [0,+∞) onto [ε, 1].

(4) when c is large enough µc(τ )=

{
ρ+(τ + c), if τ ≤ 0;
ρ−(τ − c), if τ ≥ 0.

We denote the moduli space by

Mµ(x−, x+)= {(c, u) | u ∈ Mµc(x−, x+)}, x± ∈ Yε.

For generic H , Mµ(x−, x+) are smooth manifolds.
As for the (ε, 1) or (1, ε) continuation trajectories earlier in this section, un-

der the assumption that any sequence of µc-continuation trajectories reaches the
negative end of L,3 we can define the Z2-linear map for C0

ε as

h(x)=
∑
y∈Y 0

ε

#{isolated points of M ′µ(x, y)}y, x ∈ Y 0
ε ,

where M ′µ(x, y) is the subset of the moduli space Mµ(x, y) which contains only
short µc-continuation trajectories, a µc-continuation trajectory u ∈Mµc(x−, x+) is
called short if its length l(u)= lµc(u)≤ δ. Moreover, For any u ∈Mµc(x−, x+), we
have lµc(u)= A(u)+ h(u)≥ h(u)≥ (µc(0)− ε)b−+ (ε−µc(0))b+ ≥ b−−b+ =
−‖H‖, and if l(u)≤ δ, then A(u)= l(u)− h(u)≤ δ+‖H‖ ≤1.

The map h can be extended naturally to a K -linear map on Cε. Since for u ∈
M ′µ(x, y), lµc(u) ≤ δ, A(u) ≤ 1, the bubbling off does not occur, M ′µ(x, y) is
compact and the sum is finite, thus the map h is well defined.

3Otherwise, we will again adopt Ono’s argument to take into consideration the algebraic intersec-
tion number. The way to modify the definition of the map h is similar to the previously mentioned
way to modify 8±.
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To prove h is a λ-homotopy, we have to verify

p+(x +8−8+x + h∂x + ∂hx)= 0,

for all x ∈ Y 0
ε ∪Y−ε . This will follow from the standard gluing argument involving

the ends of the 1-dimensional part ℵ of Mµ(x, z), z ∈ Y+ε ∪Y 0
ε . Since x ∈ Y 0

ε ∪Y−ε ,
z ∈ Y+ε ∪ Y 0

ε , and ε is small enough, we know l(u) ≤ δ for u ∈ ℵ. Indeed, l(u) =
Fε(x)−Fε(z), and there exist x ′ and z′ in Y 0

ε and a∈0+∪00, b∈00
∪0− such that

z = a(z′), x = b(x ′), and Fε(x)− Fε(x ′)= λ(b)≤ 0, Fε(z′)− Fε(z)=−λ(a)≤ 0,
also we know that Fε(x ′)− Fε(z′) ≤ δ since x ′, z′ ∈ Y 0

ε , this implies l(u) ≤ δ, so
A(u)≤1.4 This gets rid of the bubbling off. Then the compactification of ℵ shows
that the left-hand side of the formula above equals∑

z∈Y+ε ∪Y 0
ε

#{S(x, z)}z,

and the number #{S(x, z)} is even.5 This ends the proof of the lemma and of
Theorem 1.4. For more details, see [Chekanov 1998; Floer 1989b; McDuff 1990].

�
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HARMONIC NETS IN METRIC SPACES

JÜRGEN JOST AND LEONARD TODJIHOUNDE

We investigate harmonic maps from weighted graphs into metric spaces
that locally admit unique centers of gravity, like Alexandrov spaces with
upper curvature bounds. We prove an existence result by constructing an
iterative geometric process that converges to such maps, called harmonic
nets for short.

1. Introduction

This paper deals with harmonic maps from weighted graphs into metric spaces.
Such maps can be considered as a generalization of geodesic lines in Riemannian
manifolds. A geodesic, considered as a map γ : [0, 1] → N from the unit interval
to the Riemannian manifold N and parametrized proportionally to arclength, is
characterized by the property that for all sufficiently close 0≤ a < b≤ 1, the point
γ ((a+ b)/2) is the unique midpoint of γ (a) and γ (b), that is,

(1) γ
(a+b

2

)
= argminq∈N

(
d2(γ (a), q)+ d2(γ (b), q)

)
.

This leads us to represent a geodesic as a string of points in N , each of which is the
midpoint of its two neighbors. At the same time, this allows us flexible refinements:
we can insert additional points as midpoints of consecutive ones already present.
For that, it is useful to also consider the following slight generalization of (1):

γ (ta+ (1−t)b)= argminq∈N
(
td2(γ (a), q)+ (1− t)d2(γ (b), q)

)
,

where 0< t < 1.
A midpoint is a center of gravity of two points. In a Riemannian manifold, such

centers of gravity exist locally uniquely, that is, when the points whose center is
to be constructed are sufficiently close. Globally, uniqueness need not be true.
Therefore, we may need to localize in the image.

It is then clear how to conceptualize a harmonic map from a weighted graph into
N . We simply require that the images of the nodes of the graph by appropriately
weighted centers of gravity of their neighbors. Here, in order to localize in the
image, we might need to refine the graph by subdividing edges.

MSC2000: 58E20, 53C43, 53C22.
Keywords: harmonic map, weighted graph, center of gravity, refinement.
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Harmonic maps from graphs into compact Riemannian manifolds were studied
in [Kotani and Sunada 2001]. Our approach, however, naturally leads to a general-
ization to any metric space locally admitting unique centers of gravity — and this
includes the important class of Alexandrov spaces with upper curvature bounds
(see [Berestovskij and Nikolaev 1993] as a systematic reference).

Thus, we show the existence of harmonic maps from weighted graphs into such
metric spaces. Such maps are called harmonic nets in short. (In the case of a space
of nonpositive curvature in the sense of Alexandrov or Busemann, this result is
contained in a general existence result for harmonic maps; see [Jost 1994; 1997].)
The proof is not difficult. It is based on the iterative replacement of image points
by the centers of gravity of the images of their neighbors, following the strategy
described in [Jost 1998], together with suitable adaptive refinements to keep the
constructions local. Here it is important that the domain, that is, our graph, can be
treated as a one-dimensional object. While two dimensions represent a borderline
case, in higher dimensions, general constructions of harmonic maps are only pos-
sible when the target space possesses nonpositive curvature. The reason is that the
energy functional we are employing is quadratic, and therefore the scaling behavior
is different in dimensions 1, 2, and greater than 2. The essential features of our
scheme are local uniqueness and the scaling property of our functions.

Our constructions possess certain similarities with some schemes employed in
numerical analysis, like the standard difference scheme for the numerical solu-
tion of the Laplace equation or adaptive refinements in multigrid methods. A
key conceptual feature of our approach is that we systematically exploit the local
uniqueness of solutions and that we need to make explicit only the images of a
discrete set of points, because then all other images are implicitly determined by
that local uniqueness. Therefore, as in good numerical schemes, we never have to
work out or store more information than needed.

2. Geometric concepts

Let (N , d) be a complete metric space. For conciseness, we usually write N in
place of (N , d), the metric d being understood. We say that N admits refinements
if any p, q ∈ N have a midpoint, that is, if there exists m ∈ N such that

d(m, p)= d(m, q)= 1
2 d(p, q).

Definition 2.1. Suppose that N admits refinements. We define the radius r(N )
of unique refinement as the largest r ∈ [0,∞] with the property that for any two
p, q ∈ N with d(p, q)≤ 2r , their refinement (midpoint) m = m(p, q) is unique.

More generally, we say that q ∈ N is a center of gravity of the finitely many
points p1, . . . , pn ∈ N with positive weights w1, . . . , wn if
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q = argmin p

n∑
j=1

w2
j d

2(p, p j ).

We define the convexity radius c(N ) as the largest c ∈ [0,∞] with the property
that whenever p, p1, . . . , pn are points in N with d(p, pi ) ≤ c for i = 1, . . . , n,
the center of gravity of p1, . . . , pn (with any positive weights) is unique.

Since a midpoint is a center of gravity, we obviously have 0≤ c(N )≤ r(N ).

Let 0 be a finite weighted graph with vertex set I and edge set E , where each
e ∈ E has a weight w(e)> 0. We say that two vertices i, j are neighbors if they are
connected by an edge. Thus, for our purposes, a graph is a discrete set I together
with a symmetric neighborhood (adjacency) relation ∼ and (symmetric) weights
w(i, j)= w(e) for neighboring vertices i, j connected by the edge e.

We define the refinement 0r of 0 as the graph with vertex set I∪E and adjacency
relation defined as follows: i ∈ I and e∈ E are neighbors if i ∈ e in 0, and there are
no other pairs of neighbors in 0r . The weights are w(i, e)=

√
2w(e), where w(e)

is the weight of the edge e in 0. Further refinements of 0r are defined iteratively.
A map f from 0 to N assigns to every i ∈ I some point p = f (i) in N . We

define the energy of such a map f : 0→ N as

E( f )=
∑
i∈I

Ei ( f ), where Ei ( f )=
∑

j∈I ; i∼ j

w2(i, j)d2( f (i), f ( j)).

In particular, for i ∼ j ,

(2) d2( f (i), f ( j))≤
1

w2(i, j)
Ei ( f ).

We say that the map f is harmonic if for all i ∈ I , f (i) is a center of gravity of
the points f ( j), j ∼ i , with weights w j = w

2(i, j).

3. Characterization by angles in tangent cones

The above concepts of refinement and center of gravity find their natural place in
the context of Alexandrov’s metric spaces. For a systematic development of this
theory that we shall use in this section, see [Berestovskij and Nikolaev 1993].

These spaces enjoy particular properties when their (Alexandrov) curvature is
bounded from above. It is part of the definition of such a space of curvature
bounded from above that any two sufficiently close points can be joined by a
shortest geodesic which then is in fact unique and depends continuously on these
endpoints. (We may also parametrize it by arclength — and call it an arclength
geodesic — if convenient.) Some of the general notions in the theory, however, do
not need the assumption of an upper curvature bound. That assumption then is
rather employed to derive geometric properties of the objects defined in the theory.
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An important concept here is the tangent cone of a metric space at a point. Let
(N , d) be a metric space and γ1, γ2 : [0, ε]→ (N , d) arclength geodesics emanating
from a point P ∈ N . Consider points Q ∈ γ1, R ∈ γ2 different from P . An (upper)
angle θ(γ1, γ2) between γ1 and γ2 is defined by

cosθ(γ1,γ2) := limQ,R→P
d2(P,Q)+ d2(P, R)− d2(Q, R)

2d(P, R)d(P,Q)
.

In a metric space whose curvature is bounded from above by a constant K ≥ 0, we
have the following characterization of the angle between γ1 and γ2 (see [Bridson
and Haefliger 1999, II.1-II.3]):

cos θ(γ1, γ2)= lim
s→0

d(P, γ2(ε))− d(γ1(s), γ2(ε))

s
,

provided in case K > 0 that ε is less than the diameter of the comparison model
space of constant curvature K .

A geodesic curve γ starting at a point P ∈ N has a direction if θ(γ, γ ) = 0
and two curves have the same direction if the angle between them is equal to zero.
This is an equivalence relation on the space of curves starting from the same point
P ∈ N and the completion of the set of equivalence classes (endowed with the
distance induced by the angle) is called the space of directions �P(N ) of N at the
point P . The tangent cone TP N of (N , d) at a point P ∈ N is the cone over the
space of directions, that is, �P(N )× R+ with points in �P(N )× {0} identified
together.

We will denote a tangent element by [γ, x], where γ ∈ �P(N ), x ≥ 0 and
elements [γ, 0] are identified with the origin Op of TP N .

The distance d in N induces on TP N a distance function d̃P defined by

d̃2
P([γ1, x1], [γ2, x2])=

{
x2

1 + x2
2 − 2x1x2 cos θ(γ1, γ2) if θ(γ1, γ2) < π,

x1+ x2 if θ(γ1, γ2)≥ π.

For those [γ, x] admitting a unique geodesic from P with direction γ that can be
extended up to distance x , we define the endpoint of that geodesic segment as the
exponential image of [γ, x]. The inverse of this exponential map, the projection
map from the subset of N where it is defined to the tangent cone TP N , is denoted
by πP . For simply connected, complete, nonpositively curved metric spaces, πP is
defined everywhere, distance nonincreasing and distance preserving in the radial
direction; see [Wang 2000].

The following important result was proved in [Nikolaev 1995]:

Lemma 3.1. Let (N , d) a metric space of curvature at most K , where K ≥ 0. The
tangent cone at a point of N is a space of nonpositive curvature in the sense of
Alexandrov.
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Let P , Q, R be points in N and define Qs ≡ (1− s)P + s Q as the point on
a distance-realizing geodesic joining P and Q at distance s.d(P, Q) from P . We
have the Taylor expansions

d2(Qs, R)= d2(P, R)− 2sd(P, R) cos θP(Q, R)+ a(s),

d̃2
P(πP(Qs), πP(R))= d2(P, R)− 2sd(P, R) cos θP(Q, R)+ b(s),

in which lims→0 a(s)/s = 0 and lims→0 b(s)/s = 0. Here θP(Q, R) denotes the
angle subtended between Q and R at P .

Proposition 3.2 [Izeki and Nayatani 2005; Wang 2000]. Let f : 0→ (N , d) be a
harmonic map.

(i) For any i ∈ I , the point πf (i)( f (i)) minimizes∑
j∼i
w2(i, j) d̃2

f (i)( · , πf (i) f ( j)) in T f (i)N.

(ii) For any i ∈ I and any V ∈ T f (i)N we have∑
j∼i
w2(i, j)

〈
V, πf (i) f ( j)

〉
≤ 0,

where 〈 , 〉 denotes the inner product defined on T f (i)N by〈
[γ1, x1], [γ2, x2]

〉
= x1x2 cos θ(γ1, γ2).

(iii) For any i ∈ I , the center of gravity in T f (i) of the points (πf (i) f ( j)) j∼i with
weights (

w2(i, j)
w(i)

)
j∼i

coincides with the origin Oi :=πf (i) f (i) of T f (i)N , wherew(i)=
∑
j∼i
w2(i, j).

Inequality (ii) will be interpreted as the critical condition for harmonic nets.

4. Refining maps

If N admits refinements, we can construct a refinement fr : 0r → N of a map
f : 0→ N by assigning to every edge e connecting i and j in 0 some midpoint
of f (i) and f ( j). We observe that for each i ∈ 0, we have

(3) Ei ( fr )=
1
2 Ei ( f )

where on the left hand side i is considered as an element of 0r . Also, by symmetry,

(4)
∑
i∈I

Ei ( fr )=
∑
e∈E

Ee( fr )=
1
2 E( fr ),

where we consider the i’s and e’s as vertices of 0r . From (3) and (4) we obtain:
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Lemma 4.1. If fr : 0r → N is a refinement of f : 0→ N , then E( fr )= E( f ). If
f is harmonic, so is its refinement.

The converse holds when distances between images are sufficiently small, that is,
when midpoints between images of neighbors are unique.

From (2) and Lemma 4.1, we conclude that by performing sufficiently many
successive refinements, we may assume that all distances between the images of
any two neighboring vertices are smaller than some prescribed ε > 0, for example
smaller than r(N ) or c(N ) when that quantity is positive.

5. Homotopy classes

For the present purposes, we write r( f ) and r(0) instead of fr and 0r because we
wish to consider the refinement as an operation that can be iterated. For example,
r2(0)= (0r )r is obtained as the refinement of 0r . A refinable map f : 0→ N is
then considered as a collection of iteratively refined maps rn( f ) : rn(0)→ N for
n ∈ N.

Now assume that the refinement radius r(N ) is positive. We say that two maps
f1, f2 :0→ N are geodesically close if for every i ∈0 the distance d( f1(i), f2(i))
is at most 2r(N ); that is, if the images of i under f1 and f2 have a unique midpoint.
A refinement of the pair f1, f2 is then defined to be the triple f1, f1,2, f2, where

f1,2(i) is the midpoint of f1(i) and f2(i) for every i ∈ 0.

Two refinable maps f, g : 0 → N are geometrically homotopic if there exist
refinable maps f0 = f, f1, f2, . . . , f A = g (where A ∈ N) such that rn( f j−1) and
rn( f j ) are geodesically close for any n ∈N and any 1≤ j ≤ A. This finite sequence
can again be refined by putting in midpoint maps between consecutive sequence
elements. Geometric homotopy is obviously an equivalence relation.

6. Construction of harmonic nets

We assume that N admits centers of gravity. By subdividing suitable edges of 0
as above, we may assume that 0 is bipartite, that is, its vertex set is a disjoint
union I = I1 ∪ I2 such that all the neighbors of any point in one of those subsets
are contained in the other one. On the space C = C(0, N ) of maps f : 0→ N ,
we define maps ρα : C → C , α = 1, 2 with ρα( f ) being the map obtained from
f : 0→ N by replacing the image of every f (i) for i ∈ Iα by a center of gravity
of the f ( j) for j ∼ i . As long as the centers of gravity are not unique, we need
to make choices here, but in the situation where c(N ) > 0, we can assume that 0
has been sufficiently refined (depending on an upper bound E for the energy of f )
so that the images f ( j) of the neighbors of any i ∈ 0 possess a unique center of
gravity. (This follows from (2) and the fact that the edge weights get multiplied
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by a factor of
√

2, that is, become larger, under each refinement.) In that case, the
maps ρα( f ) are unambiguously defined for all f with E( f )≤ E .

The function ρα decreases (or rather, does not increase) the energy density Ei ( f )
for points i ∈ Iα, but not necessarily for those in the complement of Iα. Neverthe-
less, since by symmetry

∑
i∈I1

Ei ( f )=
∑

i∈I2
Ei ( f )= 1

2 E( f ) (see (4)), we have:

Lemma 6.1. We have E(ρα( f ))≤ E( f ) for all f .

Lemma 6.2. We have E(ρ2(ρ1( f )))= E( f ) if and only if f is harmonic.

Theorem 6.3. Let (N , d) be a compact metric space that admits centers of gravity.
Let 0 be a finite weighted graph. Then, for any map f : 0 → N , the iterations
fn := (ρ2ρ1)

n f contain a subsequence converging to a harmonic map.

Proof. Since N is compact, we can find some sequence ν(n) of positive integers
going to infinity for which fν(n)(i) converges to some point f0(i) ∈ N for every
vertex i of the finite graph 0. We have

fν(n+1) = (ρ2ρ1)
µ(n) fν(n) for someµ(n) ∈ N.

Since the metric d behaves continuously under convergence (since it defines the
topology of N ), we have E( f0)= limn→∞ E( fν(n)). At the same time,

lim E( fν(n+1))= lim E((ρ2ρ1)
µ(n) fν(n))≤ lim E( fν(n))= E( f0),

the inequality coming from Lemma 6.1 because µ(n) ≥ 1. Thus, equality has to
hold throughout. Moreover, ρ2ρ1 fν(n) converges to ρ2ρ1 f0, and so

E(ρ2ρ1 f0)= lim E((ρ2ρ1)
µ(n)+1 fν(n)) (as before)

= E( f0) (from the preceding observation.)

Lemma 6.2 then implies that f0 is harmonic. �

The assumption of the theorem that the space N admits centers of gravity is
satisfied when N has an upper curvature bound. For k ∈ R, we denote by Dk

the diameter of the n-dimensional, complete, simply connected model space with
constant sectional curvature k. We then have, from Alexandrov theory:

Lemma 6.4 [Berestovskij and Nikolaev 1993]. Let X be an Alexandrov space with
curvature bounded above by k. For every x ∈ X , there exists a positive number
Rx ∈ (0, 1

2 Dk] such that the closed metric ball of radius Rx centered at x is a
convex subset in X.

Remark. When N has nonpositive curvature in the sense of Alexandrov or Buse-
mann, our theorem is contained in a general theorem from [Jost 1994], and when
N is a compact Riemannian manifold, it follows from the fact that any homotopy
class contains at least one harmonic map [Kotani and Sunada 2001].
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Since distances of neighboring image points are controlled by the energy of a
map — see (2) — we see that if the refinement radius r(N ) is positive, we may con-
trol the geometric homotopy class by assuming an energy bound and sufficiently
refining the graph 0.
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THE QUANTITATIVE HOPF THEOREM AND FILLING
VOLUME ESTIMATES FROM BELOW

LUOFEI LIU

Let V n be a compact, oriented Riemannian manifold and Sn the standard
sphere. We study the problem of obtaining upper bounds for the dilatation
invariants of maps V n → Sn of nonzero degree. The dilatation upper bounds
are then used to estimate Gromov’s filling volume from below.

1. Introduction

Let V be a compact, connected, oriented n-manifold. The famous Hopf theorem
says that there is an one-to-one correspondence between the degree and the homo-
topy class of continuous maps from V to Sn . If V is equipped with a Riemannian
metric and Sn is equipped the canonical metric (of sectional curvature+1), we wish
to measure the geometrical complexity of a map V → Sn of degree q . A natural
measure of the geometrical complexity f : X→ Y of a map between metric spaces
is its dilatation, defined by

dil f = sup
x,x ′∈X
x 6=x ′

dY ( f (x), f (x ′))
dX (x, x ′)

,

where dX , dY are the respective metrics. If f is a Lipschitz map, dil f is the
minimal Lipschitz constant C satisfying dY ( f (x), f (x ′))≤ CdX (x, x ′). If Dilq V
denotes the infimum of the dilatation of maps V → Sn with degree ±q, an upper
bound for Dilq V can be regarded as a quantitative version of the Hopf theorem.
For V a flat torus, M. Gromov proved such a bound in terms of the length sys1V
of the systole (shortest noncontractible closed curve) in V .

Theorem 1.1 [Gromov 1999b, 2.12, p. 33]. Let Tn be a flat torus. There exists a
map f : Tn

→ (Sn, can) with nonzero degree and dilatation at most 1 if and only if
sys1 Tn

≥ 2π .

It has been Gromov’s constant concern to study quantitative problems in alge-
braic topology and differential topology [1978; 1999a; 1999b, Chapters 2 and 7]).
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Keywords: dilatation, degree, filling volume.
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In this direction, A. Nabutovsky and R. Rotman [2003] have studied a quantitative
Hurewicz theorem. For estimates of dilatation invariants of maps between spheres,
see [Peng and Tang 2002] and references therein.

Here is a slight generalization of a problem posed by Gromov after the theorem
just quoted.

Problem [Gromov 1999b, 2.13, p. 35]. Let V be a compact, connected, oriented n-
manifold. What condition on the metric of V guarantees that there exist mappings
f : V → Sn with degree q and dilatation 1? In other words, given a metric on V ,
for which values of q do there exist mappings V→ Sn with degree q and dilatation
less than some constant D?

L. Guth [2005] has obtained important results concerning the dilatation of a
nonzero degree map from a Riemannian surface to the standard 2-sphere. Follow-
ing Guth, we denote by HS(V ) the hypersphericity of a Riemannian n-manifold,
defined as the maximal R such that there is a contracting map (dil≤ 1) of nonzero
degree from V to the n-sphere of radius R. Replacing nonzero degree by degree
q , one defines the degree-q hypersphericity HSq(V ) of a Riemannian manifold. It
is clear that

HS(V )≥ HSq(V )= (Dilq V )−1 for q 6= 0.

In this paper we prove several results concerning dilatation. Our method is to
construct directly some maps V → Sn of nonzero degree, and then estimate their
dilatation using (geo)metric invariants of V .

Recall that the q-th packing radius, packq(X), of a compact metric space X in
the sense of K. Grove and S. Markvorsen [1995] is the largest r ≥ 0 for which X
contains q disjoint open r -balls. It is clear that

1
2 diam X = pack2 X ≥ · · · ≥ packq X ≥ · · · → 0.

Theorem A. (Proved in Section 2.) Let V be a compact, oriented Riemannian
n-manifold and let K be the supremum of the sectional curvature of V .

(1) In the case K > 0, if q is large enough to satisfy

packq V <min{π/
√

K , Inj V },

there exists a map f : V → Sn of degree q such that

dil f ≤
π
√

K

sin
(√

K packq V
) .

Hence
HSq(V )≥ sin

(√
K packq V

)
/(π
√

K ).
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(2) In the case K ≤ 0, if q is large enough to satisfy

packq V ≤ Inj V,

there exists a map f : V → Sn of degree q and

dil f ≤
π

packq V
.

Hence HSq(V )≥ (packq V )/π .

Here Inj V , the injectivity radius of V , is the infimum of the injectivity radius
at any point in V . For a flat torus Tn we have Inj Tn

=
1
2 sys1Tn .

We denote by Injmax V =max{Injx V : x ∈ V } the largest injectivity radius of a
compact Riemannian manifold V . The following corollary may be regarded as a
slight generalization of the “if” part of Theorem 1.1.

Corollary 1.2. Let V be a compact Riemannian n-manifold.

(1) If sup sec(V ) ≤ 1/π2 and Injmax V ≥ 1
2π

2, there is a map f : V → Sn with
degree 1 and dilatation 1.

(2) If sup sec(V )≤ 0 and Injmax V ≥ π , there is a map f : V → Sn with degree 1
and dilatation 1.

By deepening the results of D. Burago and S. Ivanov [1995], Gromov [1999b,
p. 259] proved a sharp inequality relation between Vol(V ) and stsys1V (the stable
1-systole of V — see page 452) under certain topological restrictions on V . In
[Ivanov and Katz 2004; Katz and Lescop 2005], this inequality is stated as follows:

Theorem 1.3 (Burago–Ivanov–Gromov Inequality). Assume that a compact, ori-
ented Riemannian manifold V satisfies dim(V ) = first Betti number b1(V ) = real
cuplength of V = n. Then

Vol(V )≥ (γn)
−n/2(stsys1V )n

where γn denotes the classical Hermite constant.

Theorem 1.3 and [Ivanov and Katz 2004, Lemma 7.3] lead us to:

Theorem B. Assume that a compact, oriented Riemannian manifold V satisfies
dim(V )= b1(V )= real cuplength of V = n. Then there exists a map f : V → Sn

of nonzero degree such that

dil f ≤
2π
√

n
stsys1V

.

Hence HS(V )≥ (stsys1V )/(2π
√

n).
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The proof of Theorem B, which we give in Section 3, makes heavy use of the
construction in [Ivanov and Katz 2004, Section 7], itself based on the techniques
of [Burago and Ivanov 1995].

An immediate application of the quantitative Hopf theorem is that we can esti-
mate volume from below by the formula

Vol(V )≥
|deg f |
(dil f )n

Vol(Sn, can).

However, in general, using estimates for the Jacobian of a Lipschitz map, one
can obtain better lower volume bounds [Ivanov and Katz 2004; Gromov 1999b,
pp. 255, 257].

A second goal of this paper is to use quantitative Hopf theorem to estimate the
filling volume of a Riemannian manifold. We believe the quantitative versions of
the Hopf theorem to be of independent interest. For example, we have used them
to estimate lower bounds for the filling radius of a Riemannian manifold in [Liu
2005].

Let V be a compact n-manifold equipped with a distance d (not necessarily
Riemannian), and let L∞(V ) be the Banach space of bounded Borel functions
f on V with the norm ‖ f ‖ = supx | f (x)|. The map i : V → L∞(V ) defined
by x 7→ fx( · ) = dist(x, · ) is an isometric (distance-preserving) embedding. The
filling volume FillVol(V ) of (V, d) in the Gromov’s sense is, roughly speaking,
the infimum of the volumes of (n+1)-dimensional submanifolds in L∞(V ) whose
boundary is i(V ). For details, see [Gromov 1983] or Section 4 below.

Our main tool to estimate filling volume from below is the following mapping
property:

Theorem C. (Proved in Section 5.) Let V be a compact, oriented n-manifold with
a metric d and let f : V → Sn a map of nonzero degree. Then

FillVol(V ) >
| deg f |
(dil f )n+1

(
arccos n−1

n+1

)n+1
.

In the definition of hypersphericity, it is not necessary that V be Riemannian,
merely that V have a metric d . Hence an equivalent statement of Theorem C is
that for any compact, oriented n-manifold V with a metric d,

FillVol(V, d) >
(

arccos n−1
n+1

)n+1
|q| HS(V, d)n+1.

Define

cn =

( 1
2π

arccos n−1
n+1

)n+1
.

From Theorem C we derive corollaries of Theorems 1.1, A and B, respectively:
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Corollary 1.4. Let Tn be a flat torus. Then

FillVol(Tn) > cn (sys1 Tn)n+1.

Corollary 1.5. Let V be a compact, oriented Riemannian n-manifold.

(1) If K = sup sec(V ) > 0 and packq V <min{π/
√

K , Inj V }, then

FillVol(V ) > q
(sin

(√
K packq V

)
π
√

K
arccos n−1

n+1

)n+1

.

(2) If K = sup sec(V )≤ 0 and packq V ≤ Inj V , then

FillVol(V ) > 2n+1cn q (packq V )n+1.

Corollary 1.6. Let V be a compact Riemannian manifold of equal dimension, first
Betti number and real cuplength. Then

FillVol(V ) > n−(n+1)/2cn (stsys1V )n+1.

The following statements are alternative forms of Corollaries 1.4 and 1.6, relat-
ing the volumes of Riemannian manifolds with boundary to the boundary metric
invariants. Their proofs appear in Section 4. (We omit a similar Corollary 1.5’.)

Corollary 1.4′. Let W be a (n+ 1)-dimensional solid torus with boundary ∂W =
Tn . Given a flat metric g0 on Tn , g is any Riemannian metric on W which satisfies
dg|∂W ≥ dg0 , then

Vol(W, g) > cn · sys1(T
n, g0)

n+1.

Corollary 1.6′. Assume that the topological restrictions of a closed n-manifold V
are as Corollary 1.6, W is a (n + 1)-manifold with boundary ∂W = V . Given a
Riemannian metric g0 on V , for any Riemannian metric g on W satisfying dg|∂W ≥

dg0 , we have
Vol(W, g)≥ n−(n+1)/2cn · stsys1(V, g0)

n+1.

The constants in these corollaries are not sharp. We do not look for anything like
the optimal constants in all estimate inequalities of this paper; but these inequalities
ensure the upper bounds of dilatation invariants, or the lower bounds of filling
volume, in terms of packing radius, stable 1-systole, etc.

2. Dilatation estimates with upper bounds of sectional curvature

The proof of Theorem A is a direct extension of the arguments used to prove
Theorem 1.1 and [Liu 2005, Propositions 3.2 and 3.3]. For completeness, we will
give a detailed proof of Theorem A in this section.
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Let f : X → Y be a map between metric spaces. The local dilatation at x ∈ X
is the number

dilx f = lim
ε→0

(dil( f |B(x,ε))),

where B(x, ε) is an open ball in X of radius ε centered at x . If (X, d) is a path
metric space (for example, a Riemannian manifold), then dil f = supx∈X dilx f . If
X and Y are Riemannian manifolds, and f is differentiable, then dilx f = ‖d fx‖,
where d fx : Tx X→ T f (x)Y is the differential of f at x .

Proof of Theorem A. (1) Assume K = sup sec(V ) > 0. Let B(x1, r), . . . , B(xq , r)
be disjoint r -balls of V centered at the points x1, . . . , xq , where

r = packq V <min
{
π/
√

K , Inj V
}
.

Denote by BT (xi , r) the ball of radius r in the tangent space Txi V , centered at
the origin. Since r < π/

√
K , the map expxi

|BT (xi , r) is nonsingular for each i ;
see the remark after 1.29 in [Cheeger and Ebin 1975]. Using the geometric Rauch
theorem [Chavel 1993, Theorem 7.3 and subsequent Remark 7.1], we have

|dv(expxi
)(X)|

|X |
≥

SK (|v|)

|v|
=

sin (
√

K |v|)
√

K |v|

for any v ∈ BT (xi , r) and any X ∈ Txi V , where dv(expxi
) : Tv(BT (xi , r))→ Ty V ,

with y = expxi
(v), denotes the differential of expxi

at v and the tangent space
Tv(BT (xi , r)) is naturally identified with Txi V . Since expxi

: BT (xi , r)→ B(xi , r)
is a diffeomorphism, we have dy(exp−1

xi
) = (dv(expxi

))−1 for v ∈ BT (xi , r) and
y = expxi

(v) ∈ B(xi , r). Let dv(expxi
)(X)= Y . We have

|dy(exp−1
xi
)(Y )|

|Y |
≤

√
K |v|

sin (
√

K |v|)
, dily exp−1

xi
≤

√
K |v|

sin (
√

K |v|)
.

Note that
√

K |v|/ sin (
√

K |v|) is an increasing function of |v| ∈ (0, r ]. Thus

dil exp−1
xi
≤ sup
v∈BT (xi ,r)

√
K |v|

sin (
√

K |v|)
=

√
K · r

sin(
√

K · r)
.

Fix a point p ∈ Sn and consider the composite fi : B(xi , r)→ Sn defined by

(1) B(xi , r)
exp−1

xi
−→ BT (xi , r)

ϕ1
−→ BT (xi , π)

ϕ2
−→ BT (p, π)

ϕ3
−→ Sn,

where ϕ1 is the obvious diffeomorphism with dilatation π/r , ϕ2 is the obvious
isometry onto a ball BT (p, π) of radius π centered at the origin in the tangent
space to Sn at p, and ϕ3 has degree 1, dilatation 1, and maps ∂BT,Sn (p, π) to the
antipode p′ of p in Sn . The map fi sends ∂BV (xi , r) to p′.
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It follows that deg fi = 1 and

dil fi ≤ dilϕ3 dilϕ2 dilϕ1 dil exp−1
xi
≤

r
√

K

sin(r
√

K )
.

Finally, define f : V → Sn by

f (x)=
{

fi (x) for x ∈ B(xi , r),

p′ elsewhere.

It is clear that deg f = q and dil f ≤ r
√

K/sin(r
√

K ).

(2) Now suppose K = sup sec(V ) ≤ 0. Take q disjoint open balls B(xi , r) with
r = packq V . In this case, since V has no conjugate points, we require only
r = packq V ≤ Inj V . In analogy with the above argument, we also have exp−1

xi
:

B(xi , r)→ BT (xi , r), the composite map fi : B(xi , r)→ Sn , and f : V → Sn .
Since V is nonpositively curved, exp−1

xi
is distance-decreasing. Then dil exp−1

xi
≤ 1

and dil fi ≤ π/r , hence dil f ≤ π/r . This completes the proof of Theorem A. �

In proving Theorem A we have shown Corollary 1.2. Indeed, take a point x0 ∈V
such that Injx0

V = Injmax V =: r , we have a map BV (x0, r)→ Sn , whose extension
ϕx0 : V→ Sn is of degree one. We then estimate dilϕx0 . For details see [Liu 2005].

3. Abel–Jacobi map, stable 1-systoles and the proof of Theorem B

Let V be a compact, oriented n-manifold with first Betti number b1(V )= n and let
i∗ : H1(V,Z)→ H1(V,R) be the map induced by chain inclusion. We denote by
H1(V,Z)R the image =(i∗(H1(V,Z))), which is a lattice in H1(V,R) ' Rn . Let
J1(V ) = H1(V,R)/H1(V,Z)R ' Tn be the Jacobi torus of V . Up to homotopy,
we have the Abel–Jacobi map

AV : V → J1(V )

induced by the harmonic one-forms on V , originally introduced by A. Lichnerow-
icz [1969] (see also [Gromov 1999b, p. 249; Bangert and Katz 2004; Katz and
Lescop 2005). The covering Ṽ → V is the pull-back along AV of the universal
covering Rn

→ J1(V ), with the group of deck transformations H1(V,Z)R ' Zn ,
as depicted in the commutative diagram

Ṽ
ÃV
−−−→ H1(V,R)' Rny y

V −−−→
AV

J1(V )' Tn

The key point in the following topological lemma is that H 1(AV ) :H 1(Tn,R)→

H 1(V,R) is an isomorphism and H∗(AV ) preserves cup products.
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Lemma 3.1 [Gromov 1983, Section 7.5]. Let V be a compact, oriented n-manifold
with first Betti number b1(V ) = n. If the real cuplength is also n, then AV has
nonzero degree. �

If V is equipped with a Riemannian metric g, there is a corresponding stable
norm ‖ · ‖st on H1(V,R) (see [Gromov 1999b, pp. 245–247; Bangert and Katz
2004], for example). We define the stable 1-systole of (V, g) as

stsys1(V )=min{‖h‖st : h ∈ H1(V,Z)R \ {0}}.

The construction of f in Theorem B is a combination h◦ψ where ψ :V→Tn (a
flat torus) comes from [Ivanov and Katz 2004, Section 7], based on the techniques
of [Burago and Ivanov 1995].

From the stable norm ‖·‖st on H1(V,R) one derives a Euclidean norm | · |e such
that | · |e ≥ ‖ · ‖st and

| · |
2
e =

N∑
i=1

ai L2
i with N ≤

n(n+ 1)
2

, ai > 0 for i = 1, . . . , N ,
N∑

i=1

ai = n,

where the L i : H1(V,R)→ R (i = 1, . . . , N ) are linear functions with ‖L i‖st =

|L i |e = 1 (see [Burago and Ivanov 1995, Theorem 1.3]). The linear map L :
H1(V,R)→ RN defined by

L(x)=
(√

a1L1(x), . . . ,
√

aN L N (x)
)

is an isometry from (H1(V,R), | · |e) onto a linear subspace L(H1(V,R)) of RN ,
equipped with the restriction of the standard coordinate metric | · |E of RN .

Since the stable norm ‖ · ‖st satisfies

‖γ ‖st ≤ dg(x, x + γ )

for all γ ∈ H1(V,Z)R and all x ∈ Ṽ , where +γ denotes the action on Ṽ of an
element γ of the deck transformation group H1(V,Z)R, we have:

Lemma 3.2 [Ivanov and Katz 2004, Lemma 7.3]. For each linear function L i :

H1(V,R)→ R with ‖L i‖st = 1 there is a Lipschitz map ϕi : Ṽ → R such that
dilϕi ≤ 1 and

ϕi (x + γ )= ϕi (x)+ L i (γ ) for x ∈ Ṽ , γ ∈ H1(V,Z)R. �

Proposition 3.3 [Ivanov and Katz 2004, Section 7]. Let (V, g) be a compact,
oriented Riemannian manifold with dim(V ) = b1(V ) = real cuplength(V ) = n.
There exists a Lipschitz map ψ : (V, dg)→ (J1(V ), | · |e) of nonzero degree such
that dilψ ≤

√
n, where | · |e on J1(V ) is the flat Riemannian metric induced from

H1(V,R), | · |e).
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Proof. From Lemma 3.2, define F : Ṽ → RN by

F(x)=
(√

a1ϕ1(x),
√

a2ϕ2(x), . . . ,
√

aNϕN (x)
)
.

It is easy to check that L and F are H1(V,Z)R-equivariant with respect to the
following action of H1(V,Z)R on RN

RN
× H1(V,Z)R→ RN (u, γ )→ u+ L(γ )

where L is as the beginning of this section.
Let P : RN

→ L(H1(V,R)) be the orthogonal projection. Since the composite
map

L−1
◦ P ◦ F : Ṽ → RN

→ L(H1(V,R))→ H1(V,R)

is H1(V,Z)R-equivariant, we can lower it to a map between base spaces:

ψ : V → H1(V,R)/H1(V,Z)R = J1(V ).

From dilϕi ≤ 1 we have

dil F ≤
( N∑

i=1

dil(
√

aiϕi )
2
)1/2

≤

( N∑
i=1

ai

)1/2

=
√

n,

dil(L−1
◦ P ◦ F)≤ dil L−1 dil P dil F ≤

√
n,

with respect to dg on Ṽ and | · |e on H1(V,R). This implies that dilψ ≤
√

n.
Finally, there is a linear homotopy {G t } between L−1

◦ P ◦ F and ÃV , i.e.,
G t(x) = t (L−1

◦ P ◦ F(x))+ (1− t)(ÃV (x)). It is easy to see that each G t is
H1(V,ZR)-equivariant; hence it may lower to a homotopy between ψ and AV .
Therefore degψ = deg AV . By Lemma 3.1, this completes the proof of the propo-
sition. �

Remark 3.4. By estimating the Jacobian of ψ , Ivanov and Katz [2004] proved that
ψ is volume-decreasing.

Proof of Theorem B. Let (J1(V ), | · |e) be as above. For x ∈ J1(V ), let B(x, r)
be the ball in J1(V ) of radius r = Inj(J1(V ), | · |e) centered at x , and BT (x, r)
the ball of radius r centered at the origin of the tangent space Tx J1(V ). As in the
proof of Theorem A, we fix p ∈ Sn and define a map h : B(x, r)→ Sn through the
composition

B(x, r)
exp−1

x
−→ BT (x, r)

ϕ1
−→ BT (x, π)

ϕ2
−→ BT (p, π)

ϕ3
−→ Sn,

where the notation is just as in diagram (1) (page 450). This map h sends ∂B(x, r)
to p′. Since (J1(V ), | · |e) is flat, we have dil exp−1

x ≤ 1. Extend h to J1(V )→ Sn
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by setting h(J1(V )\B(x, r)) = p′. As in the proof of Theorem A, h has degree 1
and its dilatation satisfies dil h≤ dilϕ3 dilϕ2 dilϕ1 dil exp−1

x ≤π/r =π/ Inj J1(V ).
Next, a closed geodesic C in the flat torus (J1(V ), | · |e) is the projection of a

segment [x, x+γ ] joining x and x + γ in the Euclidean space (H1(V,R), | · |e),
for γ ∈ H1(V,Z)R. Moreover, C is not homologous to zero (hence not homotopic
to zero since π1(J1(V )) is abelian) if and only if γ 6= 0. The length of C equals
the displacement d|·|e(x, x + γ ), which does not depend on x ; see [Gromov 1996,
1.A]. Hence

sys1(J1(V ), | · |e)= inf{|γ |e : γ ∈ H1(V,Z) \ 0}

≥ inf{‖γ ‖st : γ ∈ H1(V,Z) \ 0} = stsys1V .

Thus Inj(J1(V ), | · |e)= 1
2 sys1(J1(V ), | · |e)≥ 1

2 stsys1V , and dil h≤2π/(stsys1V ).
Composing h with the map ψ of Proposition 3.3 yields a Lipschitz map f =

h ◦ψ : (V, dg)→ (Sn, can) satisfying deg f = deg h degψ = deg AV 6= 0 and

dil f ≤ dil h dilψ ≤
2π
√

n
stsys1V )

.

This completes the proof of the theorem. �

4. Filling volume and its mapping property

We recall from [Gromov 1983] the definition of filling volume. Let (X, d) be a
metric space and σ : 4n+1

→ X a singular simplex. Define

Vol(σ )= infg{Volg(4
n+1
},

where the infimum is taken over all Riemannian metrics g on 4n+1 such that
dX (σ (x), σ (y)) ≤ dg(x, y) for all x, y ∈ 4n+1. For a singular chain c =

∑
i riσi ,

we can define
Vol(c)=

∑
i

|ri |Vol(σi ),

where the coefficients ri may be real numbers, integers, or integers mod 2. When
(X, g) is a Riemannian manifold, Vol(c), with respect to dg, is just the usual Rie-
mannian volume of a singular chain.

Let z be an n-dimensional singular G-cycle in X , and G=R, Z or Z2. We define

FillVol(z ↪→ X;G)= inf{Vol(c) : c are (n+1)-chains in X, ∂c = z},

where the coefficients of the chains c lie in G.
Let V be a compact submanifold in X and [V ] the fundamental class of V (if V is

not oriented, [V ] denotes the fundamental Z2-class in the group Hdim(V )(V,Z2)'

Z2). We define the filling volume relative to the imbedding i : V ↪→ X by
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FillVol(V ↪→ X;G)= inf
{
FillVol(z) : z represents i∗[V ]

}
.

Let V be a compact manifold equipped with a metric d and the isometric imbed-
ding V ↪→ L∞(V ) is as Section 1. We define the absolute filling volume of V as

FillVol(V ;G)=: FillVol(V ↪→ L∞(V );G).

To simplify the notation, we will generally write FillVol(V ) as FillVol(V,G),
understanding the coefficient group G to be Z or Z2, depending on whether or not
V is oriented.

The following proposition shows a mapping property of filling volume

Proposition 4.1. Let f : V → W be a map between compact, connected, n-
dimensional manifolds V,W with metrics dV , dW respectively.

(i) If V,W are oriented and | deg f | = 1, then

FillVol(V ;Z)≥
1

(dil f )n+1 FillVol(W ;Z).

(ii) If V,W are oriented and f is of nonzero degree, then

FillVol(V ;R)≥
| deg f |
(dil f )n+1 FillVol(W ;R).

(iii) If V,W are not oriented and deg f 6= 0 mod2, then

FillVol(V ;Z2)≥
1

(dil f )n+1 FillVol(W ;Z2).

Lipschitz Extension Lemma 4.2 [Gromov 1983, p. 8]. Let V be a compact sub-
manifold of a metric space X , and let W be a metric space. Every Lipschitz map
ϕ : V → L∞(W ) has a Lipschitz extension ϕ̃ : X→ L∞(W ) with dil ϕ̃ = dilϕ.

For a detailed proof, see [Liu 2005].

Proof of Proposition 4.1. We may suppose that f is a Lipschitz map (if not, the
desired inequalities are obvious). By the Lipschitz Extension Lemma 4.2, f :
V → W has a Lipschitz extension f̃ : L∞(V ) → L∞(W ) with dil f̃ = dil f .
Let the isometric imbedding iV : V ↪→ L∞(V ) and iW : W ↪→ L∞(W ) be as
above. Let c =

∑
riσi be any (n+1)-chain in L∞(V ) with [∂c] = i∗[V ], where

the σi : 4
n+1
→ L∞(V ) are singular simplexes. Then f̃ (c) =

∑
ri f̃ (σi ) is an

(n+1)-chain in L∞(W ). Let g be any Riemannian metric on4n+1 with dg(x, y)≥
dL∞(V )(σi (x), σi (y)) for any x, y ∈ 4n+1. Set α := dil f and consider the new
Riemannian metric α2 g on 4n+1. For any x, y ∈ 4n+1 we have

dL∞(W )( f̃ σi (x), f̃ σi (y))≤ αdL∞(V )(σi (x), σi (y))≤ αdg(x, y)= dα2g(x, y).
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By the definition of the volume of a singular simplex,

Vol( f̃ σi )≤ Vol(4n+1, α2g)= αn+1 Vol(4n+1, g).

In view of the freedom of g, we have proved that Vol( f̃ σi )≤ α
n+1 Vol(σi ); hence

Vol( f̃ (c))≤ αn+1 Vol(c).
In cases (i) and (iii), ∂ f̃ (c) represents ±(iW )∗[W ]. Indeed,

[∂ f̃ (c)] = f̃∗[∂c] = f̃∗ ◦ (iV )∗[V ] = (iW )∗ ◦ f∗[V ] = deg f (iW )∗[W ].

In case (ii), the real singular chain | deg f |−1 f̃ (c) represents ±(iW )∗[W ] and

Vol
( 1
| deg f |

f̃ (c)
)
=

1
| deg f |

Vol( f̃ (c))≤
1

| deg f |
αn+1 Vol(c).

This completes the proof of the proposition. �

Proposition 4.3. Let V n be a compact manifold with a metric d and let X be a
metric space. For any isometric imbedding j : V ↪→ X , we have

FillVol(V ↪→ X)≥ FillVol(V ↪→ L∞(V ))= FillVol(V ).

Proof. Again using Lipschitz Extension Lemma 4.2, i : V ↪→ L∞(V ) has a Lip-
schitz extension ϕ : X → L∞(V ) with dilϕ ≤ 1. Let z be any n-cycle in X
which represent j∗[V ] and c be any (n + 1) − chain in X with ∂c = z. Then
[∂ϕ(c)] = ϕ∗[∂c] = ϕ∗[z] = ϕ∗ ◦ j∗[V ] = i∗[V ], namely ∂ϕ(c) represent i∗[V ].
From the argument of Proposition 4.1, we know that Vol(ϕ(c)) ≤ Vol(c). The
arbitrariness of z and c implies that FillVol(V ↪→ L∞(V ))≤ FillVol(V ↪→ X). �

Let W be a compact manifold with boundary ∂W , with a Riemannian metric g.
The chordal metric on ∂W is the (non-Riemannian) metric dg|∂W on ∂W defined
by g-shortest paths in W . (See [Croke and Katz 2003] for details.)

Corollary 4.4 [Gromov 1983, p. 12]. FillVol(∂W, dg|∂W )≤ Vol(W, g).

Proof. For the isometric imbedding (∂W, dg|∂W ) ↪→ (W, dg), applying Proposition
4.3 we have

Vol(W, g)= FillVol(∂W ↪→W )≥ FillVol(∂W, dg|∂W ). �

Thanks to Proposition 4.1 and Corollary 4.4, we obtain Corollaries 1.4′ and 1.6′

from Corollaries 1.4 and 1.6.

5. Filling volume estimates by cube Besicovitch inequality

In this section we adopt the notation I = [−1, 1]. Then I n is a topological cube in
Rn , with boundary ∂ I n

=
⋃ n

i=1(F
−1
i ∪ F1

i ), where F−1
i is the set of points in I n

whose i-th coordinate equals −1, and likewise for F1
i . The sets F−1

i and F1
i are

called (n−1)-faces of the cube; the notion of opposite faces is obvious.
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Theorem 5.1 [Gromov 1983, pp. 85–86]. Let V be a compact, oriented n-manifold
with a metric d and let f : V → ∂ I n+1(' Sn) be a continuous map with nonzero
degree. Then

FillVol(V ) > |deg f |
n+1∏
i=1

d
(

f −1(F−1
i ), f −1(F1

i )
)
.

We regard this inequality still as a Besicovitch inequality, and we will use it in
deducing Theorem C.

Proof of Theorem C. We establish a homeomorphism ϕ : Sn
→ ∂ I n+1 by central

projection:

ϕ(u)=
u
‖u‖∞

for u ∈ Sn, ϕ−1(x)=
x
|x |E

for x ∈ ∂ I n+1,

where ‖·‖∞ is the l∞-norm (whose unit sphere is ∂ I n+1) and | · |E is the Euclidean
norm. Next we determine dS

(
ϕ−1(F−1

1 ), ϕ−1(F1
1 )
)
, where dS is the spherical dis-

tance on Sn . Take x = (1, x2, . . . , xn+1) ∈ F1
1 , y = (−1, y2, . . . , yn+1) ∈ F−1

1 , and
assume without loss of generality that |x |E ≥ |y|E . Then∣∣∣∣ x
|x |E
−

y
|y|E

∣∣∣∣
E
=

1
|x |E

∣∣∣∣x − |x |E|y|E y
∣∣∣∣

E
≥

2
|x |E
≥

2
maxx∈∂ I n+1 |x |E

=
2

√
n+ 1

.

For any

u =
x
|x |E
∈ ϕ−1(F1

1 )⊂ Sn and v =
y
|y|E
∈ ϕ−1(F−1

1 )⊂ Sn,

the cosine theorem implies

|u− v|2E = 2− 2 cos dS(u, v).

Therefore

dS(u, v)= arccos(1− 1
2 |u− v|

2
E)

= arccos
(

1− 1
2

∣∣∣ x
|x |E
−

y
|y|E

∣∣∣2
E

)
≥ arccos

(
1− 2

n+1

)
= arccos n−1

n+1
.

Taking

x0 = (1, 1, . . . , 1) ∈ F1
1 , y0 = (−1, 1, . . . , 1) ∈ F−1

1 ,

u0 =
x0

|x0|E
=

x0
√

n+ 1
∈ f −1(F1

1 ), v0 =
y0

|y0|E
=

y0
√

n+ 1
∈ f −1(F−1

1 ),

we have

dS(u0, v0)= arccos
(

1− 1
2

∣∣∣ x0
|x0|E

−
y0
|y0|E

∣∣∣2
E

)
= arccos n−1

n+1
.
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Hence dS
(
ϕ−1(F1

1 ), ϕ
−1(F−1

1 )
)
= arccos n−1

n+1
, and more generally

dS
(
ϕ−1(F1

i ), ϕ
−1(F−1

i )
)
= arccos

n− 1
n+ 1

for i = 1, . . . , n+1.

Next, we estimate dS
(
(ϕ ◦ f )−1(F1

i ), (ϕ ◦ f )−1(F−1
i )

)
for the composite map

ϕ ◦ f : V → ∂ I n+1. For any x ∈ (ϕ ◦ f )−1(F1
i ) and y ∈ (ϕ ◦ f )−1(F−1

i ), we have
f (x) ∈ ϕ−1(F1

i ), f (y) ∈ ϕ−1(F−1
i ). Therefore

dV (x, y)≥
1

dil f
dS( f (x), f (y))

≥
1

dil f
dS(ϕ

−1(F1
i ), ϕ

−1(F−1
i ))=

1
dil f

arccos
n− 1
n+ 1

.

Since deg(ϕ ◦ f ) = deg f , applying the Besicovitch inequality (Theorem 5.1) to
ϕ ◦ f , we get

FillVol(V )≥
| deg f |
(dil f )n+1 ·

(
arccos

n− 1
n+ 1

)n+1
. �

Remark 5.2. As is well-known, it is difficult to compute Gromov invariants. There
is still not a single Riemannian manifold whose filling volume is known. Gromov’s
filling volume conjecture [1983, p. 13], which is still open in all dimensions, says
that FillVol(Sn, can) = 1

2 Vol(Sn+1, can). The case n = 1 can be broken into sep-
arate problems depending on the genus of the filling [Gromov 1983, pp. 59–60;
Bangert et al. 2005; Croke and Katz 2003; Katz and Lescop 2005]. Taking W =the
canonical positive hemisphere (Sn+1

+ , g), obviously, ∂Sn+1
+ = Sn and dg|Sn =the

canonical distance of Sn. From Corollary 4.4, we have

FillVol(Sn)≤ Vol(Sn+1
+

)= 1
2 Vol(Sn+1).

On the other hand, as an intermediate result of the argument of Theorem C, we
have

FillVol(Sn) >
(

arccos
n− 1
n+ 1

)n+1
.

Unfortunately, this rough lower bound is far from the exact value conjectured by
Gromov. It is also inferior to the easy estimate obtained as follows. Since the
Euclidean unit ball Bn+1 is flat and simply connected, we know from [Gromov
1983, 2.1] that

FillVol(Sn,Euclid)= FillVol(∂Bn+1,Euclid)= Vol(Bn+1)=
π (n+1)/2

0
( n+1

2 + 1
) .

The canonical Riemannian metric on Sn (of diameter π ) dominates the Euclidean
metric of diameter 2, so FillVol(Sn, can)≥ FillVol(Sn,Euclid) (Proposition 4.1 is
a generalization of this fact).
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ON THE VARIATION OF A SERIES ON TEICHMÜLLER SPACE

GREG MCSHANE

Using the Kerckhoff–Wolpert formula for the variation of the length of a
geodesic along a Fenchel–Nielsen twist, we prove that a certain series defines
a constant function.

1. Introduction: two questions

In [McShane 1998] we showed that∑ 2
1+ exp lγ

= 1,

where lγ is the length of the closed geodesic freely homotopic to γ and the sum
extends over all simple closed curves γ on a hyperbolic once punctured torus.
The proof we gave is based on the geometry of (simple) geodesics on a complete
hyperbolic surface with at least one puncture.

Here we present a proof of an analogous identity that emphasises the rôle of
the different elements of the modular group and the infinitesimal geometry of the
Teichmüller space, which appears via a variational formula due to Steve Kerckhoff
[1983] and Scott Wolpert [1983b]. Since the difficultly is not greatly increased,
we work with surfaces with geodesic boundary as in [Mirzakhani 2003].

We begin with two questions of Troels Jørgensen.

Question 1. Can the identity above be proved using the Markoff cubic

a2
+ b2
+ c2
− abc = 0, a, b, c > 2 ?

Bowditch [1996] answered this by giving a proof that uses a summation argu-
ment over the edges of the tree T of solutions to this equation.

Question 2. Can the same identity be proved using the Kerckhoff–Wolpert formula
for variation of length?

MSC2000: 51M25, 53C22.
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We recall what the formula says. If µ1, µ2 are closed simple geodesics on a
hyperbolic surface, then

dlµ1 t (µ2)=
∑

z∈µ1∩µ2

cos(θz),(1)

where t (µ2) is the Fenchel–Nielsen vector field associated to µ2 and the sum is
over all the intersections between the geodesics. This formula was generalised by
Goldman [1984; 1986] in terms of the natural Poisson bracket on the representation
space of a surface group into a semisimple Lie group.

It is Jørgensen’s second question that we address here. Our starting point is the
observation that by clever “accounting”, Bowditch avoids considering the divergent
series ∑

{a,b,c}∈T

(
a
bc
+

b
ca
+

c
ab

)
.

The series is divergent since T is infinite and, since a, b, c is a solution of the cubic,
the value of each term is 1.

Here we consider another divergent series obtained by summing over the edges
of T. We show that, after a suitable regularization, this yields another series con-
stant on Teichmüller space. The ingredients are

• a (formal) argument, using an involution of the surface, showing that the series
defines a constant function;

• a geometric recipe, using Dehn twists, for finding an explicit expression for
the terms in the series;

• a method for finding the value of the series.

This allows us to give a proof of:

Theorem 1. For a one-holed torus M ,∑
γ

arctan
cosh(lδ/4)
sinh(lγ /2)

=
3π
2
,

where the sum extends over all simple closed geodesics γ on M and lδ is the length
of the boundary geodesic δ.

Relation with Mirzakhani’s identities. Mirzakhani [2003] has obtained identities
for hyperbolic surfaces with nonempty geodesic boundary by adapting the methods
of [McShane 1998]. For the one-holed torus she obtains

`δ =
∑
γ

2 log
e`δ/2+ e`γ

e−`δ/2+ e`γ
,



ON THE VARIATION OF A SERIES ON TEICHMÜLLER SPACE 463

where the sum is over all essential simple curves γ . When one quotients the (holed)
torus by the elliptic involution J one obtains an orbifold M/J with a single geo-
desic boundary component of length `δ/2 and three cone singularities of angle
π . Philosophically M/J surface is a “hyperbolic four-holed sphere with boundary
geodesic of lengths `δ/2, iπ, iπ, iπ”, this assertion being interpreted as follows.
The fundamental group of the four-holed sphere is generated by four simple loops
α1, α2, α3, δ which meet only at the base point and each of which is homotopic to a
different boundary geodesic. The loops α1, α2, α3, δ are said to be peripheral; after
choosing orientations appropriately, we have π1 = 〈α1, α2, α3, δ : δ = α1α2α3〉.

• In the SL(2,R) character variety of π1, there is a representation ρ such that
the quotient is isometric to M/J .

• The monodromy around the loop δ is hyperbolic with translation length `δ/2.

• The monodromies of the remaining three peripheral curves α1, α2, α3 are el-
liptic of order 2.

For a hyperbolic four-holed sphere with three geodesic boundary components
α1, α2, and α3 such that `α1 = `α2 = `α3 = L > 0, Mirzakhani’s identities give

L =
∑
γ∈Ai

2 log
eL/2
+ e(`γ+L)/2

e−L/2+ e(`γ+L)/2 ,(2)

where Ai the set of simple curves which bound a pair of pants with δ and αi . Every
nonperipheral simple curve belongs to one of the Ai so summing gives

3L =
∑
γ

2 log
eL/2
+ e(`γ+L)/2

e−L/2+ e(`γ+L)/2 ,(3)

where now the sum is over all simple essential γ . Both the right and left sides of
(3) are restrictions to the SL(2,R) character variety of complex analytic functions
defined on a neighborhood SL(2,C) character variety. By analytic continuation
one expects this to be true at L = π . After some algebra and noting that the set of
nonperipheral simple curves on the four-holed sphere and those on the one-holed
torus are in one-to-one correspondence we obtain the identity in Theorem 1. We
note that Ser Tan seems to have known of the existence of a version of (3) for some
time and has given a different treatment based on the ideas of [Zhang et al. 2005].

Sketch of proof of Theorem 1. Let P be the left-hand side of the identity in the
theorem. We show that the variation dP of the series vanishes identically on the
Teichmüller space. To do this we find a series dQ (see Section 2) which converges
absolutely to dP and a rearrangement showing that the former is identically 0;
since Teichmüller space is connected the series P is constant. Our series dQ is,
at least formally, the derivative of a divergent series Q which has a nice geometric
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definition. To define Q, we introduce the following notation which we shall use
throughout the article: Let α, β be a pair of oriented essential simple closed curves
meeting in a single point and let α∨β denote the signed angle between the closed
simple geodesics in the free homotopy classes determined by α and β (see Section
4 for discussion). The series Q is, roughly speaking, the sum over all such α∨β.

In dealing with dQ (dP) we adopt the a point of view similar to that of [Kerck-
hoff 1983]; we work with the Fenchel–Nielsen geometry of the cotangent bundle
(see also [Wolpert 1982; 1983a]). We evaluate the pairing of dQ with the Fenchel–
Nielsen vector field t (µ) associated to a simple closed geodesic µ on 6g,n . By
a result of Wolpert [1979; 1982] there are finitely many simple closed geodesics
µi such that the associated Fenchel–Nielsen vector fields tµi generate the tangent
space at every point in the Teichmüller space of a surface of finite type. A 1-
form vanishes if and only if its pairing with these fields vanishes. One concludes
immediately, since the function x 7→ lδ(x), T1,1→ R+ has connected level sets,
that the value of the series depends only on the length of lδ. It is actually more
convenient to think of the torus T as being an (embedded) convex subsurface of
a closed surface 6g,n . The inclusion i : T → M induces a faithful representation
of the mapping class group of T in the mapping class group of M . The advantage
of this approach is that one can twist along closed geodesics in M that are not
contained in i(T ) and as such vary the length of the boundary curve lδ.

The main technical result, on which our proof hinges, is this:

Theorem 2. Let T ⊂ 6g,n be an embedded convex subsurface and let MCG∗(T )
denote the image of the mapping class group of T in the mapping class group of
6g,n . Let µ⊂6g,n be a simple closed geodesic with t (µ) the associated Fenchel–
Nielsen vector field then the series

dQ.t (µ)=
∑

[g]∈MCG∗(T )

d([g].(α∨β)).t (µ)

converges absolutely and its sum vanishes.

We use the following corollary of his formula, also due to Wolpert [1983a], to
prove absolute convergence (Section 7)

|dlµ1 .t (µ2)| ≤
∑

x∈µ1∩µ2

1= card(µ1 ∩µ2) := i(µ1, µ2).

where i(µ1, µ2) is the geometric intersection number.

Value of the series. The vanishing of dP is one of two parts of the proof of the
Theorem 1 the other being the determination of the value of the series at some
point. This value is shown to be 3π/2 in [McShane 2004] for any point in the
Teichmüller space of the punctured torus, that is when `δ = 0. It is worth note that
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the usual heuristic of setting `γ = 0, the result of which is π/2, gives an incorrect
value.

Remark. The original motivation for this work was to extend the formula to spaces
of representations of surface groups in Lie groups other than SL(2,R) for which
Goldman has established analogues of the above variational formula in [Goldman
1984]. For example it is not hard to show that our method works in the case of
SL(2,C), see [Series 2001] or [Goldman 2004] for a discussion of the formula
in this case. Though our method should in principle give results in this direction
in certain special cases (in Section 9 we explain why it appears to break down
irretrievably in general), we note that identities have subsequently been established
[Labourie and Mcshane 2006] using a different method. Bowditch’s method has
been extended to treat many other cases in [Zhang et al. 2004a; 2004b; 2005].

2. Another divergent series

Let M be a one-holed torus. The fundamental group of M is freely generated by
two loops γ1, γ2 that meet in a single point and such that their commutator is a loop,
δ, around the hole. Denote by T1(lδ) the Teichmüller space of M . The mapping
class group, MCG, is defined to be the group of orientation preserving diffeomor-
phisms fixing the boundary pointwise up to isotopy π0(Diffeo+(M, ∂M)).

Let M∗ be a punctured torus. By the work of Nielsen and Mangel,

π0(Diffeo(M∗))∼= Aut(π1)/Inn(π1)∼= GL2(Z).

The mapping class group has index 2 in π0(Diffeo(M∗)) and so is isomorphic to
SL2(Z). Three (conjugacy classes of) elements of SL2(Z) are of interest to us:

J =
(
−1 0

0 −1

)
, T =

(
1 1
0 1

)
, Q =

(
0 −1
1 0

)
.

Under the Nielsen–Mangel isomorphism, the elliptic involution goes to J and
there is a (primitive) Dehn twist that goes to T . Let MCG∗ denote the mapping
class group modulo its center. From work of Ivanov, for instance, we know that
the canonical action of MCG∗ on Teichmüller space is effective and that, for a
punctured torus, the center of the mapping class group is generated by the elliptic
involution. The center of the mapping class group of the holed torus MCG is
generated by a half Dehn twist round the boundary curve δ and the quotient is
isomorphic to MCG∗.

We write [g] ∈ MCG∗ for the mapping class of an orientation preserving dif-
feomorphism g. Let α ∈ π1, α 6= 1 be a closed loop and let [α] denote its free
homotopy class, or equivalently its π1 conjugacy class. If g, g′ ∈ [g], [g] ∈MCG∗

and α, α′ ∈ π1 are freely homotopic then g(α), g′(α) are freely homotopic, that
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is, [g(α)] = [g(α′)] = [g′(α′)]; hence MCG∗ admits an action on the set of free
homotopy classes of closed curves,

([g], [α]) 7→ [g(α)].

If M is negatively curved then for each nonperipheral loop α 6= 1 there is a unique
closed geodesic representing its free homotopy class, which we shall also denote
by [α]. By identifying a closed geodesic with its free homotopy class we may say
that the mapping class group acts on the set of closed geodesics. The set of simple
closed loops is invariant under diffeomorphism and so the set of simple closed
geodesics geodesics, G0, is MCG∗-invariant.

For α 6= 1, let `α denote the length of the closed geodesic [α] with respect to
the metric on M .

Let α, β be a pair of oriented simple closed loops on M meeting in exactly one
point. The associated closed geodesics [α], [β] are simple and meet in a single
point; let α∨β denote the signed angle between them (see Section 4 for a precise
definition). Now α, β freely generate π1(M); the only automorphism that simul-
taneously fixes them is the trivial automorphism. The elliptic involution reverses
orientations for each of α, β and so the automorphism of π1(M) that it induces does
not fix the corresponding pair of elements. Since MCG∗ is a quotient of the group of
automorphisms of π1(M), the stabiliser of ([α], [β]) in MCG∗ is trivial. Moreover,
since each g ∈ MCG∗ is a homeomorphism, the pair of geodesics [g(α)], [g(β)]
again meet in a single point, so

[g].(α∨β) := g(α)∨ g(β)

is well defined and the sign is preserved since g preserves the orientation. After
possibly exchanging α, β we can suppose that [g] .(α∨β) > 0 for all g ∈MCG∗.

Consider the formal series

Q=
∑

[g]∈MCG∗

[g] .(α∨β).

We determine its “sum” using a coset decomposition and hyperbolic geometry:

Step I. Let γ be a simple closed curve in a one-holed torus and let Tγ be the Dehn
twist along γ . Observe that MCG∗ acts transitively on G0 and the stabiliser of
γ ∈ G0 is precisely 〈Tγ 〉, so the map MCG∗/〈Tγ 〉 → G0 defined by

[h] 7→ [h(γ )]

is a bijection. We rewrite Q as a sum running over the set of coset representatives
MCG∗/〈Tγ 〉 for γ satisfying

[β] = [Tγ (α)](4)
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(see Section 4). We obtain

Q=
∑

[h]∈MCG∗/〈Tγ 〉

(∑
n∈Z

[h ◦ T n
γ ].(α∨ Tγ (α))

)

=

∑
[h]∈MCG∗/〈Tγ 〉

(∑
n∈Z

[T n
h(γ )].(h(α)∨ Th(γ )) ◦ h(α)

)

=

∑
γ ′∈G0

(∑
n∈Z

T n
γ ′(α

′)∨ T n+1
γ ′ (α′)

)
,

where the outer sum is over all oriented simple closed geodesics G0 and α′ is any
simple closed geodesic that meets γ ′ exactly once. The passage from the first to
the second line is justified by the equation

h ◦ Tγ ◦ h−1
= Th(γ ).

Step II. We evaluate the inner sum over Z using the following result, the proof of
which is postponed to the end of the next section. (For the notion of Weierstrass
points, see page 470.)

Lemma 2.1. For each γ ′, there exists a (Weierstrass) point w ∈ M , such that for
all i > 0

[T i−1
γ ′ (α

′)] ∩ [T i
γ ′(α

′)] = {w}.

Using the existence of such a w, by induction one obtains, for all m < n,∑
m<i≤n

T i−1
γ ′ (α

′)∨ T i
γ ′(α

′)= T m
γ ′ (α

′)∨ T n
γ ′(α

′).

Moreover, there exist complete simple geodesics γ−∞, γ+∞ passing through w
and spiraling to γ ′ such that T n

γ ′(α
′)→ γ±∞ as n→±∞, where the convergence

is uniform on compact sets of M . In particular,

γ−∞ ∨ γ+∞ := lim
m,n→∞

T n
γ ′(α

′)∨ T n
γ ′(α

′).

is well defined. The inner sum telescopes over n and one obtains∑
n∈Z

T n
γ ′(α

′)∨ T n+1
γ ′ (α′)= γ−∞ ∨ γ+∞.

A calculation, which we carry out in Section 8, shows that

(5) γ−∞ ∨ γ+∞ = π − 2 arctan
cosh(lδ/4)
sinh(lγ ′/2)

.
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Step III. We show that Q is constant using a different coset decomposition. There
is an element q ∈ MCG∗ of order 2, corresponding to the image of the matrix
Q ∈ SL2(Z) in PSL2(Z), such that

q(α)= β, q(β)= α−1.

For any [g] ∈ MCG∗, the images [g(α)] and [g(α)−1
] determine the same undi-

rected geodesic, so

g(α)∨ g(β)+ g(β)∨ g(α−1)= π.

Rewriting Q as a sum over cosets of MCG∗/〈q〉, one obtains

(6) Q=
∑

g∈MCG∗/〈q〉

[g].(α∨β)+ [g].(β ∨α−1)=
∑

MCG∗/〈q〉

π

Although this last identity clearly implies that our series is divergent, it also
suggests that the variation of Q vanishes when viewed as a 1-form on Teichmüller
space. Under the hypothesis of absolute convergence, one expects that a suitable
regularization defines a constant function. Here the regularization that works is

P : x 7→
∑
γ

2 arctan
cosh(lδ(x)/4)
sinh(lγ (x)/2)

, T1(lδ)→ R.

From their expansions as infinite series, we have

dP= dQ=
∑
[g]

d([g].(α∨β)).

Absolute convergence (Theorem 2) allows one to pair off terms as in (6) above:

d
(
[g].(α∨β)+ [g].(β ∨α−1)

)
.t (µ)= 0,

so the sum for dQ.t (µ) vanishes identically. Since Teichmüller space is connected,
P is constant.

3. Markoff triples

For completeness we present a brief review of the theory of the representation
variety of a free group on two generators, define a topological Markoff triple and
describe the relationship with the elliptic involution. See [Goldman 2003] for back-
ground.

To each x ∈T1(lδ) one associates ρx ∈Hom(π1,SL2(R)), a discrete irreducible
representation of π1 such that the surface M with its metric is isometric to H2/ρx .
Strictly speaking, a point x determines a representation into PSL2(R), but since the
surface is uniformized by a discrete torsion-free fuchsian group, we may lift into
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SL2(R). The advantage of working in the latter is that the trace provides a natural
map.

For any ρx ∈ [ρx ] the length of the geodesic [γ ] on the surface determined by x
satisfies

2 cosh
lγ (x)

2
= |tr ρx(γ )|,

for any γ ∈ [γ ]; thus traces of matrices and length functions of geodesics are
“interchangeable”.

Fix a topological Markoff triple, that is, a triple of simple loops γ1, γ2, γ3 such
that

(1) the pairwise intersections {[γi ] ∩ [γ j ], i 6= j} form a triple of distinct points,

(2) the loops γ1, γ2 freely generate π1(M, γ1 ∩ γ2).

(3) γ3 = γ
−1
1 γ2, and

(4) the commutator δ = γ1γ2γ
−1
1 γ−1

2 represents a loop freely homotopic to the
boundary curve of M , which we also denote by δ.

The trace map is defined to be

ρ 7→ (tr ρ(γ1), tr ρ(γ2), tr ρ(γ3)), Hom(π1,SL2(R))→ R3.

It is not difficult, by finding explicit matrices for ρ(γ1), ρ(γ2), to show this map is
surjective. Observe that SL2(R) acts by conjugation on

Hom(π1,SL2(R))

and the trace map is clearly constant on the orbit [ρ] of the representation ρ; we
write Hom(π1,SL2(R))/SL2(R) for the space of orbits. Clearly the trace map in-
duces a map, which we will still call the trace map, on Hom(π1,SL2(R))/SL2(R).

A diffeomorphism h of M acts on π1(M) on the left by the automorphism h∗, so
h acts on the left on the representation variety by (h, ρ) 7→ ρ ◦h−1

∗
. If h is isotopic

to the identity then h−1
∗
= iγ for some γ ∈ π1, i.e., h−1

∗
is an inner automorphism,

and so [ρ◦h−1
∗
]= [ρ] for all ρ. From this we see that [ρ◦h−1

∗
] depends only on the

coset it determines modulo the group of isotopies, that is, only on its mapping class
[h]. Thus one obtains a representation of MCG∗ as a group acting on R3. A more
explicit description of the action of MCG∗ on R3 can be given by noting that MCG∗

is isomorphic to PSL2(Z) and that PSL2(Z) splits as the free product Z/2Z∗Z/3Z.
The generator of Z/3Z acts by cyclic permutation on the coordinates xi whilst,
using the trace relations in SL2(R), the generator of Z/2Z acts by a quadratic
reflection

(x1, x2, x3) 7→ (x2, x1, x1x2− x3).
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A calculation using the generators shows that the so-called Markoff cubic

κ(x1, x2, x3)= x2
1 + x2

2 + x2
3 − x1x2x3

is an invariant function for this action. Geometrically this is a consequence of
the fact that every automorphism of the free group preserves the conjugacy class
[δ] = [γ1γ2γ

−1
1 γ−1

2 ] and, by the trace relations, we have

κ(tr ρ(γ1), tr ρ(γ2), tr ρ(γ3))= tr ρ(δ)+ 2=−2 cosh(lδ/2)+ 2.

One identifies the component of the level set κ = −2 cosh(lδ/2)+ 2 contained in
X ={x1, x2, x3> 2} with the Teichmüller space T1(lδ) [Wolpert 1983a]. It follows
that every function on T1(lδ) can be expressed as a function of the lengths of the
γi ; we shall give an explicit expression for α∨β in the next section.

Using the generators above, it is easy to check that the set X = {x1, x2, x3 > 2}
is invariant under the PSL2(Z)-action and, moreover, the action is effective and
properly discontinuous on X . The Bass–Serre tree of PSL2(Z) is isomorphic to the
infinite (regular) trivalent tree and so any orbit of the PSL2(Z)-action can be given
the structure of a tree in the obvious way; this is the generalized (real) Markoff
tree. The classical Markoff tree has vertices the integer solutions of

κ(x1, x2, x3)= 0, x1, x2, x3 > 2.

(The integer solutions to the Markoff equation above form a single PSL2(Z) orbit).

Observations about Markoff triples. Given a configuration of loops γ ′i ∈ [γ
′

i ] sat-
isfying the four conditions above, there is an obvious automorphism of π1 that
takes γi to γ ′i , and this automorphism is f∗ for some diffeomorphism f . So the
Markoff tree enumerates the configurations that appear in the formal series Q.

Also note that for simple loops γ1, γ2, γ3, we have γ3 = γ
−1
1 γ2 if and only if

Tγ3(γ1)= γ2, and this is none other than the condition (4).

Markoff triples and Weierstrass points. It is well known that M always admits an
isometry J corresponding to the central element of MCG∗ and that the quotient
M/J is an orbifold: a disk with three cone points, one for each of the fixed points
of J . Unoriented simple geodesics are invariant for this involution and it is easy
to see that the three intersection points of a Markoff triple of geodesics [γi ]∩ [γ j ],
i 6= j , coincide with the fixed points of J . The fixed points of J are Weierstrass
points.

Proof of Lemma 2.1. Let w be the Weierstrass point not on γ3. For each i ,
T i
γ3
(γ1), T i+1

γ3
(γ1) both intersect Tγ3(γ3) = γ3 exactly once. So these three curves

form a Markoff triple and T i
γ3
(γ1)∩ T i+1

γ3
(γ1) is exactly the Weierstrass point not

on γ3. �
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4. Signed angles

We now define the signed angle between two geodesics at an intersection (compare
[Kerckhoff 1983; Series 2001; Jorgensen 2000] for a discussion of signed complex
lengths in general.) Subsequently we find an explicit expression in terms of lengths
of geodesics and study its behaviour on Teichmüller space.

Definition. Let α 6= β be a pair of oriented geodesics in H2 meeting in at a point
x . There is a well defined signed angle between α, β at x ; this is a function from
ordered pairs of oriented geodesics to ]−π, π[:

(α, β) 7→ α∨x β.

One way to define α∨β is to work in the disc model for H2. After conjugating we
may assume

α = (−1, 1), β = (−eiθ , eiθ )

for some θ ∈ ]−π, π[, so α∩β = {0}. Now z 7→ eiθ z is the unique rotation fixing
0 and taking 1 to eiθ and hence α (oriented in the direction from −1 to 1) to β
(oriented in the direction from −eiθ to eiθ .) Set α∨x β = θ .

For a pair of geodesics [α] 6= [β]meeting at a point x in a surface M one defines
the signed angle at x by lifting to H2. When [α] 6= [β] meet at a single point x in
the surface we shall omit x and use simply α∨β to denote this angle.

Computation of the signed angle. Let [α], [β] be a pair of simple closed geodesics
meeting in a single point x ∈ M . For completeness, we show how to calculate the
angle α∨β in terms of lα, lβ and the length of the boundary lδ (compare [Wolpert
1983a; 1983b]). Let γ =αβ−1

∈π1(M, x); from the preceding section [α], [β], [γ ]
is a Markoff triple of geodesic and the pairwise intersections are the Weierstrass
points. The quotient of [α] ∪ [β] ∪ [γ ] is an embedded geodesic triangle on M/J
with vertices at the three cone points. Its side lengths are lα/2, lβ/2, lγ /2, and the
(hyperbolic) cosine rule yields

cosh(lγ /2)= cosh(lα/2) cosh(lβ/2)− sinh(lα/2) sinh(lβ/2) cos(α∨β),(7)

so that

(8) α∨β = arccos
cosh(lα/2) cosh(lβ/2)− cosh(lγ /2)

sinh(lα/2) sinh(lβ/2)
.

One sees immediately that α∨β is continuous on Teichmüller space.
Finally we derive another expression for α∨β, which will be useful in the proof

of Theorem 2. Replacing in the Markoff cubic using (7) one obtains

(9) sinh2(lα/2) sinh2(lβ/2) sin2(α∨β)= cosh2(lδ/4),
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where δ is the boundary geodesic. If, α∨β ∈ ]0, π/2[, then

(10) α∨β = arcsin
cosh(lδ/4)

sinh(lα/2) sinh(lβ/2)
.

Remark. Another way of thinking of the relation (9) is as a hyperbolic version of
the usual formula for the area of a euclidean torus:

2lαlβ sin(α∨β)= area of torus,

where α, β are closed Euclidean geodesics meeting in a single point with angle
α∨β.

The reader is left to check that, unfortunately, the analogous series for the vari-
ation of the Euclidean angles does not converge absolutely, so we obtain no new
identity on the moduli space of Euclidean structures.

5. Differentiability

We now study the regularity of α∨β as we vary the surface over Teichmüller space.
It is well known [Abikoff 1980] that for any closed geodesic γ the function

x 7→ lγ (x),T1(lδ)→ R+

is differentiable and even real analytic. It is not difficult to see from (8) that α∨β
is also real analytic.

From the expression (10) for the angle obtained above, we have

d(α∨β)= cosh(lδ/4)
coth(lα/2) dlα + coth(lβ/2) dlβ

4
(
sinh2(lα/2) sinh2(lβ/2)− cosh2(lδ/4)

)1/2 ,

provided |α∨β| 6= π/2 (by equation (9)) — in other words, this equality holds on
the complement of the subset where |α∨β| attains its maximum. On this critical set
the numerator coth(lα/2) dlα + coth(lβ/2) dlβ vanishes and (it is left to the reader
to check that) the right-hand side defines a form which extends by continuity to
the whole of Teichmüller space.

6. The length spectrum of simple geodesics

We prove two lemmata used in the proof of Theorem 2 in the next section. For a
discussion of length spectra in general see [Schmutz Schaller 1998].

Notation. Sections 4 and 6 deal with lengths of geodesics, and the mapping class
group will not figure explicitly. To make this clear we set

B+ :=MCG∗.(α, β).
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Let Mg,n be a hyperbolic surface of genus g with n punctures and x the corre-
sponding point in the moduli space. Let G0 be the set of all simple closed geodesics.
Define the simple length spectrum, denoted by σ0(x)⊂R+, to be the set {lγ , γ ∈G0}

counted with multiplicities. It is more useful to think in terms of the associated
counting function

N (G0, t) := card{[γ ] ∈ G0, lγ (x) < t}.

There are two important features of the simple length spectrum:

(1) The infimum over all lengths lγ (x) of all closed geodesics is strictly positive
and attained for a simple closed geodesic, the systole sys x . We shall also
denote by sys x the length of this geodesic.

(2) σ0(M) is discrete, that is N (G0, t) is finite for all t ≥ 0, and moreover has
polynomial growth, specifically

N (G0, t)≤ At6g−6+2n

for some A = A(x) > 0 [Rivin 2001; Rees 1981].

Lemma 6.1. Let x ∈M1(lδ). For all t > 0 there exists N = N (t, x) > 0 such that
the inequality

sinh(lα(x)/2) sinh(lβ(x)/2)≥ t,

holds for all but N pairs (α, β) ∈ B+.

Proof. The quantity sinh(lα/2) sinh(lβ/2) is at least

1
2

(
sinh

(1
2 lα
)

sinh
( 1

2 sys x
)
+ sinh

( 1
2 sys x

)
sinh

( 1
2 lβ
))
≥

1
2

(
lα + lβ

)
sinh

(1
2 sys x

)
.

The lemma follows by the discreteness of the length spectrum. �

The Collar Lemma. Useful information about the length spectrum can be obtained
from the Collar Lemma [Buser 1992, Chapter 4]. Given a closed simple geodesic
µ there is an embedded collar (regular tubular neighbourhood of µ) such that

(width of collar round µ)≥ w(lµ),

for w(s) := 2 arcsinh(1/ sinh(s/2)). One bounds from below the length of any
closed geodesic γ such that γ ∩µ 6=∅ by the intersection number times the width
the collar round µ, that is,

(11) i(γ, µ)≤
lγ

w(lµ)
,

where i(γ, µ) := card(γ ∩µ) is the geometric intersection number.
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7. Bounding the variation of Q: proof of Theorem 2

Fix a metric on M , let x ∈M1(lδ) be the corresponding point in the moduli space,
and fix a closed simple geodesic µ.

Claim. There exists K = K (sys x, lµ, lδ) such that

∑
B+
|d(α∨β).t (µ)| ≤ K

( ∑
γ∈G0

lγ e−lγ /2
)2

.

Convergence follows since the simple length spectrum grows polynomially.

Proof of Claim. We start with the formula obtained for α∨β in Section 3:

d(α∨β)= cosh r
coth a da+ coth b db

(sinh2 a sinh2 b− cosh r)1/2
,

where we have set, to simplify notation,

a = lα/2, b = lβ/2, r = lδ/4.

For the geodesic µ Wolpert’s corollary gives

∣∣d(α∨β).t (µ)∣∣ ≤ ∣∣∣∣∣ cosh r
(
i(α, µ) coth a+ i(β, µ) coth b

)
sinh a sinh b (sinh2 a sinh2 b− cosh2 r)1/2

∣∣∣∣∣ .
Firstly, note that coth a, coth b≤coth( 1

2 sys x) since a, b≥ sys x/2. Secondly, re-
placing for i(α, µ), i(β, µ) using (11) above we obtain the following upper bound
for the variation:

cosh(r) coth(sys x/2)
w(lµ)

×
lα + lβ

(sinh2(a) sinh2(b)− cosh2(r))1/2
.

Note that the leading factor does not depend on lα, lβ .
Thirdly, by Lemma 6.1 for all but finitely many pairs (α, β) in B+ one has

sinh2 a sinh2 b− cosh2 r ≥ 1
2 sinh2 a sinh2 b ≥ 1

8 exp(a+ b).

Finally, the sum over all the configurations satisfies∑
B+
(lα + lβ)e−

1
2 (lα+lβ ) ≤

2
sys x

(∑
α

lαe−lα/2
)

2,

since
2

sys x
lαlβ ≥ lα + lβ .

The claim follows immediately, and with it Theorem 2. �
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8. Calculation of the term in Theorem 1

As promised in Section 2 we now derive the formula (5). We pick up at the end of
step two Section 2 and adopt the same notation. In particular, we have a geodesic
γ ′, a Weierstrass point w not on γ ′ and a pair of simple geodesics γ± spiralling to
γ ′. We lift to H2 and use hyperbolic trigonometry to do the calculation (Figure 1).

γ−∞ γ+∞
ŵ

θw

ŵ′
c+c−

γ̂′

Figure 1. The triangle in H2 used to calculate γ−∞ ∨ γ+∞.

Let γ̂ ′ be a lift of γ ′ to H2 with endpoints c−, c+ in ∂H2. For a point ŵ ∈ H2,
let ŵ′ ∈ γ̂ denote the nearest point to ŵ on γ̂ ′; we write |ŵ′ŵ| for the hyperbolic
distance from ŵ to ŵ′. The triangle ŵ′ŵc+ is a hyperbolic triangle with a right
angle at ŵ′ and an angle θŵ at ŵ. Trigonometry yields (see [Buser 1992, Theorem
2.2.2(iv)])

cot(θŵ)= sinh(|ŵ′ŵ|).(12)

Note that the side opposite ŵ has infinite length but the passage to the limit in the
formula (iv) is valid.

We now choose ŵ to be a lift of the Weierstrass point w such that ŵ′ŵ projects
to a simple arc on the surface. The geodesic ŵc+ projects to a simple geodesic on
the surface that spirals to γ ′ and, without loss of generality, we may assume that
this is γ+∞. Likewise the projection of ŵc− is simple and spirals to γ ′ so this
must be γ−∞. It follows from this that

|γ−∞ ∨ γ+∞| = 2θŵ.

It only remains to express the quantity |ŵ′ŵ| in terms of the lengths `δ, `γ .
Note first that this quantity is the distance from w to γ ′. Now cut along γ ′ to
obtain a pair of pants P . The Weierstrass pointw is now the midpoint of the unique
simple common perpendicular, labelledw′w′′ in Figure 2, running between the two
boundary components of the pants corresponding to γ ′. By further cutting along
common perpendiculars (see Figure 2) one obtains four congruent right angled
pentagons; we shall work with the pentagon whose vertices are labelled abcw′w.
There are three sides of this pentagon that concern us. The side labelled ww′

has length |ŵ′ŵ|, the side adjacent, labelled w′c, has length `γ ′/2 and the side
“opposite” this pair, labelled ab, has length `δ/4. The lengths of these three sides
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w
w′w′′

a

bc

δ

γ′ γ′

Figure 2. A torus cut along a geodesic γ ′ to obtain a pair of pants.
The pants has been subdivided into four congruent pentagons.

are related by (see [Buser 1992])

sinh(|ŵŵ′|) sinh(`γ ′/2)= cosh(`δ/4)(13)

so that, replacing in (12), one has

cot( 1
2 |γ
−∞
∨ γ+∞|)= cot(θŵ)=

cosh(`δ/4)
sinh(`γ ′/2)

.

This is equivalent to (5).
It is amusing, as an afterthought, to note that the relation (13) can be deduced

from (9) in Section 4. One reglues the pants P to obtain a holed torus such that
the endpoints of the common perpendicular w′, w′′ are identified. In this way one
obtains a holed torus with a simple closed geodesic α′ which meets γ ′ perpendic-
ularly in a single point. The formula (9) applies with α = α′, β = γ ′ and, noting
that γ ′ ∨α′ = π/2, yields (13).

9. When the method breaks down

The curious reader might wonder why we do not give a proof of the original identity
using this method. We explain here how our method breaks down in general.

One can consider an analogous series which is roughly speaking the sum of all
of Penner’s h-lengths. Recall that the h-lengths are the lengths of the connected
components (horocyclic arcs) obtained when one removes the intersection with
the edges of an ideal triangulation from the horocycles; see [Penner 1987] for a
details. In the case of the punctured torus there are three h-lengths satisfying a
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α̂n β̂α̂∞
Ĥ

γ̂ θa

θb

Figure 3. A choice of lifts of α∞, β, γ to H2, and the angles θa, θb.

single relation and these can be identified with the quantities a/bc, b/ac, c/ab
arising in the discussion of Bowditch’s method in the introduction.

Every punctured torus contains a cusp region X of area 2, the boundary is an
embedded topological circle H . We choose once and for all an orientation for
this circle. Let α be a simple directed bicuspidal geodesic; it meets H in exactly
two points a−, a+ joining a− to a+. If α, β are a pair of disjoint simple directed
bicuspidal geodesics then define the directed h-coordinate α∨hβ to be the distance
along the oriented curve H from a− to b−. Using the elliptic involution one sees
that replacing a− by a+ and b− by b+ one gets the same number.

For any pair of disjoint simple directed bicuspidal geodesics one also has the
identity

β ∨h α+α∨h β = 2

since the length of H is 2. The mapping class group acts on pairs of disjoint
simple directed bicuspidal geodesics and there are exactly two orbits. For any pair
of disjoint simple directed bicuspidal geodesics α, β there is exactly one closed
simple geodesic that meets each of α, β exactly once. After choosing orientations
appropriately we may assume β is the image of α under the Dehn twist Tγ . One
checks that the sum ∑

n∈Z

T n
γ (α)∨ T n+1

γ (α)

converges to 1− 1/(1+ e`γ ).
What goes wrong is the following.
Let β ′ denote the unique closed simple geodesic disjoint from β and Tβ ′ the cor-

responding Dehn twist. The geodesics β ′ and α meet (exactly once) and consider
the associated sequence of directed geodesics T n

β ′(α), n > 0. Let a−n ∈ H denote
the corresponding sequence of points realising the value of T n

β ′(α)∨h β. There is
a geodesic α∞ asymptotic to β with a single endpoint up the cusp such that a−n
tends to the intersection a∞ = α∞ ∩ H as n→∞. Note that a∞ 6= β−.
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Now choose another simple closed geodesic γ 6=β; note that these two geodesics
must meet at least once. For large n value of d(T n

β ′(α)∨h β).τγ is bounded below
by | cos(θa)− cos(θb) | where θa is the angle between a lift of α∞ to H2 and the
first lift of γ that it meets and θb the angle between a lift of β and the first lift of
γ that it meets (see figure) . One sees in this way that the corresponding series for
the variation does not converge since terms do not tend to 0.

Note that this reasoning fails in the case considered in the text. This is because if
α′, β ′ are simple closed geodesics which meet in a single point then T n

β ′(α
′)∨β ′→0

as n→∞; see [McShane 2004] for details.
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ON THE GEOMETRIC AND THE ALGEBRAIC RANK OF
GRAPH MANIFOLDS

JENNIFER SCHULTENS AND RICHARD WEIDMANN

For any n ∈N we construct graph manifolds of genus 4n whose fundamental
group is 3n-generated.

1. introduction

A Heegaard surface of an orientable closed 3-manifold M is an embedded ori-
entable surface S such that M − S consists of 2 handlebodies V1 and V2. This
decomposition of M is called a Heegaard splitting and denoted by M = V1∪S V2.
We say that the splitting is of genus g if S is of genus g. It is not difficult to see
that any orientable closed 3-manifold admits a Heegaard splitting. If M admits a
Heegaard splitting of genus g but no Heegaard splitting of smaller genus then we
say that M has Heegaard genus g and write g(M)= g.

Clearly any curve in a handlebody can be homotoped to its boundary. It follows
that for any Heegaard splitting M = V1∪S V2 every curve in M can be homotoped
into V1. Thus the map induced by the inclusion of V1 into M maps a generating set
of π1(V1) to a generating set of π1(M). Since π1(V1) is generated by g elements,
π1(M) is also generated by g elements. Thus g(M)≥ r(M), where r(M) denotes
the minimal number of generators of π1(M). Sometimes we will refer to g(M) as
the geometric rank and to r(M) as the algebraic rank of M .

F. Waldhausen [1978] asked whether the converse inequality also holds: is
g(M) = r(M)? A positive answer would have implied the Poincaré conjecture.
First counterexamples however were found by M. Boileau and H. Zieschang [1984].
These examples were Seifert fibered manifolds with g(M)= 3 and r(M)= 2. The
work of Y. Moriah and J. Schultens [1998] further shows that this class extends
to higher-genus examples: Seifert manifolds with g(M) = n + 1 and r(M) = n.
In [Weidmann 2003] a class of graph manifolds was found for which g(M) = 3
and r(M) = 2. The original Boileau–Zieschang examples can be interpreted as a
special case of these graph manifolds.

Schultens was supported in part by NSF Grants #0203680 and #0603736. Both authors were sup-
ported by the Max-Planck-Institut für Mathematik, Bonn, Germany.
MSC2000: primary 54C40, 14E20; secondary 46E25, 20C20.
Keywords: 3-manifolds, rank, Heegaard genus, graph manifold.
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We here show how the phenomenon observed in [Weidmann 2003] generalizes
and how it can occur multiple times within a single graph manifold. This yields
graph manifolds where the difference between the algebraic and the geometric rank
is arbitrarily high.

We wish to thank the referee for an insightful reading of our manuscript and for
numerous helpful comments.

2. Formulation of the main results

Let M be a closed graph manifold. We will always assume that M comes equipped
with its characteristic tori T=TM and a fixed Seifert fibration on every component
of M −T. Recall that the Seifert fibrations are unique up to isotopy except for
components homeomorphic to Q, the Seifert space with base orbifold the disk
with two cone points of order 2. The space Q can also be fibered as the orientable
circle bundle over the Möbius band. We will refer to the components of M −T

as the Seifert pieces of M . The Seifert pieces of M are up to isotopy precisely the
maximal Seifert submanifolds of M . We will mostly work with totally orientable
graph manifolds, that is, orientable graph manifolds whose Seifert pieces have
orientable base orbifold. This makes the Seifert fibrations unique up to isotopy on
all Seifert pieces.

Let N be a Seifert piece of M . Denote the fiber of N by f . Let T1, . . . , Tn be
the boundary components of N and let γi ⊂ Ti be the curve corresponding to the
fiber of that Seifert piece L i which is reached by travelling from N transversely
through Ti . Note that we possibly have N = L i . The maximality of the Seifert
piece N guarantees that for all i the intersection number of f with γi does not
vanish.

We then define N̂ to be the manifold N (γ1, . . . , γn) obtained from N by per-
forming a Dehn filling with slope γi at each boundary component Ti . It is clear
that the Seifert fibration of N can be extended to a Seifert fibration of N̂ as f has
nontrivial intersection number with all γi .

In the following we will denote the base orbifold of a Seifert piece N by O(N ).
We will denote an orbifold by its topological type with a list of the orders of cone
points, where∞ stands for a boundary component. We will denote the disc by D,
the sphere by S2, the annulus by A, the orientable surface of genus g, for g > 0,
by Fg and the projective plane by P2.

Theorem 1. Let M be a closed graph manifold consisting of two Seifert pieces N1

and N2 glued along T , where O(N1)= Fg(r,∞), O(N2)= D(p, q) with (p, q)= 1
and min(p, q) ≤ 2g+ 1 such that the intersection number of the fibers of N1 and
N2 equals 1.
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Then π1(M) is generated by 2g+ 1 elements. Furthermore if M admits a Hee-
gaard splitting of genus 2g+ 1 then one of the following holds:

(1) N2 is the exterior of a s-bridge knot with s ≤ 2g + 1 and the fiber of N1 is
identified with the meridian of N2, that is, N̂2 = S3.

(2) N̂1 admits a horizontal Heegaard splitting of genus 2g.

(Conversely, M has a Heegaard splitting of genus 2g + 1 if (1) or (2) is satis-
fied. This splitting is vertical in N1 and pseudohorizontal in N2 in case (1) and
pseudohorizontal in N1 and vertical in N2 in case (2). This follows from the proof
of Theorem 1.)

1 q 5
q 9

q 4

Figure 1. A graph manifold with 5-generated fundamental group.

We will further see that all manifolds of this type admit a Heegaard splitting
of genus 2g+ 2. Furthermore, most of these manifolds do not admit a Heegaard
splitting of genus 2g+ 1 as for any given pair of such manifolds N1 and N2 there
are at most three gluing maps that yield a graph manifold of genus 2g+1. It is also
possible to show that π1(M) cannot be generated by less than 2g+1 elements, but
the argument is complicated.

A careful analysis of these examples shows that the phenomenon is of a local
nature, it can therefore be reproduced multiple times within a graph manifold with
a more complex underlying graph. Hence:

Theorem 2. For any n ∈ N there exists a graph manifold Mn with 3n-generated
fundamental group that has Heegaard genus at least 4n.

This paper is organized as follows. In Section 3 we review the structure theorem
for Heegaard splittings of totally orientable graph manifolds as proven in [Schul-
tens 2004]. Then we study in more detail how Heegaard surfaces can intersect the
Seifert pieces that are the building blocks of our examples. In Sections 5 and 6 we
give the proofs of Theorems 1 and 2. We conclude by describing a class orientable
Seifert manifolds with 2n-generated fundamental group which we believe to be of
Heegaard genus 3n. However, these manifolds are not totally orientable.
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3. Heegaard splittings of totally orientable graph manifolds

A graph manifold M is totally orientable if M is orientable and every Seifert piece
N of M fibers over an orientable base space. In [Schultens 2004] it is shown that
the Heegaard splittings of totally orientable graph manifolds have a structure that
can be completely described. To do so, one considers a decomposition of M into
edge manifolds and vertex manifolds. The edge manifolds are the submanifolds
of the form T × I , where T is one of the characteristic tori, T, of M . The vertex
manifolds are the components of the complement of the edge manifolds. Note that
each vertex manifold is homeomorphic to a component of M −T.

Heegaard splittings themselves are rather unwieldy. Instead we work with the
surfaces arising in what is called a “strongly irreducible untelescoping” of a Hee-
gaard splitting. We use the terms pseudohorizontal, horizontal, pseudovertical and
vertical to describe the possible structure for the restriction of such a surface to
the vertex manifolds. The restriction of such a surface to the edge manifolds takes
three possible forms. It too plays a nontrivial role in the structure of the Heegaard
splitting of a graph manifold.

A two-sided surface F in a 3-manifold M is said to be weakly reducible if there
are disjoint essential curves a, b in F that bound disks Da, Db whose interior is
disjoint from F and such that near their boundary Da, Db lie on opposite sides of
F . A two-sided surface F in a 3-manifold M is said to be strongly irreducible if it
is not weakly reducible.

Heegaard splittings correspond to handle decompositions. Given a 3-manifold
M and a decomposition M = V ∪S W into two handlebodies, one handlebody, say
V , provides the 0-handles and 1-handles and the other, W , provides the 2-handles
and 3-handles. Without loss of generality, there is only one 0-handle and one 3-
handle. Corresponding to M = V ∪S W we then have a handle decomposition in
which all 1-handles are attached before any of the 2-handles. An untelescoping of
a Heegaard splitting is a rearrangement of the order in which the 1-handles and
2-handles are attached. In the handle decomposition obtained we first attach the
0-handle, then some 1-handles, then some 2-handles, then some 1-handles, then
some 2-handles, etc and finally, the 3-handle. We specify an untelescoping by a
collection of surfaces S1, F1, S2, F2, . . . , Fn−1, Sn . These surfaces are obtained as
follows: S1 is the boundary of the submanifold of M obtained by attaching the 0-
handle and the first batch of 1-handles. F1 is the boundary of the submanifold of M
obtained by attaching the 0-handle, the first batch of 1-handles and the first batch of
2-handles. S2 is the boundary of the submanifold of M obtained by attaching the 0-
handle, the first batch of 1-handles, the first batch of 2-handles and the second batch
of 1-handles. F2 is the boundary of the submanifold of M obtained by attaching
the 0-handle, the first batch of 1-handles, the first batch of 2-handles, the second



ON THE GEOMETRIC AND THE ALGEBRAIC RANK OF GRAPH MANIFOLDS 485

batch of 1-handles and the second batch of 2-handles, and so on. An untelescoping
S1, F1, S2, F2, . . . , Sn is said to be strongly irreducible if each Si is a strongly
irreducible surface in M and each Fi is an incompressible surface in M . Note that
a Heegaard splitting can be considered a trivial untelescoping S. If it is strongly
irreducible, then it is its own strongly irreducible untelescoping.

For the discussion here it will be useful to note that each of the Si and each of the
Fi is separating, and that each pair Si , Fi cobound a submanifold homeomorphic to
Si×I with 2-handles attached to Si×{1}. In particular, χ(Si )<χ(Fi ). Similarly for
Fi and Si+1. The following theorem summarizes the discussion in [Scharlemann
and Thompson 1994], [Scharlemann 2002] and [Scharlemann and Schultens 1999,
Lemma 2].

Theorem 3. Let M be a 3-manifold and M = V ∪S W a Heegaard splitting.
Then M = V ∪S W has a strongly irreducible untelescoping S1, F1, S2, F2, . . . , Sn .
Furthermore,

−χ(S)=
n∑

i=1

(
χ(Fi−1)−χ(Si )

)
.

A surface in a Seifert fibered space is horizontal if it is everywhere transverse
to the fibration. It is pseudohorizontal if it is horizontal away from a fiber e and
intersects a regular neighborhood N (e) of e in an annulus that is a bicollar of e.
(In [Moriah and Schultens 1998] the Heegaard splittings of a Seifert fibered space
with pseudohorizontal splitting surface are called horizontal Heegaard splittings.)

Let F be a surface in a 3-manifold M and α an arc with interior in M\F and
endpoints on F . Let C(α) be a collar of α in M . The boundary of C(α) consists
of an annulus A together with two disks D1, D2, which we may assume to lie in
F . We call the process of replacing F by (F\(D1∪ D2))∪ A performing ambient
1-surgery on F along α.

A surface S in a Seifert fibered space is vertical if it consists of regular fibers.
It is pseudovertical if there is a vertical surface V and a collection of arcs 0 with
interior disjoint from V that projects to an embedded collection of arcs such that
S is obtained from V by ambient 1-surgery along 0.

The definition of a standard Heegaard splitting for a graph manifold is rather
lengthy. Let M be a graph manifold. A strongly irreducible untelescoping S1, F1,

S2, F2, . . . , Sn of a Heegaard splitting M = V ∪S W is standard if it is as follows:

(1) Each Fi intersects each vertex manifold either in a horizontal or in a vertical
surface (or ∅).

(2) Each Fi is either a torus entirely contained in an edge manifold or intersects
an edge manifold in spanning annuli (or ∅);

(3) Each Si intersects each vertex manifold in either a horizontal, pseudohori-
zontal, vertical or pseudovertical surface (or ∅).
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(4)
⋃

i Si intersects each edge manifold Me = (torus) × [0, 1] in one of three
possible ways:

(⋃
i Si
)
∩ Me consists of incompressible annuli; or Si ∩ Me

can be obtained from a collection of incompressible annuli by ambient 1-
surgery along an arc that is isotopic to an embedded arc in the boundary of
the edge manifold; or there is a pair of simple closed curves c, c′ ⊂ (torus)
such that c ∩ c′ consists of a single point p and Si ∩Me is the portion of the
boundary of a collar of c×{0}∪ p×[0, 1]∪c′×{1} that lies in the interior of
Me. Furthermore, each edge manifold must be met by at least one of the Si .

Recall that for each i , Fi and Si are separating. Thus if Fi or Si intersects an
edge manifold Me in spanning annuli, then it must do so in an even number of
spanning annuli. It is a nontrivial fact that if S1, F1, S2, F2, . . . , Sn meets Me in
spanning annuli, then between any two components of Fi ∩ Me there must be at
least two components of either Si ∩Me or Si+1 ∩Me. (This follows, for instance,
by the argument used in the proof of Lemma 12.)

The Heegaard splitting M = V ∪S W is standard if every strongly irreducible
untelescoping S1, F1, S2, F2, . . . , Sn of M = V ∪S W , the union

⋃
i Fi ∪

⋃
i Si can

be isotoped to be standard.
We recall the main theorem in [Schultens 2004], some of whose many conse-

quences we will need.

Theorem 4. Let M = V ∪S W be an irreducible Heegaard splitting of a totally
orientable graph manifold. Then M = V ∪S W is standard.

We assume that M is a totally orientable graph manifold, M = V ∪S W a Hee-
gaard splitting and S1, F1, . . . , Fn−1, Sn a strongly irreducible untelescoping of
M = V ∪S W that is standard. Then:

Fact 1. For N a vertex or edge manifold of M ,∑
i

(
χ(Fi−1 ∩ N )−χ(Si ∩ N )

)
≥ 0.

Fact 2. Suppose e is an edge that abuts v. And suppose Ne, Nv, respectively,
are the edge and vertex manifolds corresponding to e, v, respectively. Further
suppose that

(⋃
i Fi ∪

⋃
i Si
)
∩Nv is vertical and pseudovertical and a component

S̃ of
(⋃

i Si
)
∩ Ne is as in c). Then any annuli in

(⋃
i Fi ∪

⋃
i Si
)
∩ Ne that

are parallel into ∂Nv can be isotoped to lie entirely in Nv. After this isotopy,(⋃
i Fi ∪

⋃
i Si
)
∩ Nv is still vertical and pseudovertical.

Fact 3. Suppose e is an edge that abuts v. And suppose Ne, Nv, respectively, are
the edge and vertex manifolds corresponding to e, v, respectively. Further suppose
that

(⋃
i Fi ∪

⋃
i Si
)
∩ Nv is horizontal or pseudohorizontal. Then

(⋃
i Fi

)
∩ Ne

does not contain a torus.
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Fact 4. Suppose Nv is a vertex manifold and that a component S̃ of
(⋃

i Si
)
∩ Nv

is pseudohorizontal. Then
(⋃

i Fi ∪
⋃

i Si
)
∩ Nv = S̃.

In the proof of the main theorem in [Schultens 2004] the strongly irreducible
generalized Heegaard splitting S1, F1, S2, F2, . . . , Sn is isotoped to be standard.
The first step in doing so involves isotoping

⋃
i Fi so that it intersects the bound-

aries of the edge manifolds in essential curves. After that,
⋃

i Fi remains fixed. We
may assume without loss of generality that the number of components of this inter-
section is minimal. We will always assume that this is the case. As an immediate
consequence we obtain our final fact:

Fact 5. Suppose Ne is an edge manifold. Then each annulus cut out by the inter-
section

(⋃
i Fi

)
∩∂Ne is essential in the compression body in which it is contained.

Lemma 5. Let M be a graph manifold, N a Seifert piece and S1, F1, S2, F2, . . . , Sn

a strongly irreducible untelescoping of a Heegaard splitting such that for some i
Si ∩N is pseudohorizontal. Let f be the fiber contained in Si ∩N. Then (Si ∩N )−
η( f ), for η( f ) a small regular neighborhood of f , is disconnected.

Proof. Consider (Si ∩ N ) − η( f ) in N − η( f ). Since Si is separating in M ,
(Si ∩ N )− η( f ) is separating in N − η( f ). On the other hand, (Si ∩ N )− η( f )
is horizontal. A connected horizontal surface is not separating. It follows that
(Si ∩ N )− η( f ) must have an even number of components, in this case at least
two. Hence it is disconnected. �

Suppose that M is a closed totally orientable graph manifold and that S1, F1, S2,

F2, . . . , Sn is a strongly irreducible untelescoping of a Heegaard splitting M =
V ∪S W . Suppose further that S1, F1, S2, F2, . . . , Sn has been isotoped to be stan-
dard. This implies in particular that for any vertex manifold N ,

(⋃
i Fi ∪

⋃
i Si
)

meets ∂N in parallel simple closed curves. Thus to any vertex manifold N of M
we associate the manifold NS , which is the manifold obtained from N by per-
forming a Dehn fillings at each components B of ∂N that meets

(⋃
i Fi ∪

⋃
i Si
)

along a slope represented by the curves
(⋃

i Fi ∪
⋃

i Si
)
∩ B. Here NS is not

canonical. It depends on a specific (not necessarily unique) positioning of an (not
necessarily unique) untelescoping. But we merely introduce this notation to dis-
cuss consequences of the existence of certain setups. NS is a Seifert manifold if
N contains a horizontal or pseudohorizontal component of

(⋃
i Fi ∪

⋃
i Si
)
∩ N ,

as
(⋃

i Fi ∪
⋃

i Si
)
∩ ∂N then consist of curves that have nontrivial intersection

number with the fibre of N .

Lemma 6. Suppose that for some i , Si ∩ N is pseudohorizontal. Then the Seifert
manifold NS has a Heegaard surface S′ such that S′ ∩ N = Si ∩ N. The corre-
sponding Heegaard splitting is a horizontal Heegaard splitting of NS . If Si ∩ N is
planar then S′ is homeomorphic to S2.
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Proof. Recall Fact 4 above: it tells us that if Si ∩ N is pseudohorizontal, then(⋃
i Fi ∪

⋃
i Si
)
∩ N consists of a single component which we denote by S̃.

We may extend S̃ to a Heegaard surface of NS by gluing meridional discs of the
glued in solid tori to the boundary components of S̃. The corresponding Heegaard
splitting for NS is horizontal. If S̃ is planar then all boundary components get
capped off which results in S2. The assertion follows. �

4. Some lemmata

The lemmata in this section will enable us to compute the Heegaard genus of
certain graph manifolds in the next section. We start by discussing the possible
pseudohorizontal surfaces in the relevant Seifert manifolds. Some proofs rely on
the theory of 2-dimensional orbifolds and their covering theory as discussed in
[Scott 1983]. These lemmata will be used in our discussion of Heegaard splittings
and their untelescopings. But many of these results are more general. We do not
necessarily require S to be the splitting surface of a Heegaard splitting or to be
a surface in an untelescoping. Lemma 14 concerns vertical and pseudovertical
surfaces.

Lemma 7. Let M be a graph manifold and N be a Seifert piece with O(N ) =
D(p, q) and (p, q)= 1. If S∩N is a planar surface that is pseudohorizontal, then

(1) NS is homeomorphic to S3 and

(2) S ∩ ∂N contains exactly 2p or 2q components.

Note that NS being homeomorphic to S3 is equivalent to N being the exterior
of an r -bridge knot with meridian µ parallel to ∂N ∩ S, where r =min(p, q).

Proof. Possibly after exchanging p and q we can assume that S is horizontal in the
space N̄ obtained from N after removing a regular neighborhood of the exceptional
fiber corresponding to the cone point of order q or by removing a neighborhood of
a regular fiber. Clearly N̄ is a Seifert space with O(N̄ )= A(p) or O(N̄ )= A(p, q).
Let T1 be the boundary component of N̄ that bounds the drilled out solid torus and
T2 be the boundary of N . Let S̄ be a component of S ∩ N̄ . Clearly S̄ is planar as
it is a subsurface of a planar surface.

Since we assume that S is pseudohorizontal in N , it follows that S̄∩T1 consists
of a single loop α. Let γ be one component of S̄ ∩ T2 and let g be an element of
π1(N̄ ) corresponding to γ . Recall that all other components of S̄ ∩ T2 are parallel
to γ . Let n be the intersection number of γ with the fiber.

Since S̄ is horizontal in N̄ , there exists a finite sheeted orbifold covering π :
S̄→ O(N̄ ), in particular π∗(π1(S̄)) is of finite index in π1(O(N̄ )). We distinguish
the cases O(N̄ )= A(p) and O(N̄ )= A(p, q).
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Case 1: O(N̄ ) = A(p). We have π1(A(p)) = 〈x, y|x p
〉, where the generator y

corresponds to the boundary curve corresponding to T2. This implies in particular
that π∗(g) is conjugate to yn .

Since S̄ is planar this implies that π1(S̄) is generated by homotopy classes that
correspond to the components of S̄ ∩ T2; that is, π∗(π1(S̄)) is generated by conju-
gates of the element yn . Let N (yn) be the normal closure of y in π1(A(p)). Clearly
π1(A(p))/N (yn)∼=Zn ∗Zp is infinite unless n= 1. Since π∗(π1(S̄))⊂ N (yn), this
implies that n = 1 as otherwise π∗(π1(S̄)) is contained in a subgroup of infinite
index in π1(A(p)) and is therefore of infinite index itself. Thus we can assume
that n = 1 and that π∗(π1(S̄))⊂ N (y).

The orbifold covering space S̃ corresponding to N (y) is an orbifold without
cone points and is homeomorphic to the (p + 1)-punctured sphere. Denote the
corresponding covering map by π̃ .

p̃ 4-��������
����

����
����q

Figure 2. The 4-sheeted covering of A(4) by a 5-punctured sphere.

Since π∗(π1(S̄))⊂ N (y), it follows that there exists a covering π ′ : S̄→ S̃ such
that π = π̃ ◦π ′.

Claim. π ′ is a homeomorphism.

As for both S̄ and S̃, all but one boundary component map onto a curve corre-
sponding to the element y it follows that π ′ is a homeomorphism when restricted
to any of these boundary components. In particular π ′ extends to a covering
π ′# : S̄#→ S̃#, where S̄# and S̃# are the spaces obtained from S̄ and S̃ by gluing discs
to these boundary components. Since S̄# and S̃# are discs, the map thus obtained
is a homeomorphism. Thus the original π ′ was a homeomorphism, which proves
the claim.

The second assertion is now immediate, because S ∩ N̄ is obtained from two
copies of S̄ by identifying two boundary components. All resulting boundary
components lie in T2. The first assertion follows from Lemma 6.

Case 2: O(N̄ ) = A(p, q). We have π1(A(p, q)) = 〈x, y, z | y p, zq
〉, where the

generator x corresponds to the boundary curve corresponding to T2. We see as
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in the first case that π∗(O(N̄ )) lies in the kernel of the map φ : π1(A(p, q))→
π1(A(p, q))/N (xn). As π1(A(p, q))/N (yn)∼=Zn∗Zp∗Zq is infinite for all n ∈N,
this implies that π∗(O(N̄ )) is of infinite index in π1(A(p, q)), which contradicts
our assumption. �

Lemma 8. Let M be a graph manifold and let N be a Seifert piece with O(N ) =
Fg(p,∞) or O(N ) = Fg(p,∞,∞). Suppose that S ∩ N is pseudohorizontal and
χ(S ∩ N ) >−8g or χ(S ∩ N ) >−8g− 4, respectively.

(1) S ∩ T has two components for every component T of ∂N.

(2) S ∩ N extends to the splitting surface of a horizontal Heegaard surface of
genus 2g of NS .

Proof. We only deal with the case O(N )= Fg(p,∞) the other case is analogous.
Suppose that S ∩ N is pseudohorizontal with respect to the exceptional fiber or

a regular fiber and let N̄ be the space obtained by drilling out the neighborhood
of this fiber. Let S̄ be a component of N̄ ∩ S. Recall that S ∩ N is obtained from
two copies of S̄ by identifying them along a boundary component. In particular
we have that χ(S ∩ N )= 2χ(S̄).

Now S̄ is a finite sheeted covering of O(N̄ ), where O(N̄ )= Fg(∞,∞) or O(N̄ )=
Fg(p,∞,∞) depending on what kind of fiber was drilled out. Suppose that the
covering is n-sheeted. In the case O(N̄ ) = Fg(p,∞,∞), we must have n ≥ p;
otherwise the covering space must be a orbifold with singularities. Thus we have

χ(S ∩ N )= 2χ(S̄)= 2nχ(O(N̄ )).

Since χ(O(N̄ ))=−2g or χ(O(N̄ ))=−2g−1+1/p, it follows immediately from
the hypothesis on the Euler characteristic that n= 1. Thus O(N̄ )= Fg(∞,∞): the
exceptional fiber was drilled out. Assertion (1) is now immediate and (2) follows
from the proof of Lemma 6. �

It will be important that many Seifert manifolds do not admit a pseudohorizontal
surface of small genus indiscriminately of what graph manifold they belong to.

Lemma 9. Let N be a Seifert manifold with O(N ) = Fg(p,∞) such that the
exceptional fiber has invariant (α, β) with 1≤ β < α.

(1) If α = 2, there exist two slopes γ on ∂N such that N (γ ) admits a horizontal
Heegaard splitting of genus 2g.

(2) If α 6= 2 and β ∈ {1, α − 1}, there exists one slope γ on ∂N such that N (γ )
admits a horizontal Heegaard splitting of genus 2g.

(3) In all other cases N (γ ) has no Heegaard splitting of genus 2g if γ 6= f .
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Proof. If γ is the fiber then N (γ ) is not a Seifert manifold. In particular N (γ )
admits no horizontal Heegaard splitting as those are only defined for Seifert mani-
folds. If the intersection number m of γ with the fiber is greater than 1 then M(γ )
is a Seifert space with base orbifold Fg(p,m) which has no Heegaard splitting of
genus 2g by [Boileau and Zieschang 1984, Proposition 1.4(i)]. Suppose now that
m= 1. Let e∈Z be the Euler class of the Seifert space. By [Boileau and Zieschang
1984, Proposition 1.4(iii)] it follows that N (γ ) admits no Heegaard splitting of
genus 2g unless β−eα=±1. It is clear that there exists two values for e such that
the equation holds if β= 1 and α= 2, that there exists one solution if β ∈ {1, α−1}
and none otherwise. The corresponding Heegaard splittings are constructed in
[Boileau and Zieschang 1984, Section 1.10]. This proves the assertion. �

Lemma 10. Let N be a Seifert manifold with O(N ) = D(p, q) and (p, q) = 1.
Then N contains no compact planar horizontal surface.

Proof. Suppose that S is a compact planar horizontal surface in N . Then there
exists a finite sheeted orbifold covering p : S→ D(p, q). Since all components
of ∂S are parallel on ∂N , there exists a number n ∈ N such the restriction of p
to any component of ∂S is a n-sheeted covering. This implies that we can extend
p to a orbifold covering p : S2

→ S2(p, q, n) by gluing a disc to any component
of ∂S and a disc with a cone point of order n to D(p, q). If n = 1 this yields a
contradiction as S2(p, q, 1)= S2(p, q) is a bad orbifold which admits no covering
by a manifold. If n 6=1, then S2(p, q, n)must be a spherical orbifold with universal
cover the sphere. Moreover, NS is a Seifert manifold with O(NS)= S(p, q, n). As
such it is irreducible. This yields a contradiction, as S⊂ N extends to a horizontal,
hence incompressible, sphere in NS . �

Lemma 11. Let M be a graph manifold and let N be a Seifert piece with O(N ) =
Fg(p,∞) or O(N )= Fg(p,∞,∞). If S∩N is horizontal, then χ(S∩N )≤−4g+1
or χ(S ∩ N )≤−4g− p+ 1, respectively.

Proof. Suppose that S is a horizontal incompressible surface in N that covers
regular points of Fg(p,∞) k times. Here k ≥ p ≥ 2. By the Riemann–Hurwitz
formula, χ(S) = k

(
− 2g + 1

p

)
≤ p

(
− 2g + 1

p

)
= −2pg + 1 ≤ −4g + 1 or

χ(S) = k
(
−2g − 1+ 1

p

)
≤ p

(
−2g − 1+ 1

p

)
= −2pg − p + 1 ≤ −4g − p + 1,

respectively. �

Lemma 12. Let M be a graph manifold and let N be a Seifert piece with O(N ) =
Fg(p,∞) or O(N )= Fg(p,∞,∞). Let M = V ∪S W be a Heegaard splitting and
S1, F1, . . . , Fn−1, Sn an untelescoping. If S1, F1, . . . , Fn−1, Sn meets N in such a
way that Fi ∩ N and Si ∩ N are horizontal for each i , then∑

i

(
χ(Fi−1 ∩ N )−χ(Si ∩ N )

)
≥

{
8g− 2 if O(N )= Fg(p,∞),

8g+ 2p− 2 if O(N )= Fg(p,∞,∞).
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Proof. The surfaces S1∩N , F1∩N , . . . , Fn−1∩N , Sn∩N are disjoint and horizon-
tal, hence they must be parallel. Let B be one of the components of ∂N . Consider
the collection of torus knots S1∩B, F1∩B, . . . , Fn−1∩B, Sn∩B. Let γ be a torus
knot on B that intersects each of the components in this collection of torus knots
exactly once.

Now note that the untelescoping of the Heegaard splitting induces a Morse func-
tion of M and hence on B. If we assume that γ has as few critical points as possible,
then near a maximum, γ meets two adjacent components of Fi or Si for some i .
If it meets two adjacent components of Fi , then the annulus cut out of B by these
two components of Fi is inessential. But this contradicts Fact 5. Hence it meets
two adjacent components of Si . The same is true near a minimum of γ . Finally, if⋃

i Fi meets N , then there are distinct adjacent components, as one such pair must
lie above

(⋃
i Fi

)
∩B and another below

(⋃
i Fi

)
∩B. Hence there are at least two

more components of
(⋃

i Si
)
∩ N than of

(⋃
i Fi

)
∩ N . The lemma then follows

from Lemma 11. �

Lemma 13. Let N be a Seifert manifold with O(N )= D(p, q) with (p, q)= 1 and
S be a properly embedded surface.

(1) If S∩N is horizontal, then there is an l ≥ 1 such that |S∩N | = l, χ(S∩N )=
lpq (−1+ 1

p +
1
q ) and genus(S ∩ N )≥ 1.

(2) If S∩N is pseudohorizontal, then χ(S∩N )≤−2 min(p, q)+2. Furthermore,
either S ∩ N is as in Lemma 7, or genus(S ∩ N )≥ 2.

Proof. (1) Clearly S ∩ N is a finite sheeted cover of D(p, q). The degree of this
covering must be a positive multiple of pq , say lpq . It is clear that S ∩ N has
l components. The second assertion follows from the Riemann–Hurwitz formula
as χ(D(p, q)) = −1 + 1

q +
1
q . The last assertion holds as by Lemma 10, S is

nonplanar, so genus(S ∩ N )≥ 1.

(2) Suppose first that S ∩ N is pseudohorizontal with respect to the fiber e. Let
N ′ = N − η(e) and S′ be a component of S ∩ N ′. Recall that S′ is horizontal by
the definition of a pseudohorizonal surface.

If e is a regular fiber then S′ must cover A(p, q) at least pq times, that is, we
have χ(S′) ≤ pq(−2+ 1

p +
1
q ) = −2pq + p+ q and therefore χ(S) = 2χ(S′) ≤

−4pq + 2p+ 2q ≤ −2 min(p, q)+ 2. The remaining assertion follows from the
proof of Lemma 7 which implies that S′ cannot be planar.

Thus we can assume that e is an exceptional fiber. Suppose that e is the ex-
ceptional fiber of index q and let N ′ = N − η(e). Suppose that H ′ is a horizontal
incompressible surface in N ′ that covers regular points k times. Clearly k≥ p. Then
χ(H ′) = k

(
−1+ 1

p

)
≤ p

(
−1+ 1

p

)
= −p+ 1. Thus if S ∩ N is pseudohorizontal
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with respect to e, then

χ(S ∩ N )≤ 2χ(H ′)≤−2p+ 2≤−2 min(p, q)+ 2.

An analogous argument establishes this inequality in the case that e is the excep-
tional fiber of index p; the last comment follows immediately from Lemma 7. �

Lemma 14. Let M be a graph manifold and let N be a vertex manifold. Let
M = V ∪S W be a Heegaard splitting and S1, F1, . . . , Fn−1, Sn an untelescoping.
Suppose that Fi ∩ N is vertical for each i and Si ∩ N is vertical or pseudovertical
for each i . Then∑

i

(
χ(Fi−1 ∩ N )−χ(Si ∩ N )

)
≥−2χ(H)+ 2s+

∑
i

(
|Fi−1 ∩ ∂N | − |Si ∩ ∂N |

)
,

where H is the underlying surface of O(N ) and s the number of exceptional fiberes.
Moreover, if If O(N )= Fg(p,∞) and

(⋃
i Si
)
∩ ∂N 6=∅, then∑

i

(
χ(Fi−1 ∩ N )−χ(Si ∩ N )

)
≥ 4g+ 2+

∑
i

(
|Fi−1 ∩ ∂N | − |Si ∩ ∂N |

)
.

If O(N ) = Fg(p,∞,∞), denote the components of ∂N by ∂N1 and ∂N2. If(⋃
i Si
)
∩ ∂N j 6=∅ for j = 1, 2, then∑

i

(
χ(Fi−1 ∩ N )−χ(Si ∩ N )

)
≥ 4g+ 4+

∑
i

(
|Fi−1 ∩ ∂N | − |Si ∩ ∂N |

)
.

Proof. We denote O(N ) by F so long as we need not distinguish between the cases.
Since Fi∩N is vertical, Fi∩N consists of saturated annuli and tori. Since Si∩N is
vertical or pseudovertical, Si∩N is obtained from saturated annuli Ai

1, . . . , Ai
ni

and
tori T i

1 , . . . , T i
ki

(some of them parallel to components of Fi−1∩N ) by performing
ambient 1-surgery along arcs β i

1, . . . , β
i
mi

that project to disjoint imbedded arcs
bi

1, . . . , bi
mi

disjoint from the projection of Ai
1, . . . , Ai

ni
and T i

1 , . . . , T i
ki

except at
their endpoints.

For the purposes of the computation in this lemma, we may amalgamate(⋃
i Fi ∪

⋃
i Si
)
∩ N .

Though it may not be possible to amalgamate
⋃

i Fi ∪
⋃

i Si without destroying
its simultaneous structure on all vertex and edge manifolds, it is possible to per-
form an amalgamation without destroying the structure in a given vertex manifold.
Said differently, a partial amalgamation in a given vertex manifold extends to a
partial amalgamation in the graph manifold (though nothing can be said, for in-
stance, about the structure of the resulting non strongly irreducible untelescoping
of M = V ∪S W in edge manifolds adjacent to the given vertex manifold). Here the
result of such an amalagamation with respect to N is a surface S̃ such that S̃ ∩ N
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is pseudovertical. (For details on amalgamation involving vertical and pseudover-
tical surfaces see [Schultens 1993, Proposition 2.10], though note the difference in
terminology.)

Since S̃ ∩ N is pseudovertical, it is obtained from saturated annuli A1, . . . , Añ

and tori T1, . . . , Tk̃ by performing ambient 1-surgery along arcs β1, . . . , βm̃ that
project to disjoint imbedded arcs b1, . . . , bm̃ . These arcs are disjoint from the
projections a1, . . . , añ of A1, . . . , Añ and t1, . . . , tk̃ of T1, . . . , Tk̃ except at their
endpoints. Here each b j corresponds either to bi

l or to an arc dual to bi
l for some

l, i , and conversely. Furthermore,

−χ(S̃ ∩ N )= 2m̃ = 2
∑

i
mi =

∑
i

(
χ(Fi−1 ∩ N )−χ(Si ∩ N )

)
and

|S̃ ∩ ∂N | = 2ñ =
∑

i

(
|Si ∩ ∂N | − |Fi−1 ∩ ∂N |

)
.

Recall that S̃ cuts a submanifold of M that contains N into two compression
bodies. Thus the (not necessarily connected) submanifolds into which S̃ ∩ N cuts
N can be analyzed from two perspectives: On the one hand, they result from cut-
ting compression bodies along incompressible annuli. Recall that incompressible
annuli are either essential or boundary parallel. Cutting a compression body along
a boundary parallel annulus merely cuts off a solid torus. Cutting a compression
body along an essential annulus yields either one or two compression bodies.

On the other hand, the submanifolds into which S̃ ∩ N cuts N contain Seifert
fibered submanifolds of N ; specifically, the Seifert fibered submanifolds of N
that project to the appropriate components of the complement of the graph 0 =(⋃

j a j
)
∪
(⋃

i ti
)
∪
(⋃

l bl
)
∪ ∂F in F . This is impossible unless the Seifert

fibered spaces in question are fibered over a disk with at most one cone point
(i.e., solid tori) or fibered over an annulus with no cone point. Each such solid
torus or (annulus)× S1 must meet S̃. Furthermore, exactly one of the boundary
components of any such (annulus)× S1 must lie in ∂N .

We denote the set of vertices of 0 by V0 and the set of edges by E0. We may
assume that each vertex of 0 is either of valence two or of valence three. Each
vertex on a circular component (corresponding either to a boundary component
without attached bi or to some ti without attached bi ) is of valence two and each
endpoint of an arc a j and each endpoint of an arc bl is a vertex of valence three.
Then #V0 = 2ñ + 2m̃ + k and #E0 = 3ñ + 3m̃ + k, where k is the number of
circular components of 0.

Denote the underlying surface of F by H . Now 0 induces a decomposition
of H into 0-cells, 1-cells, 2-cells and annuli. Denote the union of the 2-cells and
annuli by D0. Each such annulus must be cobounded by a component of ∂H . Let
l be the number of annuli.
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This implies that

χ(H)= #V0− (#E0)+ (#D0− l).

Combining these insights we obtain∑
i

(
χ(Fi−1 ∩ N )−χ(Si ∩ N )

)
+
∑

i

(
|Si ∩ ∂N | − |Fi−1 ∩ ∂N |

)
= 2m̃+ 2ñ

=−4ñ− 4m̃+ 6ñ+ 6m̃− 2(#D0− l)+ 2(#D0− l)

=−2χ(H)+ 2(#D0− l).

Thus
∑

i

(
χ(Fi−1 ∩ N )−χ(Si ∩ N )

)
is at least

−2χ(H)+ 2(#D0− l)+
∑

i

(
|Fi−1 ∩ ∂N | − |Si ∩ ∂N |

)
,

that is,∑
i

(
χ(Fi−1 ∩ N )−χ(Si ∩ N )

)
≥−2χ(H)+ 2s+

∑
i

(
|Fi−1 ∩ ∂N | − |Si ∩ ∂N |

)
,

because every cone point must lie in a disk component. Now note that S̃ induces a
bicoloring on the components of the complement of 0 in F according to which side
of S̃ the Seifert fibered space that projects to that component lies. Thus #D0 ≥ 2.

In the cases F = Fg(p,∞) or F = Fg(p,∞,∞), #D0− l ≥ 1 because there
must be a disk containing the cone point. Furthermore, if l > 0, then the result of
cutting H along 0 yields annuli cobounded by boundary components of ∂H . This
is impossible if F = Fg(p,∞) and

(⋃
i Si
)
∩∂N 6=∅ or if F = Fg(p,∞,∞) and(⋃

i Si
)
∩ ∂N j 6=∅, for j = 1, 2, where N1 and N2 are the boundary components

of N . Thus the additional formulas hold. �

Lemma 15. Let M be a graph manifold and N a Seifert fibered submanifold with
O(N )=D(p, q). Let M=V∪S W be a Heegaard splitting and S1, F1, . . . , Fn−1, Sn

an untelescoping. If Fi ∩ N is vertical for each i and Si ∩ N is vertical or pseu-
dovertical for each i , then∑

i

(
χ(Fi−1 ∩ N )−χ(Si ∩ N )

)
≥ 2+

∑
i

(
|Fi−1 ∩ ∂N | − |Si ∩ ∂N |

)
.

Proof. This follows immediately from Lemma 14. �

5. The proof of Theorem 1

In order to give the proof of Theorem 1 we will first show that the fundamental
groups can in fact be generated by 2g+1 elements and then that only the manifolds
listed admit a Heegaard splitting of genus 2g+ 1.
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Lemma 16. The manifolds described in Theorem 1 have 2g+ 1-generated funda-
mental groups.

Proof. We first recall the presentations of the fundamental groups of N1 and N2:
π1(N1)= 〈a1, b1, . . . , ag, bg, s, t, f1 | R 〉, with

R = {[a1, f1], . . . , [ag, f1], [b1, f1], . . . , [bg, f1], [s, f1], [t, f1],

sr
= f β1 , [a1, b1] . . . [ag, bg]s t = f e

1 }

and π1(N2)= 〈x, y, f2 | [x, f2], [y, f2], x p
= f β1

2 , yq
= f β2

2 〉.

The manifold M is obtained from N1 and N2 by identifying their boundaries,
so it follows from van Kampen’s theorem that

π1(M)= π1(N1) ∗C π1(N2) with C ∼= Z2.

Note that f1 = xy f l
2 for some l ∈ Z as we assume that the intersection number

between f1 and f2 is 1. We will first establish a claim that is implicit in [Rost and
Zieschang 1987].

Claim. There exist n = min(p, q) conjugates of f1in π1(N2) that generate a sub-
group that maps surjectively onto the orbifold group π1(D(p, q)).

Proof. It suffices to show that n conjugates of xy generated the quotient group
π1(D(p, q))=〈x, y|x p, yq

〉. We can assume that n=q< p. The assertion then fol-
lows as we can choose the conjugates to be xy, yx= x−1(xy)x, . . . , x−n+2 yxn−1

=

x−(n−1)(xy)xn−1 which implies that their product (in the same order) is xynxn−1
=

xxn−1
= xn . As n and p are coprime it follows that 〈xn

〉 = 〈x〉 which implies that
x lies in the subgroup generated by the n conjugates, it follows that also y= x−1xy
lies in the subgroup, which proves the claim. �

In fact we need something stronger:

Claim. We can choose elements h1, . . . , hn−1 ∈ π1(N2) such that

U = 〈 f1, h1 f1h−1
1 , . . . , hn−1 f1h−1

n−1〉

maps surjectively onto the base group and that additionally hi ∈U for 1≤ i ≤n−1.

Proof. Choose ki such that 〈 f1, k1 f1k−1
1 , . . . , kn−1 f1k−1

n−1〉 maps surjectively. For
any ki choose hi ∈U and zi ∈Z such that ki = hi f zi

2 . Clearly such hi and zi exist as
we assume that U maps surjectively one π1(D(p, q)) and as the kernel is generated
by f2. Since f1 and f2 commute, we have ki f1k−1

i = hi f zi
2 f1 f −zi

2 h−1
i = hi f1h−1

i .
This implies that U = 〈 f1, h1 f1h−1

1 , . . . , hn−1 f1h−1
n−1〉, and the claim follows. �

Note that U is a subgroup of finite index in π1(N2) and that we can choose the
elements hi such that π1(N2)=U if and only if N2 is the exterior of a torus knot
with meridian f1. It is however always true that π1(N2)= 〈U,C〉 as f2 ∈ C .
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Note further that the subgroup 〈s, f1〉 of π1(N1) is generated by a single element
g0 which corresponds to the core of the solid torus corresponding to the exceptional
fiber of N1. It follows that gk

0 = f1 for some k ∈ Z. In order to prove the lemma
we describe elements g1, . . . , g2g ∈ π1(M) such that π1(M)= 〈g0, . . . , g2g〉.

Recall that by assumption n ≤ 2g+ 1. Put hi = 1 for n ≤ i ≤ 2g, and define

gi :=

{
hi ai for 1≤ i ≤ g,

hi bi−g for g+ 1≤ i ≤ 2g.

Claim. U ⊂ 〈g0, . . . , g2g〉.

Proof. It suffices to show that f1 and the elements hi f1h−1
i lie in 〈g0, . . . , g2g〉

for 1 ≤ i ≤ 2g. Clearly f1 ∈ 〈g0, . . . , g2g〉 as f1 = gk
0 . Furthermore hi f1h−1

i ∈

〈g0, . . . , g2g〉 for 1 ≤ i ≤ g as gi gk
0 g−1

i = hi ai f1a−1
i h−1

i = hi f1h−1
i . The same

argument shows that gi gk
0 g−1

i = hi f1h−1
i for g+1≤ i ≤ 2g, proving the claim. �

Since hi ∈ U for 1 ≤ i ≤ 2g, this implies that hi ∈ 〈g0, . . . , g2g〉 for 1 ≤ i ≤
2g and therefore h−1

i gi ∈ 〈g0, . . . , g2g〉 for 1 ≤ i ≤ 2g. Since h−1
i gi = ai for

1 ≤ i ≤ g and h−1
i gi = bi−g for g+ 1 ≤ i ≤ 2g, it follows that all ai and bi lie in

〈g0, . . . , g2g〉. Furthermore both f1 and s are powers of g0 and lie in 〈g0, . . . , g2g〉.
The last generator t can be written as a product in the remaining generators by the
last relation. Thus all generators of π1(N1) lie in 〈g0, . . . , g2g〉 which shows that
π1(N1)⊂ 〈g0, . . . , g2g〉. Thus C ⊂ 〈g0, . . . , g2g〉 and therefore π1(N2)= 〈U,C〉 ⊂
〈g0, . . . , g2g〉. This shows that π1(M)= 〈g0, . . . , g2g〉, proving Lemma 16. �

Lemma 17. Let M be a manifold as described in Theorem 1 and let M = V ∪S W
be a Heegaard splitting. Then one of the following holds:

(1) S ∩ N1 is vertical, S ∩ N2 is planar and pseudohorizontal with respect to the
exceptional fiber e of index p and q ≤ 2g+ 1.

(2) S ∩ N1 is as in Lemma 8, S ∩ N2 consists of a single annulus and genus S =
2g+ 1.

(3) genus S ≥ 2g+ 2.

Proof. Let M be a manifold as described in Theorem 1 and let M = V ∪S W be a
Heegaard splitting. Furthermore, let S1, F1, . . . , Fn−1, Sn be a strongly irreducible
untelescoping of M = V ∪S W that is standard.

Case 1:
(⋃

i Fi ∪
⋃

i Si
)
∩ N1 and

(⋃
i Fi ∪

⋃
i Si
)
∩ N2 are vertical or pseu-

dovertical. If
(⋃

i Fi ∪
⋃

i Si
)

meets the edge manifold Ne between N1 and N2 in
annuli including spanning annuli, then M must be a Seifert fibered space. But this
contradicts our assumption that the fibers of N1 and N2 have intersection number 1.

If
⋃

i Fi meets the edge manifold Ne in a torus, then we may assume that
⋃

i Si

is disjoint from Ne. (Annuli that are boundary parallel in Ne can be isotoped into
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the vertex manifolds.) Then Lemma 14 tells us that∑
i

(
χ(Fi−1 ∩ N1)−χ(Si ∩ N1)

)
≥ 4g+ 2+

∑
i

(
|Fi−1 ∩ ∂N1| − |Si ∩ ∂N1|

)
≥ 4g

and Lemma 15 tells us that∑
i

(
χ(Fi−1 ∩ N2)−χ(Si ∩ N2)

)
≥ 2+

∑
i

(
|Fi−1 ∩ ∂N2| − |Si ∩ ∂N2|

)
= 2;

hence by Theorem 3, 2 genus S− 2=−χ(S)≥ 4g+ 2; thus genus S ≥ 2g+ 2.
Otherwise

(⋃
i Fi

)
∪
(⋃

i Si
)

meets the edge manifold between N1 and N2 in
boundary parallel annuli and one component of Euler characteristic −2 contained
in
(⋃

i Si
)
∩ Ne. Any boundary parallel annuli in

(⋃
i Fi ∪

⋃
i Si
)
∩ Ne can be

isotoped into N1 or N2. It then follows from Lemmas 14 and 15 that∑
i

(
χ(Fi−1)−χ(Si )

)
=
∑

i

((
χ(Fi−1 ∩ N1)−χ(Si ∩ N1)

)
+
∑

i

(
χ(Fi−1 ∩ N2)−χ(Si ∩ N2)

)
+
∑

i

(
χ(Fi−1 ∩ Ne)−χ(Si ∩ Ne)

)
≥ (4g+ 2− 2)+ (2− 2)+ 2= 4g+ 2.

Hence, by Theorem 3, 2 genus S−2=−χ(S)≥ 4g+2, whence genus S ≥ 2g+2.

Case 2:
(⋃

i Fi ∪
⋃

i Si
)
∩N1 is horizontal. Recall Fact 1 following Theorem 4. It

tells us that
∑

i

(
χ(Fi−1∩N )−χ(Si ∩N )

)
≥ 0 for any vertex or edge manifold N .

It follows that∑
i

(
χ(Fi−1)−χ(Si )

)
≥
∑

i

(
χ(Fi−1 ∩ N1)−χ(Si ∩ N1)

)
.

By Lemma 12,
∑

i

(
χ(Fi−1 ∩ N1)−χ(Si ∩ N1)

)
≥ 8g− 2, so∑

i

(
χ(Fi−1)−χ(Si )

)
≥ 8g− 2.

Hence, by Theorem 3, we have 2 genus S− 2=−χ(S)≥ 8g− 2, that is,

genus S ≥ 4g ≥ 2g+ 2.

Case 3: A component of
(⋃

i Si
)
∩ N1 is pseudohorizontal. Denote the pseudo-

horizontal component of
(⋃

i Si
)
∩ N1 by S̃. By Lemma 8, either S̃ is as in that

lemma and
(⋃

i Si
)
∩ N2 consists of a single annulus, or genus S ≥ 2g+ 2. This

puts us in situation (2) or (3), respectively.

Case 4:
(⋃

i Fi ∪
⋃

i Si
)
∩ N2 is horizontal. If

(⋃
i Fi ∪

⋃
i Si
)
∩ N1 is hor-

izontal, then the result follows by Case 2. If a component of
(⋃

i Si
)
∩ N1 is
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pseudohorizontal, then the result follows by Case 3. Thus we may assume that(⋃
i Fi ∪

⋃
i Si
)
∩ N1 is vertical or pseudovertical.

We may assume that any boundary parallel annuli in the edge manifold Ne that
are parallel into N1 have been isotoped into N1. (This does not change the Euler
characteristics of the surfaces nor the fact that

(⋃
i Fi ∪

⋃
i Si
)
∩ N1 is vertical or

pseudovertical.)
Fact 3 tells us that

(⋃
i Fi

)
∩Ne does not contain a torus. Hence

⋃
i Si∩∂N1 6=∅.

It also follows from Fact 5 that∣∣(⋃
i Fi

)
∩ ∂N1

∣∣= ∣∣(⋃i Fi
)
∩ ∂N2

∣∣.
Since there are no annuli in

(⋃
i Fi ∪

⋃
i Si
)
∩ Ne that are parallel into N1, we

obtain
∑

i
|Si ∩ ∂N1| ≤

∑
i
|Si ∩ ∂N2|, and hence

∑
i

(
|Fi−1 ∩ ∂N1| − |Si ∩ ∂N1|

)
≥
∑

i

(
|Fi−1 ∩ ∂N2| − |Si ∩ ∂N2|

)
.

The components of
(⋃

i Fi ∪
⋃

i Si
)
∩ N2 are all parallel. If H is such a com-

ponent, then

χ(H)= 2− 2 genus H − |H ∩ ∂N2|.

Recall that by Lemma 10, genus H ≥ 1. Thus∑
i

(
χ(Fi−1∩N2)−χ(Si∩N2)

)
= (2 genus H − 2)

∑
i

(
|Si∩N2| − |Fi−1∩N2|

)
−
∑

i

(
|Fi−1∩∂N2| − |Si∩∂N2|

)
≥−

∑
i

(
|Fi−1∩∂N2| − |Si∩∂N2|

)
.

Now∑
i

(
χ(Fi−1)−χ(Si )

)
=
∑

i

(
χ(Fi−1 ∩ N1)−χ(Si ∩ N1)

)
+
∑

i

(
χ(Fi−1 ∩ Ne)−χ(Si ∩ Ne)

)
+
∑

i

(
χ(Fi−1 ∩ N2)−χ(Si ∩ N2)

)
.

Then Fact 1 tells us that
∑

i

(
χ(Fi−1 ∩ Ne)−χ(Si ∩ Ne)

)
≥ 0, so∑

i

(
χ(Fi−1)−χ(Si )

)
≥
∑

i

(
χ(Fi−1 ∩ N1)−χ(Si ∩ N1)+χ(Fi−1 ∩ N2)−χ(Si ∩ N2)

)
.
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Thus, by Lemma 14,∑
i

(
χ(Fi−1)−χ(Si )

)
≥ 4g+ 2+

∑
i

(
|Fi−1 ∩ ∂N1| − |Si ∩ ∂N1|

)
−
∑

i

(
|Fi−1 ∩ ∂N2| − |Si ∩ ∂N2|

)
≥ 4g+ 2.

By Theorem 3, therefore, we conclude that 2 genus S − 2 = −χ(S) ≥ 4g + 2,
whence genus S ≥ 2g+ 2.

Case 5: A component of
(⋃

i Si
)
∩ N2 is pseudohorizontal. Here, too, if(⋃
i Fi ∪

⋃
i Si
)
∩ N1

is horizontal, the result follows by Case 2. If a component of
(⋃

i Si
)
∩ N1 is

pseudohorizontal, it follows by Case 3. Thus we assume that
(⋃

i Fi ∪
⋃

i Si
)
∩N1

is vertical or pseudovertical.
By the same reasoning as in Case 4, we can assume that∑

i

(
|Fi−1 ∩ ∂N1| − |Si ∩ ∂N1|

)
≥
∑

i

(
|Fi−1 ∩ ∂N2| − |Si ∩ ∂N2|

)
.

Denote the pseudohorizontal component of
(⋃

i Si
)
∩N2 by S̃ and note that here((⋃

i Fi ∪
⋃

i Si
)
− S̃

)
∩ N2 =∅. Thus

χ(S̃)= 2− 2 genus S̃− |S̃ ∩ ∂N2|.

By Lemma 13, either S̃ is as in Lemma 7 or genus S̃ ≥ 2. In the former case,
we have |∂ S̃| = 2q and χ(S̃) = 2 − 2q . If, moreover, genus S ≤ 2g + 1, then
−4g ≤ χ(S)=

∑
i

(
χ(Si )−χ(Fi−1)

)
≤ χ(S̃)= 2− 2q . Thus q ≤ 2g+ 1.

In the second case (genus S̃ ≥ 2), we have∑
i

(
χ(Fi−1∩N2)−χ(Si∩N2)

)
= −χ(S̃) = 2 genus S̃−2+|S̃∩∂N2| ≥ |S̃∩∂N2|.

Arguing as in Case 4, we obtain∑
i

(
χ(Fi−1)−χ(Si )

)
≥
∑

i

(
χ(Fi−1 ∩ N1)−χ(Si ∩ N1)+χ(Fi−1 ∩ N2)−χ(Si ∩ N2)

)
≥ 4g+ 2+

∑
i

(
|Fi−1 ∩ ∂N1| − |Si ∩ ∂N1|

)
−
∑

i

(
|Fi−1 ∩ ∂N2| − |Si ∩ ∂N2|

)
≥ 4g+ 2.

Again, by Theorem 3, we have 2 genus S−2=−χ(S)≥ 4g+2, whence genus S≥
2g+ 2. �
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Proof of Theorem 1. Consider the options allowed by Lemma 17. If option (1)
occurs, then Lemma 7 implies that N2 is a q-bridge knot complement and the fiber
of N1 is identified with the meridian of N2. This puts us in case (1) of Theorem 1.
If option (2) occurs in Lemma 17, then N̂1 admits a horizontal Heegaard splitting
of genus 2g by Lemma 8 and we are in case (2) of Theorem 1. If option (3) occurs
there is nothing to show. �

6. The proof of Theorem 2

In this section we construct for any n ∈N such that n≥3 a graph manifold Mn such
that π1(Mn) is 3n-generated but that the Heegaard genus of Mn is 4n. We denote the
graph underlying Mn by 0n . 0n is a tree on 2n+1 vertices z, c1, . . . , cn, d1, . . . , dn

and 2n edges e1, . . . , en, f1, . . . , fn such that ci and di are the endpoints of ei and
that di and z are the endpoints of fi .

p z p d1 p c1

p d2
p c2

p d3p c3

Figure 3. The tree 03.

The closed graph manifold Mn is then constructed as follows, where we denote
the Seifert piece corresponding to a vertex v by Nv.

(1) The intersection number between the fibers of the adjacent Seifert spaces is 1
at any torus of the JSJ decomposition.

(2) O(Nz) is a n-punctured sphere with one cone point of order 20n and N̂z = S3.

(3) O(Ndi ) = T 2(∞,∞, 20n) and Ndi admits no pseudohorizontal surface that
has genus 2.

(4) O(Nci ) is of type D(3, q) with q ≥ 20n and (3, q)= 1 but Nci is not homeo-
morphic to the exterior of a 2-bridge knot in S3.

Remark 18. Note that (2) is equivalent to stating that Nz is the exterior of a Seifert
fibered n component n-bridge link in S3, in particular π1(Nz) is generated by the
fibers of the Ndi . The existence of the spaces Ndi satisfying (3) is an immediate
consequence of Lemma 9.
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11

1

1

1

1
q3
q61

q60
q60

q60

q60q61

q3

q3q61

Figure 4. A graph manifold M with g(M)= 12 and r(M)≤ 9.

The first part of the proof of Theorem 2 is again a simple calculation:

Lemma 19. π1(Mn) can be generated by 3n elements.

Proof. The proof is almost identical to the proof of Lemma 16 and we frequently
omit explicit calculations if they are identical. Recall that

π1(Ndi )= 〈ai , bi , si , ti1, ti2, fi | Ri 〉 with

Ri = {[ai , fi ], [bi , fi ], [si , fi ], [ti1, fi ], [ti2, fi ], s5n
i = f βi

i , [ai bi ]ti1ti2si = f ei
i }

where ti1 corresponds the the boundary component between Ndi and Nz and ti2
corresponds to the boundary component between Ndi and Nci .

Recall from the proof of Lemma 16 that there exist elements hi1, hi2 ∈ π1(Nci )

such that Ui = 〈 fi , hi1 fi h−1
i1 , hi2 fi h−1

i2 〉 is a subgroup of finite index in π1(Nci )

that maps surjectively onto the fundamental group of O(Nci ) and that hi1, hi2 ∈Ui .
We will show that π1(Mn) is generated by the generators g1, . . . , g3n defined as

follows:

(1) gi is the generator of the cyclic group 〈 fi , si 〉 for 1≤ i ≤ n.

(2) gn+i = hi1ai for 1≤ i ≤ n.

(3) g2n+i = hi2bi for 1≤ i ≤ n.

Let H = 〈g1, . . . , g3n〉. We show that H = π1(Mn).
Note first that π1(Nz)⊂ H as gi ∈ H implies fi ∈ H for 1≤ i ≤ n and π1(Nz)

is generated by the fi . This implies that ti1 ∈ H for 1≤ i ≤ n.
The same calculation as in the proof of Lemma 16 further shows that Ui ⊂ H

for 1≤ i ≤ n. It follows that ai , bi ∈ H for 1≤ i ≤ n. Thus π1(Ndi )⊂ H as π1(Ndi )

is generated by ai , bi , si , fi , ti1 and si and fi are powers of gi .
It follows further that π1(Nci )⊂ H as π1(Nci ) is generated by Ui and Ci , where

Ci = π1(Nci )∩π1(Ndi ). �



ON THE GEOMETRIC AND THE ALGEBRAIC RANK OF GRAPH MANIFOLDS 503

To conclude the proof of Theorem 2 it clearly suffices to establish the following:

Proposition 20. The Heegaard genus of Mn is at least 4n.

In proving this we will tacitly use that small genus Heegaard splittings have very
special untelescopings — a fact that deserves its own result since it has independent
interest:

Lemma 21. Let Mn = V ∪S W be a Heegaard splitting of Mn . Then either g(S)≥
4n or there is a strongly irreducible untelescoping S1, F1, . . . , Fk−1, Sk of Mn =

V ∪S W such that for any vertex manifold N no component of Si ∩ N or Fi ∩ N is
horizontal. In particular all Fi are vertical incompressible tori.

Proof. Suppose that some component F of Si ∩N or Fi ∩N is horizontal for some
i and some vertex manifold N . Note first that no component of ∂F bounds a disk
as any component is an essential curve in an incompressible torus. It follows that
χ(F)≥ χ(Fi ) (or χ(F)≥ χ(Si )), where Fi (or Si ) is the surface containing F .

Note first that F ∩ N is a covering of the base space O of N of degree at least
20n. It is furthermore easy to see that we have χ(O)≤− 1

2 for any choice of N . If
follows that χ(F ∩ N ) ≤ −10n and therefore χ(Fi ) ≤ −10n (or χ(Si ) ≤ −10n).
This however implies that the genus of Fi (or Si ) is greater than 5n which implies
that the Heegaard surface S is of genus at least 5n. This proves the assertion. �

Proof of Proposition 20. To see that Mn admits no Heegaard splitting of genus
less than 4n, proceed along the same lines as in the proof of Lemma 17. Let
Mn = V ∪S W be a Heegaard splitting and let S1, F1, . . . , Fk−1, Sk be a strongly
irreducible untelescoping of Mn = V ∪S W . We consider the various possible cases
for

(⋃
i Fi ∪

⋃
i Si
)
∩ Nc j and

(⋃
i Fi ∪

⋃
i Si
)
∩ Nd j .

Case 1: Fix j and suppose that
(⋃

i Fi ∪
⋃

i Si
)
∩Nc j and

((⋃
i Fi ∪

⋃
i Si
)
∩Nd j

are vertical or pseudovertical. In this case it is impossible for
((⋃

i Fi ∪
⋃

i Si
))

to
meet the edge manifold Ne j between Nc j and Nd j in spanning annuli. Moreover,
any boundary parallel annuli in Ne j can be isotoped into Nc j and Nd j and any
boundary parallel annuli in Ng j that are parallel into Nd j can be isotoped into Nd j .
(This does not change the fact that

(⋃
i Fi ∪

⋃
i Si
)
∩Nc j and

(⋃
i Fi ∪

⋃
i Si
)
∩Nd j

are vertical or pseudovertical and serves to facilitate our counting argument.) In
conjunction with Fact 5, this tells us that∑

i

(
−|Si ∩ ∂Nd j | + |Fi−1 ∩ ∂Nd j |

)
≥
∑

i

(
−|Si ∩ ∂Nc j | + |Fi−1 ∩ ∂Nc j | − |Si ∩ ∂N j

z | + |Fi−1 ∩ ∂N j
z |
)
,

where ∂N j
z is the component of ∂Nz that meets the edge manifold Ng j between

Nz and Nd j .



504 JENNIFER SCHULTENS AND RICHARD WEIDMANN

Now either
⋃

i Fi meets Ne j in an essential torus, or
⋃

i Si meets Ne j in the only
other possible configuration. In the first case, we obtain∑

i

(
−|Si ∩ ∂Nc j | + |Fi−1 ∩ ∂Nc j |

)
= 0

and ∑
i

(
−|Si ∩ ∂Nd j | + |Fi−1 ∩ ∂Nd j |

)
≥
∑

i

(
−|Si ∩ ∂N j

z | + |Fi−1 ∩ ∂N j
z |
)
.

In the second case we obtain
∑

i

(
−|Si ∩ ∂Nc j | + |Fi−1 ∩ ∂Nc j |

)
=−2 and∑

i

(
−|Si ∩ ∂Nd j | + |Fi−1 ∩ ∂Nd j |

)
≥−2+

∑
i

(
−|Si ∩ ∂N j

z | + |Fi−1 ∩ ∂N j
z |
)
.

We further distinguish the cases in which
⋃

i Fi meets or does not meet the edge
manifold N f j in an essential torus.

Case 1.1:
⋃

i Fi meets Ne j in an essential torus. By Lemmas 14 and 15, we have∑
i

(
χ(Fi−1∩Nd j )−χ(Si ∩Nd j )+χ(Fi−1∩Nc j )−χ(Si ∩Nc j )

)
≥ 4+2+

∑
i

(
|Fi−1∩∂Nd j |−|Si∩∂Nd j |

)
+2+

∑
i

(
|Fi−1∩∂Nc j |−|Si∩∂Nc j |

)
≥ 4+2+

∑
i

(
|Fi−1∩∂N j

z |−|Si ∩∂N j
z |
)
+2

≥ 8+
∑

i

(
|Fi−1∩∂N j

z |−|Si ∩∂N j
z |
)
.

Case 1.2:
⋃

i Fi meets neither N f j nor Ne j in an essential torus. By Lemmas 14
and 15, we have∑

i

(
χ(Fi−1 ∩ Nd j )−χ(Si ∩ Nd j )+χ(Fi−1 ∩ Nc j )−χ(Si ∩ Nc j )

+χ(Fi−1 ∩ Ne j )−χ(Si ∩ Ne j )
)

≥ 4+4+
∑

i

(
|Fi−1∩∂Nd j |−|Si∩∂Nd j |

)
+2+

∑
i

(
|Fi−1∩∂Nc j |−|Si∩∂Nc j |

)
+2

≥ 4+ 4− 2+
∑

i

(
|Fi−1 ∩ ∂N j

z | − |Si ∩ ∂N j
z |
)
+ 2− 2+ 2

≥ 8+
∑

i

(
|Fi−1 ∩ ∂N j

z | − |Si ∩ ∂N j
z |
)
.

Case 1.3:
⋃

i Fi meets N f j in an essential torus but does not meet Ne j in an essen-
tial torus. Here Lemmas 14 and 15 yield only∑

i

(
χ(Fi−1 ∩ Nd j )−χ(Si ∩ Nd j )+χ(Fi−1 ∩ Nc j )−χ(Si ∩ Nc j )

+χ(Fi−1 ∩ Ne j )−χ(Si ∩ Ne j )
)

≥ 4+2+
∑

i

(
|Fi−1∩∂Nd j |−|Si∩∂Nd j |

)
+2+

∑
i

(
|Fi−1∩∂Nc j |−|Si∩∂Nc j |

)
+2

≥ 4+ 2− 2+ 2− 2+ 2≥ 6.
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In this case
(⋃

i Fi ∪
⋃

i Si
)
∩ Nz must be vertical or pseudovertical. (See Fact 3

above.)
Note that in all cases we have∑

i

(
χ(Fi−1 ∩ Nc j )−χ(Si ∩ Nc j )+χ(Fi−1 ∩ Ne j )−χ(Si ∩ Ne j )

)
≥ 2.

Case 2: Fix j and suppose a component of
⋃

i Si ∩ Nd j is pseudohorizontal. As
we have seen, in this case

S′ =
(⋃

i Si ∪
⋃

i Fi
)
∩ Nd j

is connected. In particular,
⋃

i Fi ∩ Nd j = ∅. By construction, the genus of
a pseudohorizontal surface is even. Recall our assumption that Nd j admits no
pseudohorizontal surface of genus 2. Thus the genus of S′ is at least 4. Hence∑

i

(
χ(Fi−1 ∩ Nd j )−χ(Si ∩ Nd j )

)
= 0−χ(S′ ∩ Nd j )

≥ 6+ b = 6−
∑

i

(
|Fi−1∩∂Nd j | − |Si∩∂Nd j |

)
,

where b is the number of boundary components of S′. Since S′ is a separating
surface, it meets each boundary component of Nd j at least twice. Consequently,
b ≥ 4. It thus follows from Fact 1 that∑

i

(
χ(Fi−1 ∩ N f j )−χ(Si ∩ N f j )+χ(Fi−1 ∩ Nd j )−χ(Si ∩ Nd j )

+χ(Fi−1 ∩ Ne j )−χ(Si ∩ Ne j )+χ(Fi−1 ∩ Nc j )−χ(Si ∩ Nc j )
)

≥ 6+ 4= 10.

Case 3: Fix j and suppose a component of
(⋃

i Si
)
∩ Nc j is pseudohorizontal.

It will suffice to consider the case in which
(⋃

i Fi ∪
⋃

i Si
)
∩Nd j is vertical or

pseudovertical. Denote the pseudohorizontal component of
(⋃

i Si
)
∩ Nc j by S̃

and note that here
((⋃

i Fi ∪
⋃

i Si
)
− S̃

)
∩Nc j =∅. By assumption, Nc j is not the

exterior of a 2-bridge knot in S3, thus by Lemmas 7 and 13, genus S̃ ≥ 2. Hence,

χ(Fi−1 ∩ Nc j )−χ(Si ∩ Nc j ))=−χ(S̃ ∩ Nc j )≥−χ(S̃)≥ 2+ c,

where c is the number of boundary components of S̃.
Recall that when

(⋃
i Fi ∪

⋃
i Si
)
∩ Nd j is vertical or pseudovertical, we may

isotope any annuli in
(⋃

i Si
)
∩ N fi or

(⋃
i Si
)
∩ Nei that are parallel into Nd j into

Nd j without altering the fact that
(⋃

i Fi ∪
⋃

i Si
)
∩Nd j is vertical or pseudovertical.

Therefore we may assume that there are no annuli in
(⋃

i Fi ∪
⋃

i Si
)
∩ N f j or(⋃

i Fi ∪
⋃

i Si
)
∩ Ne j that are parallel into Nd j . Thus
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i

(
|Fi−1 ∩ ∂Nd j | − |Si ∩ ∂Nd j |

)
≥
∑

i

(
|Fi−1 ∩ ∂N j

z | − |Si ∩ ∂N j
z |
)
+
∑

i

(
|Fi−1 ∩ ∂Nc j | − |Si ∩ ∂Nc j |

)
=
∑

i

(
|Fi−1 ∩ ∂N j

z | − |Si ∩ ∂N j
z |
)
− c.

Hence, by Lemma 14,∑
i

(
χ(Fi−1 ∩ Nd j )−χ(Si ∩ Nd j )+χ(Fi−1 ∩ Nc j )−χ(Si ∩ Nc j )

)
≥ 4+ 4+

∑
i

(
|Fi−1 ∩ ∂Nd j | − |Si ∩ ∂Nd j |

)
+ 2+ c

≥ 10+
∑

i

(
|Fi−1 ∩ ∂N j

z | − |Si ∩ ∂N j
z |
)
.

Putting these computations together we must consider the various options for(⋃
i Fi ∪

⋃
i Si
)
∩ Nz:

Case A:
(⋃

i Fi ∪
⋃

i Si
)
∩ Nz is vertical and pseudovertical. In this case the

options for
(⋃

i Fi ∪
⋃

i Si
)
∩N f j are severely limited. If

(⋃
i Fi ∪

⋃
i Si
)
∩Nd j is

vertical and pseudovertical, then
(⋃

i Fi ∪
⋃

i Si
)
∩N f j cannot consist of spanning

annuli. So either
⋃

i Fi meets N f j in an essential torus, or
⋃

i Si meets N f j in the
only other possible configuration. If

(⋃
i Fi ∪

⋃
i Si
)
∩ Nd j is pseudohorizontal,

then N f j cannot meet a toral component of
⋃

i Fi . So it must consist either of
spanning annuli or the only other possible configuration.

Define
J0 =

{
j :
∑

i

(
|Fi−1 ∩ ∂N j

z | − |Si ∩ ∂N j
z |
)
= 0

}
.

Then
∑

i

(
χ(Fi−1 ∩ N f j )−χ(Si ∩ N f j )

)
= 0 for j ∈ J0.

Denote by J1 the set of j not in J0 such that
(⋃

i Fi
)
∪
(⋃

i Si
)
∩Nd j are vertical

or pseudovertical. Then∑
i

(
|Fi−1 ∩ ∂N j

z | − |Si ∩ ∂N j
z |
)
=−2

and ∑
i

(
χ(Fi−1 ∩ N f j )−χ(Si ∩ N f j )

)
= 2 for j ∈ J1.

Denote by J2 the set of j such that
(⋃

i Fi ∪
⋃

i Si
)
∩ Nd j is pseudohorizontal;

it is easy to see that J0, J1, J2 are disjoint and their union equals J . We have∑
i

(
|Fi−1 ∩ ∂Nd j | − |Si ∩ ∂Nd j |

)
≥
∑

i

(
|Fi−1 ∩ ∂N j

z | − |Si ∩ ∂N j
z |
)

for j ∈ J2.

Further, by Lemma 14,∑
i

(
χ(Fi−1∩Nz)−χ(Si ∩Nz)

)
≥−2(2−n)+2+

∑
i

(
|Fi−1∩∂Nz|−|Si ∩∂Nz|

)
.



ON THE GEOMETRIC AND THE ALGEBRAIC RANK OF GRAPH MANIFOLDS 507

Thus −χ(S) equals∑
i

(
χ(Fi−1)−χ(Si )

)
≥
∑

i

(
χ(Fi−1 ∩ Nz)−χ(Si ∩ Nz)

+
∑

j

(
χ(Fi−1 ∩ Nc j )−χ(Si ∩ Nc j )+χ(Fi−1 ∩ Nd j )−χ(Si ∩ Nd j )

+χ(Fi−1 ∩ Ne j )−χ(Si ∩ Ne j )+χ(Fi−1 ∩ N f j )−χ(Si ∩ N f j )
))

=
∑

i

(
χ(Fi−1 ∩ Nz)−χ(Si ∩ Nz)

)
+
∑

j

∑
i

(
χ(Fi−1 ∩ Nc j )−χ(Si ∩ Nc j )+χ(Fi−1 ∩ Nd j )−χ(Si ∩ Nd j )

+χ(Fi−1 ∩ Ne j )−χ(Si ∩ Ne j )+χ(Fi−1 ∩ N f j )−χ(Si ∩ N f j )
)

≥−2(2− n− 1)+
∑

i

(
|Fi−1 ∩ ∂Nz| − |Si ∩ ∂Nz|

)
+
∑
j∈J0

∑
i

(
χ(Fi−1 ∩ Nc j )−χ(Si ∩ Nc j )+χ(Fi−1 ∩ Nd j )−χ(Si ∩ Nd j )

+χ(Fi−1 ∩ Ne j )−χ(Si ∩ Ne j )+χ(Fi−1 ∩ N f j )−χ(Si ∩ N f j )
)

+
∑
j∈J1

∑
i

(
χ(Fi−1 ∩ Nc j )−χ(Si ∩ Nc j )+χ(Fi−1 ∩ Nd j )−χ(Si ∩ Nd j )

+χ(Fi−1 ∩ Ne j )−χ(Si ∩ Ne j )+χ(Fi−1 ∩ N f j )−χ(Si ∩ N f j )
)

+
∑
j∈J2

∑
i

(
χ(Fi−1 ∩ Nc j )−χ(Si ∩ Nc j )+χ(Fi−1 ∩ Nd j )−χ(Si ∩ Nd j )

+χ(Fi−1 ∩ Ne j )−χ(Si ∩ Ne j )+χ(Fi−1 ∩ N f j )−χ(Si ∩ N f j )
)

≥−2(1− n)+
∑

i

∑
j

(
|Fi−1 ∩ ∂N j

z | − |Si ∩ ∂N j
z |
)

+
∑
j∈J0

6+
∑
j∈J1

(8− 2+ 2)+
∑
j∈J2

(
6−

∑
i

(
|Fi−1 ∩ ∂N j

z | − |Si ∩ ∂N j
z |
))

=−2(1− n)+
∑
j∈J0

∑
i

(
|Fi−1 ∩ ∂N j

z | − |Si ∩ ∂N j
z |
)

+
∑
j∈J1

∑
i

(
|Fi−1∩∂N j

z | − |Si∩∂N j
z |
)
+
∑
j∈J2

∑
i

(
|Fi−1∩∂N j

z | − |Si∩∂N j
z |
)

+
∑
j∈J0

6+
∑
j∈J1

(8− 2+ 2)+
∑
j∈J2

(
6−

∑
i

(
|Fi−1 ∩ ∂N j

z | − |Si ∩ ∂N j
z |
))

=−2+ 2n+ 0+
∑
j∈J1

(−2)+
∑
j∈J2

∑
i

(
|Fi−1 ∩ ∂N j

z | − |Si ∩ ∂N j
z |
)

+
∑
j∈J0

6+
∑
j∈J1

(8− 2+ 2)+
∑
j∈J2

6−
∑
j∈J2

∑
i

(
|Fi−1 ∩ ∂N j

z | − |Si ∩ ∂N j
z |
)

=−2+ 2n+
∑
j∈J0

6+
∑
j∈J1

8+
∑
j∈J2

6≥−2+ 2n+ 6n = 8n− 2.

This shows that genus S ≥ 4n.
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Case B: A component of
(⋃

i Si
)
∩Nz is pseudohorizontal. Denote this component

by S̃ and note that
((⋃

i Fi ∪
⋃

i Si
)
−S̃

)
∩Nz=∅. Now χ(S̃)=2−2 genus S̃−|∂ S̃|

and ∑
i

(
|Fi−1 ∩ ∂Nz| − |Si ∩ ∂Nz|

)
=−|∂ S̃|.

Define J0, J1, J2 as above and note that here J0 =∅. Then −χ(S) is given by∑
i

(
χ(Fi−1)−χ(Si )

)
≥
∑

i

(
χ(Fi−1 ∩ Nz)−χ(Si ∩ Nz)

)
+
∑

i

∑
j

(
χ(Fi−1 ∩ Nc j )−χ(Si ∩ Nc j )+χ(Fi−1 ∩ Nd j )

−χ(Si ∩ Nd j )+χ(Fi−1 ∩ Ne j )−χ(Si ∩ Ne j )
)

=
∑

i

(
χ(Fi−1 ∩ Nz)−χ(Si ∩ Nz)

)
+
∑

i

∑
j∈J1

(
χ(Fi−1 ∩ Nc j )−χ(Si ∩ Nc j )+χ(Fi−1 ∩ Nd j )

−χ(Si ∩ Nd j )+χ(Fi−1 ∩ Ne j )−χ(Si ∩ Ne j )
)

+
∑

i

∑
j∈J2

(
χ(Fi−1 ∩ Nc j )−χ(Si ∩ Nc j )+χ(Fi−1 ∩ Nd j )

−χ(Si ∩ Nd j )+χ(Fi−1 ∩ Ne j )−χ(Si ∩ Ne j )
)

=−2+ 2 genus S̃+ |∂ S̃| +
∑
j∈J1

(
8+

∑
i

(
|Fi−1 ∩ ∂N j

z | − |Si ∩ ∂N j
z |
))
+
∑
j∈J2

10

=−2+ 2 genus S̃+
∑

j
8≥−2+ 8n.

Hence genus S ≥ 4n. �

7. Some comments on nontotally orientable graph manifolds

In the proofs of Theorem 1 and Theorem 2 we make extensive use of the structure
theorem for Heegaard splittings of totally orientable graph manifolds [Schultens
2004]. We believe however that similar statements are true for graph manifolds
in general. This suggests a more straightforward generalization of the examples
provided in [Weidmann 2003] which are not totally orientable.

Note that the verification that the manifolds constructed in [Weidmann 2003] are
not of Heegaard genus 2 relies on the classification of 3-manifolds with nonempty
characteristic submanifold that have a genus 2 Heegaard splitting as given by
T. Kobayashi [1984].

Thus we conjecture that the manifolds Mn constructed below are of Heegaard
genus 3n, the same argument as above shows that they can be generated by 2n
elements.
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The graph underlying the manifold Mn is again 0n and the Seifert piece corre-
sponding to the vertex v is again denoted by Nv. Moreover:

(1) The intersection number between the fibers of the adjacent Seifert spaces is 1
at any torus of the JSJ decomposition.

(2) O(Nz) is a n-punctured sphere with at most one cone point and N̂z = S3.

(3) O(Ndi )= P2(∞,∞, 5n) and Ndi admits no pseudohorizontal surface that has
genus 2.

(4) O(Nci ) is of type D(2, q) with odd q but Nci is not homeomorphic to the
exterior of a 2-bridge knot in S3.

11
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1

1
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q4q3
q3

q3q2
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q2q17

��
��
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��
��
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?
-�

Figure 5. A graph manifold M with g(M)= 9 and r(M)≤ 6?
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