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# CLASSIFICATION RESULTS FOR EASY QUANTUM GROUPS 

Teodor Banica, Stephen Curran and Roland Speicher


#### Abstract

We study the orthogonal quantum groups satisfying the "easiness" assumption axiomatized in our previous paper, with the construction of some new examples and with some partial classification results. The conjectural conclusion is that the easy quantum groups consist of the previously known 14 examples, plus a hypothetical multiparameter "hyperoctahedral series", related to the complex reflection groups $H_{n}^{s}=\mathbb{Z}_{s} z S_{n}$. We also discuss the general structure and the computation of asymptotic laws of characters for the new quantum groups that we construct.


## Introduction

One of the strengths of the theory of compact Lie groups is that these objects can be classified. It is indeed extremely useful to know that the symmetry group of a classical or a quantum mechanical system falls into an advanced classification machinery, and applications of this method abound in mathematics and physics.

The quantum groups were introduced by Drinfel'd [1987] and Jimbo [1985], in order to deal with quite complicated systems, basically coming from number theory or quantum mechanics, whose symmetry groups are not "classical". There are now available several extensions and generalizations of the Drinfel'd-Jimbo construction, all of them more or less motivated by the same philosophy. A brief account of the whole story, focusing on constructions that are of interest here, is as follows:
(1) Let $G \subset U_{n}$ be a compact group, and consider the algebra $A=C(G)$. The matrix coordinates $u_{i j} \in A$ satisfy the commutation relations $a b=b a$. The original idea of Drinfel'd and Jimbo, further processed by Woronowicz [1987], was that these commutation relations are in fact the $q=1$ case of the $q$-commutation relations $a b=q b a$, where $q>0$ is a parameter. The algebra $A$ itself appears then as the $q=1$ case of an algebra $A_{q}$. While $A_{q}$ is no longer commutative, we can formally write $A=C\left(G_{q}\right)$, where $G_{q}$ is a quantum group.

[^0](2) Wang [1995; 1998] proposed an interesting modification of this construction. His idea was to construct a new algebra $A^{+}$, by somehow "removing" the commutation relations $a b=b a$. Once again we can formally write $A^{+}=C\left(G^{+}\right)$, where $G^{+}$is a so-called free quantum group. This construction, while originally coming only with a vague motivation from mathematical physics, has been studied intensively in the last 15 years. Among the partial conclusions that we have so far is the fact that the combinatorics of $G^{+}$is definitely interesting, and should have something to do with physics. In other words, $G^{+}$, while being by definition a quite abstract object, is probably the symmetry group of something very concrete.
(3) Several variations of Wang's construction appeared in recent years, notably in connection with the construction and classification of intermediate quantum groups $G \subset G^{*} \subset G^{+}$. For instance in the case $G=O_{n}$, it was shown in our previous paper [BS 2009] that the commutation relations $a b=b a$ can be successfully replaced with the so-called half-commutation relations $a b c=c b a$, in order to obtain a new quantum group $O_{n}^{*}$. Some other commutation-type relations, for instance of type $(a b)^{s}=(b a)^{s}$, will be described in the present paper.
(4) As a conclusion, the general idea that tends to emerge from these considerations is that a very large class of compact quantum groups should appear in the following way: start with a compact Lie group $G \subset U_{n}$; build a noncommutative version of $C(G)$ by replacing the commutation relations $a b=b a$ by some weaker relations; and deform this latter algebra, by using a positive parameter $q>0$, or more generally a whole family of such positive parameters.

This was the motivating story. In practice, now, while the construction (1) is now basically understood, thanks to about 25 years of effort, (2) is just at the very beginning of an axiomatization, (3) is still at the level of pioneering examples, and (4) is just a dream. As for the possible applications to physics, basically nothing is known so far, but the hope for such an application increases as more and more interesting formulas emerge from the study of compact quantum groups.

This paper, a continuation of [BS 2009], will advance on the classification work there, for the easy quantum groups in the orthogonal case, and will present a detailed study of the new quantum groups we find.

The objects of interest will be the compact quantum groups with $S_{n} \subset G \subset O_{n}^{+}$. Here $O_{n}^{+}$is the free analogue of the orthogonal group, constructed by Wang [1995], and for the compact quantum groups we use Woronowicz's formalism [1987].

As in [BS 2009] we restrict attention to the "easy" case. The easiness assumption, essential to our considerations, roughly states that the tensor category of $G$ should be spanned by certain partitions, coming from the tensor category of $S_{n}$.

This might look like a quite technical condition. The point, though, is that imposing this technical condition is the price to pay for restricting attention to the "truly easy" case.

As explained in [BS 2009], our motivating belief is that "any result that holds for $S_{n}, O_{n}$ should have a suitable extension to all easy quantum groups". This is of course a quite vague statement, whose target is actually informed by some results at the borderline between representation theory and probability. Here, however, we would rather focus on the classification problem. The further development of our " $S_{n}, O_{n}$ philosophy", leading perhaps to some interesting applications, will be left to future papers. See Section 8 for more comments in this direction.

So, for the purposes of the present work, the easy quantum groups can be just thought of as being a carefully chosen collection of basic objects of the theory.

There are 14 natural examples of easy quantum groups, all but one described in [BS 2009], and the remaining one to be studied in detail in this paper. In addition, there are at least two infinite series, once again to be introduced here. The list is as follows:
(1) Groups: $O_{n}, S_{n}, H_{n}, B_{n}, S_{n}^{\prime}, B_{n}^{\prime}$.
(2) Free versions: $O_{n}^{+}, S_{n}^{+}, H_{n}^{+}, B_{n}^{+}, S_{n}^{\prime+}, B_{n}^{++}$.
(3) Half liberations: $O_{n}^{*}, H_{n}^{*}$.
(4) Hyperoctahedral series: $H_{n}^{(s)}, H_{n}^{[s]}$.

This list doesn't cover all the easy quantum groups, but we will present here some partial classification results, with the conjectural conclusion that the full list should consist of (1)-(3), and of a multiparameter series unifying (4). We will also investigate the new quantum groups that we find, by using various techniques from [Banica et al. 2007a; 2007b; BS 2009; Banica and Vergnioux 2009a; 2009b].

As already mentioned, we expect the list above to be a useful, fundamental starting point for a number of representation theory and probability considerations. We also expect that the new quantum groups that we find this way will lead to some interesting applications. We have several projects here, to be discussed at the end of the paper.

The paper is organized as follows. In Sections 1 and 2 we recall our previous results from [BS 2009], and we study the quantum group $H_{n}^{*}$ by using techniques from [BS 2009; Banica and Vergnioux 2009b]. In Sections 3 and 4, we introduce the one-parameter series, and we study their basic properties by using techniques from [Banica et al. 2007a; Banica and Vergnioux 2009a]. In Sections 5 and 6, we state and prove the classification results, by making heavy use of the capping method in [BS 2009; Banica and Vergnioux 2009b]. Sections 7 and 8 contain the computation of asymptotic laws of characters, and some concluding remarks.

## Notation

As in [BS 2009], the basic object we consider will be a compact quantum group $G$. Concrete examples include the usual compact groups $G$ and, to some extent, the duals of discrete groups $\widehat{\Gamma}$. In the general case, $G$ is just a fictional object, which exists only via its associated Hopf $C^{*}$-algebra of "complex continuous functions", denoted $A=C(G)$.

For simplicity of notation, we would rather use the quantum group $G$ instead of the Hopf algebra $A$. For instance $\int_{G} u_{i_{1} j_{1}} \cdots u_{i_{k} j_{k}} d u$ will denote the complex number obtained by applying the Haar functional $\varphi: A \rightarrow \mathbb{C}$ to the well-defined quantity $u_{i_{1} j_{1}} \cdots u_{i_{k} j_{k}} \in A$.

We will use the quantum group notation depending on the setting; in cases where this can lead to confusion, we will switch back to the Hopf algebra notation.

## 1. Easy quantum groups

We briefly recall some notions and results from [BS 2009]. This material is here mostly for fixing the formalism and the notation.

Consider first a compact group satisfying $S_{n} \subset G \subset O_{n}$. That is, $G \subset O_{n}$ is a closed subgroup containing the subgroup $S_{n} \subset O_{n}$ formed by the permutation matrices.

Let $u, v$ be the fundamental representations of $G, S_{n}$. By functoriality we have an inclusion $\operatorname{Hom}\left(u^{\otimes k}, u^{\otimes l}\right) \subset \operatorname{Hom}\left(v^{\otimes k}, v^{\otimes l}\right)$ for any $k$ and $l$. On the other hand, the Hom-spaces for $v$ are well known: they are spanned by operators $T_{p}$, with $p$ belonging to $P(k, l)$, the set of partitions between $k$ points and $l$ points. More precisely, if $e_{1}, \ldots, e_{n}$ denotes the standard basis of $\mathbb{C}^{n}$, the formula for $T_{p}$ is

$$
\begin{equation*}
T_{p}\left(e_{i_{1}} \otimes \cdots \otimes e_{i_{k}}\right)=\sum_{j_{1} \cdots j_{l}} \delta_{p}\binom{i_{1} \cdots i_{k}}{j_{1} \cdots j_{l}} e_{j_{1}} \otimes \cdots \otimes e_{j_{l}} \tag{1-1}
\end{equation*}
$$

Here the $\delta$ symbol on the right is 0 or 1 , depending on whether the indices "fit" or not, that is, $\delta=1$ if all blocks of $p$ contain equal indices, and $\delta=0$ if not.

Thus the space $\operatorname{Hom}\left(u^{\otimes k}, u^{\otimes l}\right)$ consists of linear combinations of operators of type $T_{p}$ with $p \in P(k, l)$.

We call $G$ easy if its tensor category is spanned by partitions.
Definition 1.1. We say a compact group $S_{n} \subset G \subset O_{n}$ is easy if there exist sets $D(k, l) \subset P(k, l)$ such that $\operatorname{Hom}\left(u^{\otimes k}, u^{\otimes l}\right)=\operatorname{span}\left(T_{p} \mid p \in D(k, l)\right)$ for any $k, l$.

It follows from the axioms of tensor categories that the collection of sets $D(k, l)$ must be closed under certain categorical operations, notably vertical and horizontal concatenation, and upside-down turning. The corresponding algebraic structure
formed by the sets $D(k, l)$, axiomatized in [BS 2009], will be called category of crossing partitions.

We recall that a matrix is called monomial if it has exactly one nonzero entry on each row and each column. The basic examples are the permutation matrices.
Definition 1.2. We consider the following groups:
(1) $O_{n}$, the orthogonal group;
(2) $S_{n}$, the symmetric group, formed by the permutation matrices
(3) $H_{n}$, the hyperoctahedral group, formed by monomial matrices with $\pm 1$ entries;
(4) $B_{n}$, the bistochastic group, formed by orthogonal matrices with sum 1 on each row;
(5) $S_{n}^{\prime}=\mathbb{Z}_{2} \times S_{n}$, the group formed by the permutation matrices times $\pm 1$;
(6) $B_{n}^{\prime}=\mathbb{Z}_{2} \times B_{n}$, the group formed by the bistochastic matrices times $\pm 1$.

It follows from definitions that all these groups satisfy $S_{n} \subset G \subset O_{n}$. Among all these groups, only $O_{n}$ and $S_{n}$ are "irreducible", because we have canonical isomorphisms $H_{n}=\mathbb{Z}_{2} \imath S_{n}$ and $B_{n} \simeq O_{n-1}$. See [BS 2009].

The partitions in $P(k, l)$ with $k+l$ even are themselves called even.
Theorem 1.3 [BS 2009]. The only easy groups are the ones in Definition 1.2, and the corresponding categories of crossing partitions are as follows:
(1) $P_{o}$, all pairings;
(2) $P_{s}$, all partitions;
(3) $P_{h}$, partitions with blocks of even size;
(4) $P_{b}$, singletons and pairings;
(5) $P_{s^{\prime}}$, all partitions (even part);
(6) $P_{b^{\prime}}$, singletons and pairings (even part).

The second assertion follows from some well-known results about the groups $O_{n}, S_{n}$ and their versions, and the first can be proved by carefully manipulating the categorical axioms.

We now discuss the free analogue of the above results. Let $O_{n}^{+}$and $S_{n}^{+}$be respectively the free orthogonal and symmetric quantum groups corresponding to the Hopf algebras $A_{o}(n)$ and $A_{s}(n)$ constructed by Wang [1995; 1998]. Here and in what follows, we use Woronowicz's Hopf algebra formalism [1987] and its subsequent quantum group interpretation.

We have $S_{n} \subset S_{n}^{+}$, so by functoriality the Hom-spaces for $S_{n}^{+}$appear as subspaces of the corresponding Hom-spaces for $S_{n}$. The Hom-spaces for $S_{n}^{+}$have in fact a very simple description. They are spanned by the operators $T_{p}$ with $P \in \mathrm{NC}(k, l)$, the set of noncrossing partitions between $k$ upper points and $l$ lower points.

Definition 1.1. has a free analogue.
Definition 1.4. A compact quantum group $S_{n}^{+} \subset G \subset O_{n}^{+}$is called free if there exist sets $D(k, l) \subset \mathrm{NC}(k, l)$ such that $\operatorname{Hom}\left(u^{\otimes k}, u^{\otimes l}\right)=\operatorname{span}\left(T_{p} \mid p \in D(k, l)\right)$ for any $k, l$.

In this definition, the word "free" has a quite subtle meaning, to be fully justified later on. Forn now, let us note that the passage from Definition 1.1 to Definition 1.4 is basically done by restricting attention to the noncrossing partitions, which, according to [Speicher 1994], should indeed lead to freeness.

As in the classical case, the sets of partitions $D(k, l)$ must be stable under certain categorical operations, coming this time from the axioms in [Woronowicz 1988]. The corresponding algebraic structure, axiomatized in [BS 2009], is called the category of noncrossing partitions.

We denote by $H_{n}^{+}$the hyperoctahedral quantum group constructed in [Banica et al. 2007b], and by $B_{n}^{+}, S_{n}^{\prime+}$ and $B_{n}^{\prime+}$ the free analogues of the groups $B_{n}, S_{n}^{\prime}$ and $B_{n}^{\prime}$ constructed in [BS 2009].

Definition 1.5. We consider the following quantum groups, all given with the defining relations between the basic coordinates $u_{i j} \in C(G)$ :
(1) $O_{n}^{+}$, orthogonality ( $u_{i j}=u_{i j}^{*}$ and $u^{t}=u^{-1}$ );
(2) $S_{n}^{+}$, magic condition (all rows and columns of $u$ are partitions of unity);
(3) $H_{n}^{+}$, cubic condition (orthogonality and $u_{i j} u_{i k}=u_{j i} u_{k i}=0$ for $j \neq k$ );
(4) $B_{n}^{+}$, bistochastic condition (orthogonality and on each row the sum is 1 );
(5) $S_{n}^{\prime+}$, cubic condition, with the same sum on rows and columns;
(6) $B_{n}^{++}$, orthogonality, with the same sum on rows and columns;

Perhaps the very first observation is that for any of the groups $G$ appearing in Definition 1.2 we have $C(G)=C\left(G^{+}\right) / I$, where $I \subset C\left(G^{+}\right)$is the commutator ideal. In other words, $G^{+}$is indeed a noncommutative version of $G$. We refer to [BS 2009] and to its predecessors [Banica et al. 2007b; Wang 1995; 1998] for the whole story, and for a careful treatment of all this material.

The free analogue of Theorem 1.3 is this:
Theorem 1.6 [BS 2009]. Definition 1.5 lists the only free quantum groups. The corresponding categories of noncrossing partitions are as follows:
(1) $\mathrm{NC}_{o}$, all noncrossing pairings;
(2) $\mathrm{NC}_{s}$, all noncrossing partitions;
(3) $\mathrm{NC}_{h}$, noncrossing partitions with blocks of even size;
(4) $\mathrm{NC}_{b}$, singletons and noncrossing pairings;
(5) $\mathrm{NC}_{s^{\prime}}$, all noncrossing partitions (even part);
(6) $\mathrm{NC}_{b^{\prime}}$, singletons and noncrossing pairings (even part).

The proof of this theorem follows that of Theorem 1.3. The symmetry between Theorems 1.3 and 1.6 corresponds to the liberation operation for orthogonal Lie groups, further investigated in [BS 2009].

## 2. Half-liberation

We consider now the general situation where we have a compact quantum group satisfying $S_{n} \subset G \subset O_{n}^{+}$. Once again, we can ask for the tensor category of $G$ to be spanned by certain partitions, coming from the tensor category of $S_{n}$.

Definition 2.1. A compact quantum group $S_{n} \subset G \subset O_{n}^{+}$is called easy if there exist sets $D(k, l) \subset P(k, l)$ such that $\operatorname{Hom}\left(u^{\otimes k}, u^{\otimes l}\right)=\operatorname{span}\left(T_{p} \mid p \in D(k, l)\right)$ for any $k, l$.

This definition generalizes at the same time Definitions 1.1 and 1.4. Indeed, the easy quantum groups $S_{n} \subset G \subset O_{n}^{+}$satisfying the extra assumption $G \subset O_{n}$ are the easy groups, and those satisfying the extra assumption $S_{n}^{+} \subset G$ are the free quantum groups. This follows from definitions; see [BS 2009].

Once again, the sets of partitions $D(k, l)$ must be stable under certain categorical operations coming from the axioms in [Woronowicz 1988]. The corresponding algebraic structure, axiomatized in [BS 2009], will be called simply "category of partitions".

We already know that the easy quantum groups include the 6 easy groups and the 6 free quantum groups. In general, the world of easy quantum groups is quite rigid, but we can produce some more examples in the following way.

Definition 2.2. The half-liberated version of an easy group $G$ is the quantum group $G^{*}$ given by $C\left(G^{*}\right)=C\left(G^{+}\right) / I$, where $I$ is the ideal generated by the half-commutation relations $a b c=c b a$, imposed on the basic matrix coordinates $u_{i j} \in C\left(G^{+}\right)$.

In other words, instead of removing the commutativity relations of type $a b=b a$ from the standard presentation of $C(G)$, which would produce the algebra $C\left(G^{+}\right)$, we replace these commutativity relations by the weaker relations $a b c=c b a$.

To study the half-liberated versions, we need a categorical interpretation of the relations $a b c=c b a$. Let us agree that the upper points of a partition $p \in P(k, l)$ are labeled $1,2, \ldots, k$, and the lower points are labeled $1^{\prime}, 2^{\prime}, \ldots, l^{\prime}$.

Lemma 2.3 [BS 2009]. For a compact quantum group $G \subset O_{n}^{+}$, the following are equivalent:
(1) The basic coordinates $u_{i j}$ satisfy $a b c=c b a$.
(2) $T_{p}$ belongs to $\operatorname{End}\left(u^{\otimes 3}\right)$, where $p=\left(13^{\prime}\right)\left(22^{\prime}\right)\left(3^{\prime} 1\right)$.

Proof. By the definition (1-1) of $T_{p}$, we have $T_{p}\left(e_{a} \otimes e_{b} \otimes e_{c}\right)=e_{c} \otimes e_{b} \otimes e_{a}$. This gives the formulas

$$
\begin{aligned}
T_{p} u^{\otimes 3}\left(e_{a} \otimes e_{b} \otimes e_{c}\right) & =\sum_{i j k} e_{k} \otimes e_{j} \otimes e_{i} \otimes u_{i a} u_{j b} u_{k c} \\
u^{\otimes 3} T_{p}\left(e_{a} \otimes e_{b} \otimes e_{c}\right) & =\sum_{i j k} e_{i} \otimes e_{j} \otimes e_{k} \otimes u_{i c} u_{j b} u_{k a}
\end{aligned}
$$

The identification of the right terms gives the equivalence in the statement.
We now go back to the quantum groups $G^{*}$. Observe first that we have inclusions $G \subset G^{*} \subset G^{+}$. As pointed out in [BS 2009], the cases $G=S_{n}, B_{n}, S_{n}^{\prime}, B_{n}^{\prime}$ are not interesting, because here we have $G=G^{*}$. This can be checked by a direct computation with generators and relations, or with the partition $p$ appearing in Lemma 2.3, and will follow as well from the general classification results in Sections 5 and 6.

In the cases $G=O_{n}, H_{n}$, however, we obtain new quantum groups. Label the legs of each partition by $1,2,3, \ldots$, clockwise starting from top left.
Theorem 2.4. The half-liberated versions of $O_{n}$ and $H_{n}$ are easy quantum groups, and the corresponding categories of partitions are
(1) $E_{o}$, pairings with each string connecting an odd number to an even number;
(2) $E_{h}$, partitions with each block having the same number of odd and even legs.

Proof. Our claim is that $E_{o}$ and $E_{h}$ are categories of partitions, corresponding respectively to the quantum groups $O_{n}^{*}$ and $H_{n}^{*}$.
(1) Here $E_{o}$ is nothing but the set of pairings with each string having an even number of crossings, and the result was proved in [BS 2009]. The idea is that $E_{o}$ is generated in the categorical sense by the partition $p$ appearing in Lemma 2.3.
(2) The fact that $E_{h}$ is indeed a category of partitions follows from definitions. Thinking of each block as being "balanced" with respect to the odd and even labels, we see that the categorical operations preserve the balancing. For instance when checking the stability under composition, which is the crucial axiom, we see that given a connected union of blocks of the two partitions that are composed, the "balancing in the middle" is subject to canceling.

The fact that $E_{h}$ corresponds to the above quantum group $H_{n}^{*}$ can be checked in several ways. Consider for instance the diagram

$$
\begin{array}{ccc}
O_{n}^{*} \subset & O_{n}^{+} \\
\cup & & \cup \\
H_{n}^{*} \subset & H_{n}^{+}
\end{array}
$$

We know from definitions that $H_{n}^{*}$ is obtained by putting together the relations for $O_{n}^{*}$ and for $H_{n}$, so we have the quantum group equality $H_{n}^{*}=O_{n}^{*} \cap H_{n}^{+}$. Now by the general properties of Tannakian duality, it follows that the category of partitions of $H_{n}^{*}$ is generated by the category of partitions for $H_{n}^{+}$, namely the noncrossing partitions having even blocks, and by the half-liberation partition $p$ in Lemma 2.3.

This category is by definition included into $E_{h}$, and the reverse inclusion can be checked as well by a straightforward computation.

The quantum group $O_{n}^{*}$, appearing first in [BS 2009], was further investigated in [Banica and Vergnioux 2009b]. To get some insight into the structure of $H_{n}^{*}$, we will use similar methods.

Definition 2.5. The projective version of a quantum group $G \subset U_{n}^{+}$is the quantum group $P G \subset U_{n^{2}}^{+}$, having as basic coordinates the elements $v_{i j, k l}=u_{i k} u_{j l}^{*}$.

In other words, $C(P G) \subset C(G)$ is the algebra generated by the elements $v_{i j, k l}=$ $u_{i k} u_{j l}^{*}$. In the case where $G$ is a classical group we recover the well-known formula $P G=G /(G \cap T)$, where $T \subset U_{n}$ are the unitary diagonal matrices. We refer to [Banica and Vergnioux 2009b] for a full discussion and a list of concrete examples.

Consider now the compact group $K_{n}=\mathbb{Z} \downarrow S_{n}$ consisting of monomial (that is, permutation-like) matrices, with elements on the unit circle $\mathbb{T}$ as nonzero entries.

The next result, whose first claim is from [Banica and Vergnioux 2009b], will play a key role in the study of $H_{n}^{*}$ and the other quantum groups introduced here.
Theorem 2.6. The projective versions of half-liberations are as
(1) $P O_{n}^{*}=P U_{n}$, and
(2) $P H_{n}^{*}=P K_{n}$.

Proof. The first claim is proved using that the partitions for $P O_{n}^{*}$ and $P U_{n}$ are the same. For the second, we use a similar method. Observe first that from $H_{n}^{*} \subset O_{n}^{*}$, we get $P H_{n}^{*} \subset P O_{n}^{*}=P U_{n}$, so $P H_{n}^{*}$ is indeed a classical group.

To compute this group, consider the diagram


We fix $k, l \geq 0$ and consider the formal words $\alpha=(u \otimes \bar{u})^{\otimes k}$ and $\beta=(u \otimes \bar{u})^{\otimes l}$. Our claim is that the corresponding spaces $\operatorname{Hom}(\alpha, \beta)$ for our 4 quantum groups appear as span of the operators $T_{p}$, with $p$ belonging to the following 4 sets of partitions:

$$
\begin{array}{ccc}
E_{h}(2 k, 2 l) & \supset & E_{o}(2 k, 2 l) \\
\cup & \cup & \cup \\
P_{h}(2 k, 2 l) & \supset & E_{h}(2 k, 2 l) .
\end{array}
$$

Indeed, the bottom left set is a good one, by Theorem 1.3. The bottom right set is also a good one, by Theorem 2.4. For the top right set, this follows from the equality $P O_{n}^{*}=P U_{n}$ and from Theorem 2.4, and for full details see [Banica and Vergnioux 2009b]. As for the top left set, this follows for instance from the various results in [Banica et al. 2007a; Banica 2008; Banica and Vergnioux 2009a] regarding $K_{n}^{+}$, after "adding a crossing". A direct proof can be obtained as well, by working out the categorical interpretation of the various relations defining $K_{n}$.

In summary, we have computed the relevant diagrams for the projective versions of our four algebras. So, let us look now at these projective versions:


The quantum groups $P H_{n}^{*}$ and $P K_{n}$ appear as subgroups of the same quantum group, namely $P U_{n}^{+}$, and the discussion above tells us that these subgroups have the same diagrams. The same argument of [Banica and Vergnioux 2009b] tells us that $P H_{n}^{*}=P K_{n}$.

## 3. The hyperoctahedral series

We now introduce a new series of quantum groups, $H_{n}^{(s)}$ with $s \in\{2,3, \ldots, \infty\}$. These will intermediate between $H_{n}^{(2)}=H_{n}$ and $H_{n}^{(\infty)}=H_{n}^{*}$.

The quantum group $H_{n}^{(s)}$ is obtained from $H_{n}^{*}$ by imposing the $s$-commutation condition $a b a b \cdots=b a b a \cdots$ (words of length $s$ ) on the basic coordinates $u_{i j}$.
Definition 3.1. $C\left(H_{n}^{(s)}\right)$ is the universal $C^{*}$-algebra generated by $n^{2}$ self-adjoint variables $u_{i j}$, subject to the relations
(1) (orthogonality) $u u^{t}=u^{t} u=1$, where $u=\left(u_{i j}\right)$ and $u^{t}=\left(u_{j i}\right)$;
(2) (cubic relations) $u_{i j} u_{i k}=u_{j i} u_{k i}=0$ for any $i$ and any $j \neq k$;
(3) (half-commutation) $a b c=c b a$ for any $a, b, c \in\left\{u_{i j}\right\}$;
(4) ( $s$-mixing relation) $a b a b \cdots=b a b a \cdots$ (length $s$ words) for any $a, b \in\left\{u_{i j}\right\}$.

That $H_{n}^{(s)}$ is a quantum group follows from the elementary fact that the cubic relations are of Hopf type, that is, they allow the construction of the Hopf algebra maps $\Delta, \varepsilon, S$. This can be checked by a routine computation.

At $s=2$, the $s$-mixing is the usual commutation $a b=b a$. Since this relation is stronger than the half-commutation $a b c=c b a$, we are led to the algebra generated by $n^{2}$ commuting self-adjoint variables satisfying (1) and (2), which is $C\left(H_{n}\right)$.

In the case $s=\infty$, the $s$-mixing relation disappears by definition. Thus we are led to the algebra defined by the relations (1)-(3), which is $C\left(H_{n}^{*}\right)$.

Summarizing, we have $H_{n}^{(2)}=H_{n}$ and $H_{n}^{(\infty)}=H_{n}^{*}$, as previously claimed. In what follows we present a detailed study of $H_{n}^{(s)}$.
Lemma 3.2. For a compact quantum group $G \subset H_{n}^{*}$, the following are equivalent:
(1) The basic coordinates $u_{i j}$ satisfy abab $\cdots=b a b a \cdots$ (length $s$ words).
(2) $T_{p}$ belongs to $\operatorname{End}\left(u^{\otimes s}\right)$, where $p=\left(135 \cdots 2^{\prime} 4^{\prime} 6^{\prime} \cdots\right)\left(246 \cdots 1^{\prime} 3^{\prime} 5^{\prime} \cdots\right)$.

Proof. According to the definition of $T_{p}$ given in (1-1), the operator associated to the partition in the statement is given by the formula

$$
T_{p}\left(e_{a_{1}} \otimes e_{b_{1}} \otimes e_{a_{2}} \otimes e_{b_{2}} \otimes \cdots\right)=\delta(a) \delta(b) e_{b} \otimes e_{a} \otimes e_{b} \otimes e_{a} \otimes \cdots
$$

Here we use the convention $\delta(a)=1$ if all the indices $a_{i}$ are equal and $\delta(a)=0$ if not, along with a similar convention for $\delta(b)$. The indices $a$ and $b$ appearing on the right are the common values of the $a$ indices and $b$ indices, respectively, in the case $\delta(a)=\delta(b)=1$, and are irrelevant quantities in the remaining cases.

This gives the formulas

$$
\begin{aligned}
& T_{p} u^{\otimes s}\left(e_{a_{1}} \otimes e_{b_{1}} \otimes e_{a_{2}} \otimes \cdots\right)=\sum_{i j} e_{i} \otimes e_{j} \otimes e_{i} \otimes \cdots \otimes u_{i a_{1}} u_{j b_{1}} u_{i a_{2}} \cdots, \\
& u^{\otimes s} T_{p}\left(e_{a_{1}} \otimes e_{b_{1}} \otimes e_{a_{2}} \otimes \cdots\right)=\delta(a) \delta(b) \sum_{i j} e_{i_{1}} \otimes e_{j_{1}} \otimes e_{i_{2}} \otimes \cdots \otimes u_{i_{1} b} u_{j_{1} a} u_{i_{2} b} \cdots .
\end{aligned}
$$

Here the upper sum is over all indices $i$ and $j$, and the lower sum is over all multiindices $i=\left(i_{1}, \ldots, i_{s}\right)$ and $j=\left(j_{1}, \ldots, j_{s}\right)$. The identification of the terms on the right, after a suitable relabeling of indices, gives the equivalence in the statement.

We now work out the $s$-analogue of Theorem 2.4.
Theorem 3.3. $H_{n}^{(s)}$ is an easy quantum group, and its associated category $E_{h}^{s}$ is that of the s-balanced partitions, that is, partitions satisfying the conditions that
(1) the total number of legs is even, and
(2) in each block, the number of odd and even legs are equal, modulo s.

Proof. At $s=2$ the first condition implies the second one, so here we simply get the partitions having an even number of legs, corresponding to $H_{n}$. At $s=\infty$ we get the partitions that are balanced, in the sense of the proof of Theorem 2.4, which are known from there to correspond to the quantum group $H_{n}^{*}$.

We first claim that $E_{h}^{s}$ is a category. This follows simply by adapting the $s=\infty$ argument in the proof of Theorem 2.4, just by adding "modulo $s$ " everywhere.

It remains to prove that this category corresponds to $H_{n}^{(s)}$. This follows from the fact that the partition $p$ of Lemma 3.2 generates the category of $s$-balanced partitions, as one can check by a routine computation.

Consider now the complex reflection group $H_{n}^{s}=\mathbb{Z}_{s} 2 S_{n}$, consisting of monomial matrices having the $s$-roots of unity as nonzero entries. Observe that we have $P H_{n}^{(s)}=H_{n}^{s} / \mathbb{T}$.

We have the following $s$-analogue of Theorem 2.6.
Theorem 3.4. $P H_{n}^{(s)}=P H_{n}^{s}$.
Proof. This statement holds at $s=2$, because here we have $H_{n}^{(2)}=H_{n}^{2}=H_{n}$; it holds at $s=\infty$ due to Theorem 2.6.

In the general case, it follows by adapting the proof of Theorem 2.6. Observe first that from $H_{n}^{(s)} \subset H_{n}^{*}$ we get $P H_{n}^{(s)} \subset P H_{n}^{*}=P K_{n}$, so $P H_{n}^{(s)}$ is a classical group.

To compute this group, consider the diagram

| $H_{n}^{s} \subset$ | $U_{n}^{+}$ |  |
| :---: | :---: | :---: |
| $\cup$ |  | $\cup$ |
| $S_{n}$ | $\subset$ | $H_{n}^{(s)}$. |

The corresponding sets of partitions, as in the proof of Theorem 2.6, are

$$
\begin{array}{ccc}
E_{h}^{s}(2 k, 2 l) & \supset & E_{o}(2 k, 2 l) \\
\cup & \cup & \cup \\
P(2 k, 2 l) & \supset & E_{h}^{s}(2 k, 2 l) .
\end{array}
$$

The bottom left set is a good one, by Theorem 1.3, as is bottom right one, by Theorem 3.3. For the top right set, this was already discussed in the proof of Theorem 2.6. For the top left set, this follows either from the results in [Banica et al. 2007a; Banica and Vergnioux 2009a] regarding the free version $H_{n}^{s+}$, after adding a crossing, or from the $s=\infty$ computation in the proof of Theorem 2.6. A direct proof can be obtained as well.

We now look at the projective versions of the above quantum groups:

| $P H_{n}^{s}$ | $\subset$ | $P U_{n}^{+}$ |
| :---: | :---: | :---: |
| $\cup$ |  | $\cup$ |
| $P H_{n}$ | $\subset P H_{n}^{(s)}$. |  |

As in the proof of Theorem 2.6, we have two quantum subgroups having the same diagrams, and we conclude that $P H_{n}^{(s)}=P H_{n}^{s}$.

## 4. The higher hyperoctahedral series

We introduce a second one-parameter series of quantum groups, $H_{n}^{[s]}$ with $s$ in $\{2,3, \ldots, \infty\}$, having as main particular case the group $H_{n}^{[2]}=H_{n}$.
Definition 4.1. $C\left(H_{n}^{[s]}\right)$ is the universal $C^{*}$-algebra generated by $n^{2}$ self-adjoint variables $u_{i j}$, subject to the relations
(1) (orthogonality) $u u^{t}=u^{t} u=1$, where $u=\left(u_{i j}\right)$ and $u^{t}=\left(u_{j i}\right)$.
(2) (ultracubic relations) $a c b=0$ for any $a \neq b$ on the same row or column of $u$.
(3) ( $s$-mixing relation) $a b a b \cdots=b a b a \cdots$ (length $s$ words) for any $a, b \in\left\{u_{i j}\right\}$.

That $H_{n}^{[s]}$ is a quantum group follows from the elementary fact that the ultracubic relations are of "Hopf type", that is, that they allow the construction of the Hopf algebra maps $\Delta, \varepsilon$ and $S$. This can be checked by a routine computation.

We first compare the defining relations for $H_{n}^{[s]}$ with those for $H_{n}^{(s)}$. To deal at the same time with the cubic and ultracubic relations, it is convenient to use a statement about a unifying notion, $k$-cubic relations.

Lemma 4.2. For a compact quantum group $G \subset O_{n}^{+}$, the following are equivalent:
(1) The basic coordinates $u_{i j}$ satisfy the $k$-cubic relations $a c_{1} \cdots c_{k} b=0$ for any $a \neq b$ on the same row or column of $u$, and for any $c_{1}, \ldots, c_{k}$.
(2) $T_{p} \in \operatorname{End}\left(u^{\otimes k+2}\right)$, where $p=\left(1,1^{\prime}, k+2, k+2^{\prime}\right)\left(2,2^{\prime}\right) \cdots\left(k+1, k+1^{\prime}\right)$.

Proof. According to (1-1), the operator associated to the partition in the statement is given by

$$
T_{p}\left(e_{a} \otimes e_{c_{1}} \otimes \cdots \otimes e_{c_{k}} \otimes e_{b}\right)=\delta_{a b} e_{a} \otimes e_{c_{1}} \otimes \cdots \otimes e_{c_{k}} \otimes e_{a}
$$

This gives the formulas

$$
\begin{aligned}
& T_{p} u^{\otimes k+2}\left(e_{a} \otimes e_{c_{1}} \otimes \cdots \otimes e_{c_{k}} \otimes e_{b}\right) \\
& \quad=\sum_{i j} e_{i} \otimes e_{j_{1}} \otimes \cdots \otimes e_{j_{k}} \otimes e_{i} \otimes u_{i a} u_{j_{1} c_{1}} \cdots u_{j_{k} c_{k}} u_{i b} \\
& u^{\otimes k+2} T_{p}\left(e_{a} \otimes e_{c_{1}} \otimes \cdots \otimes e_{c_{k}} \otimes e_{b}\right. \\
& \quad=\delta_{a b} \sum_{i j l} e_{i} \otimes e_{j_{1}} \otimes \cdots \otimes e_{j_{k}} \otimes e_{l} \otimes u_{i a} u_{j_{1} c_{1}} \cdots u_{j_{k} c_{k}} u_{l a}
\end{aligned}
$$

Here the sums are over all indices $i$ and $l$, and over all multiindices $j=\left(j_{1}, \ldots, j_{k}\right)$. The identification of the terms on the right gives the desired equivalence.

We can now establish the precise relationship between $H_{n}^{[s]}$ and $H_{n}^{(s)}$ and also show that no further series can appear in this way.

Proposition 4.3. For $k \geq 1$, the $k$-cubic relations are all equivalent to the ultracubic relations, and they imply the cubic relations.

Proof. This follows from two observations.
First, the $k$-cubic relations imply the $2 k$-cubic relations. Indeed, one can connect two copies of the partition $p$ in Lemma 4.2, by gluing them with two semicircles in the middle, and the resulting partition is the one implementing the $2 k$-cubic relations.

Second, the $k$-cubic relations imply the $(k-1)$-cubic relations. By capping the partition $p$ in Lemma 4.2 with a semicircle at bottom right, we get a partition $p^{\prime} \in P(k+2, k)$, and by rotating the upper right leg of this partition we get the partition $p^{\prime \prime} \in P(k+1, k+1)$ implementing the $(k-1)$-cubic relations.

Proposition 4.3 shows that replacing in Definition 4.1 the ultracubic condition by any of the $k$-cubic conditions with $k \geq 2$ won't change the resulting quantum group. The other consequences of Proposition 4.3 are summarized as follows.
Proposition 4.4. The quantum groups $H_{n}^{[s]}$ have the properties that
(1) $H_{n}^{(s)} \subset H_{n}^{[s]} \subset H_{n}^{+}$;
(2) $H_{n}^{[2]}=H_{n}^{(s)}=H_{n}$ at $s=2$;
(3) $H_{n}^{(s)} \neq H_{n}^{[s]}$ at $s \geq 3$.

Proof. All the assertions basically follow from Lemma 4.2:
(1) For the first inclusion, we need to show half-commutation plus cubic implies ultracubic; this can be done by placing the half-commutation partition next to the cubic partition, then using 2 semicircle cappings in the middle. The second inclusion follows from Proposition 4.3, because the ultracubic relations (1-cubic relations) imply the cubic relations ( 0 -cubic relations).
(2) At $s=2$ the $s$-commutation is the usual commutation $a b=b a$. Thus we are led here to the algebra generated by $n^{2}$ commuting self-adjoint variables satisfying the cubic condition, which is $C\left(H_{n}\right)$.
(3) Finally, $H_{n}^{(s)} \neq H_{n}^{[s]}$ will be a consequence of Theorem 4.5 below, because at $s \geq 3$ the half-commutation partition $p=(14)(25)(36)$ is $s$-balanced but not locally $s$-balanced.

Theorem 4.5. $H_{n}^{[s]}$ is an easy quantum group, and its associated category is that of the locally $s$-balanced partitions, that is, partitions having the property that each of their subpartitions (that is, partitions obtained by removing certain blocks) are $s$-balanced.

Proof. At $s=2$ the locally $s$-balancing condition is automatic for a partition having blocks of even size, so we get indeed the category corresponding to $H_{n}$.

In the general case, we first claim that the locally $s$-balanced partitions form a category. This follows simply by adapting the proof of Theorem 3.3, just by adding "locally" everywhere.

It remains to prove that this category corresponds to $H_{n}^{[s]}$. This follows from Lemma 3.2 and from the fact that the partition generating the category of locally balanced partitions, namely, $p=(1346)(25)$, is nothing but the one implementing the ultracubic relations, as one can check by a routine computation.

## 5. Classification: General strategy

In this section and the next we advance the classification work started in [BS 2009]. We will prove that the easy quantum groups constructed so far are the only ones, modulo a hypothetical multiparameter "hyperoctahedral series", unifying the series constructed in the previous sections, and still waiting to be constructed.

Let $G$ be an easy quantum group with category of partitions denoted $P_{g}$. It follows from definitions that $P_{g} \cap \mathrm{NC}$ is a category of noncrossing partitions; by the results in Section 1, this latter category must come from a free quantum group $K^{+}$. Since $\mathrm{NC}_{k}=P_{g} \cap \mathrm{NC}$ is included into $P_{g}$, we have $G \subset K^{+}$.

Definition 5.1. Associated to an easy quantum group $G$ is the easy group $K$ given by the equality of categories $P_{g} \cap \mathrm{NC}=\mathrm{NC}_{k}$.

According to the easy group classification in Theorem 1.3, there are six cases to be studied; five of these will be studied in Section 6, and the remaining case, $K=H_{n}$, will be left open.

The reason these cases are separated comes from the question, Do we have $K \subset G$ ? In the reminder of this section we will try to answer this question.

We begin with the technical lemma, valid in the general case. Let $\Lambda_{g}, \Lambda_{k} \subset \mathbb{N}$ be the set of the possible sizes of blocks of elements of $P_{g}, \mathrm{NC}_{k}$.

Lemma 5.2. Let $G$ and $K$ be as above.
(1) $\Lambda_{k} \subset \Lambda_{g} \subset \Lambda_{k} \cup\left(\Lambda_{k}-1\right)$.
(2) $1 \in \Lambda_{g}$ implies $1 \in \Lambda_{k}$.
(3) If $\mathrm{NC}_{k}$ is even, so is $P_{g}$.

Proof. We will heavily use the various abstract notions and results in [BS 2009].
(1) The first inclusion follows from $\mathrm{NC}_{k} \subset P_{g}$. The second is equivalent to the statement, "If $b$ is a block of a partition $p \in P_{g}$, then there exists a certain block $b^{\prime}$ of a certain partition $p^{\prime} \in P_{g} \cap \mathrm{NC}$, having size $\# b$ or $\# b-1$." This then follows by using the capping method in [BS 2009]. We can cap $p$ with semicircles, so that $b$ remains unchanged, and we end up with a partition $p^{\prime}$ consisting of $b$ and some extra points, at most one point between any two legs of $b$, which may or may not be connected. Since the semicircle capping is a categorical operation, this partition $p^{\prime}$ remains in $P_{g}$.

Now by further capping $p^{\prime}$ with semicircles, so as to get rid of the extra points, the size of $b$ can only increase, and we end up with a one-block partition having size at least that of $b$. This one-block partition is obviously noncrossing, and by capping it again with semicircles we can reduce the number of legs up to $\# b$ or $\# b-1$, and we are done.
(2) The condition $1 \in \Lambda_{g}$ means that there exists $p \in P_{g}$ having a singleton. By capping $p$ with semicircles outside this singleton, we can obtain a singleton or a double singleton. Since both these partitions are noncrossing and have a singleton, we are done.
(3) Assume that $P_{g}$ is not even, and consider a partition $p \in P_{g}$ having an odd number of legs. By capping $p$ with enough semicircles we ensure ending up with a singleton, and since this singleton is by definition in $P_{g} \cap \mathrm{NC}$, we are done.

We are now in position of splitting the classification.
Proposition 5.3. Let $G, K$ be as above.
(1) If $K \neq H_{n}$, then $K \subset G \subset K^{+}$.
(2) If $K=H_{n}$, then $S_{n}^{\prime} \subset G \subset H_{n}^{+}$.

Proof. Recall that the inclusion $G \subset K^{+}$follows from definitions. For the other inclusion, we have 6 cases, depending on the exact value of the easy group $K$ :
(1a) $K=O_{n}$. Here $\Lambda_{k}=\{2\}$, so by Lemma 5.2(1) we get $\{2\} \subset \Lambda_{g} \subset\{1,2\}$. Moreover, from Lemma 5.2(2), we get $\Lambda_{g}=\{2\}$. Thus $P_{g} \subset P_{o}$, which gives $O_{n} \subset G$.
(1b) $K=S_{n}$. Here there is nothing to prove, since $S_{n} \subset G$ by definition.
(1c) $K=B_{n}$. Here $\Lambda_{k}=\{1,2\}$, so by Lemma 5.2(1) we get $\Lambda_{g}=\{1,2\}$. Thus we have $P_{g} \subset P_{b}$, which gives $B_{n} \subset G$.
(1d) $K=S_{n}^{\prime}$. Here $P_{g} \subset P_{s}$ by definition, and by using Lemma 5.2(3) we deduce that $P_{g} \subset P_{s^{\prime}}$, which gives $S_{n}^{\prime} \subset G$.
(1e) $K=B_{n}^{\prime}$. Here $\Lambda=\{1,2\}$, so by Lemma 5.2(1) we get $\Lambda_{g}=\{1,2\}$. This gives $P_{g} \subset P_{b}$, and by Lemma 5.2(3), we get $P_{g} \subset P_{b^{\prime}}$, which gives $B_{n}^{\prime} \subset G$.
(2) $K=H_{n}$. Here $P_{g} \subset P_{s}$ by definition, and by using Lemma 5.2(3) we deduce that $P_{g} \subset P_{s^{\prime}}$, which gives $S_{n}^{\prime} \subset G$.

With a little more care, one can prove that the easy group $K$ in statement (1) is nothing but the classical version of $G$, obtained as dual object to the commutative Hopf algebra $C(G) / I$, where $I \subset C(G)$ is the commutator ideal.

Statement (2) cannot be improved. The reason is that for the quantum group $H_{n}^{(s)}$ with $s$ odd, we have $K=H_{n}$, and $K \not \subset G$.

## 6. The nonhyperoctahedral case

We classify the easy quantum groups, under the nonhyperoctahedral assumption $K \neq H_{n}$. Here $K$ is as usual the easy group from Definition 5.1.

We know from Proposition 5.3 that our easy quantum group $G$ appears as an intermediate quantum group, $K \subset G \subset K^{+}$. To classify these intermediate quantum
groups, we use the method in [Banica and Vergnioux 2009b], where the problem was solved in the case $G=O_{n}$. For uniformity, we will also include this case.

Definition 6.1. Let $p \in P(k, l)$ be a partition, with the points counted modulo $k+l$ counterclockwise starting from bottom left.
(1) We call semicircle capping of $p$ any partition obtained from $p$ by connecting with a semicircle a pair of consecutive neighbors.
(2) We call singleton capping of $p$ any partition obtained from $p$ by capping one of its legs with a singleton.
(3) We call doubleton capping of $p$ any partition obtained from $p$ by capping two of its legs with singletons.

The semicircle, singleton and doubleton cappings are elementary operations on partitions that lower the total number of legs by 2,1 and 2 respectively. There are $k+l$ possibilities for placing the semicircle or the singleton, and $(k+l)(k+l-1) / 2$ possibilities for placing the double singleton. In the case of semicircle cappings at left or at right, the semicircle in question is in fact a vertical bar, but we will still call it semicircle.

The various cappings of $p$ will be generically denoted $p^{\prime}$.
Consider now the $5+5+1=11$ categories of partitions $P_{x}, \mathrm{NC}_{x}, E_{x}$, with $x=o, s, b, s^{\prime}, b^{\prime}$ described in Sections 1 and 2 .

Lemma 6.2. Let p be a partition having j legs.
(1) If $p \in P_{o}-E_{o}$ and $j>4$, there exists a semicircle capping $p^{\prime} \in P_{o}-E_{o}$.
(2) If $p \in E_{o}-\mathrm{NC}_{o}$ and $j>6$, there exists a semicircle capping $p^{\prime} \in E_{o}-\mathrm{NC}_{o}$.
(3) If $p \in P_{s}-\mathrm{NC}_{s}$ and $j>4$, there exists a singleton capping $p^{\prime} \in P_{s}-\mathrm{NC}_{s}$.
(4) If $p \in P_{b}-\mathrm{NC}_{b}$ and $j>4$, there exists a singleton capping $p^{\prime} \in P_{b}-\mathrm{NC}_{b}$.
(5) If $p \in P_{s^{\prime}}-\mathrm{NC}_{s^{\prime}}$ and $j>4$, there exists a doubleton capping $p^{\prime} \in P_{s^{\prime}}-\mathrm{NC}_{s^{\prime}}$.
(6) If $p \in P_{b^{\prime}}-\mathrm{NC}_{b^{\prime}}$ and $j>4$, there exists a doubleton capping $p^{\prime} \in P_{b^{\prime}}-\mathrm{NC}_{b^{\prime}}$.

Proof. We write $p \in P(k, l)$, so that the number of legs is $j=k+l$. In the cases where our partition is a pairing, we use as well the number of strings, $s=j / 2$.

Let us agree that all partitions are drawn to have a minimal number of crossings.
We use the same idea for all the proofs, namely to isolate a block of $p$ having a crossing, or an odd number of crossings, then to cap $p$ as in the statement, so this block remains crossing, or with an odd number of crossings. Here we use the observation that the balancing condition that defines the categories $E_{o}$ and $E_{h}$ can be interpreted as saying that each block has an even number of crossings when the picture of the partition is drawn so that this number of crossings is minimal.
(1) The assumption $p \notin E_{o}$ means that $p$ has strings having an odd number of crossings. We fix such a string, and we try to cap $p$ so that this string remains odd in the resulting partition $p^{\prime}$. An examination of all possible pictures shows that this is possible, provided that our partition has $s>2$ strings.
(2) The assumption $p \notin \mathrm{NC}_{o}$ means that $p$ has crossing strings. We fix such a pair of strings, and we try to cap $p$ so these strings remain crossing in $p^{\prime}$. Once again, looking at all possible pictures shows that this is possible, provided that our partition has $s>3$ strings.
(3) Since $p$ is crossing, we can choose two of its blocks that are intersecting. If there are some other blocks left, we can cap one of their legs with a singleton, and we are done. If not, this means that our two blocks have a total of $j^{\prime} \geq j>4$ legs, so at least one of them has $j^{\prime \prime}>2$ legs. One of these $j^{\prime \prime}$ legs can always be capped with a singleton, so the capped partition remains crossing, and we are done.
(4) Here we can simply cap with a singleton, as in (3).
(5)-(6) Here we can cap with a doubleton, by proceeding twice as in (3).

For a collection of subsets $X(k, l) \subset P(k, l)$ we denote by $\langle X\rangle \subset P$ the category of partitions generated by $X$. In other words, the elements of $\langle X\rangle$ come from those of $X$ via the categorical operations for the categories of partitions, which are the vertical and horizontal concatenation and the upside-down turning. See [BS 2009].

Lemma 6.3. Let $p$ be a partition.
(1) If $p \in P_{o}-E_{o}$, then $\left\langle p, \mathrm{NC}_{o}\right\rangle=P_{o}$.
(2) If $p \in E_{o}-\mathrm{NC}_{o}$, then $\left\langle p, \mathrm{NC}_{o}\right\rangle=E_{o}$.
(3) If $p \in P_{s}-\mathrm{NC}_{s}$, then $\left\langle p, \mathrm{NC}_{s}\right\rangle=P_{s}$.
(4) If $p \in P_{b}-\mathrm{NC}_{b}$, then $\left\langle p, \mathrm{NC}_{b}\right\rangle=P_{b}$.
(5) If $p \in P_{s^{\prime}}-\mathrm{NC}_{s^{\prime}}$, then $\left\langle p, \mathrm{NC}_{s^{\prime}}\right\rangle=P_{s^{\prime}}$.
(6) If $p \in P_{b^{\prime}}-\mathrm{NC}_{b^{\prime}}$, then $\left\langle p, \mathrm{NC}_{b^{\prime}}\right\rangle=P_{b^{\prime}}$.

Proof. We use Lemma 6.2 and the observation that the "capping partition" appearing there is always in the good category.

That is, we use that the semicircle is in $\mathrm{NC}_{o}, \mathrm{NC}_{s^{\prime}}$, the singleton is in $\mathrm{NC}_{s}, \mathrm{NC}_{b}$, and the doubleton is in $\mathrm{NC}_{b^{\prime}}$. This observation tells us that, in each of the cases under consideration, the category to be computed can only decrease when replacing $p$ by one of its cappings $p^{\prime}$. For the singleton and doubleton cappings this is clear from definitions; for the semicircle capping this is also clear from definitions, except in the case where the capping semicircle is actually a bar added at left or at right, where we can use a categorical rotation operation as in [BS 2009].
(1)-(2) These claims can be proved by recurrence on the number $s=(k+l) / 2$ of strings. Indeed, by using Lemma 6.2(1)-(2), for $s>3$ we have a descent procedure $s \rightarrow s-1$, and this leads to the situation $s \in\{1,2,3\}$, where the statement is clear.
(3) We can proceed by recurrence on the number of legs of $p$. If the number of legs is $j=4$, then $p$ is a basic crossing, and we have $\langle p\rangle=P_{s}$. If the number of legs is $j>4$ we can apply Lemma 6.2(3), and the result follows from $\langle p\rangle \supset\left\langle p^{\prime}\right\rangle=P_{s}$.
(4)-(6) This is similar to the proof of (1)-(2), by using Lemma 6.2(4)-(6).

Lemma 6.4. Let p be a partition.
(1) If $p \in P_{o}$, then $\left\langle p, \mathrm{NC}_{o}\right\rangle \in\left\{P_{o}, E_{o}, \mathrm{NC}_{o}\right\}$.
(2) If $p \in P_{s}$, then $\left\langle p, \mathrm{NC}_{s}\right\rangle \in\left\{P_{s}, \mathrm{NC}_{s}\right\}$.
(3) If $p \in P_{b}$, then $\left\langle p, \mathrm{NC}_{b}\right\rangle \in\left\{P_{b}, \mathrm{NC}_{b}\right\}$.
(4) If $p \in P_{s^{\prime}}$, then $\left\langle p, \mathrm{NC}_{s^{\prime}}\right\rangle \in\left\{P_{s^{\prime}}, \mathrm{NC}_{s^{\prime}}\right\}$.
(5) If $p \in P_{b^{\prime}}$, then $\left\langle p, \mathrm{NC}_{b^{\prime}}\right\rangle \in\left\{P_{b^{\prime}}, \mathrm{NC}_{b^{\prime}}\right\}$.

Proof. This follows by rearranging the results in Lemma 6.3.
We may now state our main result. We call nonhyperoctahedral any easy quantum group $G$ such that $K \neq H_{n}$.
Theorem 6.5. There are exactly 11 nonhyperoctahedral easy quantum groups:
(1) $O_{n}, O_{n}^{*}$ and $O_{n}^{+}$, the orthogonal quantum groups;
(2) $S_{n}$ and $S_{n}^{+}$, the symmetric quantum groups;
(3) $B_{n}$ and $B_{n}^{+}$, the bistochastic quantum groups;
(4) $S_{n}^{\prime}$ and $S_{n}^{\prime+}$, the modified symmetric quantum groups;
(5) $B_{n}^{\prime}$ and $B_{n}^{\prime+}$, the modified bistochastic quantum groups.

Proof. By Proposition 5.3, we have to classify the easy quantum groups satisfying $K \subset G \subset K^{+}$. More precisely, we have to prove that for $K=S_{n}, B_{n}, S_{n}^{\prime}, B_{n}^{\prime}$ there is no such partial liberation, and that for $K=O_{n}$ there is only one partial liberation, namely the quantum group $K^{*}$ mentioned above. This follows from Lemma 6.4, via the Tannakian results in [BS 2009].

The classification in the hyperoctahedral case seems to be a difficult problem, which we have to leave open.

## 7. Laws of characters

We discuss the computation of the asymptotic law of the fundamental character $\chi=\operatorname{Tr}(u)$, and of its truncated versions $\chi_{t}=\sum_{i=1}^{[t n]} u_{i i}$ with $t \in(0,1]$.

These computations, which might seem quite technical, are in fact of great relevance in the general context of representation theory. Given a compact group
$G \subset U_{n}$, or more generally a compact quantum group $G \subset U_{n}^{+}$, the main problem in representation theory is to classify the irreducible representations of $G$. By the Peter-Weyl theory, these irreducible representations appear in the tensor powers $u^{\otimes k}$ of the fundamental representation, and they can be in fact identified with the minimal projections of the algebra $\operatorname{End}\left(u^{\otimes k}\right)$.

The exact computation of $\operatorname{End}\left(u^{\otimes k}\right)$ is generally quite difficult. However, an easier problem whose answer is generally extremely useful is the computation of the dimension of this algebra. Since this dimension can be simply obtained by integrating $\chi^{2 k}$, we are led to the fundamental problem of computing the law of $\chi$.

In the quantum group context, the difference between the law of $\chi$ and the corresponding classical result can be quite puzzling. The problem appears for instance with $S_{n}$ and $S_{n}^{+}$, where the law of $\chi$ is respectively Poisson with $n \rightarrow \infty$, and free Poisson with $n \geq 4$. The lack of symmetry was conceptually understood in [Banica and Collins 2007], where it was shown that the correct invariant to look at is the law of the truncated character $\chi_{t}$, with $t \in(0,1]$.

Definition 7.1. Associated to an easy quantum group $G \subset U_{n}^{+}$is the truncated character

$$
\chi_{t}=\sum_{i=1}^{[t n]} u_{i i}
$$

where $u=\left(u_{i j}\right)$ is the matrix of standard coordinates, and $t \in(0,1]$.
Recall some basic results from [BS 2009]. Let $G$ be an easy quantum group, and denote by $D_{k} \subset P(0, k)$ the corresponding sets of diagrams, having no upper points. We define the Gram matrix to be $G_{k n}(p, q)=n^{b(p \vee q)}$, where $b(\cdot)$ is the number of blocks. The Weingarten matrix is by definition its inverse, $W_{k n}=G_{k n}^{-1}$. In order for this inverse to exist, $n$ must be big enough, and the assumption $n \geq k$ is sufficient. In the general case the notion of quasiinverse must be used; see [Collins and Matsumoto 2009] for a detailed discussion.

Theorem 7.2. The Haar integration over $G$ is given by

$$
\int_{G} u_{i_{1} j_{1}} \cdots u_{i_{k} j_{k}} d u=\sum_{p, q \in D_{k}} \delta_{p}(i) \delta_{q}(j) W_{k n}(p, q)
$$

where the $\delta$ symbols are 0 or 1 , depending on whether the indices fit or not.
Proof. This is proved in [BS 2009], using the idea that the integrals on the left, taken altogether, form the orthogonal projection on Fix $\left(u^{\otimes k}\right)=\operatorname{span}\left(D_{k}\right)$.

The Weingarten formula is particularly effective in the classical and free cases, where complete computations were performed in [BS 2009].
Theorem 7.3. The asymptotic law of $\chi_{t}=\sum_{i=1}^{[t n]} u_{i i}$ with $t \in(0,1]$ is as follows:
(1) For $O_{n}, S_{n}, H_{n}$ and $B_{n}$, we get the Gaussian, Poisson, Bessel and shifted Gaussian laws, which form convolution semigroups.
(2) For $O_{n}^{+}, S_{n}^{+}, H_{n}^{+}$and $B_{n}^{+}$we get the semicircular, free Poisson, free Bessel and shifted semicircular laws, which form free convolution semigroups.
(3) For $S_{n}^{\prime}, B_{n}^{\prime}, S_{n}^{\prime+}$ and $B_{n}^{\prime+}$ we get symmetrized versions of the laws for $S_{n}, B_{n}$, $S_{n}^{+}$and $B_{n}^{+}$, which do not form classical or free convolution semigroups.

Proof. This is proved in [BS 2009] by using the Weingarten formula and cumulants. Note that the semigroups in (1) and (2) are in Bercovici-Pata [1999] bijection.

We should mention that the measures in (3), while not forming semigroups due to the canonical copy of $\mathbb{Z}_{2}$, which produces a "correlation", are very close to forming some kind of semigroup. We come back to this question in our next papers [Banica et al. 2009a; 2009b].

In the remaining cases, the Weingarten formula is less effective, because counting partitions and their blocks is a delicate task. In the case of half-liberations and of the hyperoctahedral series we will use instead the projective versions computed in the previous sections, which reduce the problem to a classical computation.

Definition 7.4. We use the following complex probability measures:
(1) The complex Gaussian law of parameter $t>0$ is the law of $x+i y$, where $x$ and $y$ are independent Gaussian variables of parameter $t$.
(2) The $s$-Bessel law of parameter $t>0$ is the law of $\sum_{r=1}^{s} e^{2 \pi i r / s} x_{i}$, where $x_{1}, \ldots, x_{s}$ are independent Poisson variables of parameter $t / s$.

The complex Gaussian laws are well known to form a convolution semigroup. The same holds for the $s$-Bessel laws, and we refer to [Banica et al. 2007a] for a complete discussion. The "Bessel" terminology comes from the fact that at $s=2$, the density of the corresponding discrete measure on $\mathbb{R}$ is given by a Bessel function of the first kind.

Definition 7.5. Given a complex probability measure $\mu$, we call squeezed version of it the law of $\sqrt{z z^{*}}$, where $z$ follows the law $\mu$.

This law doesn't depend of course on the choice of $z$.
For example, the squeezed version of the complex Gaussian law of parameter 1 is the Rayleigh law. This is because with $z=x+i y$, we have $z z^{*}=x^{2}+y^{2}$.

Another interesting example, of key relevance in free probability, is the fact that the squeezed version of Voiculescu's circular law is Wigner's semicircle law. See for example [Nica and Speicher 2006].

Theorem 7.6. The asymptotic law of $\chi_{t}=\sum_{i=1}^{[t n]} u_{i i}$ with $t \in(0,1]$ is as follows:
(1) For $O_{n}^{*}$, we get the squeezed complex Gaussian semigroup.
(2) For $H_{n}^{(s)}$, we get the squeezed $s$-Bessel semigroup.

Proof. The Weingarten formula shows that the odd moments of the variables in the statement are all 0 , so all computations actually take place over the projective versions. With this remark in hand, the results simply follow from the well-known fact that $\chi_{t}$ is asymptotically complex Gaussian for $U_{n}$ and $s$-Bessel for $H_{n}^{s}$. See [Banica et al. 2007a].

The squeezed $s$-Bessel laws seem to have a quite interesting combinatorics, but this is beyond the purposes of this paper. We would like however to present one such combinatorial statement, in the simplest case, $s=\infty$ and $t=1$.

Proposition 7.7. The asymptotic even moments of the character $\chi \in C\left(H_{n}^{*}\right)$ satisfy

$$
c_{k}=\sum_{s=0}^{k-1}\binom{k}{s}\binom{k-1}{s} c_{s}
$$

and are equal to the number of games of simple patience with $n$ cards.
Proof. This follows from Theorem 7.6, but we will present below a direct proof, which we found at an early stage of this work. According to the general theory, the numbers in the statement are given by $c_{k}=\# E_{h}(2 k)$, that is, they count the partitions of $\{1, \ldots, 2 k\}$ having the property that each block has the same number of odd and even legs.

It is convenient to do the following manipulation: We keep the sequence of odd legs fixed, and we pull downwards the sequence of even legs. In this way, $E_{h}(2 k)$ becomes the set of partitions between an upper and a lower sequence of $k$ points, such that each block is balanced in the sense that it has the same number of upper and lower legs.

Now observe that these partitions can be obtained as follows: pick a number $r \in\{1, \ldots, n\}$; connect the first point on the upper line to some $r-1$ other points on the upper line; choose $r$ points on the lower line, and connect them to the already connected upper $r$ points; and finally connect the remaining $k-r$ upper points to the remaining $k-r$ lower points by means of a balanced partition.

With $s=k-r$ this gives the formula in the statement. For the patience game interpretation, see Aldous and Diaconis [1999] and Sloane's comments [2008] about the sequence A023998, which is the sequence of moments of $\chi$.

For the higher hyperoctahedral quantum group $H_{n}^{[s]}$, our standard methods simply do not work. We don't know if this quantum group produces the squeezed version of some known semigroup.

## 8. Concluding remarks

We have seen in this paper that the easy quantum groups consist in principle of 6 groups, their free versions, 2 half-liberations, and one infinite series still waiting to be constructed. The construction of this hypothetical multiparameter "hyperoctahedral series", and the continuation and completion of our classification work, are of course the main two questions that we would like to address here.

The situation here, which is unexpectedly complex, brings to mind the algebraic difficulty and subtlety of the usual complex reflection groups [Broué et al. 1998].

At the level of applications, as explained in the introduction, we intend to use the easy quantum group list we know of as input for a number of representation theory and probability considerations; again, we believe that "any result that holds for $S_{n}$ and $O_{n}$ should have a suitable extension to all easy quantum groups".

In the noneasy case, there are of course of large number of results, classical or even free, having something to do with diagrams and with the easy quantum group technology in general, and that might fall one day into an extension of our formalism.

Here is a list of topics waiting to be developed:
(1) De Finetti theorems. These are available for $S_{n}, O_{n}$ from the book [Kallenberg 2005], for $S_{n}^{+}$from [Köstler and Speicher 2009] and then [Curran 2009a], and for $O_{n}^{+}$from [Curran 2009b]. We develop a global approach to the problem by using easy quantum groups in our forthcoming paper [Banica et al. 2009a].
(2) Eigenvalue computations. The key results of Diaconis and Shahshahani [1994] about $S_{n}, O_{n}$ can also be obtained by using Weingarten functions and cumulants; this is extended to all easy quantum groups in the preprint [Banica et al. 2009b].
(3) Invariant theory. The groups $S_{n}, O_{n}$ and their versions $S_{n}^{+}, O_{n}^{+}, O_{n}^{*}$ have served as a guiding example for the study of many invariants; see [Collins and Śniady 2006; Banica and Collins 2007; Novak 2007; Banica and Vergnioux 2009a; 2009b; Collins and Matsumoto 2009]. Some of these results are expected to extend to all easy quantum groups.
(4) Geometric aspects. The groups $S_{n}, O_{n}$ and their free versions $S_{n}^{+}, O_{n}^{+}$were also involved in many other "classical versus free" considerations. Let us mention here the Poisson boundary results in [Vaes and Vergnioux 2007], and the quantum isometry groups in [Bhowmick and Goswami 2009]. Once again, the easy quantum groups can lead to some new results here.
(5) Generalizations. One interesting question would be to understand the twisting and deformation of the easy quantum groups, say with the goal of extending our formalism to the $S^{2} \neq \mathrm{id}$ case, via monoidal equivalence [Bichon et al. 2006]. Another question is whether the half-liberation operation can be applied to locally
compact real algebraic groups $G \subset M_{n}(\mathbb{R})$, so as to fit into the general axioms in [Kustermans and Vaes 2000].

In addition to these questions, one basic problem is to classify the intermediate quantum groups $K \subset G \subset K^{+}$, where $K$ is a fixed easy group. This looks like a quite difficult question; but a possible way forward comes from a conjecture in [Banica et al. 2007c], stating that there is no intermediate quantum group $S_{n} \subset G \subset S_{n}^{+}$. This is actually a quite subtle question, whose study leads straight into the core of the "noneasy" problems.
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# BATALIN-VILKOVISKY COALGEBRA OF STRING TOPOLOGY 

Xiaojun Chen and Wee Liang Gan


#### Abstract

We prove that the reduced Hochschild homology of a commutative DG Frobenius algebra has the natural structure of a Batalin-Vilkovisky coalgebra, and the reduced cyclic homology has the natural structure of a gravity coalgebra. As an application, this gives an algebraic model for a BatalinVilkovisky coalgebra structure on the reduced homology of the free loop space of a simply connected closed oriented manifold, and a gravity coalgebra structure on the reduced equivariant homology.


## 1. Introduction

Let $M$ be a simply connected closed oriented $m$-manifold, and let $L M$ be its free loop space. Félix and Thomas [2008] gave a construction of the Batalin-Vilkovisky algebra structure on the homology of $L M$ in terms of Hochschild homology of a Poincaré duality model of $M$. The aim of this paper is to show that the reduced Hochschild homology, which gives the homology of $L M$ relative to constant loops, has the structure of a Batalin-Vilkovisky coalgebra. As a consequence it is also shown that the reduced cyclic homology of the Poincare duality model, which models the equivariant homology of $L M$ relative to the constant loops, has the structure of a gravity coalgebra.

Throughout this paper, we shall work over the field of rational numbers. By $C_{*}(\cdot)$ and $C^{*}(\cdot)$, we mean the complex of singular chains and the complex of singular cochains. We shall grade $C^{*}(\cdot)$ negatively. By applying [Lambrechts and Stanley 2008, Theorem 1.1] to the Sullivan minimal model of $M$, it follows that there is a commutative differential graded (DG) algebra $A$ such that

- $A$ is connected, finite-dimensional, and quasiisomorphic to the DG algebra $C^{*}(M)$; and
- there is an $A$-module isomorphism $A \rightarrow A^{\vee}$ of degree $m$ commuting with the differential and inducing the Poincaré duality isomorphism $H^{*}(M) \rightarrow$ $H_{m+*}(M)$ on homology.

Following Félix and Thomas [2008], we call $A$ a Poincaré duality model for $M$.
Let $C=A^{\vee}$, the dual space of $A$. Since $A$ is a commutative DG algebra, $C$ is a cocommutative DG coalgebra. The linear isomorphism $A \stackrel{\cong}{\Longrightarrow} C[m]$ induces the structure of a commutative DG algebra on $C$ whose product is of degree $-m$. Moreover, the coproduct

$$
\Delta: C \rightarrow C \otimes C, \quad x \mapsto x^{\prime} \otimes x^{\prime \prime}
$$

is a map of $C$-bimodules. Thus, $C$ forms a commutative DG Frobenius algebra in the following sense, which models the chain complex of $M$ :

Definition 1. Let $C$ be a chain complex over a field $k$. A commutative DG Frobenius algebra of degree $m$ on $C$ is a triple $(C, \cdot, \Delta)$ such that $(C, \cdot)$ is a DG commutative algebra whose product is of degree $-m,(C, \Delta)$ is a DG cocommutative coalgebra, and
(1) $(x \cdot y)^{\prime} \otimes(x \cdot y)^{\prime \prime}=\left(x \cdot y^{\prime}\right) \otimes y^{\prime \prime}=(-1)^{m\left|x^{\prime}\right|} x^{\prime} \otimes\left(x^{\prime \prime} \cdot y\right) \quad$ for any $x, y \in C$.

In Definition 1, $C$ is not necessarily finite-dimensional.
From now on, we shall denote by $C$ a commutative DG Frobenius algebra of degree $m$ with differential $d$, counit $\varepsilon$, and a coaugmentation $\mathbb{Q} \hookrightarrow C$. By the Hochschild homology $H H_{*}(C)$ and cyclic homology $H C_{*}(C)$ of $C$, we mean the Hochschild homology and cyclic homology of the underlying DG coalgebra structure of $C$. We recall their definitions:

Definition 2. The Hochschild homology $H H_{*}(C)$ of $C$ is the homology of the normalized cocyclic cobar complex $\left(C C_{*}(C), b\right)$, where

$$
C C_{*}(C)=\prod_{n=0}^{\infty} C \otimes(\Sigma \bar{C})^{\otimes n}
$$

and

$$
\begin{aligned}
& b\left(a_{0}\left[a_{1}|\cdots| a_{n}\right]\right) \\
& \qquad \begin{aligned}
:=d a_{0}\left[a_{1}|\cdots| a_{n}\right] & +\sum_{i=1}^{n}(-1)^{\left|a_{0}\right|+\left|\left[a_{1}|\cdots| a_{i-1}\right]\right|} a_{0}\left[a_{1}|\cdots| d a_{i}|\cdots| a_{n}\right] \\
& +\sum_{i=1}^{n}(-1)^{\left|a_{0}\right|+\left|\left[a_{1}|\cdots| a_{i-1} \mid a_{i}^{\prime}\right]\right|} a_{0}\left[a_{1}|\cdots| a_{i}^{\prime}\left|a_{i}^{\prime \prime}\right| \cdots \mid a_{n}\right]
\end{aligned} \\
& \quad+(-1)^{\left|a_{0}^{\prime}\right|} a_{0}^{\prime}\left(\left[a_{0}^{\prime \prime}\left|a_{1}\right| \cdots \mid a_{n}\right]-(-1)^{\left(\left|a_{0}^{\prime \prime}\right|-1\right)\left|\left[a_{1}|\cdots| a_{n}\right]\right|}\left[a_{1}|\cdots| a_{n} \mid a_{0}^{\prime \prime}\right]\right) .
\end{aligned}
$$

Here, $\bar{C}:=C / \mathbb{Q} \simeq \operatorname{ker}\{\varepsilon: C \rightarrow \mathbb{Q}\}$ and $\Sigma$ is the desuspension functor (shifting the degrees of $\bar{C}$ down by one), and we write the elements of $C \otimes(\Sigma \bar{C})^{\otimes n}$ in the form $a_{0}\left[a_{1}|\cdots| a_{n}\right]$. In particular, the degree $\left|\left[a_{1}|\cdots| a_{n}\right]\right|$ is $\left(\left|a_{1}\right|-1\right)+\cdots+\left(\left|a_{n}\right|-1\right)$.

One easily checks that $b^{2}=0$. Connes' cyclic operator on the normalized cocyclic cobar complex is given by

$$
\begin{aligned}
& B: \quad C C_{*}(C) \rightarrow C C_{*+1}(C), \\
& a_{0}\left[a_{1}|\cdots| a_{n}\right] \mapsto \sum_{i=1}^{n}(-1)^{\left|\left[a_{i}|\cdots| a_{n}\right]\right|\left|\left[a_{1}|\cdots| a_{i-1}\right]\right|} \\
& \cdot \varepsilon\left(a_{0}\right) a_{i}\left[a_{i+1}|\cdots| a_{n}\left|a_{1}\right| \cdots \mid a_{i-1}\right] .
\end{aligned}
$$

One has $B^{2}=0$ and $b B+B b=0$.
Definition 3. The cyclic homology ${H C_{*}}^{( }(C)$ of the coalgebra $C$ is the homology of the chain complex $C C_{*}(C)[u]$, where $u$ is a parameter of degree 2 , with differential $b+u^{-1} B$ defined by

$$
\left(b+u^{-1} B\right)\left(\alpha \otimes u^{n}\right)= \begin{cases}b \alpha \otimes u^{n}+B \alpha \otimes u^{n-1} & \text { if } n>0 \\ b \alpha & \text { if } n=0\end{cases}
$$

for $\alpha \in C C_{*}(C)$.
As in the algebra case, one has Connes' exact sequence:

$$
\begin{align*}
& \cdots \longrightarrow H H_{*}(C) \xrightarrow{\mathrm{E}} H C_{*}(C)  \tag{2}\\
& \longrightarrow H C_{*-2}(C) \xrightarrow{\mathrm{M}} H H_{*-1}(C) \longrightarrow \cdots ;
\end{align*}
$$

compare with [Chen 2007, Theorem 8.3]. We now recall the Batalin-Vilkovisky algebra structure on the Hochschild homology of a commutative DG Frobenius algebra.

Definition 4. A Batalin-Vilkovisky algebra is a graded commutative algebra $(V, \bullet)$ together with a linear map $\Delta: V_{*} \rightarrow V_{*+1}$ such that $\Delta \circ \Delta=0$, and for all $a, b, c \in V$,
(3) $\Delta(a \bullet b \cdot c)=\Delta(a \bullet b) \bullet c+(-1)^{|a|} a \bullet \Delta(b \bullet c)+(-1)^{(|a|-1)|b|} b \bullet \Delta(a \bullet c)$

$$
-(\Delta a) \cdot b \cdot c-(-1)^{|a|} a \cdot(\Delta b) \cdot c-(-1)^{|a|+|b|} a \cdot b \cdot(\Delta c) .
$$

Now for a commutative DG Frobenius algebra $C$, define a product

$$
\bullet: C C_{*}(C) \otimes C C_{*}(C) \rightarrow C C_{*}(C)
$$

by

$$
a_{0}\left[a_{1}|\cdots| a_{n}\right] \cdot b_{0}\left[b_{1}|\cdots| b_{r}\right]:=(-1)^{\left|b_{0}\right|\left|\left[a_{1}|\cdots| a_{n}\right]\right|} a_{0} b_{0}\left[a_{1}|\cdots| a_{n}\left|b_{1}\right| \cdots \mid b_{r}\right] .
$$

Theorem 5 [Tradler 2008]. The Hochschild homology $H H_{*}(C)[m]$ is a BatalinVilkovisky algebra with differential B and product •.

Using the maps E and M in Connes' exact sequence (2), define, for each integer $n \geq 2$, a map $c_{n}$ of degree $2-n$ by

$$
\begin{aligned}
c_{n}: H C_{*}(C)[m-2]^{\otimes n} & \rightarrow H C_{*}(C)[m-2] \\
\alpha_{1} \otimes \cdots \otimes \alpha_{n} & \rightarrow(-1)^{\epsilon} \mathrm{E}\left(\mathrm{M}\left(\alpha_{1}\right) \bullet \cdots \cdot \mathrm{M}\left(\alpha_{n}\right)\right),
\end{aligned}
$$

where $\epsilon=(n-1)\left|\alpha_{1}\right|+(n-2)\left|\alpha_{2}\right|+\cdots+\left|\alpha_{n-1}\right|$. The corollary, which follows from a general result (see Proposition 24), is this:
Corollary 6. The cyclic homology $\left(H C_{*}(C)[m-2],\left\{c_{n}\right\}\right)$ is a gravity algebra.
Definition 7. A gravity algebra is a graded vector space $V$ with a sequence of graded skew-symmetric operators

$$
\left\{x_{1}, \ldots, x_{k}\right\}: V^{\otimes k} \rightarrow V \quad \text { for } k=2,3, \ldots
$$

of degree $2-k$ that satisfy the generalized Jacobi identities

$$
\begin{align*}
& \sum_{1 \leq i<j \leq k}(-1)^{\epsilon(i, j)}\left\{\left\{x_{i}, x_{j}\right\}, x_{1}, \ldots, \hat{x}_{i}, \ldots, \hat{x}_{j}, \ldots, x_{k}, y_{1}, \ldots, y_{l}\right\}  \tag{4}\\
&= \begin{cases}\left\{\left\{x_{1}, \ldots, x_{k}\right\}, y_{1}, \ldots, y_{l}\right\} & \text { if } l>0 \\
0 & \text { if } l=0\end{cases}
\end{align*}
$$

where $\epsilon(i, j)=\left(\left|x_{1}\right|+\cdots+\left|x_{i-1}\right|\right)\left|x_{i}\right|+\left(\left|x_{1}\right|+\cdots+\left|x_{j-1}\right|\right)\left|x_{j}\right|+\left|x_{i}\right|\left|x_{j}\right|$.
In this paper, by the reduced Hochschild homology $\widetilde{H H}_{*}(C)$ of $C$, we mean the homology of

$$
\widetilde{C C}_{*}(C):=C C_{*}(C) / C=\prod_{n=1}^{\infty} C \otimes(\Sigma \bar{C})^{\otimes n}
$$

By the reduced cyclic homology $\widetilde{H C}_{*}(C)$ of $C$, we mean the homology of

$$
\widetilde{C C}_{*}(C)[u]=C C_{*}(C)[u] / C[u]
$$

As above, we have $\mathrm{E}: \widetilde{H H}_{*}(C) \rightarrow \widetilde{H C}_{*}(C)$ and $\mathrm{M}: \widetilde{H C}_{*}(C) \rightarrow \widetilde{H H}_{*+1}(C)$.
Define a coproduct

$$
\vee: \widetilde{C C}_{*}(C) \rightarrow \widetilde{C C}_{*}(C) \otimes{\widetilde{C C_{*}}}_{*}(C)
$$

by

$$
\begin{align*}
& \vee\left(a_{0}\left[a_{1}|\cdots| a_{n}\right]\right)  \tag{5}\\
& \qquad:=\sum_{i=2}^{n-1}(-1)^{\epsilon(i)}\left(a_{0} a_{i}\right)^{\prime}\left[a_{1}|\cdots| a_{i-1}\right] \otimes\left(a_{0} a_{i}\right)^{\prime \prime}\left[a_{i+1}|\cdots| a_{n}\right]
\end{align*}
$$

where $\epsilon(i)=\left|a_{0}\right|+\left(1+\left|a_{i}\right|+\left|\left(a_{0} a_{i}\right)^{\prime \prime}\right|\right)\left|\left[a_{1}|\cdots| a_{i-1}\right]\right|$.
Our main result is the following.

Theorem 8. The reduced Hochschild homology $\widetilde{H H}_{*}(C)[1-m]$ is a BatalinVilkovisky coalgebra with differential B and coproduct $\vee$.

The proof of Theorem 8 uses several identities at the chain level involving certain homotopies which we will give in Section 5.

Similarly to above, define a map $s_{n}: \widetilde{H C}_{*}(C)[2-m] \rightarrow \widetilde{H C}_{*}(C)[2-m]^{\otimes n}$ of degree $2-n$ by

$$
s_{n}(\alpha):=(\mathrm{E} \otimes \cdots \otimes \mathrm{E}) \circ\left(\vee \otimes \mathrm{id}^{\otimes n-2}\right) \circ \cdots \circ(\vee \otimes \mathrm{id}) \circ \vee \circ \mathrm{M}(\alpha)
$$

for any $\alpha \in \widetilde{H C}_{*}(C)[2-m]$.
Corollary 9. The reduced cyclic homology $\left(\widetilde{H C}_{*}(C)[2-m],\left\{s_{n}\right\}\right)$ is a gravity coalgebra.

In the two statements above, the Batalin-Vilkovisky coalgebra and gravity coalgebra are defined as dual versions of the corresponding algebras (see Definitions 14 and 15). The Batalin-Vilkovisky algebra and the gravity algebra structures of $H H_{*}(C)$ and $H C_{*}(C)$ descend to $\widetilde{H H}_{*}(C)$ and $\widetilde{H C}_{*}(C)$, respectively. Thus, we obtain both Batalin-Vilkovisky algebra and coalgebra structures on $\widetilde{H H}_{*}(C)$, and gravity algebra and coalgebra structures on $\widetilde{H C}_{*}(C)$.

Let $A$ be a Poincaré duality model for $M$ and $C=A^{\vee}$. Let $L M$ be the free loop space of $M$. From [Jones 1987], one has isomorphisms

$$
H_{*}(L M, M) \cong \widetilde{H H}_{*}(C) \quad \text { and } \quad H_{*}^{S^{1}}(L M, M) \cong \widetilde{H C}_{*}(C)
$$

Following [Chas and Sullivan 2004], we call $H_{*}(L M, M)$ the reduced homology of the free loop space, and $H_{*}^{S^{1}}(L M, M)$ the reduced equivariant homology of the free loop space. As a consequence, the choice of a Poincaré duality model for $M$ gives the reduced homology of the free loop space the structure of a BatalinVilkovisky coalgebra, and the reduced equivariant homology of the free loop space the structure of a gravity coalgebra. In string topology, the loop product • was first introduced in [Chas and Sullivan 1999]; see also [Cohen and Jones 2002]. The coproduct $\vee$ was introduced in [Sullivan 2004]. The operators $c_{n}$ and $s_{n}$ were first introduced in [Chas and Sullivan 2004] and discussed further in [Sullivan 2004]; see also [Westerland 2008].

Getzler [1994a; 1994b; 1995] studied Batalin-Vilkovisky algebras and gravity algebras in his works on topological conformal field theories (TCFT). He showed that a (genus zero) TCFT (respectively, an equivariant TCFT) with one output is the same as a Batalin-Vilkovisky algebra (respectively, a gravity algebra). If we consider multiple inputs and outputs, we then obtain both Batalin-Vilkovisky algebra and coalgebra (respectively, gravity algebra and coalgebra). Our construction gives an algebraic proof that string topology is a part of a (genus zero) TCFT. We
expect that the constructions above can be generalized to homotopy versions of commutative DG Frobenius algebras.
Remark 10. Sullivan's coproduct $\vee$ is not the same as the loop coproduct introduced in [Cohen and Godin 2004]; see also [Godin 2007].
Remark 11. Theorem 5 is not new; it is well known that the Hochschild cohomology of a Frobenius algebra has the structure of a Batalin-Vilkovisky algebra; see, for example, [Menichi 2004] and [Tradler 2008]. However, notice that the formulas we give above in terms of the Hochschild homology of a Frobenius coalgebra are really explicit and simple. The proof of Theorem 5 is included in this paper so that the reader can compare it with the proof of Theorem 8. As far as we are aware, Theorem 8 is new. Its statement is not true in general at the chain level, and the homotopy operators that appear in its proof are also new.

The BV coalgebra structure in Theorem 8 also appears to be related to [Eu and Schedler 2009, Question 2.3.72].

The rest of this paper is organized as follows. We recall the definitions of Batalin-Vilkovisky algebras and gravity algebras in Section 2 and the proof of Theorem 5 in Section 3. We give the proof of Corollary 6 in Section 4, the proof of Theorem 8 in Section 5, and the proof of Corollary 9 in Section 6.

Koszul sign rule. All $\pm$ signs in this paper are determined by the Koszul rule for signs. Thus, whenever we switch two elements $a \otimes b \mapsto b \otimes a$, we put $(-1)^{|a||b|}$ in front of $b \otimes a$ and write $\pm b \otimes a$. Also, if $f$ and $g$ are operators of homogeneous degree, then $(f \otimes g)(a \otimes b)= \pm f(a) \otimes g(b)=(-1)^{|g||a|} f(a) \otimes g(b)$. For example, in (5), to see that $\epsilon(i)=\left|a_{0}\right|+\left(1+\left|a_{i}\right|+\left|\left(a_{0} a_{i}\right)^{\prime \prime}\right|\right)\left|\left[a_{1}|\cdots| a_{i-1}\right]\right|$ is given by the Koszul sign rule, note that the term $\left(1+\left|a_{i}\right|\right)\left|\left[a_{1}|\cdots| a_{i-1}\right]\right|$ comes from first moving $\left[a_{i}\right]$ to the left of $\left[a_{1}|\cdots| a_{i-1}\right]$, the term $\left|a_{0}\right|$ comes from moving a suspension operator to the right of $a_{0}$ to apply it to $\left[a_{i}\right]$, and $\left|\left(a_{0} a_{i}\right)^{\prime \prime}\right|\left|\left[a_{1}|\cdots| a_{i-1}\right]\right|$ comes from moving $\left(a_{0} a_{i}\right)^{\prime \prime}$ to the right of $\left[a_{1}|\cdots| a_{i-1}\right]$. Similarly, the signs in the formulas above for $b, B$, the product $\bullet, c_{n}$, and so on, are also all given by the Koszul sign rule.

## 2. Batalin-Vilkovisky algebras and gravity algebras

Lemma 12. Let $(V, \bullet, \Delta)$ be a Batalin-Vilkovisky algebra. Define

$$
\{\cdot, \cdot\}: V \otimes V \rightarrow V
$$

by

$$
\{a, b\}:=(-1)^{|a|} \Delta(a \bullet b)-(-1)^{|a|}(\Delta a) \bullet b-a \bullet(\Delta b)
$$

Then $(V[-1],\{\cdot, \cdot\}, \Delta)$ is a $D G$ Lie algebra.

Proof. See [Getzler 1994a, Proposition 1.2].
More generally, one has the following result proved by Getzler; see [1994b, Theorem 4.5] and [1995, §3.4].

Theorem 13. Let $(V, \bullet, \Delta)$ be a Batalin-Vilkovisky algebra. For $k=2,3, \ldots$, define

$$
\{\cdot, \ldots, \cdot\}: V^{\otimes k} \rightarrow V
$$

by

$$
\left\{a_{1}, \ldots, a_{k}\right\}:=(-1)^{\epsilon}\left(\Delta\left(a_{1} a_{2} \cdots a_{k}\right)-\sum_{i=1}^{k}(-1)^{\left|a_{1}\right|+\cdots+\left|a_{i-1}\right|} a_{1} \cdots\left(\Delta a_{i}\right) \cdots a_{k}\right)
$$

where $\epsilon=(k-1)\left|a_{1}\right|+(k-2)\left|a_{2}\right|+\cdots+\left|a_{k-1}\right|$. Then $V[-1]$ is a $D G$ gravity algebra with differential $\Delta$ and brackets $\left\{a_{1}, \ldots, a_{k}\right\}$.

A DG gravity algebra is a gravity algebra with a differential commuting with all the brackets. Thus, for a Batalin-Vilkovisky algebra $(V, \bullet, \Delta)$, its homology $H(V, \Delta)[-1]$ has a gravity algebra structure. Taking $k=3$ and $l=0$ in (4) gives the graded Jacobi identity. Hence, a gravity algebra has a graded Lie algebra structure.

Analogously, we may introduce the notions of a Batalin-Vilkovisky coalgebra and a gravity coalgebra.

Definition 14. A Batalin-Vilkovisky coalgebra is a graded cocommutative coalgebra $(V, \vee)$ together with a linear map $\Delta: V_{*} \rightarrow V_{*+1}$ such that $\Delta \circ \Delta=0$, and

$$
\left(\Delta \otimes \mathrm{id}^{\otimes 2}+\mathrm{id} \otimes \Delta \otimes \mathrm{id}+\mathrm{id}^{\otimes 2} \otimes \Delta\right) \circ(\vee \otimes \mathrm{id}) \circ \vee(a)
$$

$$
=\left(\tau^{2}+\tau+\mathrm{id}\right) \circ(\vee \circ \Delta \otimes \mathrm{id}) \circ \vee(a)+(\vee \otimes \mathrm{id}) \circ \vee \circ \Delta(a)
$$

for all $a \in V$, where $\tau$ is the cyclic permutation $\tau: a \otimes b \otimes c \mapsto c \otimes a \otimes b$.
Similarly to the Batalin-Vilkovisky algebra case, the chain complex $(V, \Delta)$ is a DG gravity coalgebra:

Definition 15. A gravity coalgebra is a graded vector space $V$ with a sequence of graded skew-symmetric operators

$$
m_{k}: V \rightarrow V^{\otimes k} \quad \text { for } k=2,3,4, \ldots
$$

of degree $2-k$, such that

$$
\begin{equation*}
S_{2, k-2} \circ\left(m_{2} \otimes \mathrm{id}^{\otimes k-2}\right) \circ m_{k-1+l}=\left(m_{k} \otimes \mathrm{id}^{\otimes l}\right) \circ m_{l+1}: V \rightarrow V^{k+l} \tag{6}
\end{equation*}
$$

where the range of the mapping $\left(m_{2} \otimes \mathrm{id}^{\otimes k-2}\right) \circ m_{k-1+l}: V \rightarrow V^{k+l}$ is identified with $V^{\otimes 2} \otimes V^{\otimes k-2} \otimes V^{\otimes l}$ and $S_{2, k-2}$ is the shuffle product $V^{\otimes 2} \otimes V^{\otimes k-2} \rightarrow V^{\otimes k}$, and if $l=0$, we set $m_{1}=0$.

Theorem 16. Let $(V, \vee, \Delta)$ be a Batalin-Vilkovisky coalgebra. For any $x \in V$, let

$$
\vee_{k}(x):=\left(\vee \otimes \mathrm{id}^{\otimes k-2}\right) \circ \cdots \circ(\vee \otimes \mathrm{id}) \circ \vee(x)=\sum x_{1} \otimes x_{2} \otimes \cdots \otimes x_{k}
$$

and let
$s_{k}(x):=\sum(-1)^{(k-1)\left|x_{1}\right|+(k-2)\left|x_{2}\right|+\cdots+\left|x_{k-1}\right|}$

$$
\cdot\left(\vee_{k}(\Delta x)-\sum_{i=0}^{k-1}\left(\mathrm{id}^{\otimes i} \otimes \Delta \otimes \mathrm{id}^{\otimes k-i-1}\right) \circ \vee_{k}(x)\right)
$$

for $k=2,3, \ldots$ Then $V[1]$ is a $D G$ gravity coalgebra with differential $\Delta$ and cobrackets $\left\{s_{n}\right\}$. In particular, $\left(V[1], s_{2}, \Delta\right)$ is a DG Lie coalgebra.

The proof of the theorem is completely dual to that of Theorem 13.

## 3. The Batalin-Vilkovisky algebra

Next we recall the proof of Theorem 5 from [Chen 2007].
Lemma 17. The chain complex $\left(C C_{*}(C)[m], b\right)$ is a $D G$ algebra with product •. Proof. The proof is by direct verification; see [Chen 2007, Lemma 4.1].

The product • on $C C_{*}(C)[m]$ is not commutative, but homotopy commutative:

## Lemma 18. Define a bilinear operator

$$
*: C C_{*}(C) \otimes C C_{*}(C) \rightarrow C C_{*}(C)
$$

as follows: for $\alpha=a_{0}\left[a_{1}|\cdots| a_{n}\right], \beta=b_{0}\left[b_{1}|\cdots| b_{r}\right] \in C C_{*}(C)$,
(7) $\begin{array}{r}\alpha * \beta:=\sum_{i=1}^{n}(-1)^{\left|b_{0}\right|+(|\beta|-1)\left|\left[a_{i+1}|\cdots| a_{n}\right]\right|} \\ \cdot \varepsilon\left(a_{i} b_{0}\right) a_{0}\left[a_{1}\right]\end{array}$

$$
\cdot \varepsilon\left(a_{i} b_{0}\right) a_{0}\left[a_{1}|\cdots| a_{i-1}\left|b_{1}\right| \cdots\left|b_{r}\right| a_{i+1}|\cdots| a_{n}\right]
$$

Then

$$
\begin{equation*}
b(\alpha * \beta)=b \alpha * \beta+(-1)^{|\alpha|+1} \alpha * b \beta+(-1)^{|\alpha|}\left(\alpha \bullet \beta-(-1)^{|\alpha||\beta|} \beta \bullet \alpha\right) \tag{8}
\end{equation*}
$$

Proof. The proof is by direct verification; see [Chen 2007, Lemma 5.1].
It follows from Lemma 17 and Lemma 18 that $\left(H H_{*}(C)[m], \bullet\right)$ is a graded commutative algebra.

Define the binary operator

$$
\{\cdot, \cdot\}: C C_{*}(C) \otimes C C_{*}(C) \rightarrow C C_{*}(C)
$$

to be the commutator of $*$ above, namely

$$
\{\alpha, \beta\}:=\alpha * \beta-(-1)^{(|\alpha|+1)(|\beta|+1)} \beta * \alpha \quad \text { for } \alpha, \beta \in C C_{*}(C)
$$

Lemma 19. The chain complex $\left(C C_{*}(C)[m-1], b\right)$ is a DG Lie algebra with the Lie bracket $\{\cdot, \cdot\}$.

Proof. The proof is direct; see [Chen 2007, Lemma 5.4 and Corollary 5.5].
In particular $H H_{*}(C)[m-1]$ is a graded Lie algebra. Moreover, • and $\{\cdot, \cdot\}$ are compatible in the following sense, which makes $H H_{*}(C)[m]$ into a Gerstenhaber algebra:

Definition 20 [Gerstenhaber 1963]. Let $V$ be a graded vector space. A Gerstenhaber algebra on $V$ is a triple $(V, \cdot,\{\cdot, \cdot\})$ such that
(i) $(V, \cdot)$ is a graded commutative algebra;
(ii) $(V,\{\cdot, \cdot\})$ is a graded Lie algebra whose Lie bracket is of degree 1 ;
(iii) for any $\alpha, \beta, \gamma \in V$, one has

$$
\begin{equation*}
\{\alpha \bullet \beta, \gamma\}=\alpha \bullet\{\beta, \gamma\}+(-1)^{|\beta|(|\gamma|+1)}\{\alpha, \gamma\} \bullet \beta . \tag{9}
\end{equation*}
$$

Theorem 21. The Hochschild homology $\mathrm{HH}_{*}(\mathrm{C})[\mathrm{m}]$ is a Gerstenhaber algebra, with product • and bracket $\{\cdot, \cdot\}$.

Proof. From above, $H H_{*}(C)[m]$ is both a graded commutative algebra and a degree one graded Lie algebra. Equation (9) is immediate from Lemma 22.

Lemma 22. For any

$$
\alpha=a_{0}\left[a_{1}|\cdots| a_{n}\right], \quad \beta=b_{0}\left[b_{1}|\cdots| b_{r}\right], \quad \gamma=c_{0}\left[c_{1}|\cdots| c_{l}\right] \in C C_{*}(C),
$$

one has
(i) $(\alpha \bullet \beta) * \gamma=\alpha \bullet(\beta * \gamma)+(-1)^{|\beta|(|\gamma|+1)}(\alpha * \gamma) \cdot \beta$; and
(ii) $\gamma *(\alpha \bullet \beta)-(\gamma * \alpha) \bullet \beta-(-1)^{|\alpha|(|\gamma|+1)} \alpha \bullet(\gamma * \beta)=(b \circ \rho-\rho \circ b)(\alpha \otimes \beta \otimes \gamma)$, where

$$
\begin{gathered}
\rho(\alpha \otimes \beta \otimes \gamma):=\sum_{i<j}(-1)^{\epsilon} \varepsilon\left(c_{i} a_{0}\right) \varepsilon\left(c_{j} b_{0}\right) c_{0}\left[c_{1}|\cdots| c_{i-1}\left|a_{1}\right| \cdots\left|a_{n}\right| c_{i+1} \mid\right. \\
\\
\left.\cdots\left|c_{j-1}\right| b_{1}|\cdots| b_{r}\left|c_{j+1}\right| \cdots \mid c_{l}\right], \\
\text { and } \epsilon=(|\alpha|-1)\left|\left[c_{i+1}|\cdots| c_{n}\right]\right|+(|\beta|-1)\left|\left[c_{j+1}|\cdots| c_{n}\right]\right| .
\end{gathered}
$$

Proof. The proof is by direct verification; see [Chen 2007, Lemma 5.8].
Theorem 5 follows from [Getzler 1994a, Proposition 1.2], Theorem 21, and the following:

Lemma 23. For any $\alpha, \beta \in H H_{*}(C)[m]$, one has

$$
\{\alpha, \beta\}=(-1)^{|\alpha|} B(\alpha \bullet \beta)-(-1)^{|\alpha|} B(\alpha) \bullet \beta-\alpha \bullet B(\beta) .
$$

More precisely, for $\alpha=x\left[a_{1}|\cdots| a_{n}\right]$ and $\beta=y\left[b_{1}|\cdots| b_{r}\right] \in C C_{*}(C)$, define

$$
\begin{aligned}
& \phi(\alpha, \beta) \\
& \quad:=\sum_{i<j} \pm \varepsilon(x) \varepsilon\left(a_{j} y\right) a_{i}\left[a_{i+1}|\cdots| a_{j-1}\left|b_{1}\right| \cdots\left|b_{r}\right| a_{j+1}|\cdots| a_{n}\left|a_{1}\right| \cdots \mid a_{i-1}\right], \\
& \psi(\alpha, \beta) \\
& \quad:=\sum_{k<l} \pm \varepsilon(y) \varepsilon\left(b_{l} x\right) b_{k}\left[b_{k+1}|\cdots| b_{l-1}\left|a_{1}\right| \cdots\left|a_{n}\right| b_{l+1}|\cdots| b_{r}\left|b_{1}\right| \cdots \mid b_{k-1}\right],
\end{aligned}
$$

and let $\theta:=\phi+\psi$. (The $\pm$ signs are determined by the Koszul sign rule.) Then

$$
\begin{aligned}
(b \circ \theta+\theta \circ b) & (\alpha \otimes \beta) \\
& =\{\alpha, \beta\}-(-1)^{|\alpha|} B(\alpha \bullet \beta)-(-1)^{(|\beta|+1)(|a|+1)} \beta \bullet B(\alpha)+\alpha \bullet B(\beta) .
\end{aligned}
$$

Proof. The proof is by a direct verification; see [Chen 2007, Lemma 7.3].

## 4. The gravity algebra

We define the complex $\left(C C_{*}(C)\left[u, u^{-1}\right], b+u^{-1} B\right)$ by

$$
\left(b+u^{-1} B\right)\left(\alpha \otimes u^{n}\right)=b \alpha \otimes u^{n}+B \alpha \otimes u^{n-1} \quad \text { for all } n
$$

The quotient of $\left(C C_{*}(C)\left[u, u^{-1}\right], b+u^{-1} B\right)$ by its subcomplex $C C_{*}(C)\left[u^{-1}\right] u^{-1}$ is the complex $\left(C C_{*}(C)[u], b+u^{-1} B\right)$ in Definition 3. The short exact sequence

$$
0 \rightarrow C C_{*}(C) \longrightarrow C C_{*}(C)[u] \xrightarrow{u^{-1}} C C_{*}(C)[u] \rightarrow 0
$$

induces the long exact sequence (2). By diagram chasing, one can see that

$$
\mathrm{M} \circ \mathrm{E}=B: H H_{*}(C) \rightarrow H H_{*+1}(C)
$$

Corollary 6 is immediate from Theorem 5 and the following general result; see [Chen 2007, Theorem 8.5].

Proposition 24. Let $(V, \bullet, \Delta)$ be a Batalin-Vilkovisky algebra, and let $W$ be a graded vector space. Let $\mathrm{E}: V_{*} \rightarrow W_{*}$ and $\mathrm{M}: W_{*} \rightarrow V_{*+1}$ be two maps such that $\mathrm{E} \circ \mathrm{M}=0$ and $\mathrm{M} \circ \mathrm{E}=\Delta$. Then $\left(W[-2],\left\{c_{n}\right\}\right)$ is a gravity algebra, where

$$
c_{n}\left(\alpha_{1} \otimes \cdots \otimes \alpha_{n}\right):=(-1)^{(n-1)\left|\alpha_{1}\right|+(n-2)\left|\alpha_{2}\right|+\cdots+\left|\alpha_{n-1}\right|} \mathrm{E}\left(\mathrm{M}\left(\alpha_{1}\right) \bullet \cdots \bullet \mathrm{M}\left(\alpha_{n}\right)\right) .
$$

Proof. It follows from (3), by induction on $n$, that

$$
\begin{align*}
\Delta\left(x_{1} \bullet x_{2} \bullet \cdots \bullet x_{n}\right)=\sum_{i<j} \pm \Delta\left(x_{i} \bullet x_{j}\right) & \bullet x_{1} \bullet \cdots \bullet \widehat{x_{i}} \bullet \cdots \bullet \widehat{x_{j}} \bullet \cdots \bullet x_{n}  \tag{10}\\
& +(n-2) \sum_{i} \pm x_{1} \bullet \cdots \bullet \Delta x_{i} \bullet \cdots \bullet x_{n}
\end{align*}
$$

Now let $x_{i}=\mathrm{M}\left(\alpha_{i}\right)$, and apply E to both sides of the above equality; we obtain

$$
\begin{aligned}
& \mathrm{E} \circ \Delta\left(\mathrm{M}\left(\alpha_{1}\right) \cdot \mathrm{M}\left(\alpha_{2}\right) \bullet \cdots \cdot \mathrm{M}\left(\alpha_{n}\right)\right) \\
& =\sum_{i<j} \pm \mathrm{E} \circ\left(\Delta\left(\mathrm{M}\left(\alpha_{i}\right) \cdot \mathrm{M}\left(\alpha_{j}\right)\right) \cdot \mathrm{M}\left(\alpha_{1}\right) \bullet \cdots \bullet \widehat{\mathrm{M}\left(\alpha_{i}\right)} \cdot \cdots \bullet \widehat{\mathrm{M}\left(\alpha_{j}\right)} \cdot \cdots \cdot \mathrm{M}\left(\alpha_{n}\right)\right) \\
& \\
& \quad+(n-2) \sum_{i} \pm \mathrm{E}\left(\mathrm{M}\left(\alpha_{1}\right) \bullet \cdots \bullet \Delta \circ \mathrm{M}\left(\alpha_{i}\right) \bullet \cdots \bullet \mathrm{M}\left(\alpha_{n}\right)\right) .
\end{aligned}
$$

Since $\mathrm{E} \circ \Delta=\mathrm{E} \circ \mathrm{M} \circ \mathrm{E}=0$ and $\Delta \circ \mathrm{M}=\mathrm{M} \circ \mathrm{E} \circ \mathrm{M}=0$, we have

$$
\sum_{1 \leq i<j \leq n} \pm c_{n-1}\left(c_{2}\left(\alpha_{i} \otimes \alpha_{j}\right) \otimes \alpha_{1} \otimes \cdots \otimes \widehat{\alpha_{i}} \otimes \cdots \otimes \widehat{\alpha_{j}} \otimes \cdots \otimes \alpha_{n}\right)=0
$$

Similarly, by multiplying $y_{1} \bullet \cdots \cdot y_{l}$ on both sides of (10), letting $y_{j}=\mathrm{M}\left(\beta_{j}\right)$, and then applying E on both sides, we obtain

$$
\begin{array}{r}
\sum_{1 \leq i<j \leq n} \pm c_{n+l-1}\left(c_{2}\left(\alpha_{i} \otimes \alpha_{j}\right) \otimes \alpha_{1} \otimes \cdots \otimes \widehat{\alpha_{i}} \otimes \cdots \otimes \widehat{\alpha_{j}} \otimes \cdots \otimes \alpha_{n} \otimes \beta_{1} \otimes \cdots \otimes \beta_{l}\right) \\
=c_{l+1}\left(c_{n}\left(\alpha_{1} \otimes \cdots \otimes \alpha_{n}\right) \otimes \beta_{1} \otimes \cdots \otimes \beta_{l}\right)
\end{array}
$$

for $l>0$. This proves the proposition.
Proposition 24 can also be applied to the Hochschild homology of a Calabi-Yau algebra (see [Ginzburg 2006, Theorem 3.4.3]) to give a gravity algebra structure on its cyclic homology.

## 5. The Batalin-Vilkovisky coalgebra

The proof of Theorem 8 is similar to the proof of Theorem 5 .
Lemma 25. The chain complex $\left(\widetilde{C C}_{*}(C)[1-m], b\right)$ is a $D G$ coalgebra with coproduct $\vee$.

Proof. It is clear that $\vee$ is coassociative. Therefore we only need to check that $b$ is a derivation with respect to $\vee$. Observe that the expressions $b \circ \vee(\alpha)$ and $\vee \circ b(\alpha)$ have two parts, one contains those terms involving the differentials of the entries in $\alpha$ (which we call the differential part), the other contains those terms involving the coproducts of the entries in $\alpha$ (which we call the diagonal part). It follows directly from the definition of $\vee$ that the differential parts of $b \circ \vee(\alpha)$ and $\vee \circ b(\alpha)$ are equal. For the diagonal parts, omitting the signs determined by the Koszul sign rule from our notation (see 32), we have
(11) $b \circ \vee\left(a_{0}\left[a_{1}|\cdots| a_{n}\right]\right)$

$$
\begin{equation*}
=\sum_{1<i<n} b\left(\left(a_{0} a_{i}\right)^{\prime}\left[a_{1}|\cdots| a_{i-1}\right]\right) \otimes\left(a_{0} a_{i}\right)^{\prime \prime}\left[a_{i+1}|\cdots| a_{n}\right] \tag{12}
\end{equation*}
$$

while
(20) $\vee \circ b\left(a_{0}\left[a_{1}|\cdots| a_{n}\right]\right)$
(21) $\quad=\sum_{1 \leq j<i<n} \pm\left(a_{0} a_{i}\right)^{\prime}\left[a_{1}|\cdots| a_{j}^{\prime}\left|a_{j}^{\prime \prime}\right| \cdots \mid a_{i-1}\right] \otimes\left(a_{0} a_{i}\right)^{\prime \prime}\left[a_{i+1}|\cdots| a_{n}\right]$

$$
\begin{equation*}
+\sum_{1<i<j \leq n} \pm\left(a_{0} a_{i}\right)^{\prime}\left[a_{1}|\cdots| a_{i-1}\right] \otimes\left(a_{0} a_{i}\right)^{\prime \prime}\left[a_{i+1}|\cdots| a_{j}^{\prime}\left|a_{j}^{\prime \prime}\right| \cdots \mid a_{n}\right] \tag{22}
\end{equation*}
$$

3) $\quad+\sum_{1<i<n} \pm\left(a_{0} a_{i}^{\prime}\right)^{\prime}\left[a_{1}|\cdots| a_{i-1}\right] \otimes\left(a_{0} a_{i}^{\prime}\right)^{\prime \prime}\left[a_{i}^{\prime \prime}\left|a_{i+1}\right| \cdots \mid a_{n}\right]$
4) $\pm\left(a_{0} a_{n}^{\prime}\right)^{\prime}\left[a_{1}|\cdots| a_{n-1}\right] \otimes\left(a_{0} a_{n}^{\prime}\right)^{\prime \prime}\left[a_{n}^{\prime \prime}\right]$

$$
\begin{equation*}
+\sum_{1<i<n} \pm\left(a_{0} a_{i}^{\prime \prime}\right)^{\prime}\left[a_{1}|\cdots| a_{i-1} \mid a_{i}^{\prime}\right] \otimes\left(a_{0} a_{i}^{\prime \prime}\right)^{\prime \prime}\left[a_{i+1}|\cdots| a_{n}\right] \tag{25}
\end{equation*}
$$

$$
\begin{equation*}
\pm\left(a_{0}^{\prime} a_{1}\right)^{\prime}\left[a_{0}^{\prime \prime}\right] \otimes\left(a_{0}^{\prime} a_{1}\right)^{\prime \prime}\left[a_{2}|\cdots| a_{n}\right] \tag{26}
\end{equation*}
$$

$$
\begin{equation*}
+\sum_{1<i<n} \pm\left(a_{0}^{\prime} a_{i}\right)^{\prime}\left[a_{0}^{\prime \prime}\left|a_{1}\right| \cdots \mid a_{i-1}\right] \otimes\left(a_{0}^{\prime} a_{i}\right)^{\prime \prime}\left[a_{i+1}|\cdots| a_{n}\right] \tag{27}
\end{equation*}
$$

$$
\begin{equation*}
\pm\left(a_{0} a_{1}^{\prime \prime}\right)^{\prime}\left[a_{1}^{\prime}\right] \otimes\left(a_{0} a_{1}^{\prime \prime}\right)^{\prime \prime}\left[a_{2}|\cdots| a_{n}\right] \tag{24}
\end{equation*}
$$

$$
\begin{equation*}
-\sum_{1<i<n} \pm\left(a_{0}^{\prime} a_{i}\right)^{\prime}\left[a_{1}|\cdots| a_{i-1}\right] \otimes\left(a_{0} a_{i}\right)^{\prime \prime}\left[a_{i+1}|\cdots| a_{n} \mid a_{0}^{\prime \prime}\right] \tag{28}
\end{equation*}
$$

$$
\begin{equation*}
- \pm\left(a_{0}^{\prime} a_{n}\right)^{\prime}\left[a_{1}|\cdots| a_{n-1}\right] \otimes\left(a_{0}^{\prime} a_{n}\right)^{\prime \prime}\left[a_{0}^{\prime \prime}\right] \tag{29}
\end{equation*}
$$

Keeping (1) in mind, we see that (14) and (21) are equal; so are (15) and (28), (16) and (26), (17) and (22), (18) and (23), and (19) and (29). Also, (24) and (30) cancel; so do $(25)$ and $(27)$. Hence, $(11)=(20)$.

$$
\begin{align*}
& \pm \sum_{1<i<n}\left(a_{0} a_{i}\right)^{\prime}\left[a_{1}|\cdots| a_{i-1}\right] \otimes b\left(\left(a_{0} a_{i}\right)^{\prime \prime}\left[a_{i+1}|\cdots| a_{n}\right]\right)  \tag{13}\\
& \text { (14) } \quad=\sum_{1 \leq j<i<n} \pm\left(a_{0} a_{i}\right)^{\prime}\left[a_{1}|\cdots| a_{j}^{\prime}\left|a_{j}^{\prime \prime}\right| \cdots \mid a_{i-1}\right] \otimes\left(a_{0} a_{i}\right)^{\prime \prime}\left[a_{i+1}|\cdots| a_{n}\right] \\
& \text { (15) } \quad+\sum_{1<i<n} \pm\left(\left(a_{0} a_{i}\right)^{\prime}\right)^{\prime}\left[\left(\left(a_{0} a_{i}\right)^{\prime}\right)^{\prime \prime}\left|a_{1}\right| \cdots \mid a_{i-1}\right] \otimes\left(a_{0} a_{i}\right)^{\prime \prime}\left[a_{i+1}|\cdots| a_{n}\right] \\
& -\sum_{1<i<n} \pm\left(\left(a_{0} a_{i}\right)^{\prime}\right)^{\prime}\left[a_{1}|\cdots| a_{i-1} \mid\left(\left(a_{0} a_{i}\right)^{\prime}\right)^{\prime \prime}\right] \otimes\left(a_{0} a_{i}\right)^{\prime \prime}\left[a_{i+1}|\cdots| a_{n}\right]  \tag{16}\\
& +\sum_{1<i<j \leq n} \pm\left(a_{0} a_{i}\right)^{\prime}\left[a_{1}|\cdots| a_{i-1}\right] \otimes\left(a_{0} a_{i}\right)^{\prime \prime}\left[a_{i+1}|\cdots| a_{j}^{\prime}\left|a_{j}^{\prime \prime}\right| \cdots \mid a_{n}\right]  \tag{17}\\
& +\sum_{1<i<n} \pm\left(a_{0} a_{i}\right)^{\prime}\left[a_{1}|\cdots| a_{i-1}\right] \otimes\left(\left(a_{0} a_{i}\right)^{\prime \prime}\right)^{\prime}\left[\left(\left(a_{0} a_{i}\right)^{\prime \prime}\right)^{\prime \prime}\left|a_{i+1}\right| \cdots \mid a_{n}\right]  \tag{18}\\
& -\sum_{1<i<n} \pm\left(a_{0} a_{i}\right)^{\prime}\left[a_{1}|\cdots| a_{i-1}\right] \otimes\left(\left(a_{0} a_{i}\right)^{\prime \prime}\right)^{\prime}\left[a_{i+1}|\cdots| a_{n} \mid\left(\left(a_{0} a_{i}\right)^{\prime \prime}\right)^{\prime \prime}\right], \tag{19}
\end{align*}
$$

Define the permutations $\tau$ and $\sigma$ by

$$
\begin{aligned}
\tau: \widetilde{C C_{*}}(C) \otimes \widetilde{C C_{*}}(C) & \rightarrow \widetilde{C C}_{*}(C) \otimes \widetilde{C C}_{*}(C) \\
\alpha_{1} \otimes \alpha_{2} & \mapsto \pm \alpha_{2} \otimes \alpha_{1}
\end{aligned}
$$

and

$$
\begin{aligned}
& \sigma: \widetilde{C C_{*}}(C) \otimes \widetilde{C C_{*}}(C) \otimes \widetilde{C C_{*}}(C) \rightarrow \widetilde{C C}_{*}(C) \otimes \widetilde{C C_{*}}(C) \otimes \widetilde{C C_{*}}(C) \\
& \alpha_{1} \otimes \alpha_{2} \otimes \alpha_{3} \mapsto \pm \alpha_{2} \otimes \alpha_{3} \otimes \alpha_{1} .
\end{aligned}
$$

The following lemma says that $\vee$ is cocommutative up to homotopy, and therefore $\left(\widetilde{H H}_{*}(C)[1-m], \vee\right)$ is a graded cocommutative, coassociative coalgebra.
Lemma 26. Let $h: \widetilde{C C}_{*}(C) \rightarrow \widetilde{C C}_{*}(C) \otimes \widetilde{C C}_{*}(C)$ be defined by

$$
h(\alpha):=\sum_{i<j} \pm a_{0}\left[a_{1}|\cdots| a_{i-1}\left|a_{j+1}\right| \cdots \mid a_{n}\right] \otimes a_{i} a_{j}\left[a_{i+1}|\cdots| a_{j-1}\right]
$$

for any $\alpha=a_{0}\left[a_{1}|\cdots| a_{n}\right] \in \widetilde{C C}_{*}(C)$. (The $\pm$ sign is determined by the Koszul sign rule on page 32.) Then

$$
\begin{equation*}
b \circ h(\alpha)-h \circ b(\alpha)=\tau \circ \vee(\alpha)-\vee(\alpha) \tag{31}
\end{equation*}
$$

Proof. It is easy to see that the differential parts of the left side of (31) cancel each other, so we only need to consider the diagonal parts. In fact, the diagonal parts of $h(b \alpha)$ are equal to

$$
\begin{equation*}
\sum_{i} \pm a_{0}^{\prime}\left[a_{i+1}|\cdots| a_{n}\right] \otimes\left(a_{0}^{\prime \prime} a_{i}\right)\left[a_{1}|\cdots| a_{i-1}\right] \tag{32}
\end{equation*}
$$

(33) $+\sum_{i<j} \pm a_{0}^{\prime}\left[a_{0}^{\prime \prime}\left|a_{1}\right| \cdots\left|a_{i-1}\right| a_{j+1}|\cdots| a_{n}\right] \otimes\left(a_{i} a_{j}\right)\left[a_{i+1}|\cdots| a_{j-1}\right]$
(34) $-\sum_{i} \pm a_{0}^{\prime}\left[a_{1}|\cdots| a_{i-1}\right] \otimes\left(a_{i} a_{0}^{\prime \prime}\right)\left[a_{i+1}|\cdots| a_{n}\right]$
(35) $\quad-\sum_{i<j} \pm a_{0}^{\prime}\left[a_{1}|\cdots| a_{i-1}\left|a_{j+1}\right| \cdots\left|a_{n}\right| a_{0}^{\prime \prime}\right] \otimes\left(a_{i} a_{j}\right)\left[a_{i+1}|\cdots| a_{j-1}\right]$
$(36)+\sum \pm a_{0}\left[a_{1}|\cdots| a_{k}^{\prime}\left|a_{k}^{\prime \prime}\right| \cdots \mid a_{n}\right] \otimes\left(a_{i} a_{j}\right)\left[a_{i+1}|\cdots| a_{j-1}\right]$
(37) $\quad+\sum_{i<k<j} \pm a_{0}\left[a_{1}|\cdots| a_{i-1}\left|a_{j+1}\right| \cdots \mid a_{n}\right] \otimes\left(a_{i} a_{j}\right)\left[a_{i+1}|\cdots| a_{k}^{\prime}\left|a_{k}^{\prime \prime}\right| \cdots \mid a_{j-1}\right]$
(38) $+\sum_{i<j} \pm a_{0}\left[a_{1}|\cdots| a_{i-1}\left|a_{j+1}\right| \cdots \mid a_{n}\right] \otimes\left(a_{i} a_{j}\right)^{\prime}\left[\left(a_{i} a_{j}\right)^{\prime \prime}\left|a_{i+1}\right| \cdots \mid a_{j-1}\right]$
(39) $-\sum_{i<j} \pm a_{0}\left[a_{1}|\cdots| a_{i-1}\left|a_{j+1}\right| \cdots \mid a_{n}\right] \otimes\left(a_{i} a_{j}\right)^{\prime}\left[a_{i+1}|\cdots| a_{j-1} \mid\left(a_{i} a_{j}\right)^{\prime \prime}\right]$,
(where the sum in (36) is taken over all $k<i<j$ and $i<j<k$ ).
Now (33) $+(35)+(36)+(37)+(38)+(39)$ is exactly $b(h \alpha)$, while the remaining terms (32) $+(34)$ are exactly $-\tau \circ \vee(\alpha)+\vee(\alpha)$.
Lemma 27. Let $h$ be as in Lemma 26. Define $S: \widetilde{C C_{*}}(C) \rightarrow \widetilde{C C_{*}}(C) \otimes \widetilde{C C}_{*}(C)$ by

$$
S(\alpha):=h(\alpha)-\tau \circ h(\alpha) \quad \text { for any } \alpha \in \widetilde{C C}_{*}(C)
$$

Then the chain complex $\left(\widetilde{C C_{*}}(C)[2-m], b\right)$ is a DG Lie coalgebra with the cobracket $S$.

Proof. It follows from the definition that $S$ is skew-symmetric, and $b$ commutes with $S$ by (31). Now, for any $\alpha=a_{0}\left[a_{1}|\cdots| a_{n}\right]$,

$$
\begin{aligned}
& (h \otimes 1) h(\alpha)-(1 \otimes h) h(\alpha) \\
& =\sum_{k<l<i<j} \pm a_{0}\left[a_{1}|\cdots| a_{k-1}\left|a_{l+1}\right| \cdots\left|a_{i-1}\right| a_{j+1}|\cdots| a_{n}\right] \\
& \quad \otimes a_{k} a_{l}\left[a_{k+1}|\cdots| a_{l-1}\right] \otimes a_{i} a_{j}\left[a_{i+1}|\cdots| a_{j-1}\right] \\
& \\
& \quad+\sum_{i<j<k<l} \pm a_{0}\left[a_{1}|\cdots| a_{i-1}\left|a_{j+1}\right| \cdots\left|a_{k-1}\right| a_{l+1}|\cdots| a_{n}\right] \\
& \quad \otimes a_{k} a_{l}\left[a_{k+1}|\cdots| a_{l-1}\right] \otimes a_{i} a_{j}\left[a_{i+1}|\cdots| a_{j-1}\right] \\
& \\
& \quad(1 \otimes \tau)((h \otimes 1) h(\alpha)-(1 \otimes h) h(\alpha)) .
\end{aligned}
$$

It follows that

$$
\begin{aligned}
(1+\sigma & \left.+\sigma^{2}\right)(S \otimes 1) S \\
& =\left(1+\sigma+\sigma^{2}\right)((h \otimes 1) h-(1 \otimes h) h-(1 \otimes \tau)((h \otimes 1) h-(1 \otimes h) h))=0
\end{aligned}
$$

so the co-Jacobi identity holds.
It follows that $\left(\widetilde{H H}_{*}(C)[2-m], S\right)$ is a graded Lie coalgebra. The Lie cobracket $S$ and the cocommutative coproduct $\vee$ are compatible in the following sense:

Definition 28. Let $V$ be a graded vector space. A Gerstenhaber coalgebra on $V$ is a triple $(V, \vee, S)$ such that
(i) $(V, \vee)$ is a graded cocommutative coalgebra;
(ii) $(V, S)$ is a graded Lie coalgebra whose Lie cobracket is of degree 1 ; and
(iii) $S: V \rightarrow V \otimes V$ is a coderivation with respect to $V$, that is, the following diagram commutes:


Theorem 29. The reduced Hochschild homology $\left(\widetilde{H H}_{*}(C)[1-m], \vee, S\right)$ is a Gerstenhaber coalgebra.
Proof. From the definition of $h$ in Lemma 26, the diagram

commutes. We next show that

commutes up to homotopy, and therefore, from $S=h-\tau \circ h$, the diagram

commutes. Let $\varrho: \widetilde{C C} \rightarrow \widetilde{C C} \otimes \widetilde{C C} \otimes \widetilde{C C}$ be the map defined by $\varrho(\alpha):=\sum_{i<j<k<l} \pm a_{0}\left[a_{1}|\cdots| a_{i-1}\left|a_{j+1}\right| \cdots\left|a_{k-1}\right| a_{l+1}|\cdots| a_{n}\right]$ $\otimes a_{i} a_{j}\left[a_{i+1}|\cdots| a_{j-1}\right] \otimes a_{k} a_{l}\left[a_{k+1}|\cdots| a_{l-1}\right]$,
for any $\alpha=a_{0}\left[a_{1}|\cdots| a_{n}\right]$. (The $\pm$ sign is determined by the Koszul sign rule.) Let $\rho:=\sigma \circ \varrho$. Then
(41) $(b \circ \rho-\rho \circ b)(\alpha)=((\vee \otimes \mathrm{id}) \circ(\tau \circ h)-((\mathrm{id} \otimes \tau) \circ(\tau \circ h \otimes \mathrm{id})+\mathrm{id} \otimes \tau \circ h) \circ \vee)(\alpha)$ for any $\alpha \in \widetilde{C C}$. Indeed, one has

$$
\varrho \circ b(\alpha)-b \circ \varrho(\alpha)=
$$

$$
\begin{align*}
& \quad \sum_{i<j<k} \pm\left(a_{0} a_{i}\right)^{\prime}\left[a_{i+1}|\cdots| a_{j-1}\left|a_{k+1}\right| \cdots \mid a_{n}\right]  \tag{42}\\
& \quad \otimes\left(a_{0} a_{i}\right)^{\prime \prime}\left[a_{1}|\cdots| a_{i-1}\right] \otimes\left(a_{j} a_{k}\right)\left[a_{j+1}|\cdots| a_{k-1}\right] \\
& +\sum_{j<i<k} \pm a_{0}\left[a_{1}|\cdots| a_{j-1}\left|a_{k+1}\right| \cdots \mid a_{n}\right]  \tag{43}\\
& \otimes\left(a_{j} a_{k} a_{i}\right)^{\prime}\left[a_{j+1}|\cdots| a_{i-1}\right] \otimes\left(a_{j} a_{k} a_{i}\right)^{\prime \prime}\left[a_{i+1}|\cdots| a_{k-1}\right] \\
& +\sum_{j<k<i} \pm\left(a_{0} a_{i}\right)^{\prime}\left[a_{1}|\cdots| a_{j-1}\left|a_{k+1}\right| \cdots \mid a_{i-1}\right]  \tag{44}\\
& \quad \otimes\left(a_{j} a_{k}\right)\left[a_{j+1}|\cdots| a_{k-1}\right] \otimes\left(a_{0} a_{i}\right)^{\prime \prime}\left[a_{i+1}|\cdots| a_{n}\right] .
\end{align*}
$$

After applying $\sigma$, (42) becomes (id $\otimes \tau \circ h) \circ \vee(\alpha)$, (43) becomes $(\vee \otimes i d) \circ$ $(\tau \circ h)(\alpha)$, and (44) becomes $(\mathrm{id} \otimes \tau) \circ(\tau \circ h \otimes \mathrm{id}) \circ \vee(\alpha)$. This proves the identity (41), and hence (40) is proved.

Theorem 8 follows from the dual version of [Getzler 1994a, Proposition 1.2], Theorem 29, and the following lemma.

Lemma 30. For any $\alpha=a_{0}\left[a_{1}|\cdots| a_{n}\right] \in \widetilde{C C_{*}}(C)$, let

$$
\begin{align*}
& \begin{array}{l}
\phi(\alpha):= \\
\sum_{i<j<k} \pm \varepsilon\left(a_{0}\right) a_{i}\left[a_{i+1}|\cdots| a_{j-1}\left|a_{k+1}\right| \cdots\left|a_{n}\right| a_{1}|\cdots| a_{i-1}\right] \\
\forall(\alpha):=
\end{array} \begin{array}{r}
\sum_{j<k<i} \pm \varepsilon\left(a_{0}\right) a_{j}\left[a_{j+1}|\cdots| a_{k-1}\left[a_{j+1}|\cdots| a_{k-1}\right]\right. \\
\otimes a_{i}\left[a_{i+1}|\cdots| a_{n}\left|a_{1}\right| \cdots\left|a_{j-1}\right| a_{k+1}|\cdots| a_{i-1}\right]
\end{array} \tag{45}
\end{align*}
$$

and let $\theta=\phi+\psi .($ The $\pm$ signs are determined by the Koszul sign rule.) Then

$$
b \circ \theta+\theta \circ b=\vee \circ B-B \circ \vee-S
$$

where $S$ is as defined in Lemma 27.
Proof. The proof is similar to that of Lemma 23. For any $\alpha=a_{0}\left[a_{1}|\cdots| a_{n}\right]$, the terms on the right hand side of the desired equation are

$$
\vee \circ B(\alpha)=
$$

$$
\begin{align*}
& \sum_{i>j} \pm \varepsilon\left(a_{0}\right)\left(a_{i} a_{j}\right)^{\prime}\left[a_{i+1}|\cdots| a_{n}\left|a_{1}\right| \cdots \mid a_{j-1}\right]  \tag{47}\\
&+ \sum_{i<j} \pm \varepsilon\left(a_{0}\right)\left(a_{i} a_{j}\right)^{\prime}\left[a_{i+1}|\cdots| a_{j-1}\right] \\
& \otimes\left(a_{i} a_{j}\right)^{\prime \prime}\left[a_{j+1}|\cdots| a_{i-1}\right]  \tag{48}\\
& \otimes\left(a_{i} a_{j}\right)^{\prime \prime}\left[a_{j+1}|\cdots| a_{n}\left|a_{1}\right| \cdots \mid a_{i-1}\right]
\end{align*}
$$

$$
\begin{equation*}
B \circ \vee(\alpha)= \tag{49}
\end{equation*}
$$

(50) $+\sum_{i<k} \pm a_{0} a_{i}\left[a_{1}|\cdots| a_{i-1}\right] \otimes a_{k}\left[a_{k+1}|\cdots| a_{n}\left|a_{i+1}\right| \cdots \mid a_{k-1}\right]$,

$$
S(\alpha)=
$$

$$
\begin{align*}
& \sum_{i<j} \pm a_{0}\left[a_{1}|\cdots| a_{i-1}\left|a_{j+1}\right| \cdots \mid a_{n}\right] \otimes a_{i} a_{j}\left[a_{i+1}|\cdots| a_{j-1}\right]  \tag{51}\\
& \text { (52) }+ \\
& \sum_{i<j} \pm a_{i} a_{j}\left[a_{i+1}|\cdots| a_{j-1}\right] \otimes a_{0}\left[a_{1}|\cdots| a_{i-1}\left|a_{j+1}\right| \cdots \mid a_{n}\right]
\end{align*}
$$

It follows that

$$
\phi \circ b(\alpha)=-b \circ \phi(\alpha)+(47)-(49)-(51),
$$

while

$$
\psi \circ b(\alpha)=-b \circ \psi(\alpha)+(48)-(50)-(52) .
$$

## 6. The gravity coalgebra

Corollary 9 is immediate from Theorem 8 and the following result.
Proposition 31. Let $(V, \vee, \Delta)$ be a Batalin-Vilkovisky coalgebra, and let $W$ be a graded vector space. Let $\mathrm{E}: V_{*} \rightarrow W_{*}$ and $\mathrm{M}: W_{*} \rightarrow V_{*+1}$ be two maps such that $\mathrm{E} \circ \mathrm{M}=0$ and $\mathrm{M} \circ \mathrm{E}=\Delta$. Define $s_{n}: W \rightarrow W^{\otimes n}$ for $n \geq 2$ by

$$
s_{n}(\alpha):=(\mathrm{E} \otimes \cdots \otimes \mathrm{E}) \circ\left(\vee \otimes \mathrm{id}^{\otimes n-2}\right) \circ \cdots \circ \vee \circ \mathrm{M}(\alpha)
$$

for any $\alpha \in W$. Then $\left(W[1],\left\{s_{n}\right\}\right)$ is a gravity coalgebra.
Proof. The proof is analogous to that of Proposition 24. By induction on $n$, we deduce from the identity in Definition 14 that

$$
\begin{align*}
\vee_{n} \circ \Delta(x)-(n-2)\left(\sum_{i=1}^{n-1} \mathrm{id}^{\otimes i} \otimes \Delta\right. & \left.\otimes \mathrm{id}^{\otimes n-i-1}\right) \circ \vee_{n}(x)  \tag{53}\\
& =S_{2, n-2} \circ\left(\vee \circ \Delta \otimes \mathrm{id}^{\otimes n-2}\right) \circ \vee_{n-1}(x)
\end{align*}
$$

for all $x \in V$, where we set $\vee_{n}:=\left(\vee \otimes \mathrm{id}^{\otimes n-2}\right) \circ \cdots \circ \vee: V \rightarrow V^{\otimes n}$ as before.
Let $x=\mathrm{M}(\alpha)$ where $\alpha \in W$. Applying $\mathrm{E}^{\otimes n}$ to both sides of (53), we get

$$
\begin{aligned}
\mathrm{E}^{\otimes n} \circ\left(\vee_{n} \circ \Delta(\mathrm{M}(\alpha))-(n-2)\right. & \left.\sum_{i=1}^{n-1}\left(\mathrm{id}^{\otimes i} \otimes \Delta \otimes \mathrm{id}^{\otimes n-i-1}\right) \circ \vee_{n}(\mathrm{M}(\alpha))\right) \\
& =\mathrm{E}^{\otimes n} \circ S_{2, n-2} \circ\left(\vee \circ \Delta \otimes \mathrm{id}^{\otimes n-2}\right) \circ \vee_{n-1}(\mathrm{M}(\alpha)),
\end{aligned}
$$

where the left side vanishes since $\Delta=\mathrm{M} \circ \mathrm{E}$ and $\mathrm{E} \circ \mathrm{M}=0$. Hence, we have

$$
\begin{aligned}
0 & =\mathrm{E}^{\otimes n} \circ S_{2, n-2} \circ\left(\vee \circ \Delta \otimes \mathrm{id}^{\otimes n-2}\right) \circ \vee_{n-1}(\mathrm{M}(\alpha)) \\
& =\mathrm{E}^{\otimes n} \circ S_{2, n-2} \circ\left(\vee \circ \mathrm{M} \circ \mathrm{E} \otimes \mathrm{id}^{\otimes n-2}\right) \circ \vee_{n-1}(\mathrm{M}(\alpha)) \\
& =S_{2, n-2} \circ\left(\mathrm{E}^{\otimes 2} \circ \vee \circ(\mathrm{M} \circ \mathrm{E}) \otimes \mathrm{E}^{\otimes n-2}\right) \circ \vee_{n-1}(\mathrm{M}(\alpha)) \\
& =S_{2, n-2} \circ\left(s_{2} \otimes \mathrm{id}^{\otimes n-2}\right) \circ s_{n-1}(\alpha) .
\end{aligned}
$$

This proves the identity (6) in the definition of a gravity coalgebra for the case $l=0$.

Now let $l>0$. Let $x=\mathrm{M}(\alpha)$ where $\alpha \in W$ and suppose

$$
\vee_{l+1}(x)=x_{1} \otimes \cdots \otimes x_{l+1} .
$$

Applying the identity (53) to the first component on both sides, by the same argument as above, we obtain

$$
S_{2, n-2} \circ\left(s_{2} \otimes \mathrm{id}^{\otimes n-2}\right) \circ s_{n-1+l}(\alpha)=\left(s_{n} \otimes \mathrm{id}^{\otimes l}\right) \circ s_{l+1}(\alpha)
$$

This proves the identity (6) for the case $l>0$.
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# INVARIANT FINSLER METRICS ON POLAR HOMOGENEOUS SPACES 

Shaoqiang Deng


#### Abstract

We study invariant Finsler metrics on polar homogeneous manifolds. After establishing existence results, we prove that an invariant Finsler metric on a nonsymmetric polar homogeneous manifold of a simply connected compact simple Lie group is Berwaldian if and only if it is Riemannian. As an application, we prove that on each such manifold with generalized rank of at least 2, there exist infinitely many invariant Finsler metrics that are reversible, non-Berwaldian and of vanishing S-curvature; this kind of space is sought after in an open problem of Shen. Finally, using one type of polar homogeneous manifold, we give a classification of homogeneous Randers spaces with positive constant flag curvature.


## Introduction

A fundamental problem in Riemann-Finsler geometry is that of classifying the Finsler metrics on a given manifold. In full generality, this problem is intractable, so we must focus on metrics with certain special properties (particularly curvature properties), such as spaces of constant flag curvature and spaces with isotropic S-curvature. One of the most important advances has been the classification of Randers metrics with constant flag curvature obtained by Bao et al. [2004]. Also important is the work of Szabó [1981; 2006] on symmetric Berwald spaces.

Here we consider this problem for invariant Finsler metrics on homogeneous manifolds. More precisely, let $G$ be a Lie group and $H$ be a closed subgroup of $G$. Then the coset space $G / H$ admits a (unique) differentiable structure such that the action of $G$ on $G / H$ is smooth; that is, $G$ can be viewed as a Lie transformation group on the manifold $G / H$. Our goal is to classify the $G$-invariant Finsler metrics on $G / H$ and study the geometrical properties of such metrics. In previous work, we have obtained some partial results. For example, in [Deng and Hou 2004a], we proved that there exist invariant non-Riemannian Finsler metrics on $G / H$, provided

[^1]$H$ is compact and the action of $H$ on the tangent space of $G / H$ at the origin $o=e H$ (that is, the action of the linear isotropic representation) is not irreducible; in other words, we assumed that there exist nontrivial invariant subspaces of $H$. However, when the linear isotropic representation is irreducible, the situation is very complicated. For example, if $(G, H)$ is a Riemannian symmetric pair and the symmetric space $G / H$ is irreducible of rank 1, then any $G$-invariant Finsler metric on $G / H$ must be Riemannian. However, if the rank is at least 2, then there exist infinitely many $G$-invariant Finsler metrics on $G / H$ that are non-Riemannian [Szabó 1981]. Therefore it is interesting to find the conditions under which a coset space with irreducible linear isotropic representation has invariant non-Riemannian Finsler metrics and to classify those metrics.

Coset spaces with irreducible linear isotropic representation are called isotropic irreducible homogeneous spaces. Wolf [1968; 1977] has studied the interesting geometry of these manifolds extensively. It is known that a connected, simply connected, noncompact, isotropic irreducible homogeneous space is either flat or a Riemannian symmetric space [Besse 1987]. Therefore we are only interested in the compact case. In this case, a classification of a special type of such spaces (strongly isotropic irreducible homogeneous spaces) was obtained independently by Manturov [1961a; 1961b; 1966], Wolf [1968], and Krámer [1975]. Wang and Ziller [1991] studied a more generalized class of Riemannian spaces: isotropy irreducible Riemannian spaces. It turns out that many such spaces are nonsymmetric. So, our first step is to classify the invariant Finsler metrics on compact isotropic irreducible homogeneous manifolds.

A deep analysis of this problem shows that a general classification is unreachable even if we confine ourselves to the isotropic irreducible homogeneous spaces. However, the situation simplifies if the isotropic representation is polar, meaning that there exists a subspace of the tangent space that intersects every orbit of the isotropic group and does so perpendicularly at any intersection. Then the algebraic methods of representation theory are available, and we can obtain a satisfactory classification theorem.

Our main results can be summarized as follows: We first use the notion of Minkowski representations of Lie groups to refine Szabó's result on the existence of invariant non-Riemannian Finsler metrics on Riemannian symmetric spaces to establish a bijection between the invariant Finsler metrics on a polar homogeneous space and the Weyl-invariant Minkowski norms on a generalized Cartan space. In the compact case, we study the geometric properties of such metrics. In particular, we prove that an invariant Finsler metric on a nonsymmetric polar homogeneous manifold of a simply connected compact simple Lie group is Berwaldian if and only if it is Riemannian. As an application, we prove that on each nonsymmetric polar homogeneous manifold of a compact simple Lie group with generalized rank
of at least 2, there exist infinitely many invariant Finsler metrics that are reversible, non-Berwaldian and have vanishing S-curvature. Finally, using one type of polar homogeneous manifold, we obtain a classification of homogeneous Randers spaces with positive constant flag curvature. The bijection established here is new, and can be viewed as a way to classify invariant Finsler metrics on polar homogeneous spaces. We also mention that Szabó gave a classification of invariant Berwald metrics on Riemannian symmetric spaces by explicit construction via Chevalley polynomials. It is an interesting problem to consider the generalization of his method to the polar cases.

This paper is organized as follows. In Sections 1 and 2, we recall the general properties of Minkowski representations and polar representations. Section 3 gives our classification of invariant Finsler metrics on polar homogeneous manifolds, while Section 4 classifies invariant Finsler metrics in general. In Section 5, we study the geometrical properties of such metrics. In Section 6, we give a complete classification of invariant Randers metrics on polar homogeneous manifolds.

## 1. Minkowski representations of Lie groups

Definition 1.1. Let $V$ be an $n$-dimensional real vector space. A Minkowski norm on $V$ is a functional $F$ on $V$ that is smooth on $V \backslash\{0\}$ and satisfies these conditions:

- $F(u) \geq 0$ for all $u \in V$.
- $F(\lambda u)=\lambda F(u)$ for all $\lambda>0$.
- For any basis $\varepsilon_{1}, \varepsilon_{2}, \ldots, \varepsilon_{n}$ of $V$, write $F(y)=F\left(y^{1}, y^{2}, \ldots, y^{n}\right)$, where $y=y^{j} \varepsilon_{j}$. Then the Hessian matrix

$$
\left(g_{i j}\right):=\left(\left[\frac{1}{2} F^{2}\right]_{y^{i} y^{j}}\right)
$$

is positive definite at any point of $V \backslash\{0\}$.
If $V$ is a real vector space endowed with a Minkowski norm $F$, then $(V, F)$ is called a Minkowski space. Minkowski spaces play a role in Finsler geometry analogous to the role Euclidean spaces play in Riemannian geometry. In fact, a Finsler space is just a smooth manifold endowed with a smoothly varying family of Minkowski norms on its tangent spaces. Unlike in Riemannian manifolds, in a Finsler space the Minkowski norms in different tangent spaces may not be linearly isomorphic to each other.

Definition 1.2. Let $G$ be a Lie group, and $(V, \rho)$ a (real) representation of $G$. If $F$ is a Minkowski norm on $V$ such that

$$
F(\rho(g) v)=F(v) \quad \text { for all } g \in G \text { and } v \in V,
$$

then we call $(V, \rho, F)$ a Minkowski representation of $G$.

The notion of Minkowski representations of Lie groups is a natural and obvious generalization of orthogonal representations.

Proposition 1.3 [Deng and Hou 2004a]. Suppose G/H is a coset space of a Lie group $G$. Then there exists a bijection between the invariant Finsler metric $F$ on $G / H$ and the Minkowski norm $F_{0}$ on $\mathfrak{g} / \mathfrak{h}$, such that $\left(\mathfrak{g} / \mathfrak{h}, \operatorname{Ad}, F_{0}\right)$ is a Minkowski representation of $H$, where $\mathfrak{g}$ and $\mathfrak{h}$ are the Lie algebras of $G$ and $H$ and $\operatorname{Ad}$ is the adjoint action of H on $\mathfrak{g} / \mathfrak{h}$.

Does a given homogeneous manifold admit an invariant non-Riemannian Finsler metric? In [Deng and Hou 2004a], we proved that it does if the adjoint action of $H$ on $\mathfrak{g} / \mathfrak{h}$ is not irreducible. When the adjoint action is irreducible, the situation is more complicated, and in general, a necessary and sufficient condition seems to be unattainable. However, we can give a complete answer when the action of $H$ on $\mathfrak{g} / \mathfrak{h}$ is polar. Let us first recall some definitions in the next section.

## 2. Polar actions of Lie groups

Let $G$ be a compact Lie group with Lie algebra $\mathfrak{g}$ and a real representation $(\rho, V)$. By Weyl's unitary trick, there is an inner product $\langle\cdot, \cdot\rangle$ that is invariant under $\rho(g)$ for all $g \in G$. Therefore, we get a continuous homomorphism $\rho$ from $G$ to $O(V)$, where $O(V)$ is the orthogonal group with respect to $\langle\cdot, \cdot\rangle$. In many situations, we hope to find a linear subspace of $V$ that intersects every orbit of the $G$-action and is of minimal possible dimension. In studying $G$-invariant differential equations or differential operators, such a subspace can be used for reduction of variables. It is also useful in analyzing orbit structure, which is important in geometry.

The existence of such a cross section comes from a simple fact: As pointed out in [Dadok 1985], if for $v \in V$ we let $a_{v}=\{u \in V \mid\langle u, \mathfrak{g} \cdot v\rangle=0\}=(\mathfrak{g} \cdot v)^{\perp}$, then the linear space $a_{v}$ intersects every $G$-orbit. The action of $\mathfrak{g}$ on $V$ is the differential of that of $G$, and hence $\mathfrak{g} \cdot v$ is just the tangent space to the $G$-orbit through $v$. To obtain a cross section of minimal dimension, we only need to choose $v$ on an orbit of maximal dimension. A vector $v$ in $V$ is called regular if $\mathfrak{g} \cdot v$ is of maximal possible dimension. In some special cases, we may choose a cross section that intersects each orbit orthogonally.

Definition 2.1 [Dadok 1985]. A representation $\rho: G \rightarrow O(V)$ is called polar if it satisfies any of the following equivalent conditions:

- For any regular elements $v_{1}$ and $v_{2}$, we have $\mathfrak{g} \cdot v_{1}=k \cdot\left(\mathfrak{g} \cdot v_{2}\right)$ for some $k \in G$.
- For any regular elements $v_{1}$ and $v_{2}$, we have $a_{v_{1}}=k \cdot a_{v_{2}}$ for some $k \in G$.
- For any regular element $v \in V$ and $u \in a_{v}$, the scalar product $\left\langle\mathfrak{g} \cdot u, a_{v}\right\rangle$ vanishes.

For a polar representation $(\rho, V)$ of $G$, any minimal linear cross section $a_{v}$ is called a Cartan subspace. The dimension of $\mathfrak{a}$ is called the (generalized) rank of the representation.

The notion of a polar representation is closely related to that of a polar action of a compact Lie group on a Riemannian manifold. An isometric action of a compact Lie group $G$ on a Riemannian manifold $M$ is called polar if there exists a closed, connected submanifold $\Sigma$ of $M$ that meets all $G$-orbits and meets these orbits orthogonally. Any such $\Sigma$ is called a section of the action. A section is necessarily totally geodesic in $M$. If the section is flat in the induced Riemannian metric, then the action is called hyperpolar. Therefore, a polar representation is just a hyperpolar action consisting of linear isometries on a Euclidean space.

Now we recall some known results and terminology of polar representations. Let $\mathfrak{a}$ be a fixed Cartan subspace, and let $N_{G}(\mathfrak{a})$ and $Z_{G}(\mathfrak{a})$ be respectively the normalizer and centralizer of $\mathfrak{a}$ in $G$ :

$$
N_{G}(\mathfrak{a})=\{g \in G \mid \rho(g)(\mathfrak{a}) \subset \mathfrak{a}\}, \quad Z_{G}(\mathfrak{a})=\{g \in G \mid \rho(g)(X)=X \text { for } X \in \mathfrak{a}\}
$$

Then the Lie algebras of $N_{G}(\mathfrak{a})$ and $Z_{G}(\mathfrak{a})$ coincide by [Dadok 1985]. Hence $W=N_{G}(\mathfrak{a}) / Z_{G}(\mathfrak{a})$ is a finite group acting on $\mathfrak{a}$. $W$ is called the Weyl group of the representation.

Theorem 2.2 [Dadok 1985]. Let $\rho: G \rightarrow O(V)$ be a polar representation, and let $\mathfrak{a}$ be a Cartan subspace. Then for any $x \in V$, the orbit $G \cdot x$ intersects $\mathfrak{a}$ at finitely many points and the set of intersections comprises a single $W$-orbit.

Definition 2.3. A symmetric space representation of a connected compact Lie group $G$ (with Lie algebra $\mathfrak{g}$ ) is an orthogonal representation $\rho: G \rightarrow \mathrm{SO}(V)$ such that there exists a noncompact real Lie algebra $\mathfrak{g}_{1}$ with a Cartan decomposition $\mathfrak{g}_{1}=\mathfrak{k}_{1}+\mathfrak{m}_{1}$, a Lie algebra isomorphism $A: \mathfrak{g} \rightarrow \mathfrak{k}_{1}$, and a real vector space isomorphism $L: V \rightarrow \mathfrak{m}_{1}$ such that $L \circ \rho(X)(y)=[A(X), L(y)]$ for all $X \in \mathfrak{g}$ and $y \in V$.

Theorem 2.4 [Dadok 1985, Proposition 6]. Let $\rho: G \rightarrow \mathrm{SO}(V)$ be a polar representation of a connected compact Lie group $G$. Then there exist a connected compact Lie group $G_{1}$ and a symmetric space representation $\rho_{1}: G_{1} \rightarrow \mathrm{SO}(V)$ such that the $G$ - and $G_{1}$-orbits coincide.

Remark 2.5. The fact that the $G$ - and $G_{1}$-orbits coincide does not mean that they are equivalent representations. In fact, the classification of polar representations implies there are irreducible polar representations that are not equivalent to the isotropic representation of a Riemannian symmetric space; see Section 6.

The following result will be useful in proving the main results of Section 3.

Proposition 2.6. Let $\rho: G \rightarrow \mathrm{SO}(V)$ be a symmetric space representation of a connected compact Lie group $G$. On the vector space $\overline{\mathfrak{g}}=\mathfrak{g}+V$ (direct sum), there is a Lie algebra structure that makes $\overline{\mathfrak{g}}$ into a noncompact semisimple Lie algebra and such that $\overline{\mathfrak{g}}=\mathfrak{g}+V$ is a Cartan decomposition. Further, there exists a Riemannian globally symmetric space $\bar{G} / \bar{K}$ of noncompact type such that $\overline{\mathfrak{g}}=\mathfrak{g}+V$ is the canonical decomposition of the corresponding Lie algebra, and the $G$-orbit in $V$ coincides with the $\bar{K}$-orbit in $V$ of the adjoint representation of $\bar{K}$ on $V$.
Proof. Let $\mathfrak{g}_{1}, \mathfrak{k}_{1}, \mathfrak{m}_{1}, A, L$ be as in Definition 2.3. In the vector space $\overline{\mathfrak{g}}=\mathfrak{g}+V$ (where the addition is direct sum of subspaces), we introduce a bracket: On $\mathfrak{g}$ we take the same bracket operation as that of the Lie algebra. For $x, y \in V$, the bracket is equal to $A^{-1}([L(x), L(y)])$, where the Lie bracket is the same as that of $\mathfrak{g}_{1}$. (Note that $L(x), L(y)$ are contained in $\mathfrak{m}_{1}$, so $[L(x), L(y)]$ lies in $\mathfrak{k}_{1}$ and $A^{-1}([L(x), L(y)])$ is contained in $\mathfrak{g}$.) For $X \in \mathfrak{g}, x \in V$, we define $[X, x]=L^{-1}([A(X), L(x)])$, which is an element in $V$. It can be checked directly (albeit nontrivially) that $\overline{\mathfrak{g}}$ with the brackets above forms a Lie algebra that is isomorphic to $\mathfrak{g}_{1}$. Since $\mathfrak{g}_{1}$ is a noncompact semisimple Lie algebra, so is $\overline{\mathfrak{g}}$, and since $\mathfrak{g}_{1}=\mathfrak{k}_{1}+\mathfrak{m}_{1}$ is a Cartan decomposition, so is $\overline{\mathfrak{g}}=\mathfrak{g}+V$. Now, according to the theory of orthogonal symmetric Lie algebras [Helgason 1978], there exists a Riemannian symmetric pair ( $\bar{G}, \bar{K}$ ) of noncompact type with Lie $\bar{G}=\overline{\mathfrak{g}}$ and Lie $\bar{K}=\mathfrak{g}$. Moreover, by the definition of the brackets, the differential of the adjoint representation of $\bar{K}$ on $V$ is just the induced action of $\mathfrak{g}$ on $V$ of the representation $\rho$ of $G$. Since $\rho$ is an orthogonal representation, the inner product $\langle\cdot, \cdot\rangle$ on $V$ is invariant under the action of $G$. Hence, $\rho(X)$ is skew-symmetric with respect to $\langle\cdot, \cdot\rangle$ for any $X \in \mathfrak{g}$. Since in the Riemannian symmetric pair of noncompact type, the subgroup must be compact and connected [Helgason 1978], $\bar{K}$ must be a connected compact Lie group. This implies that the exponential map of $\mathfrak{g}$ to $\bar{K}$ must be surjective [Kobayashi and Nomizu 1963]. Thus $\langle\cdot, \cdot\rangle$ is also invariant under the action of $\bar{K}$. Hence, there is a $G_{2}$-invariant Riemannian metric $Q$ on $G_{2} / K_{2}$ whose restriction on $T_{o}(\bar{G} / \bar{K})=V$ is $\langle\cdot, \cdot\rangle$, where $o$ is the origin of $\bar{G} / \bar{K}$. Then $(\bar{G} / \bar{K}, Q)$ is a Riemannian globally symmetric space [Helgason 1978]. Now the proposition follows from the facts that the exponential map of $G$ is surjective, and that the differentials of $\rho$ and of the adjoint representation of $K_{2}$ on $V$ coincide.

## 3. Classification of Minkowski representations associated with a polar representation

In the two theorems below, let $G$ be a compact connected Lie group with a polar representation $(V, \rho)$.
Theorem 3.1. Let $\mathfrak{a} \subset V$ be a Cartan subspace and $W$ be the corresponding Weyl group. Then there exists a bijection between the set of Minkowski norms on $V$ that
make $(V, \rho, F)$ a Minkowski representation, and the set of $W$-invariant Minkowski norms on $\mathfrak{a}$.
Theorem 3.2. - If the generalized rank of $(V, \rho)$ is 1 , then there does not exist a non-Euclidean Minkowski norm $F$ on $V$ such that $(V, \rho, F)$ is a Minkowski representation of $G$.

- If the generalized rank of $(V, \rho)$ is at least 2 , then there exist infinitely many non-Euclidean Minkowski norms $F$ on $V$ such that $(V, \rho, F)$ is a Minkowski representation of $G$.

We remark here that Szabó's argument [1981] on the existence of invariant nonRiemannian Finsler metrics on a Riemannian symmetric space is also valid for polar homogeneous space, since on a polar homogeneous space the isotropic representation has the same orbit as that of a Riemannian symmetric space. Hence Theorem 3.2 should not be viewed as a new result. The main point here is that our refinement of Szabó's argument can be used to establish the bijection stated in Theorem 3.1. This will lead to a classification of all the invariant Finsler metrics on a polar homogeneous space; see Section 4.

To prove the two theorems above, we need several lemmas.
Lemma 3.3. Let $G,(V, \rho), \mathfrak{a}$ and $W$ be as in Theorem 3.1. Then any $W$-invariant Minkowski norm on $\mathfrak{a}$ can be uniquely extended to $a G$-invariant functional on $V$ that is smooth on $V \backslash\{0\}$.
Proof. We use the same argument as in [Szabó 2006]. Since $\mathfrak{a}$ is a Cartan subspace, according to Definition 2.1, $\mathfrak{a}$ intersects every orbit of the action of $G$ on $V$. Thus for any $y \in V$, there exist a $y_{a} \in \mathfrak{a}$ and $g_{y} \in G$ (not necessarily unique) such that $g_{y}\left(y_{a}\right)=y$. We now define a functional $L$ on $V$ by $L(y)=F\left(y_{a}\right)$. Since $F$ is $W$-invariant, it is easy to check that $L$ is well defined. To prove that $L$ is smooth on the slit space $V \backslash\{0\}$, we need a result of [Dadok 1982], which says that the extension of a smooth $W$-invariant function on $\mathfrak{a}$ to $V$ is also smooth. The Minkowski norm $F$ is only smooth on $\mathfrak{a} \backslash\{0\}$ but is continuous on the whole space $\mathfrak{a}$. Define a functional $F_{1}$ by

$$
F_{1}(y)=e^{-1 /\langle y, y\rangle} \cdot F(y) \quad \text { for } y \in V \backslash\{0\} ; \quad F_{1}(0)=0,
$$

where $\langle\cdot, \cdot\rangle$ is the inner product on $\mathfrak{a}$. Then $F_{1}$ is smooth on all of $\mathfrak{a}$. Since $\rho$ is an orthogonal representation, $\langle\cdot, \cdot\rangle$ is $G$-invariant. Thus $F_{1}$ is also $W$-invariant. Also, the extension of $F_{1}$ to $V$ is equal to $e^{-1 /\langle X, X\rangle} F(X)$ on $\mathfrak{g} \backslash\{0\}$. From this the smoothness of $F$ on $\mathfrak{g} \backslash\{0\}$ follows. The uniqueness of the extension is obvious.

Lemma 3.3 establishes the smoothness of the extension of the $W$-invariant Minkowski norms. Next we consider the strong convexity of the extension. Since it is very difficult to obtain strong convexity directly, we first prove a lemma about strict
convexity. For this we need some results related to Kostant's celebrated convexity theorem, whose theory we now sketch.

Let $(G / H, Q)$ be a globally Riemannian manifold, and let $(\mathfrak{g}, \sigma)$ be the corresponding orthogonal Lie algebra. Let $\mathfrak{g}=\mathfrak{h}+\mathfrak{p}$ be the canonical decomposition of the orthogonal Lie algebra. Then we can identify the tangent space $T_{e H}(G / H)$ of $G / H$ at the origin with the space $\mathfrak{p}$. The isotropic representation of $H$ on $T_{e H}(G / H)$ then corresponds to the adjoint representation of $H$ on $\mathfrak{p}$. Let $\mathfrak{t}$ be a maximal commutative subspace in $\mathfrak{p}$. Then $\mathfrak{t}$ is a cross section of the action of $H$ and it intersects every orbit orthogonally. Therefore the isotropic representation is polar. Let $W$ be the corresponding Weyl group and $\pi$ be the orthogonal projection of $\mathfrak{p}$ onto $t$.
Kostant's convexity theorem [1973]. For any point $x \in \mathfrak{t}$, the subset $\pi(H \cdot x)$ is equal to the convex hull of the points $W \cdot x$, where $H \cdot x$ is the orbit of the point $x$.

To prove the strong convexity of the extension, we still need a lemma on the convexity of the orbit of a convex domain in $V$. Let $\mathfrak{g}$ be a noncompact semisimple Lie algebra, let $\mathfrak{g}=\mathfrak{k}+\mathfrak{p}$ be a Cartan decomposition of $\mathfrak{g}$, and let $\mathfrak{t}$ be a maximal commutative subspace of $\mathfrak{p}$. Let $W_{\mathfrak{t}}$ be the corresponding Weyl group and $\bar{C}$ be a fixed Weyl chamber in $\mathfrak{t}$. The Cartan-Killing form $B$ of $\mathfrak{g}$ is positive definite on $\mathfrak{p}$, so $\langle x, y\rangle=B(x, y)$ defines an inner product on $\mathfrak{p}$. The restriction of this inner product to $\mathfrak{t}$, which we still denote by $\langle\cdot, \cdot\rangle$, is $W_{\mathrm{t}}$-invariant. The dual cone of $\bar{C}$, denoted by $\bar{C}^{*}$, is defined by $x \in \bar{C}^{*}$ if and only if $\langle x, y\rangle \geq 0$ for all $y \in \bar{C}$. A partial order can be defined on $\mathfrak{t}$ such that $x \geq y$ if and only if $x-y \in \bar{C}^{*}$. Then Kostant [1973] proved that $x \leq y$ for $x, y \in \bar{C}$ if and only if $x$ lies in the convex hull of the $W$-orbit of $y$. Let $H$ be the maximal compact subgroup of the adjoint group Int $\mathfrak{g}$ of $\mathfrak{g}$. It is well known that each $H$-orbit in $\mathfrak{g}$ intersects $\bar{C}$ at exactly one point [Helgason 1978]. For $x \in \mathfrak{p}$, we denote by $\bar{C}(x)$ the unique element of the intersection of the orbit $G \cdot x=\{g \cdot x \mid g \in G\}$ and $\bar{C}$.

The following result is proved using Kostant's convexity theorem.
Theorem 3.4 [Tam 1998]. For any $x, y \in \mathfrak{p}$, we have $\bar{C}(x+y) \leq \bar{C}(x)+\bar{C}(y)$.
The following lemma will be useful in proving the main result of this paper.
Lemma 3.5. Let $D$ be a strictly convex domain in $\mathfrak{t}$ containing the origin, with smooth boundary $S$, and let $D$ be invariant under the action of $W_{\mathrm{t}}$. Then the orbit of $D$ under the action of $H$ forms a strictly convex domain in $\mathfrak{p}$.

Proof. Since $D$ is $W$-invariant, the boundary $S$ is also $W_{\mathrm{t}}$-invariant. Define a nonnegative function $h_{1}$ on $\mathfrak{t}$ by $h_{1}(y)=1 / t$ where $t>0$ is such that $t y \in S$. Then $h_{1}$ is smooth on $\mathfrak{t} \backslash\{0\}$, and $h_{1}(\lambda y)=\lambda h_{1}(y)$ for any $\lambda>0$. Also, $h_{1}$ satisfies the triangle inequality: $h_{1}(x+y) \leq h_{1}(x)+h_{1}(y)$ with the equality holding if and only if $x=\alpha y$ or $y=\alpha x$ for some $\alpha \geq 0$ [Bao et al. 2000]. Moreover, the function $h_{1}$
is obviously $W_{\mathrm{t}}$-invariant. Hence $h_{1}$ can be extended to a well-defined function $h_{2}$ on $\mathfrak{p}$ by defining $h_{2}(g \cdot y)=y$ for $g \in H$ and $y \in \mathfrak{t}$. Then it is easily seen that $h_{2}$ is $H$-invariant and the orbit of $D$ forms the set $D_{1}=\left\{y \in \mathfrak{g} \mid h_{2}(y)<1\right\}$. Now suppose $y_{1}, y_{2} \in \bar{D}_{1}$ and $0 \leq \lambda \leq 1$. Let $g \in H$ be such that

$$
g \cdot\left(\lambda y_{1}+(1-\lambda) y_{2}\right)=\bar{C}\left(\lambda y_{1}+(1-\lambda) y_{2}\right)
$$

Then we have

$$
h_{2}\left(\lambda y_{1}+(1-\lambda) y_{2}\right)=h_{2}\left(g \cdot\left(\lambda y_{1}+(1-\lambda) y_{2}\right)\right)=h_{1}\left(\bar{C}\left(\lambda y_{1}+(1-\lambda) y_{2}\right)\right) .
$$

Suppose $W_{\mathfrak{t}}=\left\{w_{1}, w_{2}, \ldots, w_{s}\right\}$, where $s=\left|W_{\mathfrak{t}}\right|$. Then by Theorem 3.4 and Kostant's convexity theorem, there exist nonnegative numbers $\alpha_{i}$ for $i=1,2, \ldots, s$ that sum to one and satisfy

$$
\bar{C}\left(\lambda y_{1}+(1-\lambda) y_{2}\right)=\sum_{i=1}^{s} \alpha_{i} w_{i}\left(\bar{C}\left(\lambda y_{1}\right)+\bar{C}\left((1-\lambda) y_{2}\right)\right)
$$

Hence

$$
\begin{aligned}
& h_{1}\left(\bar{C}\left(\lambda y_{1}+(1-\lambda) y_{2}\right)\right) \\
& =h_{1}\left(\sum_{i=1}^{s} \alpha_{i} w_{i}\left(\bar{C}\left(\lambda y_{1}\right)+\bar{C}\left((1-\lambda) y_{2}\right)\right)\right) \leq \sum_{i=1}^{s} h_{1}\left(\alpha_{i} w_{i}\left(\bar{C}\left(\lambda y_{1}\right)+\bar{C}\left((1-\lambda) y_{2}\right)\right)\right) \\
& =\sum_{i=1}^{s} \alpha_{i} h_{1}\left(w_{i}\left(\bar{C}\left(\lambda y_{1}\right)+\bar{C}\left((1-\lambda) y_{2}\right)\right)\right)=\sum_{i=1}^{s} \alpha_{i} h_{1}\left(\left(\bar{C}\left(\lambda y_{1}\right)+\bar{C}\left((1-\lambda) y_{2}\right)\right)\right) \\
& \leq \sum_{i=1}^{s} \alpha_{i}\left(h_{1}\left(\bar{C}\left(\left(\lambda y_{1}\right)\right)+h_{1}\left(\bar{C}(1-\lambda) y_{2}\right)\right)\right)=\sum_{i=1}^{s} \alpha_{i}\left(h_{2}\left(\lambda y_{1}\right)+h_{2}\left((1-\lambda) y_{2}\right)\right) \\
& =\sum_{i=1}^{s} \alpha_{i}\left(\lambda h_{2}\left(y_{1}\right)+(1-\lambda) h_{2}\left(y_{2}\right)\right)=\lambda h_{2}\left(y_{1}\right)+(1-\lambda) h_{2}\left(y_{2}\right) \leq \lambda+(1-\lambda)=1 .
\end{aligned}
$$

Thus $\lambda y_{1}+(1-\lambda) y_{2} \in \bar{D}_{1}$. Further, if $h_{2}\left(\lambda y_{1}+(1-\lambda) y_{2}\right)=1$, then from the above equation we see that either $h_{2}\left(y_{1}\right)=1$ with $\lambda=1$ or $h_{2}\left(y_{2}\right)=1$ with $\lambda=0$; that is, either $\lambda y_{1}+(1-\lambda) y_{2}=y_{1}$ or $\lambda y_{1}+(1-\lambda) y_{2}=y_{2}$. Hence the interior of the line segment joining $y_{1}$ and $y_{2}$ is contained in $D_{1}$. This proves the lemma.
Corollary 3.6. Let $G, V, \rho$ and $\mathfrak{a}$ be as in Theorem 3.1. Let $D$ be a strictly convex domain in $\mathfrak{a}$ containing the origin and invariant under the action of the Weyl group. Then the orbit of $D$ under the action of $G$ forms a strictly convex domain in $V$.
Proof. By Dadok's result, the $G$-orbit coincides with that of a symmetric space representation $\rho_{1}: G \rightarrow \mathrm{SO}(V)$. Then by Proposition 2.6, we can assume that $\mathfrak{a}$ is a Cartan subspace of a Riemannian symmetric space of the noncompact type, and that the action $\rho_{1}$ of $G$ on $V$ is exactly the isotropic representation of the Riemannian symmetric space. Now the corollary follows from Lemma 3.5.

Proof of Theorem 3.1. If $F$ is a Minkowski norm on $V$ such that $(V, \rho)$ is a Minkowski representation of $G$, then $\left.F\right|_{\mathfrak{a}}$ is a $W$-invariant function and obviously a Minkowski norm on $\mathfrak{a}$. It is a direct consequence of the definition of the Cartan subspace that this correspondence is one-to-one. To prove it is surjective, let $F_{1}$ be a $W$-invariant Minkowski norm on $\mathfrak{a}$. For any $x \in V$, there exists $g \in G$ such that $\rho(g)(x) \in V$. We then define a function $F$ on $V$ by $F(x)=F_{1}(\rho(g)(x))$. Since $F_{1}$ is $W$-invariant, $F$ is well defined. By Lemma 3.3, $F$ is smooth on $V \backslash\{0\}$. Next we prove that $F$ is a Minkowski norm on $V$. Let $\alpha_{1}, \ldots, \alpha_{m}$ be an orthonormal basis of $\mathfrak{a}$ with respect to the inner product restricted to $\mathfrak{a}$, and write $F_{1}(z)=$ $F_{1}\left(z^{1}, z^{2}, \ldots, z^{n}\right)$ for $z=\sum_{i=1}^{m} z^{i} \alpha_{i}$. Then we define the Hessian matrix of $F_{1}$ by [Bao et al. 2000]

$$
\left(a_{i j}\right)=\left(\left[\frac{1}{2} F_{1}^{2}\right]_{z^{i} z^{j}}\right)
$$

For any $y \neq 0$, denote the minimal eigenvalue of the matrix $\left(a_{i j}(y)\right)$ by $\mu(y)$. Let

$$
\mu=\inf _{\{y \in \mathfrak{a} \mid\langle y, y\rangle=1\}} \mu(y) .
$$

Since $F_{1}$ is a Minkowski norm, $\mu(y)>0$ for any $y \in \mathfrak{a} \backslash\{0\}$. Since $\{y \in \mathfrak{a} \mid\langle y, y\rangle=1\}$ is compact and the function $\mu(y)$ is continuous, we have $\mu>0$. Now on $\mathfrak{a}$ we write

$$
F_{1}(x)=\sqrt{\left(F_{1}^{2}(x)-\frac{1}{2} \mu\langle x, x\rangle\right)+\frac{1}{2} \mu\langle x, x\rangle}=\sqrt{L_{*}(x)+\frac{1}{2} \mu\langle x, x\rangle}
$$

where $L_{*}(x)=F_{1}^{2}(x)-\frac{1}{2} \mu\langle x, x\rangle$. Since $F_{1}^{2}(x)=\sum_{i, j=1}^{n} a_{i j}(x) x^{i} x^{j}$ for $x \in V \backslash\{0\}$, we have

$$
F_{1}^{2}(x) \geq \sum_{i=1}^{n} \mu(x) x^{i} x^{i}=\mu(x)\langle x, x\rangle .
$$

Hence $L_{*}(x)>0$ for any $x \neq 0$. Further, the Hessian matrix of $\sqrt{L_{*}(x)}$ is positive definite at any $x \in \mathfrak{a} \backslash\{0\}$. Hence $\sqrt{L_{*}}$ is also a Minkowski norm on $\mathfrak{a}$. In particular, the domain $\left\{y \in \mathfrak{a} \mid L_{*}(y)<1\right\}$ is strictly convex [Bao et al. 2000]. Denote its boundary by $S$. Since $\langle x, x\rangle$ is $W$-invariant, $L_{*}(x)$ is also $W$-invariant. Therefore $L_{*}(x)$ can be uniquely extended to a functional $L$ on $V$ that is smooth on $V \backslash\{0\}$. By Lemma 3.5, the orbit of $S$ under the action of $G$ is the boundary of a strictly convex domain $D_{1}$ in $V$. But it is obvious that $D_{1}=\{y \in V \mid L(y)<1\}$. Therefore, the Hessian matrix of $\sqrt{L}$ (with respect to certain basis of $V$ ) is positive semidefinite [Bao et al. 2000]. Therefore the Hessian matrix of $F$ is positive definite at any $x \neq 0$. Thus $F$ is a Minkowski norm. This proves that the correspondence above is surjective. Therefore it is a bijection.

Proof of Theorem 3.2. By Theorem 3.1, we only need to consider the $W$-invariant Minkowski norms on a Cartan subspace $\mathfrak{a}$.

If $\operatorname{dim} V=1$, the conclusion is obvious. Therefore, we suppose that $\operatorname{dim} V \geq 2$.

If the generalized rank of the polar representation is 1 , then we assert that the Weyl group $W$ consists of two elements: $W=\{1,-1\}$. In fact, since the Weyl group is generated by reflections, we have only two possibilities: either $W=\{1\}$ or $W=\{1,-1\}$. If $W=\{1\}$, each $W$-orbit consists of only one point. Consider the unit sphere $S$ of $V$, and let $u$ and $-u$ be the unit element in $\mathfrak{a}$. Since each $G$-orbit intersects $\mathfrak{a}$ at one point, we have $S=G \cdot u \cup G \cdot(-u)$ and $G \cdot u \cap G \cdot(-u)=\varnothing$. Now a contradiction arises, because by the theory of Lie transformation groups, the orbits $G \cdot u$ and $G \cdot(-u)$ are connected closed submanifolds of $S$ [Helgason 1978]. Hence $W=\{1,-1\}$. Suppose $F$ is a $W$-invariant Minkowski norm on $\mathfrak{a}$. Then we have $F(x)=F(-x)$. Since $\operatorname{dim} \mathfrak{a}=1$, we see that $F$ is a Euclidean norm on $\mathfrak{a}$. Suppose $F(x)=c \sqrt{\langle x, x\rangle}$ for $x \in \mathfrak{a}$, where $\langle\cdot, \cdot\rangle$ is the $G$-invariant inner product on $V$ and $c$ is a positive constant. Then by Theorem 3.1, the extension of $F$ to $V$ must be equal to $c \sqrt{\langle\cdot, \cdot\rangle}$ on $V$. This proves the first conclusion of the theorem.

Now we suppose that the generalized rank of the polar action is at least 2. By Dadok's result and Proposition 2.6, there exists a Riemannian symmetric space $G_{1} / H_{1}$ of noncompact type with canonical decomposition $\mathfrak{g}_{1}=\mathfrak{h}_{1}+\mathfrak{p}_{1}$ such that $V$ is linearly isometric to $\mathfrak{p}_{1}$ through a linear isometry $\tau$, and such that the $G$ orbit corresponds to the $H_{1}$-orbit of the isotropic representation on $\mathfrak{p}_{1}$ through $\tau$. It is easily seen that $\mathfrak{a}_{1}=\tau(\mathfrak{a})$ is a maximal abelian subalgebra (that is, a Cartan subspace of the polar action of $H_{1}$ on $\mathfrak{p}_{1}$ ) of $\mathfrak{p}_{1}$. Let $W_{1}$ be the corresponding Weyl group. Then $W$-orbits correspond to $W_{1}$-orbits. Hence, to prove the theorem in this case, we only need to prove that there are infinitely many $W_{1}$-invariant Minkowski norms on $\mathfrak{a}_{1}$. Fix one Weyl chamber, say $\mathscr{C}$. It is known that the closure $\overline{\mathscr{C}}$ of $\mathscr{C}$ is a fundamental domain of the action of $W_{1}$. That is, every orbit intersects $\overline{\mathscr{C}}$ at exactly one point. Now we assert that there exist infinitely many functions $f$ on $\mathscr{C}$ such that

- $f(\lambda x)=\lambda f(x)$ for all $\lambda>0$,
- $f$ can be extended to a $W$-invariant smooth function $f_{1}$ on $\mathfrak{a}_{1} \backslash\{0\}$, and
- the domain $\left\{x \in \mathfrak{a}_{1} \mid f_{1}(x)<1\right\}$ is strictly convex.

For example, we first choose a sphere (centered at the origin) with respect to the inner product on $\mathfrak{a}_{1}$. Then we choose a hyperplane whose the intersection with the sphere is contained in $\mathscr{C}$. In this way, we get a hypersurface $S_{1}$, which, together with the Weyl walls of $\mathscr{C}$, bounds a strictly convex domain. The hypersurface $S_{1}$ is of course not smooth, but it is easily seen that we can make it smooth, while keeping the bounded domain strictly convex. We denote one such hypersurface by $S$ and define a function $f(x)$ on $\mathscr{C}$ by $f(x)=\lambda$ if $x / \lambda \in S$. Then $f(x)$ satisfies the conditions above. It is obvious that there exist infinitely many functions of this type. Now, each such $f$ can be extended to a function $F_{1}$ on $\mathfrak{a}_{1}$ and, similarly to
the proof of Theorem 3.1, we see that the function

$$
F(u)=\sqrt{F_{1}^{2}(u)+\langle u, u\rangle},
$$

with $u \in \mathfrak{a}_{1}$, defines a $W_{1}$-invariant Minkowski norm on $\mathfrak{a}_{1}$.

## 4. Invariant Finsler metrics: A classification

Let $G$ be a Lie group and $H$ be a closed subgroup of $G$. Then on the coset space $G / H$ there exists a smooth structure such that $G$ becomes a Lie transformation group of $G / H$. A fundamental problem in geometry to study the $G$-invariant geometric structures on $G / H$. In [Deng and Hou 2004a], we considered this problem for Finsler metrics. We proved that there is a one-to-one correspondence between the $G$-invariant Finsler metrics on $G / H$ and the $H$-invariant Minkowski norms on the tangent space $T_{o}(G / H)$ of $G / H$ at the origin $o=e H$. Therefore, to classify the $G$-invariant Finsler metrics, we only need to classify the Minkowski representations of $H$ on $T_{o}(G / H)$.

Without losing generality, we can assume that $H$ is a compact subgroup of $G$. In fact, if $(M, F)$ is a connected homogeneous Finsler space, then the isotropic subgroup (at a fixed point $x \in M$ ) of the full group $I_{x}(M, F)$ of isometries $I(M, F)$ must be a compact subgroup of $I(M, F)$ by [Deng and Hou 2002]. Hence $M=$ $I(M, F) / I_{0}(M, F)$ and $F$ can be viewed as an $I(M, F)$-invariant Finsler metric on $M$. The compactness of $H$ implies that there exist $H$-invariant inner products on the tangent space $T_{o}(G / H)$. Fix one such inner product, and denote it by $\langle\cdot, \cdot\rangle$. Then $\langle\cdot, \cdot\rangle$ can be extended to $\mathfrak{g}=\operatorname{Lie} G$ so that

$$
\langle\operatorname{Ad}(h)(x), \operatorname{Ad}(h)(y)\rangle=\langle x, y\rangle \quad \text { for all } h \in H \text { and } x, y \in \mathfrak{g} .
$$

Let $\mathfrak{m}$ be the orthogonal complement of $\mathfrak{h}=\operatorname{Lie} H$. Then $\mathfrak{m}$ satisfies

$$
\begin{equation*}
\operatorname{Ad}(h) \mathfrak{m} \subset \mathfrak{m} \quad \text { and } \quad \mathfrak{g}=\mathfrak{h}+\mathfrak{m} \tag{4-1}
\end{equation*}
$$

Hence the tangent space $T_{o}(G / H)$ can be identified with $\mathfrak{m}$, and the isotropic representation of $H$ on $T_{o}(G / H)$ corresponds to the adjoint representation of $H$ on $\mathfrak{m}$.

Our goal is to a classify all the $G$-invariant Finsler metrics on $G / H$. We stress here that this problem for Riemannian metrics is easy. In fact, since $H$ is compact, $\mathfrak{m}$ can be decomposed into a direct sum of subspaces

$$
\mathfrak{m}=\mathfrak{m}_{0}+\mathfrak{m}_{1}+\cdots+\mathfrak{m}_{k}
$$

where $\mathfrak{m}_{0}$ consists of $H$-fixed vectors in $\mathfrak{m}$, and $\mathfrak{m}_{i}$ for $i=1,2, \ldots, k$ are invariant, irreducible subspaces of $H$. For simplicity, we assume that the submodules $m_{i}$ are not equivalent to each other. If there are two $H$-invariant inner products on $\mathfrak{m}$,
then by Schur's lemma, for each $i$ with $1 \leq i \leq k$, the restrictions of the two inner products to $\mathfrak{m}_{i}$ must differ only by a positive multiple. On the other hand, any inner product is $H$-invariant on $\mathfrak{m}_{0}$. Fix an $H$-invariant inner product $\langle\cdot, \cdot\rangle_{i}$ on $\mathfrak{m}_{i}$ for $i=1,2, \ldots, k$. Then any $H$-invariant inner product must be of the form

$$
\langle\cdot, \cdot\rangle_{0}+c_{1}\langle\cdot, \cdot\rangle_{1}+\cdots+c_{k}\langle\cdot, \cdot\rangle_{k}
$$

where $\langle\cdot, \cdot\rangle_{0}$ is an arbitrary inner product on $\mathfrak{m}_{0}$, and $c_{1}, c_{2}, \ldots, c_{k}$ are arbitrary positive real numbers. This classifies $H$-invariant inner products on $\mathfrak{m}$, and hence $G$-invariant Riemannian metrics on $G / H$.

Therefore, the difficult case is that of non-Riemannian Finsler metrics. Since the general problem seems to be unsolvable, we restrict to the special case where the isotropic representation is polar. Theorems 3.1 and 3.2 give this:

Theorem 4.1. Let $G$ be a Lie group and $H$ be a compact subgroup of $G$. Suppose that the isotropic representation of $G / H$ at the origin $o=e H$ is polar and $\mathfrak{m}$ is as in Equation (4-1).

- If the generalized rank of the adjoint action of Hon $\mathfrak{m}$ is 1 , then there does not exist any non-Riemannian invariant Finsler metric on $G / H$.
- If the generalized rank of the action of $H$ on $\mathfrak{m}$ is at least 2, then there exist infinitely many non-Riemannian invariant Finsler metrics on $G / H$ (even if we do not distinguish those metrics that are differ only by a positive multiple). In this case, there is a one-to-one correspondence between the $G$-invariant Finsler metrics on $G / H$ and the $W$-invariant Minkowski norms on $\mathfrak{a}$, where $\mathfrak{a}$ is a Cartan subspace of $\mathfrak{m}$ and $W$ is the corresponding Weyl group.

Now we consider some special cases of Theorem 4.1. Suppose $(G, H)$ is a Riemannian symmetric pair. That is, $G$ is a connected Lie group and $H$ is a closed subgroup of $G$ such that there exists an involutive automorphism $\sigma$ such that $\left(G_{\sigma}\right)_{e} \subset H \subset G_{\sigma}$, where $G_{\sigma}$ denotes the fixed points of $\sigma$ and $\left(G_{\sigma}\right)_{e}$ denotes its unit components. Suppose also that the isotropic action of $H$ at $T_{o}(G / H)$ leaves certain inner products invariant. We consider the classification of all $G$-invariant Finsler metrics on $G / H$. Note that in this case the isotropic action is polar.

Theorem 4.2. Let $(G, H)$ be a Riemannian symmetric pair. Let $\mathfrak{g}=\mathfrak{h}+\mathfrak{m}$ be the canonical decomposition of the Lie algebra of G. Fix one maximal subspace $\mathfrak{a}$ of $\mathfrak{m}$, and let $W$ be the corresponding Weyl group. Then there exists a bijection between the $G$-invariant Finsler metrics on $G / H$ and the $W$-invariant Minkowski norms on $\mathfrak{a}$. In particular, if the rank of $G / H$ is 1 , there does not exist any $G$ invariant non-Riemannian Finsler metric on $G / H$; if the rank of $G / H$ is at least 2, there exist infinitely many G-invariant non-Riemannian Finsler metrics on $G / H$.

The existence part of this theorem was established in [Szabó 1981], but the one-to-one part was not given there.

By [Deng and Hou 2007], any $G$-invariant Finsler metric on $G / H$ is a globally symmetric Berwald metric; and by [Deng and Hou 2005a], any globally symmetric Berwald metric can be constructed in this way. Therefore, Theorem 4.2 can be viewed as a classification of all globally symmetric Berwald metrics.

Example 4.3. Consider the unit sphere $S^{n}$ in Euclidean $\mathbb{R}^{n+1}$. It is a Riemannian symmetric space of rank 1 . The special orthogonal group $\mathrm{SO}(n+1)$ acts transitively on $S^{n}$, and the isotropic subgroup at $(1,0, \ldots, 0)$ can be identified with the subgroup $\mathrm{SO}(n)$ of $\mathrm{SO}(n+1)$. Thus $S^{n}$ can be viewed as the coset space $\mathrm{SO}(n+1) / \mathrm{SO}(n)$, and the induced Riemannian metric on $S^{n}$ can be viewed as an $\mathrm{SO}(n+1)$-invariant metric on $\mathrm{SO}(n+1) / \mathrm{SO}(n)$. By Theorem 4.2, there is no $\mathrm{SO}(n+1)$-invariant non-Riemannian Finsler metric on $S^{n}$. Now we consider the product manifold $S^{n} \times S^{m}$, where $m, n \geq 1$. Write $S^{n} \times S^{m}$ as

$$
G / H=(\mathrm{SO}(n+1) \times \mathrm{SO}(m+1)) /(\mathrm{SO}(n) \times \mathrm{SO}(m))
$$

The rank of $G / H$ is 2 . Therefore there exist infinitely many $G$-invariant nonRiemannian Finsler metrics on $G / H$. All these metrics are globally symmetric and of Berwald type. Now we can give an explicit description of these metrics. Let $\mathfrak{a}_{1}$ and $\mathfrak{a}_{2}$ be Cartan subspaces of $\mathrm{SO}(n+1) / \mathrm{SO}(n)$ and $\mathrm{SO}(m+1) / \mathrm{SO}(m)$, respectively. The corresponding Weyl groups on $\mathfrak{a}_{1}$ and $\mathfrak{a}_{2}$ are $W_{1}=W_{2}=\{1,-1\}$. The direct sum $\mathfrak{a}=\mathfrak{a}_{1} \oplus \mathfrak{a}_{2}$ is a Cartan subspace of $G / H$, and the corresponding Weyl group $W$ consists of four elements: $W=\left\{1, \sigma_{1}, \sigma_{2}, \sigma_{3}\right\}$, where
$\sigma_{1}(x+y)=-x+y, \quad \sigma_{2}(x+y)=x-y, \quad \sigma_{3}(x+y)=-x-y \quad$ for $x \in \mathfrak{a}_{1}, y \in \mathfrak{a}_{2}$.
Therefore a Minkowski norm $F$ on $\mathfrak{a}$ is $W$-invariant if and only if $F$ satisfies

$$
\begin{equation*}
F( \pm x \pm y)=F(x+y) \quad \text { for } x \in \mathfrak{a}_{1}, y \in \mathfrak{a}_{2} \tag{4-2}
\end{equation*}
$$

By Theorem 4.2, there is a one-to-one correspondence between the $G$-invariant Finsler metrics on $S^{n} \times S^{m}$ and the Minkowski norms on $\mathfrak{a}$ satisfying (4-2). It is easily seen that there actually exist infinitely many Minkowski norms on $\mathfrak{a}$ that satisfy (4-2). For example, identifying $\mathfrak{a}_{1}$ and $\mathfrak{a}_{2}$ with $\mathbb{R}^{1}$, we can define a set of Minkowski norms by

$$
F_{\mu}(x+y)=\sqrt{x^{2}+y^{2}+\mu \sqrt{x^{4}+y^{4}}} \text { for } x, y \in \mathbb{R}^{1}
$$

where $\mu$ is an arbitrary positive real number. These norms satisfy (4-2) and are pairwise not mutually linearly isometric [Bao et al. 2000].

Similarly, we can consider other Riemannian symmetric spaces of rank 1 and their product. Next we give an irreducible example of rank at least 2 .

Example 4.4. Consider the Riemannian symmetric pair ( $\mathrm{SL}(n, \mathbb{R}), \mathrm{SO}(n))$, where $n \geq 3$. The rank is $n-1$. So there exist infinitely many $\operatorname{SL}(n, \mathbb{R})$-invariant nonRiemannian Finsler metrics on $\operatorname{SL}(n, \mathbb{R}) / \mathrm{SO}(n)$. Now we explicitly describe these metrics. The canonical decomposition of the Lie algebra is $\mathfrak{s l}(n, \mathbb{R})=\mathfrak{s o}(n)+\mathfrak{p}$, where $\mathfrak{p}$ consists of all $n \times n$ traceless symmetric matrices. A Cartan space can be taken as the space of all diagonal matrices in $\mathfrak{p}$, denoted by $\mathfrak{a}$. The corresponding Weyl group is isomorphic to the full permutation group of $n$ indices, which acts on $\mathfrak{a}$ by permuting the entries along the diagonal [Helgason 1978]. Therefore, if we write the elements in $\mathfrak{a}$ as

$$
\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right), \quad \text { where } \sum_{i=1}^{n} \lambda_{i}=0
$$

then a Minkowski norm $F$ on $\mathfrak{a}$ is $W$-invariant if and only if $F\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ is a symmetric function of $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$. An explicit series of such norms can be constructed as follows:

$$
F_{\mu}\left(\lambda_{1}, \ldots, \lambda_{n}\right)=\sqrt{\sum_{i=1}^{n} \lambda_{i}^{2}+\mu \sqrt{\sum_{i=1}^{n} \lambda_{i}^{4}}}
$$

where $\mu$ is an arbitrary positive real number. As in Example 4.3, the Minkowski norms above define infinitely many $\operatorname{SL}(n, \mathbb{R})$-invariant non-Riemannian Finsler metrics on $\operatorname{SL}(n, \mathbb{R}) / \mathrm{SO}(n)$. These metrics are all of the Berwald type.

Next we consider nonsymmetric polar homogeneous manifolds. By Kollross and Podestà [2003] classified the polar homogeneous spaces of a connected, simply connected, simple Lie group. Combining their list and Theorem 4.1 gives this:

Theorem 4.5. Let $G / H$ be a connected, simply connected, isotropic polar homogeneous manifold, where $G$ is a simply connected simple compact Lie group and $H$ is a closed subgroup of $G$. Then the pair $(G, H)$ must be either a Riemannian symmetric pair or one of the pairs in Table 1. Among the manifolds in Table 1, any $G$-invariant Finsler metric on $G / H$ must be Riemannian in types VIII and IX. In any of the other types, however, there exist infinitely many $G$-invariant nonRiemannian Finsler metrics on $G / H$.

Proof. Because Kollross and Podestà [2003] listed the isotropic polar homogeneous manifolds, we only need to find which type is of rank 1. Since $H$ is compact, the action of $H$ on the tangent space $T_{o}(G / H)$ leaves the inner product invariant. Therefore, we can view $H$ as a subgroup of $\mathrm{SO}(m)$ (note that $H$ is connected in all the types in Table 1), where $m=\operatorname{dim} T_{o}(G / H)$. Therefore, to find out which type is of rank 1 , we only need to find in which case $H$ acts transitively on $S^{m-1}$. The compact connected subgroups of $\mathrm{SO}(m)$ that act transitively on $S^{m-1}$ were classified by Montgomery, Samelson, and Borel [Besse 1987]. Therefore the

| Type | $G$ | $H$ | Rank |
| :---: | :---: | :---: | :---: |
| I | $\mathrm{SU}(n+1)$ | $\mathrm{SU}(n)$ | $\geq 2$ |
| II | $\mathrm{Sp}(n+1)$ | $\mathrm{Sp}(n)$ | $\geq 2$ |
| III | $\mathrm{Sp}(n+1)$ | $\mathrm{U}(1) \times \operatorname{Sp}(n)$ | $\geq 2$ |
| IV | $\mathrm{SU}(p+q)$ | $\mathrm{SU}(p) \times \operatorname{SU}(q), p<q$ | $\geq 2$ |
| V | $\operatorname{Spin}(2 n)$ | $\mathrm{SU}(n), n$ odd | $\geq 2$ |
| VI | $\mathrm{E}_{6}$ | $\operatorname{Spin}(10)$ | $\geq 2$ |
| VII | $\operatorname{Spin}(9)$ | $\operatorname{Spin}(7)$ | $\geq 2$ |
| VIII | $\operatorname{Spin}(7)$ | $\mathrm{G}_{2}$ | 1 |
| IX | $\mathrm{G}_{2}$ | $\mathrm{SU}(3)$ | 1 |

Table 1. Pairs $(G, H)$ occurring in Theorem 4.5.
theorem can be proved through a case-by-case computation of the dimensions of the manifolds $G / H$.

Now we give a description of the invariant Finsler metrics on the homogeneous manifolds of type I in Table 1.

Example 4.6. Consider a homogeneous manifold

$$
M=G / H=\mathrm{SU}(n+1) / \mathrm{SU}(n), \quad \text { with } n \geq 2
$$

Now we give a realization of the manifold $M$. The group $G=\mathrm{SU}(n+1)$ acts in the standard way on the standard Hermitian space $\mathbb{C}^{n+1}=\mathbb{R}^{2 n+2}$. The action keeps the sphere $S^{2 n+1}$ invariant, and the restriction of the action to the sphere is transitive. The subgroup $H=\mathrm{SU}(n)$ can be identified with the isotropic subgroup of $G$ at the point $o=(1,0, \ldots, 0)^{\prime} \in S^{2 n+1}$, that is,

$$
A \hookrightarrow\left(\begin{array}{ll}
1 & 0 \\
0 & A
\end{array}\right) \quad \text { for } A \in H
$$

Therefore $M$ is just the sphere $S^{2 n+1}$. Now we make some observations on the isotropic representation. By selecting a certain local coordinate system, we can identify the tangent space of $G / H$ at $o$ with the hyperplane

$$
P=\left\{\left(1, b_{1}, b_{2}, \ldots, b_{2 n+1}\right)^{\prime} \in \mathbb{R}^{2 n+1}\right\}
$$

through the mapping

$$
b=\left(b_{1}, b_{2}, \ldots, b_{2 n+1}\right) \hookrightarrow\left(1, b_{1}, b_{2}, \ldots, b_{2 n+1}\right)^{\prime}
$$

Then the isotropic representation can be described as follows. For

$$
b=\left(b_{1}, b_{2}, \ldots, b_{2 n+1}\right) \in T_{o}(G / H) \quad \text { and } \quad A \in H
$$

define $\tilde{b}=\left(1+b_{1} \sqrt{-1}, b_{2}+b_{3} \sqrt{-1}, \ldots, b_{2 n}+b_{2 n+1} \sqrt{-1}\right)^{\prime} \in \mathbb{C}^{n+1}$. Let

$$
c=\left(\begin{array}{ll}
1 & 0 \\
0 & A
\end{array}\right) \cdot \tilde{b}=\left(1+b_{1} \sqrt{-1}, c_{1}+c_{2} \sqrt{-1}, \ldots, c_{2 n-1}+c_{2 n} \sqrt{-1}\right)^{\prime} \in \mathbb{C}^{n+1}
$$

where $c_{j}, j=1,2, \ldots, 2 n$ are real numbers. Then

$$
A \cdot b=\left(b_{1}, c_{1}, c_{2}, \ldots, c_{2 n}\right)
$$

Therefore, the isotropic representation is equal to the identity transformation on the subspace $V_{1}=\left\{\left(b_{1}, 0, \ldots, 0\right) \in T_{o}(M)\right\}$. On the other hand, the action of $H$ on the subspace $\left.V_{2}=\left\{\left(0, b_{2}, \ldots, b_{2 n+1}\right) \in T_{o}(M)\right)\right\}$ is just the standard action of the group $\operatorname{SU}(n)$ on $\mathbb{C}^{n}$. Therefore, $H$ is transitive on the unit sphere in $V_{2}$. From this, we see that the action of $H$ on $V_{2}$ is polar of rank 1 . Since $T_{o}(M)$ is the orthogonal sum of $V_{1}$ and $V_{2}$, the action of $H$ on $T_{o}(M)$ is polar, and a Cartan space can be chosen to be $\mathfrak{a}=V_{1}+\mathfrak{a}_{2}$, where $\mathfrak{a}_{2}$ is an arbitrary one-dimensional subspace in $V_{2}$. As in Example 4.3 any Minkowski norm $F$ on $\mathfrak{a}$ satisfying

$$
F( \pm x \pm y)=F(x+y), \quad x \in V_{1}, y \in \mathfrak{a}_{2}
$$

can be extended uniquely to a $H$-invariant Minkowski norm on $T_{o}(M)$, and hence corresponds to a $G$-invariant Finsler metric on $M$.

## 5. General geometric properties

Let $(G, K)$ be a Riemannian symmetric pair. Then by the results of [Szabó 1981] it is easily seen that any $G$-invariant Finsler metric on $G / K$ must be a (reversible or nonreversible) affine symmetric Berwald space. By Dadok's results, we have seen that a polar representation must have the same orbits as the isotropic representation of a certain Riemannian symmetric space. It is therefore natural to ask whether the result above holds for polar homogeneous spaces, that is, whether any invariant Finsler metric on a polar homogeneous space must be Berwaldian. We will investigate this problem in this section. It is somehow surprising that the answer is negative. In fact we can prove that in any polar homogeneous manifold in Table 1, an invariant Finsler metric $F$ on $G / H$ is Berwaldian if and only if it is Riemannian. As an application, we show that on any polar homogeneous space of rank at least 2 in Table 1, there exist infinitely many invariant Finsler metrics that are reversible, non-Berwaldian and of vanishing S-curvature. The problem of the existence of such spaces was posed by Shen [2009], and in our paper [Deng and Hou $\geq 2010$ ], we constructed some low-dimensional examples of Finsler spaces with the above properties.

We begin with the notions of weakly symmetric Finsler spaces and geodesic orbit Finsler spaces. Let $(M, F)$ be a connected Finsler space. Then $(M, F)$ is called weakly symmetric if for any two points $p$ and $q$ there exists an isometry $\sigma$
of $(M, F)$ that interchanges them, that is, $\sigma(p)=q$ and $\sigma(q)=p$. It is called a geodesic orbit Finsler space if any geodesic $\gamma$ is the orbit of a one-parameter subgroup of the full group of isometries, that is, if there exists a vector $X$ in the Lie algebra $\mathfrak{g}$ of the full group $G$ of isometries such that $\gamma(t)=\exp (t X) \cdot o$, where $o=\gamma(0)$ and $\exp$ is the exponential mapping of $G$. It is obvious that a weakly symmetric space must be reversible and homogeneous and that a geodesic orbit Finsler space must be homogeneous. Berndt et al. [1997] proved that a connected weakly symmetric Riemannian manifold must be a geodesic orbit space. Their proof is also valid for the Finslerian case, so a weakly symmetric Finsler must be a geodesic orbit space. Also it is easy to prove that a geodesic orbit space must have vanishing S-curvature [Deng and $\mathrm{Hou} \geq 2010$ ].

Nguyen [2000] introduced a way to construct weakly symmetric Riemannian manifolds. Let $G$ be a connected Lie group and $\theta$ be an involutive automorphism of $G$. Suppose $H$ is a $\theta$-stable compact subgroup of $G$. Select a complement subspace $\mathfrak{m}$ of $\mathfrak{h}$ in $\mathfrak{g}$ that is also invariant under $\operatorname{Ad}_{\mathfrak{g} / \mathfrak{h}}(H)$. Then $(G, H, \theta)$ is called a weakly symmetric triple if, given any element $X \in \mathfrak{m}$, there exists an element $h \in H$ such that $(\operatorname{Ad}(h)) \circ d \theta(X)=-X$. Nguyen proved that if $(G, H, \theta)$ is weakly symmetric pair, then any $G$-invariant Riemannian metric on $G / H$ is weakly symmetric. Using this method we can also construct weakly symmetric Finsler spaces.
Proposition 5.1. If $(G, H, \theta)$ is a weakly symmetric triple, then any $G$-invariant reversible Finsler metric on $G / H$ is weakly symmetric.

The proof is similar to the Riemannian case, so we omit it [Nguyen 2000].
Theorem 5.2. Let $G / H$ be one of the polar homogeneous spaces in Table 1 (with nontrivial subgroup H) that is not of type II (that is, not $\operatorname{Sp}(n+1) / \operatorname{Sp}(n))$. Then any reversible $G$-invariant Finsler metric on $G / H$ must be weakly symmetric. In the coset space $\operatorname{Sp}(n) / \operatorname{Sp}(n-1)$ for $n \geq 2$, there exist infinitely many invariant weakly symmetric non-Riemannian Finsler metrics. In particular, in any of the polar homogeneous manifolds of rank at least 2 in Table 1, there exist infinitely many invariant weakly symmetric non-Riemannian Finsler metrics.

Proof. The first claim follows from the classification of compact weakly symmetric Riemannian spaces by Nguyen [2000] and Yakimova [2004]. Also some of these homogeneous manifolds are known to be weakly symmetric [Ziller 1996]. We now give a case-by-case clarification. The manifolds $\mathrm{SU}(n) / \mathrm{SU}(n-1)$, with $n \geq 3$, are known to be weakly symmetric [Ziller 1996]. The involutive automorphism $\theta$ of $\operatorname{SU}(n)$ can be defined in the following way: Let $\mathrm{SU}(n)$ act in the standard way on the unit sphere in $\mathbb{C}^{n}$, and let $\mu$ be the transformation taking the complex conjugation on each coordinate. Define $\theta(g)=\mu g \mu^{-1}$. It is easy to check that $(\mathrm{SU}(n), \mathrm{SU}(n-1), \theta)$ is a weakly symmetric triple. Therefore by Proposition 5.1,
$\mathrm{SU}(n) / \mathrm{SU}(n-1)$ endowed with any invariant reversible non-Riemannian Finsler metric must be a weakly symmetric Finsler space. This argument is also valid for the homogeneous space $\mathrm{SU}(p+q) / \mathrm{SU}(p) \times \operatorname{SU}(q)$, with $p<q$. Therefore $\mathrm{SU}(p+q) / \mathrm{SU}(p) \times \mathrm{SU}(q)$ endowed with any reversible Finsler spaces must be weakly symmetric. According to Nguyen [2000], the homogeneous space $G / H=$ $\operatorname{Sp}(n) / \operatorname{Sp}(n-1) \cdot U(1)$ is weakly symmetric with respect to $G$, meaning that for any $X \in T_{o}(G / H)$, there exists an $h \in H$ such that $d h(X)=-X$. Similarly to the Riemannian case, this means that any invariant reversible Finsler metric on $G / H$ must be weakly symmetric [Ziller 1996]. Now by [Nguyen 2000], the space $\mathrm{SO}(2 n) / \mathrm{SU}(n)$, with $n$ odd, is weakly symmetric. Since the space $\operatorname{Spin}(2 n) / \mathrm{SU}(n)$ is the universal covering of $\operatorname{SO}(2 n) / \mathrm{SU}(n)$, we see that $\operatorname{Spin}(2 n) / \mathrm{SU}(n)$ endowed with any reversible must weakly symmetric [Yakimova 2004]. The situation is the same for the space $\operatorname{Spin}(9) / \operatorname{Spin}(7)$. Finally, the space $E_{6} / \operatorname{Spin}(10)$ appears in the list in [Nguyen 2000] (note that $D_{5}$ is exactly $\operatorname{Spin}(10)$ ). Therefore, if $G / H$ is a homogeneous manifold of rank at least 2 in Table 1 not of type II, then any invariant reversible Finsler metric on $G / H$ must be weakly symmetric.

Now we consider spaces of type II, that is, $\operatorname{Sp}(n) / \operatorname{Sp}(n-1)$ with $n \geq 2$. Note that $\operatorname{Sp}(n)$ acts transitively on the sphere $S^{4 n-1}$ in the standard way, and that any isotropy subgroup is isomorphic to $\operatorname{Sp}(n-1)$. Hence $\operatorname{Sp}(n) / \operatorname{Sp}(n-1)=S^{4 n-1}$. In this way, we can also view $\operatorname{Sp}(n)$ as a subgroup of $\operatorname{SU}(2 n)$. Since we have $\mathrm{SU}(2 n) / \mathrm{SU}(2 n-1)=S^{4 n-1}$, we see that any $\mathrm{SU}(2 n)$ invariant Finsler metric on the sphere $S^{4 n-1}$ must be an invariant metric on the coset space $\operatorname{Sp}(n) / \operatorname{Sp}(n-1)$. From this the theorem follows.

Theorem 5.3. Let $G$ be a connected simply connected compact simple Lie group and $H$ be a closed subgroup of $G$. Let $G / H$ be a nonsymmetric polar homogeneous manifold. Then a G-invariant Finsler metric on $G / H$ is Berwaldian if and only if it is Riemannian.

Lemma 5.4. Let $G$ be a compact connected Lie group and $H$ be a closed subgroup of $G$. Suppose $G / H$ is diffeomorphic to the $n$-sphere, with $n \geq 2$. Then any $G$ invariant Riemannian metric on $G / H$ is holonomy irreducible.

Proof. Suppose conversely that a $G$-invariant Riemannian metric $Q$ on $G / H$ is holonomy reducible. Then by the de Rham decomposition theorem, we have a Riemannian manifold decomposition

$$
G / H=M_{1} \times M_{2} \times \cdots \times M_{s}
$$

where $M_{1}, M_{2}, \ldots, M_{s}$ are holonomy irreducible. By Hano's result [1955], the full group $K$ of isometries of $(G / H, Q)$ is isomorphic to the product of the groups of isometries of $M_{i}$ for $1 \leq i \leq s$. This fact combined with the homogeneity of $(G / H, Q)$ implies that for each $i$, the group of isometries of $M_{i}$ must be transitive
on $M_{i}$; in particular, it has dimension at least 1 . Thus the identity component $K^{0}$ of $K$ is not a simple Lie group. Now by the complete list of compact connected Lie groups that act transitively on the spheres [Besse 1987], $K^{0}$ must be one of $\mathrm{U}(n)$ with $n \geq 2, \mathrm{Sp}(n) \mathrm{Sp}(1)$ with $n \geq 1$, or $\operatorname{Sp}(n) \mathrm{U}(1)$ with $n \geq 1$. This means that $s=2$ and $M_{1}$ can be chosen to be a coset space of $\mathrm{U}(1)=S^{1}$ or $\operatorname{Sp}(1)=\mathrm{SU}(2)=S^{3}$. But it is easily seen that the coset spaces of $\mathrm{U}(1)$ or $\mathrm{Sp}(1)$ must be diffeomorphic to $S^{1}, S^{2}$ or $S^{3}$. Therefore we have $S^{n}=G / H=S^{j} \times M_{2}$ for $n>j$. But this decomposition is impossible since the $j$-th homotopy group of $S^{n}$ (where $j=1,2$, or 3 and $n>j)$ is the identity group and $\pi_{j}\left(S^{j}\right)=\mathbb{Z}$.

Oniscik [1963] proved that the only compact connected groups that act transitively on the projective complex spaces are $\operatorname{SU}(n)$ (on $\mathbb{C} P^{n-1}$ ), and $\operatorname{Sp}(n)$ (on $\mathbb{C} P^{2 n-1}$ ). Similar to Lemma 5.4, we have this:

Lemma 5.5. Let $G$ be a compact connected Lie group and $H$ be a closed subgroup of $G$. Suppose the coset space $G / H$ is diffeomorphic to the projective complex space $\mathbb{C} P^{n}$. Then any $G$-invariant Riemannian metric on $G / H$ must be holonomy irreducible.

To state the next lemma, we need some definitions about Hermitian symmetric spaces. Let $(G, H)$ be an irreducible Riemannian metric of compact or noncompact type. Then it is well known that $G / H$ can be made into a Hermitian symmetric space if and only if the (connected) compact subgroup $H$ has nondiscrete center, in which case the center of $H$ is a one-dimensional Lie group [Helgason 1978]. Let $\mathfrak{g}=\mathfrak{h}+\mathfrak{m}$ be the canonical decomposition of the Lie algebra. Let $\mathfrak{a}$ be a maximal abelian subspace of $\mathfrak{m}$ and extend $\mathfrak{a}$ to a Cartan subalgebra $\mathfrak{t}$ of $\mathfrak{g}$. Then on the subspace $\mathfrak{m}$ there is a complex structure $J$ corresponding to the root system of $(\mathfrak{g}, \mathfrak{t})$ (not necessary the complex structure induced by that of the manifold $G / H)$ [Korányi and Wolf 1965]. Let $Z^{J}$ be the element in the center $\mathfrak{z h}$ of $\mathfrak{h}$ that corresponds to the complex structure above. Then we have a decomposition $Z^{J}=Z^{0}+Z^{\prime}$, where $Z^{0}$ defines the complex structure on the polydisc or the polysphere inside $G / H$ when $G / H$ is realized as a generalized half-plane [Korányi and Wolf 1965] and $Z^{\prime}$ is an element in $\mathfrak{h}$ that centralizes $\mathfrak{a}$. The Hermitian symmetric space $G / H$ is said to be of tube type if in the decomposition above we have $Z^{\prime}=0$. Let $H=Z_{H} \cdot H_{s}$ be the decomposition of $H$, where $Z_{H}$ is the one-dimensional center of $H$ and $H_{s}$ is the semisimple part of $H$. Let $S^{\prime}=\left\{\exp \left(t Z^{\prime}\right) \mid t \in \mathbb{R}\right\}$. It is known that if $G / H$ is not of the tube type, then $Z^{\prime}$ is not in the center $\mathfrak{z h}$ and we have $H=S^{\prime} H_{s}=H_{s} S^{\prime}$. Further,

$$
\begin{equation*}
\mathfrak{m}=\operatorname{Ad}\left(H_{s}\right)(\mathfrak{a}) . \tag{5-1}
\end{equation*}
$$

Lemma 5.6. Let $G$ be a compact connected simply connected simple Lie group and $H$ be a closed subgroup of $G$ such that $(G, H)$ is an irreducible Hermitian
symmetric pair of nontube type. Let $H=Z_{H} H_{s}$ be the decomposition of $H$, where $Z_{H}$ is the one-dimensional center of $H$ and $H_{s}$ is the semisimple part of $H$. Then any $G$-invariant Riemannian metric on the coset space $G / H_{s}$ must be holonomy irreducible.

Proof. Let $\mathfrak{g}=\mathfrak{h}+\mathfrak{m}$ be the canonical decomposition of the symmetric pair $(G, H)$. Then we can identify the tangent space $T_{o}(G / H)$ with $\mathfrak{m}$. Since $(G, H)$ is irreducible, the action of $H$ on $\mathfrak{m}$ is irreducible. Now we claim that the action of the semisimple part $H_{s}$ of $H$ on $\mathfrak{m}$ is also irreducible. In fact, if this is not true, then we can find a nontrivial subspace $V_{1}$ of $\mathfrak{m}$ that is invariant under $H_{s}$. Let $X \in V_{1}$. Then by (5-1) there exists $k \in H_{s}$ and $X_{\mathfrak{a}} \in \mathfrak{a}$ such that $X=\operatorname{Ad}(k)\left(X_{\mathfrak{a}}\right)$. Now for any $s \in S^{\prime}$, select $s_{1} \in S^{\prime}, k_{1} \in H_{s}$ such that $s k=k_{1} s_{1}$. Then

$$
\begin{align*}
\operatorname{Ad}(s)(X) & =\operatorname{Ad}(s) \operatorname{Ad}(k)\left(X_{\mathfrak{a}}\right)=\operatorname{Ad}\left(k_{1} s_{1}\right)\left(X_{\mathfrak{a}}\right)=\operatorname{Ad}\left(k_{1}\right)\left(X_{\mathfrak{a}}\right)  \tag{5-2}\\
& =\operatorname{Ad}\left(k_{1} k^{-1}\right) \operatorname{Ad}(k)\left(X_{\mathfrak{a}}\right)=\operatorname{Ad}\left(k_{1} k^{-1}\right)(X) \in V_{1}
\end{align*}
$$

where we have used the fact that $Z^{\prime}$ centralizes $\mathfrak{a}$. Now (5-2) means that $V_{1}$ is also invariant under the action of $S^{\prime}$. Hence it is invariant under $H$. This contradicts the assumption that $G / H$ is irreducible, and proves our claim. The claim means that the action of $H_{s}$ on the tangent space $T_{o}\left(G / H_{s}\right)$, which can be identified with $\mathfrak{s}+\mathfrak{m}$ (direct sum), where $\mathfrak{s}$ is the one-dimensional Lie algebra of $S^{1}$, decomposes as the sum of irreducible subspaces $\mathfrak{s}$ and $\mathfrak{m}$. By Schur's lemma, this implies that any $H_{s}$-invariant inner product on $T_{o}\left(G / H^{\prime}\right)$ must be of the form

$$
\begin{equation*}
Q_{1}+\left.\alpha(-B)\right|_{\mathfrak{m} \times \mathfrak{m}} \tag{5-3}
\end{equation*}
$$

where $Q_{1}$ is an arbitrary inner product on $\mathfrak{a}$ (which is unique up to a positive scalar), $B$ is the Cartan-Killing form of the Lie algebra $\mathfrak{g}$, and $\alpha$ is an arbitrary positive number. Now by the construction of D'Atri and Ziller [1979], any inner product of the form (5-3) induces a naturally reductive $G$-invariant Riemannian metric on $G / H^{\prime}$. Such a Riemannian metric on a simply connected coset space of a connected simple Lie group must be holonomy irreducible [Kobayashi and Nomizu 1969, page 215].

Proof of Theorem 5.3. We need only prove the "only if" part. We divide the homogeneous manifolds in Table 1 into three groups. Group 1 consists of types I, II, VII, VIII, and IX. Homogeneous manifolds in this group are diffeomorphic to a sphere. Group 2 consists of type III, the manifold $\operatorname{Sp}(n) /(\mathrm{U}(1) \times \operatorname{Sp}(n-1))$. It has a symmetric extension $((\mathrm{SU}(2 n), \mathrm{SU}(2 n-1) \times \mathrm{U}(1))$; in other words, the quotient $\mathrm{Sp}(n) /(\mathrm{U}(1) \times \operatorname{Sp}(n-1))$ is diffeomorphic to the projective complex space

$$
\mathbb{C} P^{2 n-1}=\mathrm{SU}(2 n) /(\mathrm{SU}(2 n-1) \times \mathrm{U}(1))
$$

where we consider $\operatorname{Sp}(n)$ as a subgroup of $\operatorname{SU}(2 n)$. Group 3 consists of types IV, V, and VI. Homogeneous manifolds in this type are $S^{1}$-bundles over Hermitian symmetric spaces of nontube type [Nguyen 2000]. Let $G / H$ be one of the homogeneous manifolds in Table 1. Then by Lemmas 5.4, 5.5, and 5.6, we have seen that any $G$-invariant Riemannian metric on $G / H$ must be holonomy irreducible. Suppose $F$ is an invariant Finsler metric on $G / H$ of the Berwald type. Then there exists a Riemannian metric $Q$ on $G / H$ whose Levi-Civita connection coincides with the Chern connection of $F$ [Szabó 1981]. Let $A(Q)$ and $I(Q)$ be the group of affine transformations and the group of isometries of $Q$. Then any isometry of $F$ must be contained in $A(Q)$ [Deng and Hou 2005b]. In particular, $G \subset A(Q)$. On the other hand, since $G / H$ is compact, we have $A(Q)^{0}=I(Q)^{0}$ [Kobayashi and Nomizu 1963, page 244]. Since $G$ is connected, we have $G \subset A(Q)^{0}=I(Q)^{0}$. That is, any element of $G$ is an isometry of $Q$, or in other words, $Q$ is a $G$ invariant Riemannian metric and hence must be holonomy irreducible. If $F$ is not Riemannian, then according to [Szabó 1981], $(G / H, Q)$ must be an irreducible Riemannian symmetric space of rank at least 2. In particular, let $K$ be the full group of isometries of $Q$, let $K_{0}$ be the identity component of $K$, and let $N$ be the isotropic subgroup of $K_{0}$ at a fixed point. Then $G \subset K^{0}$, and $\left(K_{0}, N\right)$ is a Riemannian symmetric pair [Helgason 1978]. This means that the pair $(G, H)$ has a symmetric extension with rank at least 2 . The symmetric extension of weakly symmetric homogeneous manifolds has been classified by Yakimova [2004]. The list shows that the manifolds of types I, III, VII, VIII, and IX in Table 1 have symmetric extension of rank 1, and that the manifolds in other types do not admit any symmetric extension. On the other hand, $\operatorname{Sp}(n) / \operatorname{Sp}(n-1)$ is the only homogeneous manifold in Table 1 that is not weakly symmetric. $\operatorname{But} \operatorname{Sp}(n) / \operatorname{Sp}(n-1)$ is diffeomorphic to the sphere $S^{4 n-1}$. Hence $(\operatorname{Sp}(n), \operatorname{Sp}(n-1))$ has as its only symmetric extension $(\mathrm{SO}(4 n), \mathrm{SO}(4 n-1))$, which is of rank 1 . This contradiction proves the theorem.

Since a weakly symmetric Finsler space has vanishing S-curvature, combining Theorems 5.2 and 5.3 gives this corollary:

Corollary 5.7. Let $G$ be a connected simply connected compact Lie group, and let $H$ be a closed subgroup of $G$. Let $G / H$ be a nonsymmetric polar homogeneous manifold of rank 2. Then there exist infinitely many invariant Finsler metrics on $G / H$ that are reversible, non-Berwaldian, and of vanishing $S$-curvature.

## 6. Randers metrics

We now consider invariant Randers metrics on the homogeneous manifolds in Table 1, and give a (global) complete classification of such metrics. As pointed
out in Theorem 5.3, all the non-Riemannian Randers metrics we find are nonBerwaldian. As an application, we give a classification of homogeneous Randers spaces with positive constant flag curvature.

We first recall some known results. Let $G$ be a Lie group, and let $H$ be a closed subgroup of $G$. Suppose $Q$ is an invariant Riemannian metric on $G / H$. Then by the results of [Deng and Hou 2004b], there exists a bijection between the invariant Randers metrics on $G / H$ with underlying Riemannian metric $Q$ and the invariant vector fields on $G / H$ with length $<1$. Suppose the coset space $G / H$ is reductive, that is, that there exists a subspace $\mathfrak{m}$ of $\mathfrak{g}$ (the Lie algebra of $G$ ) such that

$$
\mathfrak{g}=\mathfrak{h}+\mathfrak{m} \quad \text { (direct sum of subspaces) },
$$

and $\operatorname{Ad}(h) \mathfrak{m} \subset \mathfrak{m}$, for all $h \in H$. Then invariant vector fields are in bijection with the set

$$
V=\{X \in \mathfrak{m} \mid \operatorname{Ad}(h)(X)=X \text { for all } h \in H\}
$$

Therefore, to find all the invariant Randers metrics on $G / H$, we need first to find all the invariant Riemannian metrics with respect to which all vectors in $V$ have length less than 1.

Now we consider $\operatorname{SU}(n) / \mathrm{SU}(n-1)$. In this case we have a decomposition

$$
\begin{equation*}
\mathfrak{s u} u(n)=\mathfrak{s} u(n-1)+\mathfrak{m} \tag{6-1}
\end{equation*}
$$

where

$$
\mathfrak{m}=\left\{\left.\left(\begin{array}{cc}
a \sqrt{-1} & \alpha  \tag{6-2}\\
-\bar{\alpha}^{\prime} & -\frac{1}{n-1} a \sqrt{-1} I_{n-1}
\end{array}\right) \right\rvert\, a \in \mathbb{R}, \alpha \in \mathbb{C}^{n-1}\right\}
$$

A direct computation shows that

$$
V=\left\{\left.\operatorname{diag}\left(-a \sqrt{-1}, \frac{1}{n-1} a \sqrt{-1}, \ldots, \frac{1}{n-1} a \sqrt{-1}\right) \right\rvert\, a \in \mathbb{R}\right\}
$$

Theorem 6.1. There is a one-to-one correspondence between the invariant Randers metrics on $\mathrm{SU}(n) / \mathrm{SU}(n-1)$ and the Minkowski norms on $\mathfrak{m}$ in (6-2). This bijection is defined by

$$
F_{o}(X)=\sqrt{c_{1} a^{2}+c_{2} \alpha \bar{\alpha}^{\prime}}+c_{1} c a, \quad X=\left(\begin{array}{cc}
a \sqrt{-1} & \alpha \\
-\bar{\alpha}^{\prime} & -\frac{1}{n-1} a \sqrt{-1} I_{n-1}
\end{array}\right) \in \mathfrak{m}
$$

where $c_{1}, c_{2}$ are positive real parameters and $c$ is a real number with $|c|<1 / \sqrt{c_{1}}$.
Among these Randers metrics, given any positive number $k$, the family with parameters

$$
c_{1}=\frac{d^{2}+k^{2}-k d^{2}}{\left(k-d^{2}\right)^{2}}, \quad c_{2}=\left(\frac{k}{k-d^{2}}\right)^{2}, \quad c=\frac{d\left(d^{2}-k\right)}{d^{2}+k^{2}-k d^{2}}
$$

has constant flag curvature $k$, where $d$ is a real parameter satisfying $|d|<\sqrt{k}$. Moreover, up to isometry these are all the connected simply connected homogeneous Randers spaces with positive constant flag curvature.

Moreover, any non-Riemannian Randers metric above is not of the Douglas type, and hence is not projectively flat.

Proof. As stated above, to obtain the classification of invariant Randers metrics on $\operatorname{SU}(n) / \mathrm{SU}(n-1)$, we first need to determine all invariant Riemannian metrics thereon. These metrics are in bijection with the $\mathrm{SU}(n-1)$-invariant inner products on $\mathfrak{m}$. Now the vector space $\mathfrak{m}$, as a representation space of $\operatorname{SU}(n-1)$, has the decomposition $\mathfrak{m}=V+\mathfrak{m}_{1}$, where

$$
\mathfrak{m}_{1}=\left\{\left.\left(\begin{array}{cc}
0 & \alpha \\
-\bar{\alpha}^{\prime} & 0
\end{array}\right) \right\rvert\, \alpha \in \mathbb{C}^{n-1}\right\}
$$

Moreover, the subrepresentations $V$ and $\mathfrak{m}_{1}$ are irreducible. By Schur's lemma, it is easily seen that any $\operatorname{SU}(n-1)$-invariant inner product on $\mathfrak{m}$ must be of the form

$$
\left\langle X_{1}, X_{2}\right\rangle=c_{1} a_{1} a_{2}+c_{2} \operatorname{Re}\left(\alpha_{1} \bar{\alpha}_{2}^{\prime}\right) \quad \text { for } c_{1}, c_{2}>0
$$

where

$$
X_{i}=\left(\begin{array}{cc}
a_{i} \sqrt{-1} & \alpha_{i} \\
-\bar{\alpha}_{i}^{\prime} & -\frac{1}{n-1} a_{i} \sqrt{-1}
\end{array}\right) \quad \text { for } i=1,2
$$

Therefore, the $\mathrm{SU}(n)$-invariant Randers metric on $\mathrm{SU}(n) / \mathrm{SU}(n-1)$ determined by $\langle\cdot, \cdot\rangle$ and

$$
X_{0}=\left(\begin{array}{cc}
c \sqrt{-1} & 0 \\
0 & -\frac{1}{n-1} c \sqrt{-1}
\end{array}\right) \in V, \quad \text { with } \sqrt{c_{1}} c<1
$$

must be the one stated in the theorem.
Now we prove the theorem's second claim. Note that $\mathrm{SU}(n)$ is a closed subgroup of $\mathrm{SO}(2 n)$ and is transitive on the sphere $S^{2 n-1}=\mathrm{SO}(2 n) / \mathrm{SO}(2 n-1)$. This means that any $\mathrm{SO}(2 n)$-invariant Riemannian metric must be $\mathrm{SU}(n)$-invariant. Thus for any $k>0$ there is one $\mathrm{SU}(n)$-invariant Riemannian metric on $\mathrm{SU}(n) / \mathrm{SU}(n-1)$ with constant sectional curvature $k$. We denote this Riemannian metric by $Q_{k}$, and next determine it explicitly. For two orthogonal unit vectors $X, Y \in \mathfrak{m}$, the sectional curvature of the plane spanned by $X, Y$ is given by [Besse 1987, p. 183]

$$
\begin{aligned}
\left.K(X, Y)=-\frac{3}{4} \right\rvert\,[X, Y]_{\mathfrak{m}} & \left.\right|^{2}-\frac{1}{2}\left\langle[X,[X, Y]]_{\mathfrak{m}}, Y\right\rangle \\
& -\frac{1}{2}\left\langle[Y,[Y, X]]_{\mathfrak{m}}, X\right\rangle+|U(X, Y)|^{2}-\langle U(X, X), U(Y, Y)\rangle
\end{aligned}
$$

where $\langle\cdot, \cdot\rangle$ is the inner product determined by $Q_{k},|\cdot|$ is the length function of $\langle\cdot, \cdot\rangle,[\cdot, \cdot]$ is the Lie bracket of $\mathfrak{s u}(n),[X, Y]_{\mathfrak{m}}$ denotes the projection of
[ $X, Y$ ] to $\mathfrak{m}$ corresponding to the decomposition (6-1), and $U$ is a symmetric bilinear mapping from $\mathfrak{m} \times \mathfrak{m}$ to $\mathfrak{m}$ defined by

$$
\langle U(X, Y), Z\rangle=\frac{1}{2}\left(\left\langle[Z, X]_{\mathfrak{m}}, Y\right\rangle+\left\langle[Z, Y]_{\mathfrak{m}}, X\right\rangle\right) .
$$

Up to homotheties, the set of invariant Riemannian metrics on $\operatorname{SU}(n) / \mathrm{SU}(n-1)$ has dimension 1 , so there must be a $c_{1}>0$ such that the inner product $c_{1} a_{1} a_{2}+\operatorname{Re}\left(\alpha_{1} \bar{\alpha}_{2}^{\prime}\right)$ defines a Riemannian metric with constant sectional curvature. To find this $c_{1}$, we select three vectors in $\mathfrak{m}$ :

$$
\begin{aligned}
& X_{1}=\operatorname{diag}\left(\frac{\sqrt{-1}}{\sqrt{c_{1}}},-\frac{\sqrt{-1}}{(n-1) \sqrt{c_{1}}} I_{n-1}\right), \\
& X_{2}=\left(\begin{array}{cc}
0 & \alpha_{2} \\
-\alpha_{2}^{\prime} & 0
\end{array}\right), \quad \alpha_{2}=(1,0, \ldots, 0) \in \mathbb{R}^{n-1}, \quad X_{3}=\sqrt{-1} X_{2} .
\end{aligned}
$$

Then a direct (albeit somewhat tedious) computation shows that

$$
\begin{aligned}
& U\left(X_{1}, X_{1}\right)=U\left(X_{2}, X_{2}\right)=U\left(X_{3}, X_{3}\right)=0 \\
& U\left(X_{1}, X_{2}\right)=\frac{1}{2}\left(\frac{n}{(n-1) \sqrt{c_{1}}}-2 \sqrt{c_{1}}\right) X_{3} \\
& U\left(X_{1}, X_{3}\right)=\frac{1}{2}\left(-\frac{n}{(n-1) \sqrt{c_{1}}}+2 \sqrt{c_{1}}\right) X_{2} \\
& U\left(X_{2}, X_{3}\right)=0 .
\end{aligned}
$$

Substituting the above into the formula of sectional curvature, we get

$$
K\left(X_{1}, X_{2}\right)=c_{1}+\frac{n}{n-1}\left(1-\sqrt{c_{1}}\right) \quad \text { and } \quad K\left(X_{2}, X_{3}\right)=4-3 c_{1} .
$$

Now the equation $K\left(X_{1}, X_{2}\right)=K\left(X_{2}, X_{3}\right)$ has a unique positive solution $c_{1}=1$, and in this case the sectional curvature is equal to 1 . Therefore the inner product

$$
(1 / k) a_{1} a_{2}+(1 / k) \operatorname{Re}\left(\alpha_{1} \bar{\alpha}_{2}^{\prime}\right)
$$

defines the invariant Riemannian metric $Q_{k}$ on $\mathrm{SU}(n) / \mathrm{SU}(n-1)$ with constant sectional curvature $k$.

Now for any $X \in V$ with $Q_{k}(X, X)<1$, we can construct an invariant Randers metric $F_{k, X}$ on $\mathrm{SU}(n) / \mathrm{SU}(n-1)$. Since $Q_{k}$ is $\mathrm{SU}(n)$-invariant, the one parameter $\operatorname{group}\{\exp (t X) \mid t \in \mathbb{R}\}$ consists of isometries of $Q_{k}$. In particular, for any $U, V \in \mathfrak{m}$, we have $Q_{k}(\operatorname{Ad}(\exp (t X))(U), \operatorname{Ad}(\exp (t X))(V))=Q_{k}(U, V)$ for all $t$. Taking the derivative and considering the value at $t=0$, we get

$$
Q_{k}\left([X, U]_{\mathfrak{m}}\right)+Q_{k}\left(U,[X, V]_{\mathfrak{m}}\right)=0 .
$$

In other words, $\mathscr{L}_{\tilde{X}} Q_{k}$ is equal to 0 at the origin. Since both the Riemannian metric and the vector field $\tilde{X}$ are $\operatorname{SU}(n)$-invariant, we have $\mathscr{L}_{\tilde{X}} Q_{k}=0$ everywhere. By
the criterion for a Randers metric to have constant flag curvature [Bao et al. 2004], the Randers metric with navigation data $\left(Q_{k}, \tilde{X}\right)$, where

$$
X=\left(\begin{array}{cc}
d \sqrt{-1} & 0 \\
0 & -\frac{1}{n-1} d \sqrt{-1}
\end{array}\right), \quad \text { with }|d|<\sqrt{k}
$$

has constant flag curvature $k$. By the transformation formulas between the defining data and navigation data of Randers metrics [Chern and Shen 2005], we see that the Randers metrics with parameters as described in the theorem have constant flag curvature $k$.

Now we prove the converse of the conclusion above. Suppose $(M, F)$ is a connected simply connected homogeneous non-Riemannian Randers metric with constant positive flag curvature $k$. Suppose the underlying Riemannian metric is $Q$ and the corresponding vector field is $\tilde{X}$. Then $(M, Q)$ is a connected simply connected Riemannian metric with constant positive sectional curvature $k$. Thus $M$ is diffeomorphic to a sphere and $\tilde{X}$ is invariant under the full group of isometries of $(M, Q)$. In particular, $\tilde{X}$ has constant length with respect to $Q$. This means that the Randers metric is in the corrected Yasuda-Shimada family. That is, it satisfies $\theta=0$, and up to isometry there is only one family of such Randers metrics on odd-dimensional spheres [Bao et al. 2004]. Therefore they must be exactly the metrics constructed above.

Finally, by our previous result [An and Deng 2008], the Randers metric $F_{k, X}$ is of Douglas type if and only if $Q_{k}\left(X,[U, V]_{\mathfrak{m}}\right)=0$ for all $U, V \in \mathfrak{m}$. A simple direct computation shows that this holds only if $X=0$. Thus any non-Riemannian Randers metric constructed above is not of the Douglas type.

Other cases can be treated similarly; we omit the details here. The conclusion is that on each of the homogeneous manifolds other than the types VII, VIII, and IX, there exist invariant non-Riemannian Randers metrics. Any such metric is not of the Douglas type. On $\operatorname{Sp}(n) / \operatorname{Sp}(n-1)$ with $n \geq 2$, and given any $k>0$, there is also a family of invariant Randers metrics with constant flag curvature $k$. By the arguments above, this family must be isometric to the corresponding family on $\mathrm{SU}(2 n) / \mathrm{SU}(2 n-1)=S^{4 n-1}$ that has constant flag curvature $k$. Moreover, on $\operatorname{Spin}(9) / \operatorname{Spin}(7)$, since the isotropy representation has no fixed nonzero points [Ziller 1996], there are no $\operatorname{Spin}(9)$-invariant non-Riemannian Randers metrics, although there do exist invariant non-Riemannian metrics. Of course, there are no invariant non-Riemannian metrics on the homogeneous manifolds of types VIII and IX.
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# A PROOF OF THE CONCUS-FINN CONJECTURE 

Kirk E. Lancaster

To Paul Concus and Robert Finn

Consider a nonparametric capillary or prescribed mean curvature surface $z=f(x, y)$ defined in a cylinder $\Omega \times \mathbb{R}$ over a two-dimensional region $\Omega$ that has a boundary corner point at $O$ with an opening angle of $2 \alpha$. Suppose $2 \alpha \leq \pi$ and the contact angle approaches limiting values $\gamma_{1}$ and $\gamma_{2}$ in $(0, \pi)$ as $O$ is approached along each side of the opening angle. Our results yield a proof of the Concus-Finn conjecture, which provides the last piece of the puzzle of determining the qualitative behavior of a capillary surface at a convex corner. We find that

- if $\left(\gamma_{1}, \gamma_{2}\right)$ satisfies $2 \alpha+\left|\gamma_{1}-\gamma_{2}\right|>\pi$, then $f$ is bounded but discontinuous at $O$ and has radial limits at $O$ from all directions in $\Omega$ and, these radial limits behave in a prescribed way;
- if $\left(\gamma_{1}, \gamma_{2}\right)$ satisfies $\left|\gamma_{1}+\gamma_{2}-\pi\right|>2 \alpha$, then $f$ is unbounded in every neighborhood of $O$; and
- otherwise $f$ is continuous at $O$.


## 1. Introduction and statement of theorems

Let $\Omega \subset \mathbb{R}^{2}$ be a connected, open set. Consider the prescribed mean curvature problem

$$
\begin{align*}
N f & =H(\cdot, f(\cdot)) & & \text { in } \Omega  \tag{1}\\
T f \cdot \boldsymbol{v} & =\cos \gamma & & \text { almost everywhere on } \partial \Omega \tag{2}
\end{align*}
$$

where $T f=\nabla f / \sqrt{1+|\nabla f|^{2}}, N f=\nabla \cdot T f, v$ is the exterior unit normal on $\partial \Omega$, $H(x, t)$ is a weakly increasing function of $t$ for each $x \in \Omega$ and $\gamma=\gamma(x) \in[0, \pi]$. If (1) specifically is

$$
\begin{equation*}
N f=\kappa f+\lambda \quad \text { in } \Omega \tag{3}
\end{equation*}
$$

(that is, $H(x, t)=\kappa t+\lambda$ ), where $\kappa$ and $\lambda$ are constants with $\kappa \geq 0$, then the surface $z=f(x)$ for $x \in \Omega$ represents the stationary liquid-gas interface formed


Figure 1. The domain $\Omega$.
by an incompressible fluid in a vertical cylindrical tube with cross section $\Omega$ in a microgravity environment or in a downward oriented gravitational field; here the subgraph $U=\{(x, t) \in \Omega \times \mathbb{R}: t<f(x)\}$ represents the fluid-filled portion of the cylinder and $\gamma(x)$ is the angle at which the liquid-gas interface meets the vertical cylinder at $(x, f(x))$ [Finn 1986].

Since 1970, Paul Concus and Robert Finn have made fundamental contributions to the mathematical theory of capillary surfaces and have discovered that these surfaces can behave in very peculiar and unexpected ways; see for example [Finn 1999; 2002b; 2002a]. Of particular interest, to both the mathematical and physical theories in vertical cylinders, are domains $\Omega$ whose boundaries contain corners.

Suppose $O=(0,0) \in \partial \Omega$ and $\Omega$ has a corner of size $2 \alpha \leq \pi$ at $O$. With $\Omega$ as illustrated in Figure 1, suppose there exist $\gamma_{1}, \gamma_{2} \in(0, \pi)$ such that

$$
\begin{equation*}
\lim _{\partial^{+} \Omega \ni x \rightarrow(0,0)} \gamma(x)=\gamma_{1} \quad \text { and } \quad \lim _{\partial^{-} \Omega \ni x \rightarrow(0,0)} \gamma(x)=\gamma_{2} . \tag{4}
\end{equation*}
$$

Then Figure 2 can be used to illustrate our knowledge of the behavior of a solution $f$ of (3) and (2) at the corner $O$; here let $R, D_{1}^{ \pm}$and $D_{2}^{ \pm}$be the indicated open regions in the (open) square $(0, \pi) \times(0, \pi)$. If $\left(\gamma_{1}, \gamma_{2}\right) \in \bar{R} \cap(0, \pi) \times(0, \pi)$, then $f$ is continuous at $O$; see [Concus and Finn 1996, Theorem 1; Lancaster and Siegel 1996a, Corollary 4]. If $\left(\gamma_{1}, \gamma_{2}\right) \in D_{1}^{ \pm}$, then $f$ is unbounded in any neighborhood of $O$ and the capillary problem has no solution if $\kappa=0$ [Concus and Finn 1996; Finn 1996]. If $\left(\gamma_{1}, \gamma_{2}\right) \in D_{2}^{ \pm}$, then $f$ is bounded [Lancaster and Siegel 1996a, Proposition 1] but its continuity at $O$ is unknown. Concus and Finn


Figure 2. The Concus-Finn rectangle.
discovered bounded solutions of (3) and (2) in domains with corners whose unit normals (that is, Gauss maps) cannot extend continuously as functions of $(x, y)$ to a corner on the boundary of the domain (for example [Finn 1988b; Finn 1988a, page 15; Concus and Finn 1996, Example 2; Finn 1996]). In 1992, as a result of computational experiments, they formulated a conjecture on the continuity of such surfaces [Concus et al. 1992; Concus and Finn 1996, page 67]; additional numerical experiments in 1994 by Concus and Finn and in 1996 by Mittelmann and Zhu found evidence to support the conjecture, which says that if $\left(\gamma_{1}, \gamma_{2}\right) \in D_{2}^{ \pm}$, then $f$ has a jump discontinuity at $O$ [Finn 1999, page 776]. Writing the conditions for a pair of angles to be in $D_{2}^{ \pm}$yields the following formulation of the conjecture:

Concus-Finn conjecture. Suppose that $0<\alpha<\pi / 2$, that the limits (4) exist and that $0<\gamma_{1}, \gamma_{2}<\pi$. If $2 \alpha+\left|\gamma_{1}-\gamma_{2}\right|>\pi$, then any solution of (1) and (2), with $H(x, z)=\kappa z+\lambda$ and $\kappa$ nonnegative, has a jump discontinuity at $O$.

We will prove this conjecture when $\partial \Omega \backslash\{(0,0)\}$ is locally Hölder continuously differentiable and $\gamma$ is locally Hölder continuous on $\partial \Omega \backslash\{(0,0)\}$ in a neighborhood of the origin. For convenience, we will adopt the following notation throughout this paper. We will write points of $\mathbb{R}^{2}$ as lower case letters (for example, $x$ ) and points of $\mathbb{R}^{3}$ as upper case letters (for example, $X$ ). For $m \in \mathbb{N}$ with $m \geq 2$, we will write $O_{m}$ as the origin in $\mathbb{R}^{m}$; however, we will write $O$ for $O_{2}=(0,0)$. We denote by $B^{m}(P, r)$ the open ball in $\mathbb{R}^{m}$ of radius $r>0$ centered at $P \in \mathbb{R}^{m}$ and by $B(x, r)$ the ball $B^{2}(x, r)$ for $x \in \mathbb{R}^{2}$. We will fix $\rho^{*} \in(0,1)$ and $\alpha \in(0, \pi]$; later we will assume $\alpha \leq \pi / 2$. We will write $\omega(\theta)$ for $(\cos (\theta), \sin (\theta))$ for $\theta \in \mathbb{R}$.

Our domain $\Omega$ will be a connected, simply connected open set in $\mathbb{R}^{2}$ such that $O \in \partial \Omega, \partial \Omega \backslash\{O\}$ is a piecewise $C^{1}$ curve, $\partial \Omega$ has a corner of size $2 \alpha$ at $O$, and the tangent cone to $\partial \Omega$ at $O$ is $L^{+} \cup L^{-}$, where polar coordinates relative to $O$ are denoted by $r$ and $\theta$, and $L^{+}=\{\theta=\alpha\}$ and $L^{-}=\{\theta=-\alpha\}$. We will assume there exists $\delta^{*}>0$ such that $\partial^{+} \Omega=\partial \Omega \cap \overline{B\left(O, 3 \delta^{*}\right)} \cap T^{+}$and $\partial^{-} \Omega=\partial \Omega \cap \overline{B\left(O, 3 \delta^{*}\right)} \cap T^{-}$ are connected, $C^{1, \rho^{*}}$ arcs such that the tangent rays to $\partial^{+} \Omega$ and $\partial^{-} \Omega$ at $O$ are $L^{+}$ and $L^{-}$respectively; here $T^{+}=\left\{x \in \mathbb{R}^{2}: x_{2} \geq 0\right\}$ and $T^{-}=\left\{x \in \mathbb{R}^{2}: x_{2} \leq 0\right\}$. We set $\Lambda=\partial \Omega \backslash\left(\partial^{+} \Omega \cup \partial^{-} \Omega\right)$ and obtain

$$
\partial \boldsymbol{\Omega}=\partial^{+} \boldsymbol{\Omega} \cup \partial^{-} \boldsymbol{\Omega} \cup \Lambda \quad \text { with } O \in \partial^{+} \boldsymbol{\Omega} \cap \partial^{-} \boldsymbol{\Omega} \text { and } B\left(O, 3 \delta^{*}\right) \cap \bar{\Lambda}=\varnothing .
$$

We will assume $\Omega \subset\{r \omega(\theta): r>0,-\pi<\theta<\pi\}$. Let us define $\tau^{+} \in C^{0, \rho^{*}}\left(\partial^{+} \Omega\right)$ and $\tau^{-} \in C^{0, \rho^{*}}\left(\partial^{-} \Omega\right)$ such that $\tau^{+}(O)=\alpha, \tau^{-}(O)=-\alpha$,
$\left(\cos \left(\tau^{+}(x)\right), \sin \left(\tau^{+}(x)\right), 0\right) \quad$ is a unit tangent to $\partial^{+} \Omega \times \mathbb{R}$ for $x \in \partial^{+} \Omega$
and
$\left(\cos \left(\tau^{-}(x)\right), \sin \left(\tau^{-}(x)\right), 0\right) \quad$ is a unit tangent to $\partial^{-} \Omega \times \mathbb{R}$ for $x \in \partial^{-} \Omega$.
We will assume (4) holds and that $\gamma \in C^{0, \rho^{*}}\left(\overline{\partial^{+} \boldsymbol{\Omega}}\right)$ (when $\gamma(O)$ is set equal to $\gamma_{1}$ ) and $\gamma \in C^{0, \rho^{*}}\left(\overline{\partial^{-} \boldsymbol{\Omega}}\right)$ (when $\gamma(O)$ is set equal to $\gamma_{2}$.) If $\gamma_{1}=\pi / 2$ or $\gamma_{2}=\pi / 2$, we will need to be able to use slicing [Allard 1972, 4.10] and so we will assume

$$
\begin{equation*}
|D \gamma| \in L^{1}\left(\partial^{+} \Omega\right) \quad \text { if } \gamma_{1}=\frac{1}{2} \pi \quad \text { and } \quad|D \gamma| \in L^{1}\left(\partial^{-} \Omega\right) \quad \text { if } \gamma_{2}=\frac{1}{2} \pi \tag{5}
\end{equation*}
$$

We will also assume $(\gamma, \Omega, O)$ is admissible as defined in Definition 3.4 (which essentially says Emmer's (boundary) condition holds at each point of $\partial \Omega \backslash\{O\}$ ). For a solution $f \in C^{2}(\Omega) \cap C^{1, \rho^{*}}(\bar{\Omega} \backslash\{O\})$ of (1) and (2), we let

$$
\vec{n}(X)=\vec{n}_{f}(X)=\frac{(\nabla f(x),-1)}{\sqrt{1+|\nabla f(x)|^{2}}}, \quad \text { where } X=(x, t) \in(\bar{\Omega} \backslash\{O\}) \times \mathbb{R},
$$

denote the downward unit normal to the graph of $f$; in the capillary interpretation, $\vec{n}$ represents the inward unit normal with respect to the fluid region. Using comparison theorems (for example, [Finn 1986, Theorem 5.1]) and existence and regularity theorems for variational solutions (for example, [Finn 1986, Theorem 7.5 together with Lemma 4.1]), we see that we may assume $f$ is a variational $(B V(\Omega))$ solution. Since our interest will be in the local behavior of solutions of (1) and (2) near the corner $O$, we sometimes think of $\Omega$ as the intersection of a larger domain with an appropriate neighborhood of $O$ and a solution $f$ of (1) and (2) as the restriction to $\bar{\Omega} \backslash\{O\}$ of a function $F$ that is a solution of a boundary value problem, perhaps like (1) and (2), in this larger domain; in this case, restricting the problem to a subdomain $\Omega$ for which $(\gamma, \Omega, O)$ is admissible is straightforward.

The following theorem will establish the validity of the Concus-Finn conjecture.

Theorem 1.1. Let $\Omega$ and $\gamma$ be as above with $\alpha \in(0, \pi / 2]$, and suppose that $f \in C^{2}(\Omega) \cap C^{1, \rho^{*}}(\bar{\Omega} \backslash\{O\})$ is a bounded solution to (1) satisfying (2) on $\partial^{ \pm} \Omega \backslash\{O\}$ with $|H|_{\infty}=\sup _{\boldsymbol{x} \in \Omega}|H(\boldsymbol{x}, f(\boldsymbol{x}))|<\infty$. Suppose (4) holds and $\gamma_{1}, \gamma_{2} \in(0, \pi)$. Then $f$ is discontinuous at $O$ whenever $\left(\gamma_{1}, \gamma_{2}\right)$ satisfies

$$
\begin{equation*}
2 \alpha+\left|\gamma_{1}-\gamma_{2}\right|>\pi \tag{6}
\end{equation*}
$$

Notice that we exclude cases in which $\gamma_{1}$ or $\gamma_{2}$ equals 0 or $\pi$. It seems likely that an argument in this exceptional situation might use ideas from [Finn 1988b], and it would be interesting to see the details of a proof.

For linear elliptic partial differential equations, especially uniformly elliptic equations, the qualitative behavior "at" a boundary point of the solution $f$ of a boundary value problem can be determined by local information such as the prescribed boundary information and bounds on the maximum rate at which $|f|$ can go to infinity "at" the boundary point (for example, [Bear and Hile 1983]). However this is usually not true for quasilinear equations. The Concus-Finn conjecture, if true, represents one of the rare situations when the qualitative behavior of a solution (that is, its continuity at a convex corner) is determined by the boundary information (that is, $\alpha, \gamma_{1}$ and $\gamma_{2}$ ) in an arbitrarily small neighborhood of the boundary point. At a nonconvex corner $O$ (that is, $\alpha>\pi / 2$ ), [Shi and Finn 2004] shows that information about $\partial \Omega \cap B_{\epsilon}(O)$ and $\gamma$ in $B_{\epsilon}(O)$ for some $\epsilon>0$ need not be sufficient to determine the continuity at $O$ of a solution of (3) and (2).

Lancaster and Siegel [1996a] investigated the behavior of bounded solutions of (3) and (2) at corners, both convex and nonconvex corners, and they noted in [1996a; 1996b] that the conclusions in [1996a] carry over to solutions of (1) and (2) when $H$ satisfies some minor restrictions (that is, $H(\boldsymbol{x}, z)$ is either real-analytic or strictly increasing in $z$ ); in this case, a bounded solution $f \in C^{2}(\Omega) \cap C^{1}(\bar{\Omega} \backslash\{O\})$ of (1) satisfying (2) on $\partial^{ \pm} \Omega \backslash\{O\}$ is in $C^{0}(\bar{\Omega})$ when $\left(\gamma_{1}, \gamma_{2}\right) \in \bar{R} \cap(0, \pi) \times(0, \pi)$. The arguments in [Concus and Finn 1996] and [Finn 1996] continue to show that if $\left(\gamma_{1}, \gamma_{2}\right) \in D_{1}^{ \pm}$, then either (1) and (2) has no solution in a neighborhood of $O$ or $f$ is unbounded in any neighborhood of $O$ when $H$ satisfies some extremely minor restrictions. Thus, under mild restrictions on $H$, Figure 2 continues to illustrate the behavior at $O$ of solutions of (1) and (2). (See Remark 3.1 for a comment about [Lancaster and Siegel 1996a].)

Once we know that a solution of (1) and (2) is discontinuous at a convex corner $O=(0,0)$, it is natural to ask about its behavior nearby. In [Lancaster and Siegel 1996a, Theorem 1], it is proven that if $\epsilon \leq \gamma \leq \pi-\epsilon$ for some $\epsilon>0$, then the radial limits of $f$,

$$
R f(\theta)=\lim _{r \downarrow 0} f(r \cos (\theta), r \sin (\theta))
$$

exist for all $\theta \in(-\alpha, \alpha)$ and $R f \in C^{0}([-\alpha, \alpha])$, where $R f(-\alpha)$ and $R f(\alpha)$ are the limits of the trace of $f$ on $\partial^{-} \Omega$ and $\partial^{+} \Omega$ respectively; the continuity of the trace of $f$ on $\overline{\partial^{-} \boldsymbol{\Omega}}$ and on $\overline{\partial^{+} \boldsymbol{\Omega}}$ is a conclusion of this theorem.

Now suppose (4) holds and $2 \alpha+\left|\gamma_{1}-\gamma_{2}\right|>\pi$. Then Theorem 1.1 above and [Lancaster and Siegel 1996a, Theorems 1 and 2] imply that there exist $\alpha_{1}$ and $\alpha_{2}$ with $-\alpha<\alpha_{1}<\alpha_{2}<\alpha$ such that

$$
R f(\theta)= \begin{cases}\text { constant } & \text { if }-\alpha \leq \theta \leq \alpha_{1} \\ \text { strictly monotonic } & \text { if } \alpha_{1} \leq \theta \leq \alpha_{2} \\ \text { constant } & \text { if } \alpha_{2} \leq \theta \leq \alpha\end{cases}
$$

and $\alpha_{1}-(-\alpha) \geq \pi-\gamma_{2}$ and $\alpha-\alpha_{2} \geq \gamma_{1}$ if $R f$ is increasing on ( $\alpha_{1}, \alpha_{2}$ ), while $\alpha_{1}-(-\alpha) \geq \gamma_{2}$ and $\alpha-\alpha_{2} \geq \pi-\gamma_{1}$ if $R f$ is decreasing on $\left(\alpha_{1}, \alpha_{2}\right)$. Lancaster and Siegel [1996a] call the intervals [ $-\alpha, \alpha_{1}$ ] and $\left[\alpha_{2}, \alpha\right]$ fans (of constant radial limits), due to the shape of a region $\left\{(r \cos (\theta), r \sin (\theta)): r>0, \alpha_{2} \leq \theta \leq \alpha\right\}$ on whose closure $f$ is continuous; for nonconvex corners, a central fan (of constant radial limits) with size $\pi$ can also exist. In particular, we see that Theorem 1.1 implies $f$ has a jump discontinuity at $O$.

This work arose as a consequence of the Summer School on Capillarity held at the Max-Planck-Institut für Mathematik in Leipzig in June and July of 2003. While the Concus-Finn conjecture was discussed at meetings prior to 2003 (for example, the International Conference on Differential Equations and Dynamic Systems, University of Waterloo, Waterloo, Canada, August, 1997), the 2003 summer school brought together experts such as Maria Athanassenas, Robert Finn, Kirk Lancaster, John McCuan, Erich Miersemann, David Siegel, Tom Vogel and Henry Wente. In particular, Athanassenas and I worked (unsuccessfully) to find a counterexample to the Concus-Finn conjecture while others attempted to find a proof; our failure to find a counterexample together with the strong confidence in the correctness of the conjecture by others, especially John McCuan, inspired me to attempt to prove the conjecture. After the idea for a proof in the zero mean curvature case was obtained in 2004, Robert Finn strongly encouraged me to find a proof in the general case. In 2005, I did discover the idea of a proof; modulo some essentially minor technical modifications, this idea forms the basis for this work. This discovery may not have happened without the contributions of Athanassenas, Finn and McCuan. On the other hand, the absence of a subsequent summer school on capillarity, perhaps in the United States, may have delayed progress on important questions in capillarity (for example, [Athanassenas and Lancaster 2008; Finn 1999, 2002b; 2002a].)

## 2. Image of the Gauss map

In this section, we characterize in Theorem 2.1 the behavior of the limits at points of $\{O\} \times \mathbb{R}$ of the Gauss map for the graph of $f$. The proof involves the use
of a 1975 result by Massari and Pepe [1975], generalized solutions (for example, [Giusti 1980]) and Leon Simon's capillarity paper [1980].

The following proposition is [Massari and Pepe 1975, Theorem 3], provided in translation for the convenience of the reader; the author thanks Professor Giuseppe Tenti of the Department of Applied Mathematics of the University of Waterloo for a translation of that paper. Here $\partial^{*} A$ denotes the reduced boundary of a Caccioppoli set $A$,

$$
v_{A}(x)=\lim _{\rho \rightarrow 0} \frac{\int_{B(x, \rho)} D \phi_{A}}{\int_{B(x, \rho)}\left|D \phi_{A}\right|}
$$

and $\left|v_{A}(x)\right|=1$ for $x \in \partial^{*} A$; if $\partial A$ is a $C^{1}$ hypersurface, $x \in \partial A$, and $\nu(x)$ is the interior unit normal to $\partial A$, then $v_{A}(x)=v(x)$; see for example [Giusti 1984, Chapter 3]. In the proposition, $v_{h}(x)$ denotes $\nu_{E_{h}}(x), \nu(x)$ denotes $\nu_{E}(x)$, and $\Omega$ denotes an open set in $\mathbb{R}^{n}$; in the context used in this paper, such an open set might be $B^{3}(X, r)$ for $X \in \mathbb{R}^{3}$ and $r>0$, or $\Omega_{\infty} \times \mathbb{R}$.
Proposition 2.1. Let $\left\{E_{h}\right\}_{h}$ be a sequence of Caccioppoli sets of mean curvature $A_{h} \in L_{\mathrm{loc}}^{p}(\Omega)$ with $p>n$. If

$$
\begin{align*}
\phi_{E_{h}}(x) & \rightarrow \phi_{E}(x) \quad \text { in } L_{\mathrm{loc}}^{1}(\Omega),  \tag{7}\\
\partial E_{h} \cap \Omega \ni x_{h} & \rightarrow x \in \partial^{*} E \cap \Omega  \tag{8}\\
A_{h}(x) & \rightarrow A(x) \quad \text { in } L_{\mathrm{loc}}^{1}(\Omega) \tag{9}
\end{align*}
$$

and iffor every compact $K$ of $\Omega$ there exists a constant $\gamma(K)$ such that

$$
\begin{equation*}
\left\|A_{h}\right\|_{L^{p}(K)}<\gamma(K) \quad \text { for all } h \in \mathbb{N} \tag{10}
\end{equation*}
$$

then there exists $h_{0} \in \mathbb{N}$, such that, for every $h>h_{0}$, we have

$$
\begin{align*}
x_{h} & \in \partial^{*} E_{h} \cap \Omega  \tag{11}\\
\lim _{h \rightarrow \infty} v_{h}\left(x_{h}\right) & =v(x) . \tag{12}
\end{align*}
$$

Remark 2.1. We define densities in the usual manner. If $\mu$ is a measure on $\mathbb{R}^{n}$ and $a \in \mathbb{R}^{n}$, we define the $m$-dimensional upper density $\Theta^{* m}(\mu, a)$, lower density $\Theta_{*}^{m}(\mu, a)$ and density $\Theta^{m}(\mu, a)$ of $\mu$ at $a$ as in [Allard 1972]. For example,

$$
\Theta^{* m}(\mu, x)=\limsup _{r \downarrow 0} \frac{\mu\left(B^{n}(x, r)\right)}{\alpha_{m} r^{m}}
$$

If $A \subset \mathbb{R}^{n}, x \in \mathbb{R}^{n}$ and $m \leq n$, we define the $m$-dimensional upper (mass) density $\Theta^{* m}(A, x)$, the $m$-dimensional lower (mass) density $\Theta_{*}^{m}(A, x)$ and the $m$ dimensional (mass) density $\Theta^{m}(A, x)$ of $A$ at $x$ in the usual way. For example,

$$
\Theta_{*}^{m}(A, x)=\liminf _{r \downarrow 0} \frac{H^{m}\left(B^{n}(x, r) \cap A\right)}{\alpha_{m} r^{m}} ;
$$

here $\alpha_{m}=H^{m}\left(B^{m}\left(O_{m}, 1\right)\right)$ denotes the $m$-dimensional volume of the unit ball in $\mathbb{R}^{m}$.

Recall that a $m$-dimensional varifold in $\mathbb{R}^{n}$ is a Radon measure on $\mathbb{R}^{n} \times \mathrm{G}(n, m)$. We denote the space of $m$-dimensional varifolds in $\mathbb{R}^{n}$ (with the weak topology) by $\mathbf{V}_{m}\left(\mathbb{R}^{n}\right)$. To each $\mathscr{H}^{m}$ measurable and $\left(\mathscr{H}^{m}, m\right)$ rectifiable set $S$ in $\mathbb{R}^{n}$ is associated a varifold (for example [Allard 1972, Sections 3.5 and 4.7; Taylor 1976, Section I]); we adopt the notation $\mathbf{v}(S)$ of [Allard 1972] for this varifold, whereas [Taylor 1976] uses the notation $|S|$. We denote the first variation of $V \in \mathbf{V}_{m}\left(\mathbb{R}^{n}\right)$ by $\delta V$, as in [Allard 1972, Chapter 4].

For $r>0$, let $\mu_{r}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be defined by $\mu_{r}(X)=r X$ for $X \in \mathbb{R}^{n}$. Let $V \in \mathbf{V}_{m}\left(\mathbb{R}^{n}\right)$. We set $V_{r}=\mu_{r \#} V$ (for example [Allard 1972, Section 3.2; Taylor 1976, Section I]); then

$$
\begin{equation*}
\left\|V_{r}\right\|=r^{m} \mu_{r \#}\|V\| \quad \text { and } \quad\left\|\delta V_{r}\right\|=r^{m-1} \mu_{r \#}\|\delta V\| \tag{13}
\end{equation*}
$$

by [Allard 1972, 3.2(2) and 4.12(1)], respectively. Notice that if $L>0$, then

$$
\begin{aligned}
\left\|\mu_{r \#} V\right\|\left(B\left(O_{n}, L\right)\right) & =r^{m} \mu_{r \#}\|V\|\left(B\left(O_{n}, L\right)\right) \\
& =r^{m}\|V\|\left(B\left(O_{n}, L / r\right)\right)=L^{m} \frac{\|V\|\left(B\left(O_{n}, L / r\right)\right)}{(L / r)^{m}}
\end{aligned}
$$

Thus, if $\Theta^{* m}\left(\|V\|, O_{n}\right)<\infty$,

$$
\begin{equation*}
\limsup _{r \rightarrow \infty}\left\|\mu_{r \#} V\right\|\left(B\left(O_{n}, L\right)\right) \leq L^{m} \alpha(m) \Theta^{* m}\left(\|V\|, O_{n}\right) \tag{14}
\end{equation*}
$$

Similarly, if $k=m-1$ and $\Theta^{* k}\left(\|\delta V\|, O_{n}\right)<\infty$, then

$$
\begin{equation*}
\limsup _{r \rightarrow \infty}\left\|\delta\left(\mu_{r \#} V\right)\right\|\left(B \left(\left(O_{n}, L\right) \leq L^{k} \alpha(k) \Theta^{* k}\left(\|\delta V\|, O_{n}\right)\right.\right. \tag{15}
\end{equation*}
$$

Theorem 2.1. Suppose $\Omega$ and $\gamma$ are as in Theorem 1.1 such that (4) holds with $\gamma_{1}, \gamma_{2} \in(0, \pi)$ and $\gamma_{2}-\gamma_{1}>\pi-2 \alpha$, that is, $\left(\gamma_{1}, \gamma_{2}\right) \in D_{2}^{+}$. Let $f \in C^{2}(\Omega) \cap$ $C^{1, \rho^{*}}(\bar{\Omega} \backslash\{O\})$ be a bounded solution of (1) and (2) and suppose there exists $J \in(0, \infty)$ such that $|H(x, f(x))| \leq J$ on $\Omega \times \mathbb{R}$. Let $\beta \in(-\alpha, \alpha)$ and let $\left(x_{j}\right)$ be a sequence in $\Omega$ satisfying $\lim _{j \rightarrow \infty} x_{j}=O$ and

$$
\begin{equation*}
\lim _{j \rightarrow \infty} x_{j} /\left|x_{j}\right|=(\cos (\beta), \sin (\beta)) \tag{16}
\end{equation*}
$$

(i) If $\beta \in\left[-\alpha+\pi-\gamma_{2}, \alpha-\gamma_{1}\right]$, then $\lim _{j \rightarrow \infty} \vec{n}\left(x_{j}\right)=(-\sin (\beta), \cos (\beta), 0)$.
(ii) If $\beta \in\left(-\alpha,-\alpha+\pi-\gamma_{2}\right]$, then

$$
\lim _{j \rightarrow \infty} \vec{n}\left(x_{j}\right)=\left(-\sin \left(-\alpha+\pi-\gamma_{2}\right), \cos \left(-\alpha+\pi-\gamma_{2}\right), 0\right)
$$

(iii) If $\beta \in\left[\alpha-\gamma_{1}, \alpha\right)$, then $\lim _{j \rightarrow \infty} \vec{n}\left(x_{j}\right)=\left(-\sin \left(\alpha-\gamma_{1}\right), \cos \left(\alpha-\gamma_{1}\right), 0\right)$.

The proof consists of minor modifications of the proof of [Simon 1980] and the use of generalized solutions [Giusti 1980; Jeffres and Lancaster 2007]. The rationale for using results from [Simon 1980] and [Giusti 1980] is essentially the same as that used in [Tam 1986c]. (See Remark 2.3.) Simon's technique is the standard one (for example, [Federer 1969, Sections 3.1 and 5.4]) of blowing up the graph of a solution of (1) and (2) about the origin $O_{3} \in \mathbb{R}^{3} ;$ Simon obtains a plane through the origin, and we modify that proof to show that the limit of a blowup about $O_{3}$ of the graph of $f-R f(\beta)$ is a vertical half-plane $\pi_{1}$. Unfortunately, the third component of the image $\left(x_{j_{k}} / \epsilon_{j_{k}},\left[f\left(\epsilon_{j_{k}} x_{j_{k}}\right)-R f(\beta)\right] / \epsilon_{j_{k}}\right)$ of the blowup sequence being used might diverge to infinity. We therefore consider a type of sequence introduced in [Tam 1986c] and use the result above, Proposition 2.1 and $B V(\Omega \times \mathbb{R})$ techniques (for example, [Jeffres and Lancaster 2007]) to determine the unit normal to $\pi_{1}$. One might wish to read Remark 2.4 before examining the proof of this theorem.

It will be convenient to define some quantities and state an assumption. Set

$$
\begin{array}{ll}
\epsilon_{0}=\frac{1}{8} \min \left\{\gamma_{1}, \pi-\gamma_{1}, \gamma_{2}, \pi-\gamma_{2}\right\}, & \zeta=\frac{1}{2} \pi-2 \epsilon_{0}, \\
c_{1}=\frac{1}{4}\left(\cos \left(2 \epsilon_{0}\right)-\left|\cos \left(\gamma_{1}\right)\right|\right), & \lambda_{1}=(\cos (\alpha-\zeta), \sin (\alpha-\zeta), 0), \\
c_{2}=\frac{1}{4}\left(\cos \left(2 \epsilon_{0}\right)-\left|\cos \left(\gamma_{1}\right)\right|\right), & \lambda_{2}=(\cos (-\alpha+\zeta), \sin (-\alpha+\zeta), 0), \\
C & =\left(\min \left\{\sin \left(\epsilon_{0}\right), c_{1}, c_{2}\right\}\right)^{-1} .
\end{array} r
$$

A quick calculation shows $\liminf _{\partial+\Omega \ni x \rightarrow 0}\left(-v(x) \cdot \lambda_{1}+\cos (\gamma(x)) \vec{n}(x) \cdot \lambda_{1}\right) \geq 4 c_{1}$ and $\liminf _{\partial^{-} \Omega_{\ni x \rightarrow 0}}\left(-v(x) \cdot \lambda_{2}+\cos (\gamma(x)) \vec{n}(x) \cdot \lambda_{2}\right) \geq 4 c_{2}$. We will assume $\delta^{*}>0$ was chosen small enough that
(a) $\left|\tau^{+}(x)-\alpha\right|<\alpha / 4$ and $\left|\tau^{-}(x)+\alpha\right|<\alpha / 4$ if $|x| \leq 3 \delta^{*}$.
(b) $\Omega \cap B\left(O, 3 \delta^{*}\right) \subset\left\{r \omega(\theta): r>0, \theta \in\left[-\alpha-\epsilon_{0}, \alpha+\epsilon_{0}\right]\right\}$.
(c) $-v(x) \cdot \lambda_{1}+\cos (\gamma(x)) \vec{n}(x) \cdot \lambda_{1} \geq 2 c_{1}$ if $x \in \partial^{+} \Omega$ and $|x| \leq 3 \delta^{*}$.
(d) $-\nu(x) \cdot \lambda_{2}+\cos (\gamma(x)) \vec{n}(x) \cdot \lambda_{2} \geq 2 c_{2}$ if $x \in \partial^{-} \Omega$ and $|x| \leq 3 \delta^{*}$.

Notice that (a) and (b) imply there exist $x^{ \pm}:\left[0,3 \delta^{*}\right] \rightarrow \mathbb{R}^{2}$ that are parametrizations of $\partial^{ \pm} \Omega$ such that $x=x^{+}(|x|)$ for $x \in \partial^{+} \Omega$ and $x=x^{-}(|x|)$ for $x \in \partial^{-} \Omega$. Let $\Omega_{\lambda}=\Omega \cap B(O, \lambda)$ for $\lambda>0$.

Proof. Consider $\beta \in(-\alpha, \alpha)$ fixed and set $u(x)=f(x)-R f(\beta)$, as in [Lancaster and Siegel 1996a]. Set $\delta_{0}=2 \delta^{*}$. Let

$$
U=\{(x, t): x \in \Omega, t<u(x)\} \quad \text { be the subgraph of } u
$$

and

$$
\begin{aligned}
\mathcal{M}_{0} & =\left\{(x, u(x)): x \in \Omega \cap B\left(O, 3 \delta^{*}\right)\right\} \\
\mathcal{M} & =\left\{(x, u(x)): x \in \overline{\Omega \cap B\left(O, 3 \delta^{*}\right)} \backslash\{O\}\right\}, \\
\partial^{+} \mathcal{M} & =\left\{(x, u(x)): x \in \partial^{+} \Omega \backslash\{O\}\right\}, \\
\partial^{-} \mathcal{M} & =\left\{(x, u(x)): x \in \partial^{-} \Omega \backslash\{O\}\right\}
\end{aligned}
$$

Notice that $\partial U \cap\left(\Omega_{3 \delta^{*}} \times \mathbb{R}\right)=\mathcal{M}_{0}$. Let $V=\mathbf{v}(\mathcal{M})$ and $V_{0}=\mathbf{v}\left(\mathcal{M}_{0}\right)$ and note that these are both two-dimensional integral varifolds; see for example [Allard 1972, Section 3.5].

We will first use a variation of the argument in [Simon 1980, Section 1] ${ }^{1}$ to show that

$$
\begin{equation*}
\mathscr{H}^{1}\left(\partial^{+} \mathcal{M} \cup \partial^{-} \mathcal{M}\right)<\infty \tag{17}
\end{equation*}
$$

As in [S], let $\eta$ denote the unit vector normal to $\partial \mathcal{M}=\partial^{+} \mathcal{M} \cup \partial^{-} \mathcal{M}$ that is tangent to $\mathcal{M}$ and points into $\Omega \times \mathbb{R}$; in the notation here,

$$
\eta(X)=\frac{-v(X)+(\vec{n}(X) \cdot v(X)) \vec{n}(X)}{|-v(X)+(\vec{n}(X) \cdot v(X)) \vec{n}(X)|}=\frac{-v(X)+\cos (\gamma) \vec{n}(X)}{|-v(X)+\cos (\gamma) \vec{n}(X)|}
$$

Let $h_{1}, h_{2}, s \in C^{\infty}(\mathbb{R})$ with $0 \leq h_{1}(t), h_{2}(t), s(t) \leq 1$ for $t \in \mathbb{R}$, such that $h_{1}=0$ on $(-\infty,-\alpha / 2]$ and $h_{1}=1$ on $[\alpha / 2, \infty)$, with $h_{2}=1-h_{1}$ and $s(t)=1$ if $|t| \leq 2 \delta^{*}$ and $s(t)=0$ if $|t| \geq 3 \delta^{*}$. Define $\phi_{1}, \phi_{2} \in C^{\infty}((\bar{\Omega} \backslash\{O\}) \times \mathbb{R})$ such that

$$
\phi_{1}(r \omega(\theta), z)=h_{1}(\theta) s(r) \lambda_{1} \quad \text { and } \quad \phi_{2}(r \omega(\theta), z)=h_{2}(\theta) s(r) \lambda_{2}
$$

for $0<r<\infty$ and $\theta \in(-\pi, \pi)$ that satisfy $r \omega(\theta) \in \bar{\Omega} \backslash\{O\}$. Notice that $\sup r\left|D \phi_{1}\right|<\infty$ and $\sup r\left|D \phi_{2}\right|<\infty$. As in [S, (1.4)], we obtain

$$
\begin{aligned}
\rho^{-1} \int_{\mathcal{M \cap}[B(O, \rho) \times \mathbb{R}]}\left(\phi_{1} \cdot \delta^{M} r\right) d \mathscr{H}^{2}+ & \int_{\partial^{+} \mathcal{M}} \min \{r / \rho, 1\} \phi_{1} \cdot \eta d \mathscr{H}^{1} \\
& =-\int_{\mathcal{M}} \min \{r / \rho, 1\}\left(\delta^{M} \cdot \phi_{1}+H v \cdot \phi_{1}\right) d \mathscr{H}^{2}
\end{aligned}
$$

since $h_{1}(t)=0$ if $t \leq-\alpha / 2$, and

$$
\begin{aligned}
\rho^{-1} \int_{\mathcal{M} \cap B(O, \rho) \times \mathbb{R}]}\left(\phi_{2} \cdot \delta^{M} r\right) d \mathscr{H}^{2}+ & \int_{\partial^{-} \mathcal{M}} \min \{r / \rho, 1\} \phi_{2} \cdot \eta d \mathscr{H}^{1} \\
& =-\int_{\mathcal{M}} \min \{r / \rho, 1\}\left(\delta^{M} \cdot \phi_{2}+H v \cdot \phi_{2}\right) d \mathscr{H}^{2}
\end{aligned}
$$

since $h_{2}(t)=0$ if $t \geq \alpha / 2$. From (b) and (c), we see that

$$
\phi_{1}(X) \cdot \eta(X) \geq c_{1} h_{1}(\theta) s(r) \quad \text { if } X=(r \omega(\theta), z) \in \partial^{+} \mathcal{M} \text { with } \theta \in\left(0, \alpha+\epsilon_{0}\right)
$$

[^2]and, from (b) and (d), that
$$
\phi_{2}(X) \cdot \eta(X) \geq c_{2} h_{2}(\theta) s(r) \quad \text { if } X=(r \omega(\theta), z) \in \partial^{-} \mathcal{M} \text { with } \theta \in\left(-\alpha-\epsilon_{0}, 0\right)
$$

Using the argument on [S, page 367], we obtain

$$
\mathscr{H}^{1}\left(\partial^{+} \mathcal{M} \cap\left(B\left(O, \delta_{0}\right) \times \mathbb{R}\right)\right)<\infty \quad \text { and } \quad \mathscr{H}^{1}\left(\partial^{-} \mathcal{M} \cap\left(B\left(O, \delta_{0}\right) \times \mathbb{R}\right)\right)<\infty
$$

Since $f$, and so $u$, is in $C^{1, \rho^{*}}(\bar{\Omega} \backslash\{O\}$ ), we see that (17) holds.
As in the proof of [S, (1.8)], we see using [Allard 1972, 4.2, 4.3(5), 4.7] that (1), (17) and [S, (1.1)] imply

$$
\|\delta V\|(B(O, r) \times \mathbb{R}) \leq J \mathscr{H}^{2}(\mathcal{M} \cap(B(O, r) \times \mathbb{R}))+\mathscr{H}^{1}(\partial \mathcal{M} \cap(B(O, r) \times \mathbb{R}))
$$

and therefore

$$
\begin{equation*}
\|\delta V\|(B(O, r) \times \mathbb{R})<\infty \quad \text { for } 0<r<R_{2} \tag{18}
\end{equation*}
$$

Set $K=\max \left\{\sup _{\Omega \times \mathbb{R}}\left|\delta^{M} \cdot \phi_{1}\right|, \sup _{\Omega \times \mathbb{R}}\left|\delta^{M} \cdot \phi_{2}\right|\right\}$.
Now let us substitute in [S, (1.4)] successively $\phi=\phi_{1} \psi$ and $\phi=\phi_{2} \psi$, where $\psi \in C_{0}^{1}\left(B\left(O, 3 \delta^{*}\right) \times \mathbb{R}\right)$. If we argue as in [S], we obtain the following analogues for $k=1,2$ of $[S,(1.10)]$ :

$$
\begin{aligned}
& \rho^{-1} \int_{\mathcal{M}(B(O, \rho) \times \mathbb{R})} \psi\left(\phi_{k} \cdot D r\right) d \mathscr{H}^{2}+\int_{\partial \mathcal{M}} \psi\left(\phi_{k} \cdot \eta\right) d \mathscr{H}^{1} \\
& \leq(K+J)) \int_{\mathcal{M}}\left(\psi+\left|\delta^{M} \psi\right|\right) d \mathscr{H}^{2}+o(1) \quad \text { as } \rho \rightarrow 0 .
\end{aligned}
$$

Now (b) implies $\lambda_{1} \cdot \operatorname{Dr} \geq \sin \left(\epsilon_{0}\right)$ on the support of $\phi_{1}$ and $\lambda_{2} \cdot \operatorname{Dr} \geq \sin \left(\epsilon_{0}\right)$ on the support of $\phi_{2}$. Therefore, if $0<\rho<\delta_{0}$, then

$$
\begin{aligned}
\underset{\rho \downarrow 0}{\limsup } \rho^{-1} \int_{\mathcal{M} \cap(B(O, \rho) \times \mathbb{R})} h_{1} \psi d \mathscr{H}^{2}+\int_{\partial \mathcal{M}} & h_{1} \psi d \mathscr{H}^{1} \\
\leq & C(K+J) \int_{\mathcal{M}}\left(h_{1} \psi+\left|\delta^{M}\left(h_{1} \psi\right)\right|\right) d \mathscr{H}^{2}
\end{aligned}
$$

and

$$
\begin{aligned}
\underset{\rho \downarrow 0}{\limsup } \rho^{-1} \int_{\mathcal{M} \cap(B(O, \rho) \times \mathbb{R})} h_{2} \psi d \mathscr{H}^{2}+\int_{\partial \mathcal{M}} & h_{2} \psi d \mathscr{H}^{1} \\
& \leq C(K+J) \int_{\mathcal{M}}\left(h_{2} \psi+\left|\delta^{M}\left(h_{2} \psi\right)\right|\right) d \mathscr{H}^{2} .
\end{aligned}
$$

By adding these inequalities, we see that if $0<\rho<\delta_{0}$ then

$$
\begin{aligned}
\underset{\rho \downarrow 0}{\limsup } \rho^{-1} & \int_{\mathcal{M} \cap(B(O, \rho) \times \mathbb{R})} \psi d \mathscr{H}^{2}+\int_{\partial \mathcal{M}} \psi d \mathscr{H}^{1} \\
& \leq C(K+J) \int_{\mathcal{M}}\left(\psi+\left|\delta^{M}\left(h_{1} \psi\right)\right|+\left|\delta^{M}\left(h_{2} \psi\right)\right|\right) d \mathscr{H}^{2} \\
& \leq C(K+J) \int_{\mathcal{M}}\left(\psi\left(1+\left|\delta^{M}\left(h_{1}\right)\right|+\left|\delta^{M}\left(h_{2}\right)\right|\right)+\left|\delta^{M}(\psi)\right|\right) d \mathscr{H}^{2} .
\end{aligned}
$$

From the first part of [Allard 1972, 3.1(2)], we see this implies for the varifold $V=\mathbf{v}(\mathcal{M})$ that
(19) $\|\delta V\|(\psi) \leq C(K+J) \int\left(\psi\left(1+\left|\delta^{M}\left(h_{1}\right)\right|+\left|\delta^{M}\left(h_{2}\right)\right|\right)+\left|\delta^{M}(\psi)\right|\right) d\|V\|$,
which is an analogue of [S, (1.11)]. As in [S], this implies

$$
\begin{equation*}
\mathscr{H}^{2}\left(\mathcal{M} \cap B^{3}(Y, \rho)\right) \geq \bar{C} \rho^{2}\left(1+\delta_{0}\right) \tag{20}
\end{equation*}
$$

for some constant $\bar{C}>0$, and therefore

$$
\begin{equation*}
\Theta_{*}^{2}(\|V\|, Y) \geq \bar{C}>0 \tag{21}
\end{equation*}
$$

if $0<\rho<\delta_{0}$ and $Y \in \overline{\mathcal{M}} \cap(B(O, \sigma) \times \mathbb{R})$. (These two conclusions can be obtained independently using $B V(\Omega)$ techniques and Lemma 3.1.)

Let

$$
\begin{aligned}
& F_{1}=\left\{(x, t): x \in \partial^{+} \Omega \backslash\{O\}, t \leq u(x)\right\}, \\
& \tilde{F}_{1}=\left\{(x, t): x \in \partial^{+} \Omega \backslash\{O\}, t \geq u(x)\right\}, \\
& F_{2}=\left\{(x, t): x \in \partial^{-} \Omega \backslash\{O\}, t \leq u(x)\right\}, \text { and } \\
& \tilde{F}_{2}=\left\{(x, t): x \in \partial^{-} \Omega \backslash\{O\}, t \geq u(x)\right\} .
\end{aligned}
$$

Let $W_{1}=\mathbf{v}\left(F_{1}\right), \tilde{W}_{1}=\mathbf{v}\left(\tilde{F}_{1}\right), W_{2}=\mathbf{v}\left(F_{2}\right)$ and $\tilde{W}_{2}=\mathbf{v}\left(\tilde{F}_{2}\right)$, be the two-dimensional varifolds associated with $F_{1}, \tilde{F}_{1}, F_{2}$ and $\tilde{F}_{2}$, respectively (for example, [Allard 1972, Sections 3.5 and 4.7] and [Taylor 1976, Section 1]). Set

$$
E_{1}=\left\{x \in \partial \Omega: \gamma(x)<\frac{1}{2} \pi\right\} \times \mathbb{R} \quad \text { and } \quad E_{2}=\left\{x \in \partial \Omega: \gamma(x)>\frac{1}{2} \pi\right\} \times \mathbb{R}
$$

Define $Z$ to be the two-dimensional varifold given by

$$
Z=V-W_{1} L \cos (\gamma) \chi_{E_{2}}+\tilde{W}_{1} L \cos (\gamma) \chi_{E_{1}}-W_{2} L \cos (\gamma) \chi_{E_{2}}+\tilde{W}_{2} L \cos (\gamma) \chi_{E_{1}}
$$

The monotonicity formula $[\mathrm{S},(2.6)]$ holds for $Z$; that is, there exists $c \geq 0$ such that

$$
\begin{equation*}
\exp \left(c r^{\beta}\right) \frac{\|Z\|\left(B^{3}\left(O_{3}, r\right)\right)}{r^{2}} \quad \text { is increasing in } r \text { for } 0<r<R \tag{22}
\end{equation*}
$$

and, in conjunction with (21), we see that the two-dimensional density of $Z$ at $O_{3}$ exists and

$$
\begin{equation*}
\Theta^{2}\left(\|Z\|, O_{3}\right) \in(0, \infty) \tag{23}
\end{equation*}
$$

We note, for example, that if $\gamma_{1}=\pi / 2$, then (5) is used in a slicing argument (that is, [Allard 1972, 4.10(1)]) to show that [S, (2.3)] (with $\partial \Omega$ replaced by $\partial^{+} \Omega$ ) holds.

Suppose $\left(x_{j}\right)$ is a sequence in $\Omega$ converging to $O$ as $j \rightarrow \infty$ and satisfying (16). For each $j \in \mathbb{N}$, set $\epsilon_{j}=\left|x_{j}\right|$ and $\Omega_{j}=\left\{x \in \mathbb{R}^{2}: \epsilon_{j} x \in \Omega\right\}$, and define $f_{j}, u_{j} \in$ $C^{2}\left(\Omega_{j}\right) \cap C^{1}\left(\overline{\Omega_{j}} \backslash\{O\}\right)$ by

$$
f_{j}(x)=\frac{f\left(\epsilon_{j} x\right)-f\left(x_{j}\right)}{\epsilon_{j}} \quad \text { and } \quad u_{j}(x)=\frac{f\left(\epsilon_{j} x\right)-R f(\beta)}{\epsilon_{j}}=\frac{u\left(\epsilon_{j} x\right)}{\epsilon_{j}} ;
$$

notice that $\nabla u_{j}=\nabla f_{j}$ on $\Omega_{j}$ and $u_{j}(x)=f_{j}(x)+c_{j}$ if $c_{j}=\left(f\left(x_{j}\right)-R f(\beta)\right) / \epsilon_{j}$. Let $\vec{n}_{j}$ be the downward unit normal to the graph of $f_{j}$ (and the graph of $u_{j}$ ), so that

$$
\vec{n}_{j}(x)=\vec{n}\left(\epsilon_{j} x\right)=\left(T f_{j}(x), \frac{-1}{\sqrt{1+\left|\nabla f_{j}(x)\right|^{2}}}\right) \quad \text { for } x \in \Omega_{j} .
$$

Let $U_{j}=\left\{(x, t) \in \Omega_{j} \times \mathbb{R}: t<u_{j}(x)\right\}$ be the subgraph of $u_{j}$ for each $j \in \mathbb{N}$. Notice that $\mu_{1 / \epsilon_{j}}\left(\mathcal{M}_{0}\right)=\partial U_{j} \cap\left(\Omega_{j} \times \mathbb{R}\right)$ and $\left.\mu_{1 / \epsilon_{j}}(\mathcal{M}) \subset \partial U_{j} \cap\left(\overline{\bar{\Omega}_{j}} \backslash\{O\}\right) \times \mathbb{R}\right)$.

From [Allard 1972, 2.6(2)(a)] with $\mathscr{G}=\left\{B\left(O_{3}, L\right) \times G(3,2): L>0\right\}$, we see that (14) implies that there is a subsequence $\left(\epsilon_{j_{k}}\right)$ of $\left(\epsilon_{j}\right)$ and a varifold $C \in \mathbf{V}_{2}\left(\mathbb{R}^{3}\right)$ in the varifold tangent of $Z$ at $O$ such that

$$
C=\lim _{k \rightarrow \infty} Z_{1 / \epsilon_{j_{k}}},
$$

where $Z_{1 / \epsilon_{j_{k}}}=\mu_{1 / \epsilon_{j_{k} \#} \#}(Z)$. By (14) and [Allard 1972, 2.6(2)(c)],

$$
\|C\|\left(B\left(O_{3}, L\right)\right)=C\left(B\left(O_{3}, L\right) \times G(3,2)\right) \leq L^{2} \alpha(2) \Theta^{2}\left(\|Z\|, O_{3}\right)
$$

from (22), we see that $\mu_{r \#}\|C\|=\|C\|$ for all $r>0$ (as observed in [Simon 1980], p. 576). Since $\|V\|(\Omega \times \mathbb{R})=\|Z\|(\Omega \times \mathbb{R})$ and (17) holds (hence $\mathscr{H}^{2}(\mathcal{M} \cap(\partial \Omega \times \mathbb{R}))=$ 0 ), we see that

$$
\Theta^{* 2}\left(\|V\|, O_{3}\right) \leq \Theta^{2}\left(\|Z\|, O_{3}\right)<\infty
$$

Using (14) and [Allard 1972, 2.6(2)(a)], we notice that there is a subsequence of $\left(\epsilon_{j_{k}}\right)$, still denoted $\left(\epsilon_{j_{k}}\right)$, and a varifold $V_{\infty} \in \mathbf{V}_{2}\left(\mathbb{R}^{3}\right)$ in the varifold tangent of $V$ at $O_{3}$ such that

$$
V_{\infty}=\lim _{k \rightarrow \infty} V_{1 / \epsilon_{j_{k}}}
$$

and, by (14) and [Allard 1972, 2.6(2)(c)],

$$
\left\|V_{\infty}\right\|\left(B\left(O_{3}, L\right)\right)=V_{\infty}\left(B\left(O_{3}, L\right) \times G(3,2)\right) \leq L^{2} \alpha(2) \Theta^{2}\left(\|Z\|, O_{3}\right)
$$

In a similar manner (as in [S, page 370]), we see that

$$
\begin{aligned}
& W_{1, \infty}=\lim _{k \rightarrow \infty} \mu_{1 / \epsilon_{j_{k}} \#}\left(W_{1} L a\left(-\cos \left(\gamma_{1}\right)\right) \cos \left(\gamma_{1}\right) \chi_{F_{1}}\right), \\
& \tilde{W}_{1, \infty}=\lim _{k \rightarrow \infty} \mu_{1 / \epsilon_{j_{k}} \#}\left(\tilde{W}_{1} L a\left(\cos \left(\gamma_{1}\right)\right) \cos \left(\gamma_{1}\right) \chi_{\tilde{F}_{1}}\right), \\
& W_{2, \infty}=\lim _{k \rightarrow \infty} \mu_{1 / \epsilon_{j_{k}} \#}\left(W_{2} L a\left(-\cos \left(\gamma_{2}\right)\right) \cos \left(\gamma_{2}\right) \chi_{F_{2}}\right), \\
& \tilde{W}_{2, \infty}=\lim _{k \rightarrow \infty} \mu_{1 / \epsilon_{j_{k}} \#}\left(\tilde{W}_{2} L a\left(\cos \left(\gamma_{2}\right)\right) \cos \left(\gamma_{2}\right) \chi_{\tilde{F}_{2}}\right)
\end{aligned}
$$

all exist and

$$
C=V_{\infty}-\cos \left(\gamma_{1}\right) W_{1, \infty}+\cos \left(\gamma_{1}\right) \tilde{W}_{1, \infty}-\cos \left(\gamma_{2}\right) W_{2, \infty}+\cos \left(\gamma_{2}\right) \tilde{W}_{2, \infty}
$$

Notice that $W_{1, \infty}=0$ if $\cos \left(\gamma_{1}\right)<0$ and $\tilde{W}_{1, \infty}=0$ if $\cos \left(\gamma_{1}\right)>0$, and that $W_{2, \infty}=0$ if $\cos \left(\gamma_{2}\right)<0$ and $\tilde{W}_{2, \infty}=0$ if $\cos \left(\gamma_{2}\right)>0$.

Using the arguments in [S, Section 3 up to the top of page 373 (including (3.5)')], we see the following.
(i) For each $\rho>0$, there is a sequence $\left\{\delta_{k}\right\}$ of positive reals that converges to zero such that

$$
B^{3}\left(O_{3}, \rho\right) \cap \mathcal{M}_{j_{k}} \subset\left\{Y \in B^{3}\left(O_{3}, \rho\right): \operatorname{dist}\left(Y, \operatorname{spt}\left(\left\|V_{\infty}\right\|\right)\right)<\delta_{k}\right\}
$$

where $\mathcal{M}_{j_{k}}=\mu_{1 / \epsilon_{j_{k}}} \mathcal{M}$ for each $k \in \mathbb{N}$ (that is, $[\mathrm{S},(2.7)]$.)
(ii) $\mathcal{M}_{\infty}=\lim _{k \rightarrow \infty} \mathcal{M}_{j_{k}}$, taken in $\Omega_{\infty} \times \mathbb{R}$ in the varifold sense, exists, and we have

$$
V_{\infty} L\left(\Omega_{\infty} \times \mathbb{R}\right)=\mathbf{v}\left(\mathcal{M}_{\infty}\right)
$$

and

$$
\mu_{r}\left(\mathcal{M}_{\infty}\right)=\mathcal{M}_{\infty} \quad \text { for } r>0 \quad \text { (that is, } \mathcal{M}_{\infty} \text { is a cone). }
$$

(iii) $\mathcal{M}_{\infty}$ is empty or $\mathcal{M}_{\infty}=\bigcup_{j=1}^{N} \pi_{j} \cap\left(\Omega_{\infty} \times \mathbb{R}\right)$, where the $\pi_{j}$ are planes through the origin and $\pi_{i} \cap \pi_{j} \cap\left(\Omega_{\infty} \times \mathbb{R}\right)=\varnothing$ if $i \neq j$.
(iv) Either

Case 1. $N=1$ and $\mathcal{M}_{\infty}=\pi_{1} \cap\left(\Omega_{\infty} \times \mathbb{R}\right)$ for some plane $\pi_{1}$ whose intersection with $\{O\} \times \mathbb{R}$ is $\left\{O_{3}\right\}$; or
Case 2. $N<\infty$ and $\mathcal{M}_{\infty}=\bigcup_{j=1}^{N} \pi_{j} \cap\left(\Omega_{\infty} \times \mathbb{R}\right)$, where $\pi_{1}, \ldots, \pi_{N}$ are planes with the line $\{O\} \times \mathbb{R}$ in common.
(v) The subgraphs $U_{j_{k}}$ of $u_{j_{k}}$ and $U_{\infty}=\lim _{k \rightarrow \infty} \mu_{1 / \epsilon_{j_{k}}}(U)$ minimize appropriate functionals (for example, $\left[\mathrm{S},(3.4)^{\prime}\right]$ ).
Using (19) and arguing as in the proof of [S, (3.7), pages 373-4], we see that

$$
\mathcal{M}_{\infty} \neq \varnothing \quad \text { and } \quad V_{\infty}=\mathbf{v}\left(\mathcal{M}_{\infty}\right)
$$

(We note that this argument, specifically in the paragraph after [ S, (3.7)], implies $\Theta^{* 1}\left(\|\delta V\|, O_{3}\right)<\infty$ and allows (15) to be used.) In particular, spt $\left(\left\|V_{\infty}\right\|\right)=\mathcal{M}_{\infty}$ and so (i) says that for each $\rho>0$, there is a sequence $\left\{\delta_{k}\right\}$ of positive reals that converges to zero such that

$$
\begin{equation*}
B^{3}\left(O_{3}, \rho\right) \cap \mathcal{M}_{j_{k}} \subset\left\{Y \in B^{3}\left(O_{3}, \rho\right): \operatorname{dist}\left(Y, \mathcal{M}_{\infty}\right)<\delta_{k}\right\} \tag{24}
\end{equation*}
$$

The conclusions in [S, Sections 2 and 3 up to, but not including, the paragraph containing (3.17)] hold and imply that $N=1, \mu_{\infty}=\pi_{1} \cap\left(\Omega_{\infty} \times \mathbb{R}\right)$ and either

- $\pi_{1} \cap(\{O\} \times \mathbb{R})=\left\{O_{3}\right\}$, or
- $\{O\} \times \mathbb{R} \subset \pi_{1}$.
(See also [Jeffres and Lancaster 2007].) We observe that the first is impossible when $\left(\gamma_{1}, \gamma_{2}\right) \in D_{2}^{+}\left(\right.$or $\left.\left(\gamma_{1}, \gamma_{2}\right) \in D_{2}^{-}\right)$since no plane can meet $\partial^{+} \Omega_{\infty} \times \mathbb{R}$ in angle $\gamma_{1}$ and $\partial^{-} \Omega_{\infty} \times \mathbb{R}$ in angle $\gamma_{2}$ (as Concus and Finn [1996] observed and an easy calculation confirms). Therefore there exists $\xi_{1}, \xi_{2} \in \mathbb{R}$ with $\xi_{1}^{2}+\xi_{2}^{2}=1$ and $\xi=\left(\xi_{1}, \xi_{2}, 0\right) \in S^{2}$ such that

$$
\pi_{1}=\left\{X \in \mathbb{R}^{3}: X \cdot \xi=0\right\} \quad \text { and } \quad U_{\infty}=\left\{X \in \Omega_{\infty} \times \mathbb{R}: X \cdot \xi>0\right\} .
$$

Hence

$$
\begin{equation*}
\mathcal{M}_{\infty}=\left\{X \in \mathbb{R}^{3}: X \cdot \xi=0\right\} \cap\left(\Omega_{\infty} \times \mathbb{R}\right) \tag{25}
\end{equation*}
$$

and we may write $U_{\infty}=U_{\infty}^{(1)} \times \mathbb{R}$, where $U_{\infty}^{(1)}=\left\{x \in \Omega_{\infty}: \xi \cdot(x, 0)>0\right\}$. Using the arguments in [S, pages 374-5], which yield [S, (3.13), (3.15)-(3.16) and (3.18)-(3.18)'] and, for example, defining

$$
\begin{aligned}
& E_{\infty}^{(1)}(W)=\mathscr{H}^{1}\left(\partial W \cap \Omega_{\infty} \cap B(O, 1)\right)-\cos \left(\gamma_{1}\right) \mathscr{H}^{1}\left(\partial W \cap \partial^{+} \Omega_{\infty} \cap B(O, 1)\right) \\
&-\cos \left(\gamma_{2}\right) \mathcal{H}^{1}\left(\partial W \cap \partial^{-} \Omega_{\infty} \cap B(O, 1)\right)
\end{aligned}
$$

for any open set $W \subset \Omega_{\infty}$ satisfying

$$
\mathscr{H}^{1}(\partial W \cap B(O, 1))<\infty \quad \text { and } \quad\left(W \triangle U_{\infty}^{(1)}\right) \cap B(O, 1) \subset \subset B(O, 1)
$$

we obtain

$$
E_{\infty}^{(1)}\left(U_{\infty}^{(1)}\right) \leq E_{\infty}^{(1)}(W)
$$

for any set $W$ as described above (compare with [ $\mathrm{S},(3.16)]$.)
Note that $f_{j} \in B V\left(\Omega_{j}\right)$ is a variational solution and hence a generalized solution of (1) and (2) with $\Omega, \gamma$ and $H(x, z)$ replaced by $\Omega_{j}, \gamma_{j}$ and $H_{j}^{*}(x)=\epsilon_{j} H^{*}\left(\epsilon_{j} x\right)$ (with $H^{*}$ as in (46)) respectively. By Lemma 3.2, $\left(f_{j_{k}}\right)$ has a subsequence, still
denoted $\left(f_{j_{k}}\right)$, that converges to a generalized solution $f_{\infty}: \Omega_{\infty} \rightarrow[-\infty, \infty]$ of

$$
\begin{aligned}
N v & =0 & & \text { in } \Omega_{\infty} \\
T v \cdot v_{\infty}^{+} & =\cos \left(\gamma_{1}\right) & & \text { almost everywhere on } \partial^{+} \Omega_{\infty} \\
T v \cdot v_{\infty}^{-} & =\cos \left(\gamma_{2}\right) & & \text { almost everywhere on } \partial^{-} \Omega_{\infty}
\end{aligned}
$$

where $v_{\infty}^{+}=\left(\cos \left(\alpha+\frac{1}{2} \pi\right), \sin \left(\alpha+\frac{1}{2} \pi\right)\right)$ and $v_{\infty}^{-}=\left(\cos \left(-\alpha-\frac{1}{2} \pi\right), \sin \left(-\alpha-\frac{1}{2} \pi\right)\right)$. Let us denote the subgraph of $f_{j}$ by

$$
\begin{equation*}
U_{j}^{*}=\left\{(x, t) \in \Omega_{j} \times \mathbb{R}: t<f_{j}(x)\right\} \quad \text { for } j \in \mathbb{N} \tag{26}
\end{equation*}
$$

and denote by $U_{\infty}^{*}$ the subgraph of $f_{\infty}$. Notice that (16) and $f_{j}\left(x_{j} /\left|x_{j}\right|\right)=0$ for $j \in \mathbb{N}$ imply
(a) if $K$ is open with $K \subset \subset \Omega_{\infty}$ and $(\cos (\beta), \sin (\beta)) \in K$, then there exists $m(K) \in \mathbb{N}$ such that $K \subset \Omega_{j}$ and $x_{j} /\left|x_{j}\right| \in K$ whenever $j \geq m(K)$;
(b) $\left(x_{j} /\left|x_{j}\right|, 0\right) \in \partial U_{j}^{*}$ for $j \in \mathbb{N}$; and
(c) $\left(x_{j} /\left|x_{j}\right|, 0\right) \rightarrow(\cos (\beta), \sin (\beta), 0)$ as $j \rightarrow \infty$.

Set $x_{\beta}=(\cos (\beta), \sin (\beta))$ and $X_{\beta}=(\cos (\beta), \sin (\beta), 0)$. From interior density bounds (for example, [Tam 1986b, Lemma 3.1]), we see that $X_{\beta} \in \partial U_{\infty}^{*} \cap\left(\Omega_{\infty} \times \mathbb{R}\right)$. Notice that $\mathcal{M}^{*}=\partial U_{\infty}^{*} \cap\left(\Omega_{\infty} \times \mathbb{R}\right)$ is a smooth surface whose ("downward") unit normal can be denoted by $\vec{\chi}(X)=\left(\chi_{1}(X), \chi_{2}(X), \chi_{3}(X)\right)$ for $X \in \mathcal{M}^{*}$; then $\chi_{3}(X) \leq 0$ for all $X \in \mathcal{M}^{*}$. By Proposition 2.1, we see that

$$
\begin{equation*}
\vec{n}_{j_{k}}\left(y_{k}\right) \rightarrow \vec{\chi}(X) \quad \text { as } k \rightarrow \infty \quad \text { whenever }\left(y_{k}, f_{j_{k}}\left(y_{k}\right)\right) \rightarrow X \in \mathcal{M}^{*} \tag{27}
\end{equation*}
$$

in particular, (c) implies $\vec{n}_{j_{k}}\left(x_{j_{k}} / \epsilon_{j_{k}}\right) \rightarrow \vec{\chi}\left(X_{\beta}\right)$ as $k \rightarrow \infty$ (with the set $\Omega$ in the proposition being a neighborhood of $X\left(\right.$ or $\left.X_{\beta}\right)$ in $\mathbb{R}^{3}$.) We claim that either
(※) $\chi_{3}(X)<0$ for all $X \in M^{*}$ or
$(\omega) \vec{\chi}$ is constant, $\chi_{3}(X)=0$ for all $X \in \mathcal{M}^{*}$ and $\mathcal{M}^{*}$ is the intersection of $\Omega_{\infty} \times \mathbb{R}$ with the vertical plane $\pi_{2}$ containing $X_{\beta}$ and normal to $\vec{\chi}$.
(To see this, we may represent the minimal surface $\mathcal{M}^{*}$ in isothermal coordinates as the (downward oriented) parametric surface $X: B(O, 1) \rightarrow \mathbb{R}^{3}$ (for example, [Courant 1977; Lancaster 1985; Elcrat and Lancaster 1986; Lancaster and Siegel 1996a]) and obtain the Weierstrass $(f, g)$-representation of $\mathcal{M}^{*}$, where

$$
g(w)=S(\vec{\chi}(X(u, v))) \quad \text { for } w=u+i v \in \mathbb{C},|w|<1
$$

is the composition of the (north pole) stereographic projection $S$ with the Gauss map $\vec{\chi} \circ X: B(O, 1) \rightarrow S_{-}^{2}$. Then $g$ is a holomorphic map from the open unit ball in $\mathbb{C}$ into the closed unit ball in $\mathbb{C}$. If $\chi_{3}\left(X_{p}\right)=0$ for some $X_{p} \in \mathcal{M}^{*}$, then
$X_{p}=X\left(u_{p}, v_{p}\right)$ for some $\left(u_{p}, v_{p}\right) \in B(O, 1)$ and $\left|g\left(w_{p}\right)\right|=1$ for $w_{p}=u_{p}+i v_{p} ;$ the maximum modulus principle implies $g$ is constant. The claim follows.)

Suppose ( $(\aleph)$ holds and $\chi_{3}(X)<0$ for all $X \in \mathcal{M}^{*}$. Then $f_{\infty} \in C^{2}\left(\Omega_{\infty}\right)$ and $\mathcal{M}^{*}$ is the graph of $f_{\infty}$ over $\Omega_{\infty}$. Let $0<R<\bar{R}<\operatorname{dist}\left(x_{\beta}, \partial \Omega_{\infty}\right)$; then there exists $L \geq 0$ such that $\left|\nabla f_{\infty}(x)\right| \leq L$ for all $x \in \overline{B\left(x_{\beta}, R\right)}$. Now (27) together with the uniform interior Hölder estimates for the unit normal (or Gauss) map of the graphs of solutions of (1) (for example, [Gilbarg and Trudinger 1983, Theorem 16.18] with $K=-1$ and $K^{\prime}=J(\bar{R}-R)^{2}$ or [S, (3.1)]) imply there exists $K(R, \bar{R})$ such that if $k \in \mathbb{N}$ satisfies $k \geq K(R, \bar{R})$, then $\overline{B\left(x_{\beta}, \bar{R}\right)} \subset \Omega_{j_{k}}$ and

$$
\begin{equation*}
\left|\nabla u_{j_{k}}(x)\right| \leq L+1 \quad \text { for all } x \in \overline{B\left(x_{\beta}, R\right)} . \tag{28}
\end{equation*}
$$

Notice that for $k$ large enough, (28) contradicts (24) and (25) and so (※) cannot hold. Therefore $(\omega)$ holds, $\mathcal{M}^{*}$ is the intersection of $\Omega_{\infty} \times \mathbb{R}$ with the plane $\pi_{2}$, we may write

$$
\vec{\chi}=(\cos (\theta), \sin (\theta), 0) \quad \text { for some } \theta \in(-\pi, \pi]
$$

and $U_{\infty}^{*}=\left\{X \in \Omega_{\infty} \times \mathbb{R}:\left(X-X_{\beta}\right) \cdot \vec{\chi}>0\right\}$. (Notice then that (24) and (25) imply $\vec{\chi}=\vec{\xi}$ and $\pi_{2}=\pi_{1}$.)

We will use the theory of generalized solutions (for example, [Giusti 1980]) to determine $\theta$. We claim that

$$
\theta= \begin{cases}-\alpha+\pi-\gamma_{2}+\pi / 2 & \text { if } \beta \in\left(-\alpha,-\alpha+\pi-\gamma_{2}\right]  \tag{29}\\ \beta+\pi / 2 & \text { if } \beta \in\left[-\alpha+\pi-\gamma_{2}, \alpha-\gamma_{1}\right] \\ \alpha-\gamma_{1}+\pi / 2 & \text { if } \beta \in\left[\alpha-\gamma_{1}, \alpha\right) .\end{cases}
$$

The sets

$$
\begin{equation*}
\mathscr{P}=\left\{x \in \Omega_{\infty}: f_{\infty}=\infty\right\} \quad \text { and } \quad \mathcal{N}=\left\{x \in \Omega_{\infty}: f_{\infty}=-\infty\right\} \tag{30}
\end{equation*}
$$

each minimize an appropriate functional, and the arguments in [JL] ${ }^{2}$ show that $U_{\infty}=\mathscr{P} \times \mathbb{R}$, where $\mathscr{P}$ is given in one of [JL, (iv), (vi) or (viii) of Theorem 1] and $\mathcal{N}=\Omega_{\infty} \backslash \overline{\mathscr{P}}$.

Suppose $\beta \in\left[-\alpha+\pi-\gamma_{2}, \alpha-\gamma_{1}\right]$ holds. We see that [JL, Theorem 1, case (viii)] must hold. Since $\partial \mathscr{P}$ is a line going through $O$ and $(\cos (\beta), \sin (\beta))$, we have $\vec{\chi}=(-\sin (\beta), \cos (\beta), 0)$ and $\theta=\beta+\pi / 2$.

Suppose $\beta \in\left(-\alpha,-\alpha+\pi-\gamma_{2}\right.$ ] holds. Then [JL, Theorem 1, case (vi)] must hold, $\vec{\chi}=\left(-\sin \left(-\alpha+\pi-\gamma_{2}\right), \cos \left(-\alpha+\pi-\gamma_{2}\right), 0\right)$ and $\theta=-\alpha+\pi-\gamma_{2}+\pi / 2$.

Finally, suppose $\beta \in\left[\alpha-\gamma_{1}, \alpha\right)$. Then [JL, Theorem 1, case (iv)] must hold, $\vec{\chi}=\left(-\sin \left(\alpha-\gamma_{1}\right), \cos \left(\alpha-\gamma_{1}\right), 0\right)$ and $\theta=\alpha-\gamma_{1}+\pi / 2$. Our claim (29) is therefore proven.

[^3]We have taken an arbitrary sequence $\left(x_{j}\right)$ in $\Omega$ that satisfies (16) and shown that it has a subsequence $\left(x_{j_{k}}\right)$ for which $\left(\vec{n}\left(x_{j_{k}}\right)\right)$ converges to $\vec{\chi}=(\cos (\theta), \sin (\theta), 0)$ with $\theta$ given by (29). Therefore, if $\left(y_{j}\right)$ is any sequence in $\Omega$ that satisfies (16) such that $\lim _{j \rightarrow \infty} \vec{n}\left(y_{j}\right)=\vec{\lambda}$ for some $S^{2} \ni \vec{\lambda} \neq \vec{\chi}$, it must have a subsequence $\left(y_{j_{k}}\right)$ for which $\vec{n}\left(y_{j_{k}}\right)$ converges to both $\vec{\lambda}$ and $\vec{\chi}$, which is a contradiction. Thus, we see that the conclusion of Theorem 2.1 follows.

Remark 2.2. Notice that $\left(\gamma_{1}, \gamma_{2}\right) \in D_{2}^{-}$if and only if $\left(\gamma_{2}, \gamma_{1}\right) \in D_{2}^{+}$and therefore we see that the conclusion of an appropriate version of Theorem 2.1 for the situation where $\left(\gamma_{1}, \gamma_{2}\right) \in D_{2}^{-}$follows using a reflection in the $x$-axis and Theorem 2.1.

Remark 2.3. The proof of [Tam 1986c, Section 1] is essentially the same as that used in [Simon 1980] with the modification that [S, (1.12)] does not hold, the twodimensional density $\Theta^{2}\left(\|Z\|, O_{3}\right)=0$ and $\mathcal{M}_{\infty}=\varnothing$. Unfortunately the proofs of the claim in [Tam 1986c, Section 2] that (i) a subsequence of $\left\{f_{j}\right\}$ (called $\left\{u_{j}\right\}$ therein) converges "locally to a generalized solution" $f_{\infty}$ (called therein $u_{\infty}$ ) (that is, $\phi_{U_{j}^{*}} \rightarrow \phi_{U_{\infty}^{*}}$ in $L_{\mathrm{loc}}^{1}\left(\Omega_{\infty} \times \mathbb{R}\right)$ with $U_{j}^{*}$ given by (26)) and (ii) the "graph" of this generalized solution (that is, $\partial U_{\infty}^{*}$ ) is a vertical plane are absent; the "blow-up" in that section does not correspond to the process of blowing up with respect to a fixed point (that is, $O_{3}$ ) used in [Simon 1980]. (In spite of this, the ideas in [Tam 1986c, Section 2] are remarkable.) One difficulty is that even if a subsequence of $\left\{f_{j}\right\}$ should happen to converge in the sense of [Giusti 1980] to a generalized solution $h_{\infty}$, the technique used here (for example, (24), (25), (28)) to show that $\partial U_{\infty}^{*}$ is a vertical plane cannot be used in [Tam 1986c] to show that $h_{\infty}$ is the generalized solution $u_{\infty}$ illustrated in [Tam 1986c, Figure 2 (see page 478)]. Even if Tam's proof can be correctly completed, the details would be sufficiently nontrivial that they should be provided to the reader. This new proof might be somewhat similar in outline to that of Theorem 2.1 above. (Of course, if $\alpha+\gamma<\pi / 2$ in [Tam 1986c], no such proof could exist; the potential correction would need to be cognizant of this fact.)

Remark 2.4. In some uses of geometric measure theory in the literature (for example, [Allard 1972; Taylor 1977]), the authors leave important details to the reader or adopt a glib, hand waving, style. In this style, the proof of Theorem 2.1 can be shortened to the following:

Proof sketch. Suppose $\left(x_{j}\right)$ is a sequence in $\Omega$ converging to $O$ as $j \rightarrow \infty$ and satisfying (16). For each $j \in \mathbb{N}$, set $\epsilon_{j}=\left|x_{j}\right|$ and $\Omega_{j}=\left\{x \in \mathbb{R}^{2}: \epsilon_{j} x \in \Omega\right\}$, and define $f_{j}, u_{j} \in C^{2}\left(\Omega_{j}\right) \cap C^{1}\left(\overline{\Omega_{j}} \backslash\{O\}\right)$ by

$$
f_{j}(x)=\frac{f\left(\epsilon_{j} x\right)-f\left(x_{j}\right)}{\epsilon_{j}} \quad \text { and } \quad u_{j}(x)=\frac{f\left(\epsilon_{j} x\right)-R f(\beta)}{\epsilon_{j}}
$$

Using the techniques and results in [Simon 1980], we see that there is a vertical plane $\pi_{1}$ containing $O_{3}$ with unit normal $\vec{\chi}$ such that for each $\rho>0$, there is a sequence $\left\{\delta_{k}\right\}$ of positive reals that converges to zero such that

$$
\begin{equation*}
B^{3}\left(O_{3}, \rho\right) \cap \mathcal{M}_{j_{k}} \subset\left\{Y \in B^{3}\left(O_{3}, \rho\right): \operatorname{dist}\left(Y, \pi_{1}\right)<\delta_{k}\right\} \tag{31}
\end{equation*}
$$

where $\mathcal{M}_{j}=\mu_{1 / \epsilon_{j}} \mathcal{M}$ for each $k \in \mathbb{N}$; recall that $\mu_{r}(X)=r X, X \in \mathbb{R}^{3}$, and $\mathcal{M}=$ $\left\{(x, f(x)-R f(\beta)): x \in \overline{\Omega \cap B\left(O, 3 \delta^{*}\right)} \backslash\{O\}\right\}$.

Now the sequence $\left\{f_{j}\right\}$ has a subsequence that converges (as in [Giusti 1980]) to a generalized solution $f_{\infty}$ of (1) and (2) (this is Lemma 3.2). Since $f_{j}\left(x_{j}\right)=0$, we have $\left(x_{j}, 0\right) \in \partial U_{j}^{*}$ for each $j \in \mathbb{N}$, where $U_{j}^{*}=\left\{(x, t) \in \Omega_{j} \times \mathbb{R}: t<f_{j}(x)\right\}$. Interior density bounds (for example, [Tam 1986b, Lemma 3.1]) imply

$$
(\cos (\beta), \sin (\beta), 0) \in \partial U_{\infty}^{*} \cap\left(\Omega_{\infty} \times \mathbb{R}\right)
$$

where $U_{\infty}^{*}$ is the subgraph of $f_{\infty}$. If $\partial U_{\infty}^{*}$ is not a vertical plane, then [Massari and Pepe 1975, Theorem 3] (that is, Proposition 2.1) and [Gilbarg and Trudinger 1983, Theorem 16.18] imply a uniform bound on $\left|\nabla f_{j}\right|$ in a neighborhood of $(\cos (\beta), \sin (\beta))$ in $\Omega_{\infty}$, and this contradicts (31) since $\nabla u_{j}=\nabla f_{j}$ for each $j \in \mathbb{N}$. The conclusions of Theorem 2.1 now follow from [Jeffres and Lancaster 2007, Theorem 1].

## 3. Proof of Theorem 1.1

The proof of this theorem uses the conformal (or isothermal) representation of a prescribed mean curvature surface discussed in [Lancaster and Siegel 1996a] and properties of two-dimensional quasiconformal maps to obtain a contradiction to the assumption that the solution $f$ is continuous at the origin. This proof uses Kenmotsu's theorem [1979], Theorem 2.1, Gehring's lemma [1973] and properties of solutions of Riemann-Hilbert problems to obtain a contradiction, illustrated in Figure 3, of the Phragmén-Lindelof theorem.

Proof. By Remark 2.2, we may assume $\left(\gamma_{1}, \gamma_{2}\right) \in D_{2}^{+}$. Assume $f$ is continuous at $O$; then $f$ is bounded in a neighborhood of $O$. Fix $\theta_{1} \in\left(-\alpha,-\alpha+\pi-\gamma_{2}\right)$ and $\theta_{2} \in\left(\alpha-\gamma_{1}, \alpha\right)$. By making $\delta_{0}>0$ smaller if necessary, we may assume

$$
\Omega^{*}=\left\{(r \cos (\theta), r \sin (\theta)): 0<r<\delta_{0}, \theta_{1}<\theta<\theta_{2}\right\}
$$

is contained in $\Omega$. Let $\partial^{+} \Omega^{*}=\left\{\left(r \cos \left(\theta_{2}\right), r \sin \left(\theta_{2}\right)\right): 0 \leq r \leq \delta_{0}\right\}$ and define $\gamma_{0}^{+}: \partial^{+} \Omega^{*} \rightarrow[0, \pi]$ so that $\cos \left(\gamma_{0}^{+}(x, y)\right)=T f(x, y) \cdot\left(\cos \left(\theta_{2}+\frac{1}{2} \pi\right), \sin \left(\theta_{2}+\frac{1}{2} \pi\right)\right)$ and notice that Theorem 2.1(iii) implies

$$
\begin{equation*}
\gamma_{0}^{+}(x, y) \rightarrow \gamma_{1}+\theta_{2}-\alpha \quad \text { as }(x, y) \in \partial^{+} \Omega^{*} \text { goes to }(0,0) . \tag{32}
\end{equation*}
$$

Let $\partial^{-} \Omega^{*}=\left\{\left(r \cos \left(\theta_{1}\right), r \sin \left(\theta_{1}\right)\right): 0 \leq r \leq \delta_{0}\right\}$ and define $\gamma_{0}^{-}: \partial^{-} \Omega^{*} \rightarrow[0, \pi]$ so that $\cos \left(\gamma_{0}^{-}(x, y)\right)=T f(x, y) \cdot\left(\cos \left(\theta_{1}-\frac{1}{2} \pi\right), \sin \left(\theta_{1}-\frac{1}{2} \pi\right)\right)$ and notice that Theorem 2.1(ii) implies

$$
\begin{equation*}
\gamma_{0}^{-}(x, y) \rightarrow \alpha+\gamma_{2}+\theta_{1} \quad \text { as }(x, y) \in \partial^{-} \Omega^{*} \text { goes to }(0,0) . \tag{33}
\end{equation*}
$$

Set

$$
\Pi=\left\{\left(\cos \left(\beta+\frac{1}{2} \pi\right), \sin \left(\beta+\frac{1}{2} \pi\right), 0\right): \pi-\alpha-\gamma_{2} \leq \beta \leq \alpha-\gamma_{1}\right\}
$$

and, for $s \in\left(0, \delta_{0}\right]$, let $\Omega_{s}=\left\{(x, y) \in \Omega^{*}: x^{2}+y^{2}<s^{2}\right\}$; notice that Theorem 2.1 implies

$$
\begin{equation*}
\cap_{s>0} \overline{\vec{n}\left(\Omega_{s}\right)}=\Pi \tag{34}
\end{equation*}
$$

Since $\alpha \leq \frac{1}{2} \pi$ and $\gamma_{2}-\gamma_{1}>\pi-2 \alpha$, we have $0<\frac{3}{2} \pi-\alpha-\gamma_{2}<\frac{1}{2} \pi+\alpha-\gamma_{1}<\pi$.
We now wish to examine the stereographic projection of the Gauss map near $(0,0, f(0,0))$ and represent it as the sum of a holomorphic function and a continuous function (that is, (44)).

From (32), (33) and (34) and the fact that $\gamma_{1}, \gamma_{2} \in(0, \pi)$, we see that there exists $\sigma \in\left(0, \delta_{0}\right]$ small enough that
(35) $\vec{n}\left(\Omega_{\sigma}\right) \subset\left\{\omega(\theta, \phi): \frac{1}{4}\left(3 \pi-2 \alpha-2 \gamma_{2}\right)<\theta<\frac{1}{4}\left(3 \pi+2 \alpha-2 \gamma_{1}\right), \frac{1}{2} \pi<\phi<\frac{3}{4} \pi\right\}$,
where $\omega(\theta, \phi)=(\sin (\phi) \cos (\theta), \sin (\phi) \sin (\theta), \cos (\phi))$, and there exists $\lambda>0$ such that $\lambda<\gamma_{0}^{ \pm}(x)<\pi-\lambda$ for $x \in \partial \Omega^{*} \backslash\{O\}$ with $|x| \leq \sigma$. Notice that $f \in C^{0}\left(\overline{\Omega_{\sigma}}\right) \cap$ $C^{2}\left(\overline{\Omega_{\sigma}} \backslash\{O\}\right)$ and that $f$ satisfies $N f=H(x, f)$ on $\Omega_{\sigma}, T f \cdot \boldsymbol{v}=\cos \left(\gamma_{0}^{+}\right)$on $\partial^{+} \Omega_{\sigma}=\Omega_{\sigma} \cap \partial^{+} \Omega^{*}$ and $T f \cdot \boldsymbol{v}=\cos \left(\gamma_{0}^{-}\right)$on $\partial^{-} \Omega_{\sigma}=\Omega_{\sigma} \cap \partial^{-} \Omega^{*}$. Define
$S_{0}=\left\{(x, y, f(x, y)):(x, y) \in \Omega_{\sigma}\right\} \quad$ and $\quad \Gamma_{0}=\left\{(x, y, f(x, y)):(x, y) \in \partial \Omega_{\sigma}\right\}$. If $\Gamma_{0}^{ \pm}=\left\{(x, y, f(x, y)):(x, y) \in \partial^{ \pm} \Omega_{\sigma}, x^{2}+y^{2}<\sigma^{2}\right\}$ and $\Gamma_{0}^{\sigma}=\Gamma_{0} \backslash\left(\Gamma_{0}^{+} \cup \Gamma_{0}^{-}\right)$, then $\Gamma_{0}=\Gamma_{0}^{+} \cup \Gamma_{0}^{-} \cup \Gamma_{0}^{\sigma}$.

We will use the unit disk $E=\left\{(u, v): u^{2}+v^{2}<1\right\}$ as a parameter domain. From step 1 of the proof of [Lancaster and Siegel 1996a, Theorem 1] and from [Kenmotsu 1979] (also [Kenmotsu 2003]), we obtain the following facts.
There is a parametric description of the surface $S_{0}$

$$
X(u, v)=(x(u, v), y(u, v), z(u, v)) \in C^{2}\left(E: \mathbb{R}^{3}\right) \cap W^{1,2}\left(E: \mathbb{R}^{3}\right)
$$

with the following properties:
(i) $X$ is a homeomorphism of $E$ onto $S_{0}$.
(ii) $X$ maps $\partial E$ strictly monotonically onto $\Gamma_{0}$.
(iii) $X$ is conformal on $E$, that is, $X_{u} \cdot X_{v}=0$ and $\left|X_{u}\right|=\left|X_{v}\right|$ on $E$.
(iv) Let $\tilde{H}(u, v)=H(X(u, v))$ denote the prescribed mean curvature of $S_{0}$ at $X(u, v)$. Then $\triangle X:=X_{u u}+X_{v v}=\tilde{H} X_{u} \times X_{v}$.
(v) $X \in C^{0}(\bar{E})$ and $X(1,0)=\left(0,0, z_{0}\right)$, where $z_{0}=f(0,0)$.
(vi) Write $G(u, v)=(x(u, v), y(u, v))$. Then $G(\cos t, \sin t)$ moves clockwise about $\partial \Omega_{\sigma}$ as $t$ increases in $0 \leq t \leq 2 \pi$, and $G$ is an orientation-reversing homeomorphism from $\bar{E}$ onto $\overline{\Omega_{\sigma}}$.
(vii) [Kenmotsu 1979, Lemma 1 and Corollary] Let $\pi_{S}: S^{2} \rightarrow \mathbb{C}$ denote the stereographic projection from the north pole and define $g(u+i v)=\pi_{S}(\vec{n}(G(u, v)))$ for $(u, v) \in E$. Then

$$
\begin{equation*}
\left|g_{\bar{\zeta}}\right|=\frac{1}{2}|\tilde{H}|\left(1+|g|^{2}\right)\left|X_{u}\right|, \tag{36}
\end{equation*}
$$

where $\zeta=u+i v$,

$$
\frac{\partial}{\partial \zeta}=\frac{1}{2}\left(\frac{\partial}{\partial u}-i \frac{\partial}{\partial v}\right) \quad \text { and } \quad \frac{\partial}{\partial \bar{\zeta}}=\frac{1}{2}\left(\frac{\partial}{\partial u}+i \frac{\partial}{\partial v}\right) .
$$

For convenience with complex variables, set $E_{1}=\{\zeta \in \mathbb{C}:|\zeta|<1\}$.
Now Theorem 2.1 implies

$$
g(1+)=\lim _{\theta \downarrow 0} g\left(e^{i \theta}\right)=\cos \left(\alpha-\gamma_{1}+\frac{1}{2} \pi\right)+i \sin \left(\alpha-\gamma_{1}+\frac{1}{2} \pi\right)
$$

and

$$
g(1-)=\lim _{\theta \uparrow 0} g\left(e^{i \theta}\right)=\cos \left(\frac{3}{2} \pi-\alpha-\gamma_{2}\right)+i \sin \left(\frac{3}{2} \pi-\alpha-\gamma_{2}\right) .
$$

Define $\tilde{n}(u, v)=\vec{n}(x(u, v), y(u, v))$ for $(u, v) \in E$. Notice that if

$$
\tilde{n}(u, v)=\left(\tilde{n}_{1}(u, v), \tilde{n}_{2}(u, v), \tilde{n}_{3}(u, v)\right),
$$

then, from the choice of $\sigma$,

$$
\begin{equation*}
-\cot \left(\frac{1}{4} \pi+\frac{1}{2}\left(\alpha-\gamma_{1}\right)\right)<\frac{\tilde{n}_{1}(u, v)}{\tilde{n}_{2}(u, v)}<\cot \left(\frac{3}{4} \pi-\frac{1}{2}\left(\alpha-\gamma_{2}\right)\right) \tag{37}
\end{equation*}
$$

and
(38) $\min \left\{-\csc \left(\frac{1}{4}\left(3 \pi-2 \alpha-2 \gamma_{2}\right)\right),-\csc \left(\frac{1}{4}\left(3 \pi+2 \alpha-2 \gamma_{1}\right)\right)\right\}<\frac{\tilde{n}_{3}(u, v)}{\tilde{n}_{2}(u, v)}<0$.

Now

$$
\tilde{n}(u, v)=\frac{X_{u} \times X_{v}}{\left|X_{u} \times X_{v}\right|}=\frac{1}{\left|X_{u}\right|^{2}}\left(y_{u} z_{v}-y_{v} z_{u}, x_{v} z_{u}-x_{u} z_{v}, x_{u} y_{v}-x_{v} y_{u}\right)
$$

hence

$$
\begin{equation*}
\frac{\left|x_{u} y_{v}-x_{v} y_{u}\right|}{\left|x_{v} z_{u}-x_{u} z_{v}\right|}=\frac{\left|\tilde{n}_{3}\right|}{\left|\tilde{n}_{2}\right|}<A \quad \text { and } \quad \frac{\left|y_{u} z_{v}-y_{v} z_{u}\right|}{\left|x_{v} z_{u}-x_{u} z_{v}\right|}=\frac{\left|\tilde{n}_{1}\right|}{\left|\tilde{n}_{2}\right|}<B, \tag{39}
\end{equation*}
$$

where

$$
\begin{aligned}
& A=\max \left\{\csc \left(\frac{1}{4}\left(3 \pi-2 \alpha-2 \gamma_{2}\right)\right), \csc \left(\frac{1}{4}\left(3 \pi+2 \alpha-2 \gamma_{1}\right)\right)\right\}, \\
& B=\max \left\{\cot \left(\frac{1}{4} \pi+\frac{1}{2}\left(\alpha-\gamma_{1}\right)\right), \cot \left(\frac{3}{4} \pi-\frac{1}{2}\left(\alpha-\gamma_{2}\right)\right)\right\} .
\end{aligned}
$$

Now $(\partial f / \partial y)(x(u, v), y(u, v))=-\tilde{n}_{2}(u, v) / \tilde{n}_{3}(u, v)$ and so (38) implies

$$
\begin{equation*}
\frac{\partial f}{\partial y} \geq \min \left\{\sin \left(\frac{1}{4}\left(3 \pi-2 \alpha-2 \gamma_{2}\right)\right), \sin \left(\frac{1}{4}\left(3 \pi+2 \alpha-2 \gamma_{1}\right)\right)\right\}>0 \tag{40}
\end{equation*}
$$

and so $S_{0}=\left\{(x, y, f(x, y)):(x, y) \in \Omega_{\sigma}\right\}=X(E)$ is the graph $y=\phi(z, x)$ over the $(z, x)$-plane of a $C^{2}$ function over the projection $U$ of $\mathscr{S}_{0}$ on the $(z, x)$-plane. Notice that $\phi \in C^{0}(\bar{U})$ and $\partial U$ is the projection of $\Gamma_{0}$ on the $(z, x)$-plane.

If $\partial_{0} U=\left\{(z, x):(x, y, z) \in \Gamma_{0}^{+} \cup \Gamma_{0}^{-}\right\}$and $\partial_{1} U=\left\{(z, x):(x, y, z) \in \Gamma_{0}^{\sigma}\right\}$, then $\partial U=\partial_{0} U \cup \partial_{1} U$. Now Theorem 2.1 implies $|\nabla f(x, y)| \rightarrow \infty$ as $(x, y) \in \Omega^{*}$ goes to $O$. Also
(41) $T f\left(r \cos \left(\theta_{2}\right), r \sin \left(\theta_{2}\right)\right) \cdot\left(\cos \left(\theta_{2}\right), \sin \left(\theta_{2}\right)\right) \rightarrow \cos \left(\alpha+\frac{1}{2} \pi-\gamma_{1}-\theta_{2}\right)>0$, since $\frac{1}{2} \pi-\gamma_{1}<\alpha+\frac{1}{2} \pi-\gamma_{1}-\theta_{2}<\frac{1}{2} \pi$, and

$$
T f\left(r \cos \left(\theta_{1}\right), r \sin \left(\theta_{1}\right)\right) \cdot\left(\cos \left(\theta_{1}\right), \sin \left(\theta_{1}\right)\right) \rightarrow \cos \left(\frac{3}{2} \pi-\alpha-\gamma_{2}-\theta_{1}\right)<0
$$

since $\frac{1}{2} \pi<\frac{3}{2} \pi-\alpha-\gamma_{2}-\theta_{1}<\frac{3}{2} \pi-\gamma_{2}$. Thus the limits of the directional derivatives of $f$ in the directions of $\partial^{+} \Omega_{\sigma}$ and $\partial^{-} \Omega_{\sigma}$ are

$$
\begin{align*}
& \lim _{r \downarrow 0} \nabla f\left(r \cos \left(\theta_{2}\right), r \sin \left(\theta_{2}\right)\right) \cdot\left(\cos \left(\theta_{2}\right), \sin \left(\theta_{2}\right)\right)=+\infty,  \tag{42}\\
& \lim _{r \downarrow 0} \nabla f\left(r \cos \left(\theta_{1}\right), r \sin \left(\theta_{1}\right)\right) \cdot\left(\cos \left(\theta_{1}\right), \sin \left(\theta_{1}\right)\right)=-\infty \tag{43}
\end{align*}
$$

Hence $\Gamma_{0}^{+}$is tangent to $\left\{(0,0, z): z \geq z_{0}\right\}$ and $\Gamma_{0}^{-}$is tangent to $\left\{(0,0, z): z \leq z_{0}\right\}$ at $\left(0,0, z_{0}\right)$. In addition, $(\partial \phi / \partial z)\left(z_{0}, 0\right)=0$. Thus $\Gamma_{0}^{+} \cup \Gamma_{0}^{-}$is a $C^{1}$ curve and $\partial U$ is the union of the $C^{1}$ curve $\partial_{0} U$ and the $C^{2}$ curve $\partial_{1} U$. Since

$$
\left|\nabla f\left(\sigma \cos \left(\theta_{2}\right), \sigma \sin \left(\theta_{2}\right)\right)\right|<\infty
$$

$f_{y}\left(\sigma \cos \left(\theta_{2}\right), \sigma \sin \left(\theta_{2}\right)\right)>0\left(\right.$ by (40)) and the curves $y=\tan \left(\theta_{2}\right) x$ and $x^{2}+y^{2}=\sigma^{2}$ are orthogonal at $\left(\sigma \cos \left(\theta_{2}\right), \sigma \sin \left(\theta_{2}\right)\right)$, we see that $\Gamma_{0}^{+}$and $\Gamma_{0}^{\sigma}$ do not meet tangentially at $\left(\sigma \cos \left(\theta_{2}\right), \sigma \sin \left(\theta_{2}\right), f\left(\sigma \cos \left(\theta_{2}\right), \sigma \sin \left(\theta_{2}\right)\right)\right)$ and $\partial_{0}^{+} U$ and $\partial_{1} U$ do not meet tangentially at $\left(\sigma \cos \left(\theta_{2}\right), \sigma \sin \left(\theta_{2}\right)\right)$. Similarly $\Gamma_{0}^{-}$and $\Gamma_{0}^{\sigma}$ do not meet tangentially at $\left(\sigma \cos \left(\theta_{1}\right), \sigma \sin \left(\theta_{1}\right), f\left(\sigma \cos \left(\theta_{1}\right), \sigma \sin \left(\theta_{1}\right)\right)\right)$ and $\partial_{0}^{-} U$ and $\partial_{1} U$ do not meet tangentially at $\left(\sigma \cos \left(\theta_{1}\right), \sigma \sin \left(\theta_{1}\right)\right)$. Therefore $U$ is a simply connected Lipschitz domain and $\partial U$ is a quasicircle (see [Gehring 2005, Theorem 6.3]).

Let us define $F \in C^{2}\left(E: \mathbb{R}^{2}\right) \cap W^{1,2}\left(E: \mathbb{R}^{2}\right)$ by $F(u, v)=(z(u, v), x(u, v))$. Note that $F$ is a homeomorphism from $\bar{E}$ onto $\bar{U}$. Recall that $|D F|^{2}=x_{u}^{2}+x_{v}^{2}+z_{u}^{2}+z_{v}^{2}$
and the determinant of $D F$ at $(u, v)$ is

$$
J((u, v), F)=x_{v} z_{u}-x_{u} z_{v}=\left|X_{u}\right|^{2} \tilde{n}_{2}>0
$$

Since we are using conformal, or isothermal, coordinates, we obtain

$$
\begin{aligned}
|D F(u, v)|^{2} \leq 2\left|X_{u}\right|^{2} & =2\left|X_{u} \times X_{v}\right| \\
& =2 \sqrt{\left(y_{u} z_{v}-y_{v} z_{u}\right)^{2}+\left(x_{v} z_{u}-x_{u} z_{v}\right)^{2}+\left(x_{u} y_{v}-x_{v} y_{u}\right)^{2}} \\
& \leq 2 \sqrt{\left(B^{2}+1+A^{2}\right)\left(x_{v} z_{u}-x_{u} z_{v}\right)^{2}}=2 K J((u, v), F),
\end{aligned}
$$

where $K=\sqrt{B^{2}+1+A^{2}}$. Thus $F$ is a $K^{\prime}$-quasiconformal map from $E$ to $U$, where $K^{\prime}=\left(K-\sqrt{K^{2}-1}\right)^{-1}=\sqrt{A^{2}+B^{2}+1}+\sqrt{A^{2}+B^{2}}$; see for example [Finn and Serrin 1958]. Then [Gehring 2005, Theorem 6.4] implies that there is a $K^{\prime}$-quasiconformal extension $L: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ of $F^{-1}: \bar{U} \rightarrow \bar{E}$ and hence there is a $K^{\prime}$-quasiconformal extension $\tilde{F}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ of $F$, given by $\tilde{F}=L^{-1}$. Using Gehring's lemma [1973] or [Iwaniec and Martin 2001, Theorem 14.4.1], we see that $\tilde{F} \in W^{1, p}(B((1,0), \delta))$ for some $p>2$. Since $\tilde{F}=F$ on $E \cap B((1,0), 2 \delta)$ and $F \in W^{1, \infty}(E \backslash B((1,0), \epsilon))$ for each $\epsilon>0$, we see that $x_{u}, x_{v}, z_{u}, z_{v} \in L^{p}(E)$. Since $\tilde{n}$ is normal to $X(E)$, we have $X_{u} \cdot \tilde{n}=0$ and $X_{v} \cdot \tilde{n}=0$, which imply

$$
y_{u}=\frac{\tilde{n}_{1}}{\tilde{n}_{2}} x_{u}+\frac{\tilde{n}_{3}}{\tilde{n}_{2}} z_{u} \quad \text { and } \quad y_{v}=\frac{\tilde{n}_{1}}{\tilde{n}_{2}} x_{v}+\frac{\tilde{n}_{3}}{\tilde{n}_{2}} z_{v}
$$

and therefore $\left|y_{u}\right| \leq B\left|x_{u}\right|+A\left|z_{u}\right|$ and $\left|y_{v}\right| \leq B\left|x_{v}\right|+A\left|z_{v}\right|$. This implies $X$ belongs to $W^{1, p}\left(E: \mathbb{R}^{3}\right)$.

The corollary on [Kenmotsu 1979, page 92] yields

$$
\left|g_{\bar{\zeta}}\right|=\frac{1}{2}|\tilde{H}|\left(1+|g|^{2}\right)\left|X_{u}\right| \leq|H|_{\infty}\left|X_{u}\right|
$$

and so $g_{\bar{\zeta}} \in L^{p}\left(E_{1}: \mathbb{R}^{2}\right)$. Let us set $\mu=(p-2) / p$. Then from [Monakhov 1983, Theorems 5 and 6 , page 205], we see that

$$
\begin{equation*}
g(\zeta)=\psi(\zeta)+h(\zeta) \tag{44}
\end{equation*}
$$

where $\psi$ is a holomorphic function and $h \in L^{\infty}\left(E_{1}\right)$ is a uniformly Hölder continuous function on $E_{1}$ with Hölder exponent $\mu$. Since $g$ and $h$ are bounded, so is $\psi$. Since $h$ is continuous at $1 \in \partial E_{1}$ and $\psi(\zeta)=g(\zeta)-h(\zeta)$, the Phragmén-Lindelof theorem (for example, [Bear and Hile 1983]) and Theorem 2.1 imply

$$
\lim _{r \rightarrow 0^{+}} \psi(1+r \cos (\theta)+i r \sin (\theta))=\psi(1-)(\theta / \pi-1 / 2)+\psi(1+)(3 / 2-\theta / \pi)
$$

for $\pi / 2<\theta<3 \pi / 2$, where $\psi(1+)=g(1+)-h(1)$ and $\psi(1-)=g(1-)-h(1)$, and so
(45)

$$
\lim _{r \rightarrow 0^{+}} g(1+r \cos (\theta)+i r \sin (\theta))=g(1-)(\theta / \pi-1 / 2)+g(1+)(3 / 2-\theta / \pi)
$$



Figure 3. Differing limits of $g(u+i v)$ as $u+i v \rightarrow 1$.
for $\pi / 2<\theta<3 \pi / 2$. Notice then that along any ray $\{1+r \cos (\theta)+i r \sin (\theta)\}$ with $\pi / 2<\theta<3 \pi / 2$, in $|\zeta|<1, g$ converges to a point strictly inside the open unit disk as 1 is approached; see Figure 3. This contradicts Theorem 2.1, which implies $|g(u+i v)| \rightarrow 1$ as $u+i v \rightarrow 1$. Thus our assumption that $f$ is continuous at $O$ is invalid and the proof of Theorem 1.1 is complete.

Remark 3.1. In [Lancaster and Siegel 1996a, Theorem 1], the hypotheses include, "If $\alpha<\pi / 2$ and there exist constants $\underline{\gamma}^{ \pm}, \bar{\gamma}^{ \pm}, 0<\underline{\gamma}^{ \pm} \leq \pi / 2, \pi / 2 \leq \bar{\gamma}^{ \pm}<\pi$, satisfying

$$
\underline{\gamma}^{+}+\underline{\gamma}^{-}>\pi-2 \alpha \quad \text { and } \quad \bar{\gamma}^{+}+\bar{\gamma}^{-}<2 \alpha+\pi
$$

so that $\underline{\gamma}^{ \pm} \leq \gamma^{ \pm}(s) \leq \bar{\gamma}^{ \pm}$for all $s$ in $0<s<s_{0}$ for some $s_{0}$."
While the theorem is true as stated, the assumptions $\underline{\gamma}^{ \pm} \leq \pi / 2$ and $\pi / 2 \leq \bar{\gamma}^{ \pm}$ were added as an afterthought (by this author) and were unnecessary to the argument; [Lancaster and Siegel 1996a, Theorems 1 and 2] remain correct if one merely assumes $\underline{\gamma}^{ \pm} \leq \bar{\gamma}^{ \pm}$. It is useful to note this fact because these assumptions artificially restrict the applicability of these theorems. (In fact, the remainder of that article correctly ignores this restriction.)

## Appendix

We wish to discuss variational solutions of (1) and (2). We assume a solution $f \in C^{2}(\Omega) \cap C^{1, \rho^{*}}(\bar{\Omega} \backslash\{O\})$ is given and we define $H^{*}: \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
H^{*}(x)=H(x, f(x)) \quad \text { for } x \in \Omega \tag{46}
\end{equation*}
$$

For the moment, we let $\Omega$ be any connected, open subset of $\mathbb{R}^{2}$ that has locally Lipschitz boundary and let $\gamma \in L^{\infty}(\partial \Omega)$ with $0 \leq \gamma(x, y) \leq \pi$ for $(x, y) \in \partial \Omega$; for convenience of notation, we assume $\Omega$ is bounded. The usual definition of a
$B V(\Omega)$ (variational) solution of (1) and (2) is a function $u \in B V(\Omega)$ that minimizes the functional

$$
\mathscr{E}(u)=\int_{\Omega} \sqrt{1+|D u|^{2}} d H_{2}+\int_{\Omega} \int_{0}^{u} H^{*}(\cdot, t) d t d H_{2}-\int_{\partial \Omega} \cos (\gamma) u d H_{1}
$$

over $B V(\Omega)$. In some cases (for example, $\Omega$ is unbounded), individual terms in the functional may be infinite; Finn [1986, Definition 7.1] offers a more general definition of variational solution in his book. Another type of variational solution of (1) and (2) is that of a generalized solution, which we describe next.

We denote by $\mathscr{F}$ the (formal) functional given by

$$
\mathscr{F}(U)=\int_{\Omega \times \mathbb{R}}\left|D \phi_{U}\right|+\int_{\Omega \times \mathbb{R}} H^{*} \phi_{U} d t d H_{2}-\int_{\partial \Omega \times \mathbb{R}} \cos (\gamma) \phi_{U} d H_{2} .
$$

For each $T \in(0, \infty)$ and $K \subset \subset \mathbb{R}^{2}$, we define the functional

$$
\begin{equation*}
{ }^{F_{T, K}}(U)=\int_{\Omega(T, K)}\left|D \phi_{U}\right|+\int_{\Omega(T, K)} H^{*} \phi_{U} d t d H_{2}-\int_{\delta \Omega(T, K)} \cos (\gamma) \phi_{U} d H_{2} \tag{47}
\end{equation*}
$$

when $U \subset \Omega \times \mathbb{R}$ is a Caccioppoli set (that is, a Borel set with locally finite perimeter), where $\Omega(T, K)=(\Omega \cap K) \times(-T, T)$ and $\delta \Omega(T, K)=(\partial \Omega \cap K) \times(-T, T)$.

Definition 3.1. A Caccioppoli set $U \subset \Omega \times \mathbb{R}$ is said to be a local solution for $\mathscr{F}$ if and only if for each $T>0$ and $K \subset \subset \mathbb{R}^{2}$, we have $\mathscr{F}_{T, K}(U) \leq \mathscr{F}_{T, K}(V)$ whenever $V \subset \Omega \times \mathbb{R}$ is a Caccioppoli set such that the support of $\phi_{U}-\phi_{V}$ is contained in $\Omega(T, K)$.

As noted in [Finn 1986, Section 7.3], a function $u \in B V(\Omega)$ minimizes $\mathscr{E}$ if and only if its subgraph $U=\{(x, y, t) \in \Omega \times \mathbb{R}: t<u(x, y)\}$ is a local solution for $\mathscr{F}$ [Miranda 1977].

Definition 3.2. A function $u: \Omega \rightarrow[-\infty, \infty]$ is called a generalized solution of (1) and (2) if and only if its subgraph $U$ is a local solution for $\mathscr{F}$.

Definition 3.3. A sequence $\left(u_{j}\right)$ in $B V(\Omega)$ is said to converge locally in $\Omega$ to $u_{\infty}$ if and only if $\phi_{U_{j}}$ converges to $\phi_{U_{\infty}}$ in $L_{\mathrm{loc}}^{1}(\Omega \times \mathbb{R})$ as $j \rightarrow \infty$, where $U_{j}$ and $U_{\infty}$ are the subgraphs of $u_{j}$ and $u_{\infty}$, respectively.

Definition 3.4. For each $\Lambda \subset \mathbb{R}^{2}$ and $\epsilon>0$, set $\Lambda^{\epsilon}=\Lambda \backslash B(O, \epsilon)$ and $\Sigma^{\epsilon}=$ $\partial \Lambda \backslash B(O, \epsilon)$. We will say the triple $(\lambda, \Lambda, O)$ is admissible if and only if $\Lambda$ is an open set in $\mathbb{R}^{2}, O \in \partial \Lambda$, the map $\lambda: \partial \Lambda \backslash\{O\} \rightarrow(0, \pi)$ is in $C^{0, \rho^{*}}(\partial \Lambda \backslash\{O\})$ and, for some $\epsilon_{0}>0$ and all $\epsilon \in\left(0, \epsilon_{0}\right]$, there exist $a=a(\epsilon) \in(0,1), \quad \tau=\tau(\epsilon)>0$, $N=N(\epsilon), \quad N_{1}=N_{1}(\epsilon) \leq N(\epsilon)$, a finite open $\operatorname{cover}\left\{\Lambda_{j}^{\epsilon}: j=2, \ldots, N\right\}$ of $\overline{\Omega^{\epsilon}}$ with $O \notin \bigcup_{j=2}^{N} \overline{\Lambda_{j}^{\epsilon}}$ and rigid motions $F_{j}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ for $2 \leq j \leq N_{1}$, such that $\Lambda_{j}^{\epsilon} \cap \partial \Lambda \neq \varnothing$ if $1 \leq j \leq N_{1}$ and $\Lambda_{j}^{\epsilon} \cap \partial \Lambda=\varnothing$ if $N_{1}<j \leq N$, the set $\Sigma_{j}^{\epsilon}=\partial \Lambda \cap \Lambda_{j}^{\epsilon}$ is open and connected in the relative topology of $\Sigma^{\epsilon}, F_{j}\left(\Sigma_{j}^{\epsilon}\right)$ can be represented
over some interval $a_{j}<x<b_{j}$ with $a_{j}<b_{j}$ by a Lipschitz function $y=\psi_{j}(x)$ with Lipschitz constant $L_{j}$, the set $T_{j}=\left\{\left(x, y+\psi_{j}(x)\right): a_{j}<x<b_{j},-\tau<y<0\right\}$ lies in $F_{j}(\Omega)$ and $|\cos (\gamma)| \sqrt{1+L_{j}^{2}} \leq a(\epsilon)$ on $\Sigma_{j}^{\epsilon}$ for $j=2, \ldots, N_{1}$. Compare this with [Finn 1986, Section 6.3].

Lemma 3.1. Suppose $\gamma \in C^{0, \rho^{*}}(\partial \Omega \backslash\{O\})$ satisfies (4), $\left|\gamma_{1}-\gamma_{2}\right|>\pi-2 \alpha$ (so that $\left.\left(\gamma_{1}, \gamma_{2}\right) \in D_{2}^{+} \cup D_{2}^{-}\right)$and $(\gamma, \Omega, O)$ is admissible. Then there exist $\zeta>0$, $\mu=\mu(a(\zeta), \Omega)$ and $\Upsilon=\Upsilon(a(\zeta), \Omega)$ with $\mu \in[a(\zeta), 1)$ such that for each $T>0$, $\lambda>0$ and $f \in B V(\Omega \times(-T, T))$ with $f \geq 0$ almost everywhere on $\Omega \times(-T, T)$, we have

$$
\begin{equation*}
\left|\int_{\Sigma \times(-T, T)} \cos (\gamma) f^{*} d H_{2}\right| \leq \mu \int_{\mathscr{A}_{\lambda} \times(-T, T)}|D f|+\Upsilon \int_{\mathscr{A}_{\lambda} \times(-T, T)} f \tag{48}
\end{equation*}
$$

where $\mathscr{A}_{\lambda} \subset \Omega$ is the strip of width $\lambda$ adjacent to $\Sigma=\partial \Omega$ and we denote by $f^{*} \in L^{1}(\partial \Omega \times(-T, T))$ the trace of $f$ on $\partial \Omega \times(-T, T)$.
Proof. Fix $T>0$ and $\lambda>0$. Let $f \in B V(\Omega \times(-T, T))$ such that $f \geq 0$ almost everywhere in $\Omega \times(-T, T)$; then $f^{*} \geq 0$ almost everywhere on $\partial \Omega$. We see from [Giusti 1984, Remark 2.12] that there exists a sequence

$$
\left\{f_{k}\right\} \subset C^{\infty}(\Omega \times(-T, T)) \cap B V(\Omega \times(-T, T))
$$

such that

$$
\begin{align*}
& \lim _{k \rightarrow \infty} \int_{\Omega \times(-T, T)}\left|f_{k}-f\right| d x=0  \tag{49}\\
& \lim _{k \rightarrow \infty} \int_{\Omega \times(-T, T)}\left|D f_{k}\right| d x=\int_{\Omega \times(-T, T)}|D f| \tag{50}
\end{align*}
$$

and

$$
\begin{equation*}
f_{k}^{*}=f^{*} \quad \text { on } \partial(\Omega \times(-T, T)) \text { for each } k \in \mathbb{N} \tag{51}
\end{equation*}
$$

where $f_{k}^{*}$ and $f^{*}$ denote the traces of $f_{k}$ and $f$ on $\partial(\Omega \times(-T, T))$, respectively. An examination of the construction of the $f_{k}$ in [Giusti 1984, Theorem 1.17] shows that $f_{k} \geq 0$ on $\Omega \times(-T, T)$ for $k=1,2,3, \ldots$, since $f \geq 0$ almost everywhere on $\Omega \times(-T, T)$. (In fact, each $f_{k}$ is actually a function $f_{\epsilon}$ for a suitably small $\epsilon>0$ in the construction in the proof of that theorem.)

Since $\int|D f|$ is a Radon measure on $\Omega \times(-T, T)$,

$$
\begin{equation*}
\int_{\partial s_{\sigma} \times(-T, T)}|D f|=0 \quad \text { for almost all } \sigma \in(0, \lambda] \text { and all } T>0 \tag{52}
\end{equation*}
$$

by replacing $\lambda$ by a $\sigma \in(0, \lambda]$ that satisfies (52), we may assume

$$
\begin{equation*}
\int_{\partial \mathscr{A}_{\lambda} \times(-T, T)}|D f|=0 \tag{53}
\end{equation*}
$$

always holds.
We shall focus on functions $h \in C^{1}(\Omega \times(-T, T)) \cap B V(\Omega \times(-T, T))$ with $h \geq 0$ in $\Omega \times(-T, T)$ ), obtain (48) for such functions, and then use the approximation above to establish (48) for $f$.

Case $1\left(\left(\gamma_{1}, \gamma_{2}\right) \in D_{2}^{+}\right.$and $\left.\gamma_{2} \leq \pi / 2\right)$. This case is defined by $\gamma_{2}-\gamma_{1}>\pi-2 \alpha$, and so $\gamma_{1}<\pi / 2$ and $2 \alpha>\pi / 2$. Fix $\epsilon \in\left(0, \gamma_{1}\right)$. We wish to select $\sigma \in(0, \pi / 2)$ such that $\sigma<\gamma_{1}-\epsilon, 0<\pi-2 \alpha-\sigma<\gamma_{2}-\epsilon$. Now these conditions require that $\sigma \in\left(0, \gamma_{1}-\epsilon\right) \cap\left(\pi-2 \alpha-\gamma_{2}+\epsilon, \pi-2 \alpha\right)$; this intersection is nonempty since $\gamma_{1}-\epsilon-\left(\pi-2 \alpha-\gamma_{2}+\epsilon\right)>2 \gamma_{1}-2 \epsilon>0$ and so $\gamma_{1}-\epsilon>\pi-2 \alpha-\gamma_{2}+\epsilon$.

Let $\zeta>0$ be small enough that
(a) $\left|\gamma(x)-\gamma_{1}\right|<\epsilon / 2$ whenever $x \in \partial^{+} \Omega \backslash\{O\}$ with $|x| \leq 2 \zeta$, and
(b) $\left|\gamma(x)-\gamma_{2}\right|<\epsilon / 2$ whenever $x \in \partial^{-} \Omega \backslash\{O\}$ with $|x| \leq 2 \zeta$.

Recall that $\tau^{+}(x)=\gamma(x)-\pi / 2$ for $x \in \partial^{+} \Omega \cap B_{\delta^{*}}(O)$ and $\tau^{-}(x)=\gamma(x)+\pi / 2$ for $x \in \partial^{-} \Omega \cap B_{\delta^{*}}(O)$; hence $\left|\tau^{+}(x)-\alpha\right|<\epsilon / 2$ whenever $x \in \partial^{+} \Omega$ with $|x| \leq 2 \zeta$ and $\left|\tau^{-}(x)+\alpha\right|<\epsilon / 2$ whenever $x \in \partial^{-} \Omega$ with $|x| \leq 2 \zeta$.

Let $\tau=\zeta$ and $R_{1}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ be the rotation about the origin through the angle $-\alpha-\sigma$. Then $R_{1}\left(\partial^{+} \boldsymbol{\Omega}\right)$ and $R_{1}\left(\partial^{-} \boldsymbol{\Omega}\right)$ are the graphs $y=\psi_{1}^{+}(x)$ and $y=\psi_{1}^{-}(x)$ of Lipschitz functions with Lipschitz constants

$$
L_{1}^{+} \leq \tan (\sigma+\epsilon / 2) \quad \text { and } \quad L_{1}^{-} \leq \tan (\pi-2 \alpha-\sigma+\epsilon / 2)
$$

respectively; notice that $\operatorname{dom}\left(\psi_{1}^{+}\right)=\left[0, x_{0}^{+}\right)$and $\operatorname{dom}\left(\psi_{1}^{-}\right)=\left(x_{0}^{-}, 0\right]$, where

$$
\left|\left(x_{0}^{+}, \psi_{1}^{+}\left(x_{0}^{+}\right)\right)\right|=2 \zeta \quad \text { and } \quad\left|\left(x_{0}^{-}, \psi_{1}^{-}\left(x_{0}^{-}\right)\right)\right|=2 \zeta .
$$

Set $L_{1}=\max \left\{L_{1}^{+}, L_{1}^{-}\right\}$and let $\delta>0$ satisfy $\delta^{2}+\left(L_{1} \delta+\tau\right)^{2}=4 \zeta^{2}$ (so that $\left.\delta=\zeta\left(\left(3 L_{1}^{2}+4\right)^{1 / 2}-1\right) /\left(L_{1}^{2}+1\right)\right)$.

For $0<x \leq \delta$, we have $\sigma+\epsilon / 2<\gamma_{1}-\epsilon / 2<\gamma(x)$ and so

$$
\cos (\gamma(x)) \sqrt{1+\left(L_{1}^{+}\right)^{2}}<\cos \left(\gamma_{1}-\epsilon / 2\right) \sec (\sigma+\epsilon / 2)<\frac{\cos \left(\gamma_{1}-\epsilon / 2\right)}{\cos \left(\gamma_{1}-\epsilon / 2\right)}=1
$$

For $-\delta \leq x<0$, we have $\pi-2 \alpha-\sigma+\epsilon / 2<\gamma_{2}-\epsilon / 2<\gamma(x)$ and so $\cos (\gamma(x)) \sqrt{1+\left(L_{1}^{-}\right)^{2}}<\cos \left(\gamma_{2}-\epsilon / 2\right) \sec (\pi-2 \alpha-\sigma+\epsilon / 2)<\frac{\cos \left(\gamma_{2}-\epsilon / 2\right)}{\cos \left(\gamma_{2}-\epsilon / 2\right)}=1$.
Set $S_{1}=(-\delta, \delta) \times\left(-L_{1} \delta-\tau, 0\right)$,

$$
\mu_{1}=\frac{\cos \left(\gamma_{1}-\epsilon / 2\right)}{\cos (\sigma+\epsilon / 2)} \quad \text { and } \quad \mu_{2}=\frac{\cos \left(\gamma_{2}-\epsilon / 2\right)}{\cos (\pi-2 \alpha-\sigma+\epsilon / 2)}
$$

Then $\mu_{1}<1, \mu_{2}<1$ and

$$
\begin{equation*}
\sqrt{1+\left(L_{1}^{+}\right)^{2}} \cos \left(\gamma \circ R_{1}^{-1}(x)\right) \leq \mu_{1} \quad \text { for } x \in R_{1}\left(\partial^{+} \Omega\right) \cap S_{1} \tag{54}
\end{equation*}
$$

and

$$
\begin{equation*}
\sqrt{1+\left(L_{1}^{-}\right)^{2}} \cos \left(\gamma \circ R_{1}^{-1}(x)\right) \leq \mu_{2} \quad \text { for } x \in R_{1}\left(\partial^{-} \Omega\right) \cap S_{1} \tag{55}
\end{equation*}
$$

We will now establish

$$
\begin{equation*}
\int_{\Sigma \times(-T, T)} \cos (\gamma) h^{*} d H_{2} \leq \mu \int_{\mathscr{A}_{\lambda} \times(-T, T)}|D h|+\Upsilon \int_{\mathscr{A}_{\lambda} \times(-T, T)} h \tag{56}
\end{equation*}
$$

when $h \in C^{1}(\Omega \times(-T, T)) \cap B V(\Omega \times(-T, T))$ with $h \geq 0$ in $\left.\Omega \times(-T, T)\right)$. To a great extent, we will follow the proof of [Finn 1986, Lemma 6.1]. In Definition 3.4, set $\epsilon$ equal to $\delta, N=N(\delta), N_{1}=N_{1}(\delta), \tau=\tau(\delta)$ and obtain a finite, open cover $\left\{\Lambda_{j}^{\delta}: j=2, \ldots, N\right\}$ of $\Omega^{\delta}$ in $\mathbb{R}^{2}$ with the properties described in the definition. Set $\Omega_{j}^{\delta}=\Lambda_{j}^{\delta} \cap \bar{\Omega}$ for $j=2, \ldots, N$ and set $\Omega_{1}^{\delta}=R_{1}^{-1}\left(S_{1}\right) \cap \bar{\Omega}$. Notice that $\left\{\Omega_{j}^{\delta}: j=1, \ldots, N\right\}$ is an open (in the relative topology of $\bar{\Omega}$ ) cover of $\bar{\Omega}$. Let $\left\{\varphi_{j}: j=1, \ldots, N\right\}$ be a partition of unity of $\bar{\Omega}$ subordinate to $\left\{\Omega_{j}^{\delta}: j=1, \ldots, N\right\}$. Notice since $O \notin \bigcup_{j=2}^{N} \overline{\Lambda_{j}^{\delta}}$ that $\varphi_{1} \equiv 1$ in some neighborhood of $O$.

Using the techniques in the proof of [Finn 1986, Lemma 6.1], one sees that

$$
\left|\int_{\Sigma \times(-T, T)} \varphi_{j} \cos (\gamma) h^{*} d H_{2}\right| \leq a(\delta) \int_{\mathscr{A}_{\lambda} \times(-T, T)} \varphi_{j}|D h|+\Upsilon \int_{\mathscr{A}_{\lambda}^{j} \times(-T, T)} h,
$$

where $\mathscr{A}_{\lambda}^{j}=\mathscr{A}_{\lambda} \cap F_{j}^{-1}\left(T_{j}\right)$ for each $j=2, \ldots, N_{1}$ and $k \in \mathbb{N}$. Notice also that these techniques yield

$$
\left|\int_{\partial^{+} \Omega \times(-T, T)} \varphi_{1} h^{*} d H_{2}\right| \leq \sqrt{1+\left(L_{1}^{+}\right)^{2}} \int_{\mathscr{A}_{\lambda}^{+} \times(-T, T)} \varphi_{1}|D h|+\Upsilon \int_{\mathscr{A}_{\lambda}^{+} \times(-T, T)} h
$$

and

$$
\left|\int_{\partial^{-} \Omega \times(-T, T)} \varphi_{1} h^{*} d H_{2}\right| \leq \sqrt{1+\left(L_{1}^{-}\right)^{2}} \int_{\mathscr{A}_{\lambda}^{-} \times(-T, T)} \varphi_{1}|D h|+\Upsilon \int_{\mathscr{A}_{\lambda}^{-} \times(-T, T)} h
$$

where

$$
\begin{aligned}
& \mathscr{A}_{\lambda}^{+}=\Omega \cap R_{1}^{-1}\left(\left\{(x, y): 0<x<\delta, \psi_{1}^{+}(x)-\lambda<y<\psi_{1}^{+}(x)\right\}\right), \\
& \mathscr{A}_{\lambda}^{-}=\Omega \cap R_{1}^{-1}\left(\left\{(x, y):-\delta<x<0, \psi_{1}^{-}(x)-\lambda<y<\psi_{1}^{-}(x)\right\}\right) .
\end{aligned}
$$

Then

$$
\begin{aligned}
& \int_{\Sigma \times(-T, T)} \varphi_{1} \cos (\gamma) h^{*} d H_{2} \leq \mu_{1} \int_{\mathscr{A}_{\lambda}^{+} \times(-T, T)} \varphi_{1}|D h|+\Upsilon \int_{\mathscr{A}_{\lambda}^{+} \times(-T, T)} h \\
&+\mu_{2} \int_{\mathscr{A}_{\lambda}^{-} \times(-T, T)} \varphi_{1}|D h|+\Upsilon \int_{\mathscr{S}_{\lambda}^{-} \times(-T, T)} h,
\end{aligned}
$$

and so, if we set $\mu_{0}=\max \left\{\mu_{1}, \mu_{2}\right\}<1$,

$$
\begin{equation*}
\int_{\Sigma \times(-T, T)} \varphi_{1} \cos (\gamma) h^{*} d H_{2} \leq \mu_{0} \int_{\mathscr{A}_{\lambda} \times(-T, T)} \varphi_{1}|D h|+\Upsilon \int_{\mathscr{A}_{\lambda}^{1} \times(-T, T)} h \tag{57}
\end{equation*}
$$

where $\mathscr{A}_{\lambda}^{1}=\mathscr{A}_{\lambda} \cap B_{2 \zeta}(O)$. Therefore, if we set $\mu=\max \left\{a(\delta), \mu_{0}\right\}<1$, we obtain

$$
\begin{aligned}
\int_{\Sigma \times(-T, T)} \cos (\gamma) h^{*} d H_{2} & =\sum_{j=1}^{N_{1}} \int_{\Sigma \times(-T, T)} \varphi_{j} \cos (\gamma) h^{*} d H_{2} \\
& \leq \sum_{j=1}^{N_{1}}\left(\mu \int_{\mathscr{A}_{\lambda} \times(-T, T)} \varphi_{j}|D h|+\Upsilon \int_{\mathscr{A}_{\lambda}^{j} \times(-T, T)} h\right) \\
& \leq \mu \int_{\mathscr{A}_{\lambda} \times(-T, T)}|D h|+\Upsilon_{1} \int_{\mathscr{A}_{\lambda} \times(-T, T)} h
\end{aligned}
$$

and thus we obtain (56).
Now set $h=f_{k}$ and obtain $\int_{\Sigma} \cos (\gamma) f_{k}^{*} d s \leq \mu \int_{\mathscr{A}_{\delta}}\left|D f_{k}\right|+\Upsilon_{1} \int_{\mathscr{A}_{\delta}}\left|f_{k}\right|$ for each $k \in \mathbb{N}$. From (50), (53) and [Giusti 1984, Proposition 1.13], we see that

$$
\lim _{k \rightarrow \infty} \int_{\mathscr{A}_{\lambda} \times(-T, T)}\left|D f_{k}\right| d x=\int_{\mathscr{A}_{\lambda} \times(-T, T)}|D f|
$$

and therefore using this together with (49) and (51) yields

$$
\begin{aligned}
\int_{\Sigma} \cos (\gamma) f^{*} d H^{2} & =\int_{\Sigma} \cos (\gamma) f_{k}^{*} d H^{2} \leq \mu \int_{\mathscr{A}_{\delta}}\left|D f_{k}\right|+\Upsilon_{1} \int_{\mathscr{A}_{\delta}}\left|f_{k}\right| \\
& \leq \mu \int_{\mathscr{A}_{\delta}}\left|D f_{k}\right|+\Upsilon_{1} \int_{\mathscr{A}_{\delta}}|f|+\Upsilon_{1} \int_{\mathscr{A}_{\delta}}\left|f-f_{k}\right|
\end{aligned}
$$

If we take the limit as $k \rightarrow \infty$, we obtain

$$
\begin{equation*}
\int_{\Sigma} \cos (\gamma) f^{*} d H^{2} \leq \mu \int_{\mathscr{A}_{\delta}}|D f|+\Upsilon_{1} \int_{\mathscr{A}_{\delta}}|f| . \tag{58}
\end{equation*}
$$

We wish to prove (58) with $f$ replaced by $-f$. Fix $\epsilon \in\left(0, \min \left\{\gamma_{1}, \pi / 2-\gamma_{1}\right\}\right)$. Let $\zeta \in\left(0, \delta^{*} / 2\right)$ be small enough that
(a) $\left|\gamma(x)-\gamma_{1}\right|<\epsilon / 2$ whenever $x \in \partial^{+} \Omega \backslash\{O\}$ with $|x| \leq 2 \zeta$, and
(b) $\left|\gamma(x)-\gamma_{2}\right|<\epsilon / 2$ whenever $x \in \partial^{-} \Omega \backslash\{O\}$ with $|x| \leq 2 \zeta$.

Notice that if $x \in \partial^{+} \Omega \backslash\{O\} \cap B_{2 \zeta}(O)$, then $\pi-\gamma(x)>\pi-\gamma_{1}-\epsilon>\pi / 2$ and so

$$
\begin{equation*}
\cos (\pi-\gamma)<0 \quad \text { on }\left(\partial^{+} \Omega \backslash\{O\}\right) \cap B_{2 \zeta}(O) \tag{59}
\end{equation*}
$$

Also, if $x \in \partial^{-} \Omega \backslash\{O\} \cap B_{2 \zeta}(O)$, then

$$
\left|\tau^{-}(x)+\alpha\right|<\epsilon / 2 \quad \text { and } \quad \pi-\gamma(x)>\pi-\gamma_{2}-\epsilon / 2>\pi / 2-\epsilon / 2
$$

Let $\tau=\zeta$ and let $R_{2}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ be the rotation about the origin through the angle $\alpha-\pi$. Then $R_{2}\left(\partial^{-} \Omega\right) \cap B_{2 \zeta}(O)$ is the graph $y=\psi_{2}^{-}(x)$ of a Lipschitz function with Lipschitz constant $L_{2}^{-} \leq \tan (\epsilon / 2)$; notice that $\operatorname{dom}\left(\psi_{1}^{-}\right)=\left(x_{0}^{-}, 0\right]$, where $\left|\left(x_{0}^{-}, \psi_{1}^{-}\left(x_{0}^{-}\right)\right)\right|=2 \zeta$. Set $L_{2}=L_{2}^{-}$and let $\delta>0$ satisfy $\delta^{2}+\left(L_{2} \delta+\tau\right)^{2}=4 \zeta^{2}$ (so that $\delta=\zeta\left(\left(3 L_{2}^{2}+4\right)^{1 / 2}-1\right) /\left(L_{2}^{2}+1\right)$ ). For $-\delta \leq x<0$, we have $\pi-\gamma(x) \geq$ $\pi / 2-\epsilon / 2$ and so

$$
\cos (\pi-\gamma(x)) \sqrt{1+\left(L_{2}^{-}\right)^{2}}<\cos (\pi / 2-\epsilon / 2) \sec (\epsilon / 2)<\frac{\cos \left(\pi / 4+\gamma_{1} / 2\right)}{\cos \left(\pi / 4-\gamma_{1} / 2\right)}<1
$$

We will now establish

$$
\begin{equation*}
-\int_{\Sigma \times(-T, T)} \cos (\gamma) h^{*} d H_{2} \leq \mu \int_{\mathscr{A}_{\lambda} \times(-T, T)}|D h|+\Upsilon_{1} \int_{\mathscr{A}_{\lambda} \times(-T, T)} h \tag{60}
\end{equation*}
$$

when $h \in C^{1}(\Omega \times(-T, T)) \cap B V(\Omega \times(-T, T))$ with $h \geq 0$ in $\left.\Omega \times(-T, T)\right)$, where $\mu=\max \left\{a(\delta), \mu_{3}\right\}<1$ and $\mu_{3}=\cos (\pi / 2-\epsilon / 2) / \cos (\epsilon / 2)$. Let us write (60) as

$$
\int_{\Sigma \times(-T, T)} \cos (\pi-\gamma) h^{*} d H_{2} \leq \mu \int_{\mathscr{A}_{\lambda} \times(-T, T)}|D h|+\Upsilon_{1} \int_{\mathscr{A}_{\lambda} \times(-T, T)} h
$$

Using the techniques in the proof of [Finn 1986, Lemma 6.1], one sees that

$$
\left|\int_{\Sigma \times(-T, T)} \varphi_{j} \cos (\pi-\gamma) h^{*} d H_{2}\right| \leq a(\delta) \int_{\mathscr{A}_{\lambda} \times(-T, T)} \varphi_{j}|D h|+\Upsilon \int_{\mathscr{A}_{\lambda}^{j} \times(-T, T)} h
$$

where $\mathscr{A}_{\lambda}^{j}=\mathscr{A}_{\lambda} \cap F_{j}^{-1}\left(T_{j}\right)$ for each $j=2, \ldots, N_{1}$ and $k \in \mathbb{N}$. Notice also that these techniques yield

$$
\left|\int_{\partial^{-} \Omega \times(-T, T)} \varphi_{1} h^{*} d H_{2}\right| \leq \sqrt{1+\left(L_{1}^{-}\right)^{2}} \int_{\mathscr{A}_{\lambda}^{-} \times(-T, T)} \varphi_{1}|D h|+\Upsilon \int_{\mathscr{A}_{\lambda}^{-} \times(-T, T)} h
$$

where $\mathscr{A}_{\lambda}^{-}=\Omega \cap R_{2}^{-1}\left(\left\{(x, y):-\delta<x<0, \psi_{2}^{-}(x)-\lambda<y<\psi_{2}^{-}(x)\right\}\right)$. Then (61) $\int_{\Sigma \times(-T, T)} \varphi_{1} \cos (\pi-\gamma) h^{*} d H_{2} \leq \mu_{3} \int_{\mathscr{P L}_{\lambda}^{-} \times(-T, T)} \varphi_{1}|D h|+\Upsilon \int_{\mathscr{P}_{\lambda}^{-} \times(-T, T)} h$.

Therefore, if we set $\mu=\max \left\{a(\delta), \mu_{0}\right\}<1$, we obtain

$$
\begin{aligned}
\int_{\Sigma \times(-T, T)} \cos (\pi-\gamma) h^{*} d H_{2} & =\sum_{j=1}^{N_{1}} \int_{\Sigma \times(-T, T)} \varphi_{j} \cos (\gamma) h^{*} d H_{2} \\
& \leq \sum_{j=1}^{N_{1}}\left[\mu \int_{\mathscr{A}_{\lambda} \times(-T, T)} \varphi_{j}|D h|+\Upsilon \int_{\mathscr{A}_{\lambda}^{j} \times(-T, T)} h\right] \\
& \leq \mu \int_{\mathscr{A}_{\lambda} \times(-T, T)}|D h|+\Upsilon_{1} \int_{\mathscr{A}_{\lambda} \times(-T, T)} h
\end{aligned}
$$

and thus we obtain (60). If we reason as before when we used (56) to obtain (58), we see that (60) and the approximation of $f$ by the $\left(f_{k}\right)$ implies

$$
\begin{equation*}
-\int_{\Sigma} \cos (\gamma) f^{*} d H^{2} \leq \mu \int_{\mathscr{A}_{\delta}}|D f|+\Upsilon_{1} \int_{\mathscr{A}_{\delta}}|f| \tag{62}
\end{equation*}
$$

Since (58) and (62) are together equivalent to (48), we see that the lemma is proven when $\left(\gamma_{1}, \gamma_{2}\right) \in D_{2}^{+}$and $\gamma_{2} \leq \pi / 2$.
Case $2\left(\left(\gamma_{1}, \gamma_{2}\right) \in D_{2}^{+}\right.$and $\left.\gamma_{1} \geq \pi / 2\right)$. In this case, $\gamma_{2}>\pi / 2$. Let us set $\tilde{\gamma}=\pi-\gamma$, $\tilde{\gamma}_{1}=\pi-\gamma_{1}$ and $\tilde{\gamma}_{2}=\pi-\gamma_{2}$. Notice that $\tilde{\gamma}_{1}-\tilde{\gamma}_{2}=\gamma_{2}-\gamma_{1}>\pi-2 \alpha$ and so $\left(\tilde{\gamma}_{1}, \tilde{\gamma}_{2}\right) \in D_{2}^{-}$. Then $\left(\tilde{\gamma}_{2}, \tilde{\gamma}_{1}\right) \in D_{2}^{+}$with $\tilde{\gamma}_{1} \leq \pi / 2$. By reflecting $\Omega$ and $\gamma$ about the $x$-axis, we see from our previous argument with $\gamma_{2} \leq \pi / 2$ that (48) holds.
Case $3\left(\left(\gamma_{1}, \gamma_{2}\right) \in D_{2}^{+}, \quad \gamma_{1}<\pi / 2\right.$ and $\left.\gamma_{2}>\pi / 2\right)$. We use the same argument used to establish (48) when $\gamma_{2} \leq \pi / 2$ - that is, only one of the sides, $\partial^{+} \Omega$ or $\partial^{-} \Omega$, contributes to each integral since an inequality like (59) holds on the other side, and, by rotating through a suitable angle, we can make the intersection of the contributing side with a sufficiently small ball centered at $O$ the graph of a function over the $x$-axis with arbitrarily small Lipschitz constant. Then we see that (48) holds in this case.

Case $4\left(\left(\gamma_{1}, \gamma_{2}\right) \in D_{2}^{-}\right)$. In this case $\gamma_{1}-\gamma_{2}>\pi-2 \alpha$. Then $\left(\gamma_{2}, \gamma_{1}\right) \in D_{2}^{+}$and, by reflection about the $x$-axis, we see our previous arguments show that (48) holds.
Remark 3.2. Suppose $\Omega_{j} \rightarrow \Omega_{\infty}$ in that $\Omega_{j}=\left\{x \in \mathbb{R}^{2}: \epsilon_{j} x \in \Omega\right\}$ when $\epsilon_{j} \rightarrow 0$ as $j \rightarrow \infty$ and $\Omega_{\infty}=\{(r \cos (\theta), r \sin (\theta)): r>0,-\alpha<\theta<\alpha\}$. Assuming we define other quantities appropriately (for example, $\gamma_{j} \in C^{0}\left(\partial \Omega_{j}\right)$ defined by $\gamma_{j}(x)=\gamma\left(\epsilon_{j} x\right)$ for $\left.x \in \partial \Omega_{j}\right)$, then an examination of the proofs of [Finn 1986, Lemmas 6.1 and 7.6] shows that the constants $\zeta, a(\zeta), \Upsilon$ and $\mu$ can be assumed to be independent of $j$ in Lemma 3.1.

Remark 3.3. Notice, in particular, that if $U$ is a Caccioppoli set in $\Omega \times \mathbb{R}$, then, with $f=\phi_{U}$ and $f=\phi_{U^{\prime}}$, (48) implies

$$
\begin{equation*}
\left|\int_{\Sigma \times(-T, T)} \cos (\gamma) \phi_{U}^{*} d H_{2}\right| \leq \mu \int_{\Sigma_{\lambda \times(-T, T)}}\left|D \phi_{U}\right|+\Upsilon \int_{\Sigma_{\lambda \times(-T, T)}} \phi_{U} \tag{63}
\end{equation*}
$$

and
(64) $\left|\int_{\Sigma \times(-T, T)} \cos (\pi-\gamma) \phi_{U^{\prime}}^{*} d H_{2}\right| \leq \mu \int_{\Sigma_{\lambda \times(-T, T)}}\left|D \phi_{U^{\prime}}\right|+\Upsilon \int_{\Sigma_{\lambda \times(-T, T)}} \phi_{U^{\prime}}$, where $U^{\prime}=(\Omega \times \mathbb{R}) \backslash U$ for $T>0$.

Emmer's lemma (for example, [Emmer 1973]), in this case Lemma 3.1, is the key ingredient needed to obtain lower semicontinuity of the functional in question. Slight modifications of arguments in [Finn 1986, Section 7.4] and [Tam 1986b,

Lemma 1.2] show that $\mathscr{E}$ and $\mathscr{F}_{T, K}$ for $T>0$ and $K \subset \subset \mathbb{R}^{2}$ are lower semicontinuous. The proof of [Tam 1986a, Lemma 2.3] (also [Tam 1984, Lemma 2.3]), adapted to the situation here, yields this:

Lemma 3.2. Let $\Omega$ and $\gamma$ be as in Theorem 1.1, and note that $(\gamma, \Omega, O)$ is admissible. Let $\left(\epsilon_{j}\right)$ be a sequence of positive reals such that $\lim _{j \rightarrow \infty} \epsilon_{j}=0$. For each $j \in \mathbb{N}$, set $H_{j}^{*}(x)=\epsilon_{j} H^{*}\left(\epsilon_{j} x\right)$ for $x \in \Omega_{j}$ and $\gamma_{j}(x)=\epsilon_{j} \gamma\left(\epsilon_{j} x\right)$ for $x \in \partial \Omega_{j}$. For each $j \in \mathbb{N}$, suppose $f_{j}$ is a generalized solution for

$$
\mathscr{E}_{j}(u)=\int_{\Omega_{j}} \sqrt{1+|D u|^{2}} d H_{2}+\int_{\Omega_{j}} H_{j}^{*} u d H_{2}-\int_{\partial \Omega_{j}} \cos (\gamma) u d H_{1}
$$

Then $\left(f_{j}\right)$ has a subsequence $\left(f_{j_{i}}\right)$ that converges locally to a generalized solution $f_{\infty}$ for

$$
\mathscr{E}_{\infty}(u)=\int_{\Omega_{\infty}} \sqrt{1+|D u|^{2}} d H_{2}-\int_{\partial^{+} \Omega_{\infty}} \cos \left(\gamma_{1}\right) u d H_{1}-\int_{\partial^{-} \Omega_{\infty}} \cos \left(\gamma_{2}\right) u d H_{1} .
$$
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# THE EXISTENCE AND MONOTONICITY OF A THREE-DIMENSIONAL TRANSONIC SHOCK IN A FINITE NOZZLE WITH AXISYMMETRIC EXIT PRESSURE 

Jun Li, Zhouping Xin and Huicheng Yin


#### Abstract

We establish the existence of a multidimensional transonic shock solution in a class of slowly varying nozzles for the three dimensional steady full Euler system with axially symmetric exit pressure in the diverging part lying in an appropriate scope. We also show that the shock position depends monotonically on the exit pressure.


## 1. Introduction and the main results

The transonic shock problem in a de Laval nozzle is a fundamental one in fluid dynamics and has been extensively studied by many authors under the assumption that the transonic flow is quasi-one-dimensional or the transonic shock goes through some fixed point in advance [Chen et al. 2006; Chen et al. 2007; Chen and Feldman 2003; Chen 2008; Courant and Friedrichs 1948; Embid et al. 1984; Glaz and Liu 1984; Kuz'min 2002; Liu 1982a; 1982b; Xin et al. 2009; Xin and Yin 2005; 2008a; 2008b; Yuan 2006]. Courant and Friedrichs [1948, page 386] proposed a physically more interesting transonic shock wave pattern in a de Laval nozzle as follows: Given an appropriately large end pressure $p_{e}(x)$, if the upstream flow is still supersonic behind the throat of the nozzle, then at a certain place in the diverging part of the nozzle a shock front intervenes and the gas is compressed and slowed down to subsonic speed. The position and the strength of the shock front are automatically adjusted so that the end pressure at the exit becomes $p_{e}(x)$. This means that the position of the transonic shock should be completely free. Indeed, the assumption that the shock goes through some fixed point at the wall of the nozzle in advance may lead to overdetermined boundary conditions for the

[^4]transonic shock problem for the full Euler system with the given exit pressure; see [Xin et al. 2009; Xin and Yin 2008a] for details. Here, we focus on the existence of a solution to this transonic shock problem for the three-dimensional full Euler system when the exit pressure $p_{e}(x)$ is axisymmetric and lies in an appropriate scope without other artificial constraints. In particular, we show the shock position depends monotonically on the exit pressure.

The steady and nonisentropic Euler system in three-dimensional space is

$$
\left\{\begin{array}{l}
\operatorname{div}(\rho u)=0  \tag{1-1}\\
\operatorname{div}(\rho u \otimes u)+\nabla P=0 \\
\operatorname{div}\left(\left(\rho\left(e+\frac{1}{2}|u|^{2}\right)+P\right) u\right)=0
\end{array}\right.
$$

where $u=\left(u_{1}, u_{2}, u_{3}\right), \rho, P, e$ and $S$ stand for the velocity, density, pressure, internal energy and specific entropy, respectively. The pressure function $P=P(\rho, S)$ and the internal energy function $e=e(\rho, S)$ are smooth in their arguments. It is assumed that $\partial_{\rho} P(\rho, S)>0$ and $\partial_{S} e(\rho, S)>0$ for $\rho>0$.

For the ideal polytropic gases, the equations of state are given by

$$
P=A \rho^{\gamma} e^{S / c_{v}} \quad \text { and } \quad e=\frac{P}{(\gamma-1) \rho}
$$

where $A, c_{v}$ and $\gamma$ are positive constants, and $1<\gamma<3$ (in air, $\gamma \approx 1$.4).
We now describe the class of de Laval nozzle that will be studied later on; see also [Li et al. 2010a; 2010b]. The wall $\Gamma$ of the nozzle is assumed to be $C^{3, \alpha}$-regular for $X_{0}-1 \leq r \equiv\left(x_{1}^{2}+x_{2}^{2}+x_{3}^{2}\right)^{1 / 2} \leq X_{0}+1$, where $X_{0}>0$ is a fixed large constant, and $\alpha \in(0,1)$ and $\Gamma$ consists of two curved surfaces $\Pi_{1}$ and $\Pi_{2}$; here $\Pi_{1}$ includes the converging part of the nozzle, and $\Pi_{2}$ constructs a symmetric curved diverging part of it. See Figure 1. More precisely, $\Pi_{2}$ is represented by the equation $x_{2}^{2}+x_{3}^{2}=x_{1}^{2} \tan ^{2} \theta_{0}$ with $x_{1}>0$ and $X_{0}<r<X_{0}+1$, where $\theta$ satisfies $0<\theta_{0}<\pi / 2$ and is sufficiently small. For simplicity, we assume that the $C^{3, \alpha}$-smooth supersonic incoming flow ( $S_{0}^{-}, P_{0}^{-}(x), u_{0}^{-}(x)$ ) is spherically symmetric near $r=X_{0}$; here $S_{0}^{-}(x)=S_{0}^{-}$is a constant, $P_{0}^{-}(x)=P_{0}^{-}(r)$, and $u_{0}^{-}(x)=U_{0}^{-}(r) x / r$. This assumption is easily satisfied because of the hyperbolicity of the supersonic incoming flow and the symmetry of $\Pi_{2}$.

Let shock $\Sigma$ in the nozzle be given by $x_{1}=\eta\left(x^{\prime}\right)$ with $x^{\prime}=\left(x_{2}, x_{3}\right)$, and denote the flow field behind the shock by $\left(S^{+}(x), P^{+}(x), u^{+}(x)\right)$. The Rankine-Hugoniot conditions on $\Sigma$ imply

$$
\left\{\begin{array}{l}
{\left[\left(1,-\nabla_{x^{\prime}} \eta\left(x^{\prime}\right)\right) \cdot \rho u\right]=0}  \tag{1-2}\\
{\left[\left(\left(1,-\nabla_{x^{\prime}} \eta\left(x^{\prime}\right)\right) \cdot \rho u\right) u\right]+\left(1,-\nabla_{x^{\prime}} \eta\left(x^{\prime}\right)\right)^{t}[P]=0} \\
{\left[\left(1,-\nabla_{x^{\prime}} \eta\left(x^{\prime}\right)\right) \cdot\left(\rho\left(e+\frac{1}{2}|u|^{2}\right)+P\right) u\right]=0}
\end{array}\right.
$$



Figure 1

Here the brackets around function denotes the jump of that function across $\Sigma$.
In addition, $P^{+}(x)$ should satisfy the physical entropy condition

$$
\begin{equation*}
P^{+}(x)>P^{-}(x) \quad \text { on } x_{1}=\eta\left(x_{2}, x_{3}\right) ; \tag{1-3}
\end{equation*}
$$

see [Courant and Friedrichs 1948].
On the exit of the nozzle, the pressure is prescribed and axisymmetric:

$$
\begin{equation*}
P^{+}(x)=P_{e}+\varepsilon \tilde{P}(\theta) \quad \text { on } r=X_{0}+1 \tag{1-4}
\end{equation*}
$$

Here $P_{e}$ is a positive constant, $\varepsilon>0$ is sufficiently small, $\theta=r^{-1} \arcsin \left(x_{2}^{2}+x_{3}^{2}\right)^{1 / 2}$, and $\tilde{P}(\theta) \in C^{2, \alpha}\left[0, \theta_{0}\right]$ with $\tilde{P}^{\prime}(0)=\tilde{P}^{\prime}\left(\theta_{0}\right)=0$. We require that for given exit pressure $P_{e}$, the Euler system (1-1) has a radial symmetric transonic shock lying at $r=r_{0} \in\left(X_{0}, X_{0}+1\right)$ with supersonic incoming flow $\left(S_{0}^{-}, P_{0}^{-}(r),\left(U_{0}^{-}(r) / r\right) x\right)$ for $r \in\left(X_{0}, r_{0}\right)$. For the range of $P_{e}$ and detailed information on the corresponding transonic shock solution $\left(S_{0}^{ \pm}, P_{0}^{ \pm}(r),\left(U_{0}^{ \pm}(r) / r\right) x\right)$, see Theorem A.1.

The wall of the nozzle is assumed to be solid; thus

$$
\begin{equation*}
x_{1} u_{1}^{+} \tan ^{2} \theta_{0}-x_{2} u_{2}^{+}-x_{3} u_{3}^{+}=0 \quad \text { on } \Pi_{2} . \tag{1-5}
\end{equation*}
$$

Finally, we assume $X_{0}$ and $\theta_{0}$ to be suitably large and small respectively so that

$$
\begin{equation*}
X_{0} \theta_{0}=1 \quad \text { and } \quad \frac{1}{2} \eta_{0}<\theta_{0}<\eta_{0} \tag{1-6}
\end{equation*}
$$

Here $\eta_{0}>0$ is a constant.
Note that (1-6) means that the nozzle wall $\Pi_{2}: x_{2}^{2}+x_{3}^{2}=x_{1}^{2} \tan ^{2} \theta_{0}$ is close to the cylindrical surface $x_{2}^{2}+x_{3}^{2}=1$ for $X_{0} \leq r \leq X_{0}+1$.

The main results in this paper can be stated as follows:
Theorem 1.1 (existence and monotonicity). Under the assumptions above, with

$$
M_{0}^{-}\left(X_{0}\right) \equiv \frac{U_{0}^{-}\left(X_{0}\right)}{c\left(\rho_{0}^{-}\left(X_{0}\right)\right)}>\sqrt{\frac{\gamma+3}{2}}
$$

and $\varepsilon<1 / X_{0}^{3}$, the problem (1-1) with the conditions (1-2)-(1-5) has a solution ( $\left.S^{+}(x), P^{+}(x), u^{+}(x) ; \eta\left(x_{2}, x_{3}\right)\right)$ that admits the following estimates:
(i) $\eta\left(x_{2}, x_{3}\right) \in C^{3, \alpha}\left(\bar{S}_{e}\right)$, with $S_{e}=\left\{\left(x_{2}, x_{3}\right):\left(\eta\left(x_{2}, x_{3}\right), x_{2}, x_{3}\right) \in \Sigma\right\}$ being the projection of the shock surface $\Sigma$ onto the ( $x_{2}, x_{3}$ )-plane. Moreover, there exists a constant $C_{0}>0$ (depending only on $\alpha$ and the supersonic incoming flow) such that

$$
\begin{aligned}
\left\|\eta\left(x_{2}, x_{3}\right)-\left(r_{0}^{2}-x_{2}^{2}-x_{3}^{2}\right)^{1 / 2}\right\|_{L^{\infty}\left(S_{e}\right)} & \leq C_{0} X_{0} \varepsilon, \\
\left\|\nabla_{x_{2}, x_{3}}\left(\eta\left(x_{2}, x_{3}\right)-\left(r_{0}^{2}-x_{2}^{2}-x_{3}^{2}\right)^{1 / 2}\right)\right\|_{C^{2, \alpha}\left(\bar{S}_{e}\right)} & \leq C_{0} \varepsilon .
\end{aligned}
$$

(ii) Denote by
$\Omega_{+}=\left\{\left(x_{1}, x_{2}, x_{3}\right): \eta\left(x_{2}, x_{3}\right)<x_{1}<\left(\left(X_{0}+1\right)^{2}-x_{2}^{2}-x_{3}^{2}\right)^{1 / 2}, x_{2}^{2}+x_{3}^{2} \leq x_{1}^{2} \tan ^{2} \theta_{0}\right\}$ the subsonic region. Then $\left(S^{+}(x), P^{+}(x), u^{+}(x)\right) \in C^{2, \alpha}\left(\bar{\Omega}_{+}\right)$satisfies

$$
\left\|\left(S^{+}(x), P^{+}(x), u^{+}(x)\right)-\left(S_{0}^{+}, \hat{P}_{0}^{+}(r), \hat{u}_{0}^{+}(x)\right)\right\|_{C^{2, \alpha}\left(\bar{\Omega}_{+}\right)} \leq C_{0} \varepsilon
$$

where $\hat{u}_{0}^{+}(x)=\hat{U}_{0}^{+}(r) x / r$, and $\left(S_{0}^{+}, \hat{P}_{0}^{+}(r), \hat{u}_{0}^{+}(r)\right)$ stands for the extension of the background solution $\left(S_{0}^{+}, P_{0}^{+}(r), U_{0}^{+}(r) x / r\right)$ in $\Omega_{+}$described in more detail in Theorem A. 1 and Remark A.3.
(iii) The position of the shock surface depends on the given exit pressure monotonically and continuously.
Remark 1.2. Showing that the shock position depends monotonically on the exit pressure is one of the keys to the existence result described by Theorem 1.1. When the exit pressure changes at order $O(\varepsilon)$, the shock position will change at order $X_{0} O(\varepsilon)$ instead of $O(1) \varepsilon$; this will be crucial in our analysis.

Remark 1.3. The condition

$$
M_{0}^{-}\left(X_{0}\right) \equiv \frac{U_{0}^{-}\left(X_{0}\right)}{c\left(\rho_{0}^{-}\left(X_{0}\right)\right)}>\sqrt{\frac{\gamma+3}{2}}
$$

on the supersonic Mach number is there to ensure that the shock position along the nozzle wall is monotonic in the subsonic pressure across the shock; this is the initial step toward showing the monotonic dependence of the shock position on the exit pressure. See (4-34), (4-36), (4-38), and (4-39) for more details.
Remark 1.4. Although in [Li et al. 2010a] we established by a completely different method (see [Li et al. 2009a] also) the existence of a three-dimensional transonic shock for a variety of conic nozzles with axisymmetric exit pressures, we did not show monotonic dependence of the shock position on the exit pressure.

There has already been much work on the steady transonic problem; see [Bers 1950; 1951; Čanić et al. 2000; Chen et al. 2006; Chen et al. 2007; Chen and Feldman 2003; Chen 2008; Courant and Friedrichs 1948; Embid et al. 1984; Glaz
and Liu 1984; Kuz'min 2002; Li et al. 2009a; 2009b; 2010a; 2010b; Liu 1982a; 1982b; Morawetz 1994; Xin et al. 2009; Xin and Yin 2005; 2008b; 2008a; Yuan 2006; Zheng 2003; 2006] and the references therein. In particular, for a threedimensional nozzle with a symmetric diverging part and a symmetric supersonic incoming flow near the diverging part of the nozzle, Xin and Yin [2008b] and Courant and Friedrichs [1948] have shown that there exist two constant pressures $P_{1}$ and $P_{2}$ with $P_{1}<P_{2}$ such that if the exit pressure $P_{e}$ is in the interval $\left(P_{1}, P_{2}\right)$, then the transonic shock exists uniquely in the diverging part of the nozzle, and the position and the strength of the shock are completely determined by $P_{e}$ and the resulting ordinary differential equations. Xin and Yin [2008b] also established global existence, stability and long time asymptotic behavior of an unsteady symmetric transonic shock under the exit pressure $P_{e}$ when the initial unsteady shock lies in the symmetric diverging part of the three-dimensional nozzle; on the other hand a steady symmetric transonic shock is dynamically unstable if it lies in the symmetric converging part of the nozzle. In [Li et al. 2009b], we established for the two-dimensional steady Euler system, by a monotonicity argument on the shock position and the exit pressure, uniqueness and existence of a completely free twodimensional transonic shock in a nozzle with variable end pressures at the exit. For the three-dimensional steady Euler system, we have shown in [Li et al. 2010b] the uniqueness of a completely free three-dimensional transonic shock solution of class $C^{3, \alpha}$ in a nozzle with general exit pressure; this regularity is higher than the $C^{2, \alpha}$ regularity of solutions in Theorem 1.1. In this paper, we will focus on the existence and monotonicity property of a completely free three-dimensional transonic shock for a certain class of the exit pressures.

Next we comment on the proofs of the main results in this paper. In almost all previous results dealing with transonic shocks in a nozzle with given exit pressure except, except for those in [Li et al. 2009b; 2010a; 2010b; Xin et al. 2009], the authors assume that the shock goes through a fixed point in advance; this plays the crucial role in the analysis, in particular, in the process of determining the shock position. However, for de Laval nozzles, this assumption is not physical since the shock position should be determined by the supersonic incoming flow, the geometry of the nozzle and the exit pressure, as pointed out by Courant and Friedrichs. Moreover, this constraint may lead in general to an over-determined problem. In [Li et al. 2009b; 2010a; 2010b], we have successfully removed this condition, and further determined the shock position and transonic flow in the nozzle. This leads to the well-posedness of the transonic shock problem in the two-dimensional case and the uniqueness of solutions to it in the three-dimensional case, as well as some new observations and techniques.

A key step in [Li et al. 2009b; 2010b] is to derive a priori gradient estimates instead of the solution itself, in order to establish that the shock position along
the walls of the nozzle varies monotonically with exit pressure. This leads to the determination of a unique shock position and the desired stability estimates. However, it seems difficult to apply these methods directly to obtain the existence of the transonic shock in a three-dimensional nozzle. The main reasons are as follows: $C^{3, \alpha}$ regularity of the solution in the subsonic region plays a fundamental role in the theorems, but this higher order regularity is a source of great difficulties for nozzles with variable exit pressure. Compared with two-dimensional case, it seems much more difficult to find higher order compatibility conditions near the intersection curve of the shock surface with the wall of the nozzle, which is necessary to ensure $C^{3, \alpha}$ regularity of the solution nearby. In the two-dimensional case, higher order compatibility at the intersection points of the shock curve with the walls of the nozzle can be found directly from the Euler system together with the no-flow boundary condition of the walls of the nozzle, and Rankine-Hugoniot conditions on the shock curve. This yields naturally $C^{3, \alpha}$ regularity of the solution in [Li et al. 2009b]; similar approaches cannot be applied in the three-dimensional case; see [Xin and Yin 2008b, Lemma 6.1]. In addition, for the axially symmetric exit pressure in this paper, it is natural to introduce spherical coordinates in the space variables, which brings new technical difficulties in finding compatibility conditions on the symmetry axis and handling singularities and source terms in the transformed equations near the symmetry axis. Due to the singularity near the symmetry axis and the source terms for the Euler system in spherical coordinates, the key gradient estimate method in [Li et al. 2009b] cannot be applied here; see (2-8) and Remark 3.3.

To overcome these difficulties, our strategy is as follows: First, we will give some rather delicate computations and analysis of the three-dimensional Euler system and the related axisymmetric functions near the $x_{1}$-axis and the nozzle wall; this is to establish $C^{2, \alpha}$ regularity of the solutions; see Lemmas B.1-B. 7 and Section 3. Second, to derive that the shock position is monotonic in the end pressure, we will focus directly on the first order elliptic system and how the two pressures and two shock positions (see (4-17)) differ from those in the gradient estimates of [Li et al. 2009b; 2010b]. The key step is to establish an ordinary differential-integral inequality in the difference of pressures (see (4-45)). Based on this result and the continuous dependence of the shock position on the exit pressure, we can finally complete the proof of Theorem 1.1.

The rest of the paper is organized as follows. In Section 2, we will reformulate the three-dimensional problem (1-1) with the boundary conditions (1-2)-(1-5). First we transform the nozzle wall into a cube surface, and decompose the velocity $u^{+}$as the radial speed $U_{1}^{+}$and two angular speeds $U_{2}^{+}$and $U_{3}^{+}$. In the Euler system on ( $S^{+}, P^{+}, U_{1}^{+}, U_{2}^{+}, U_{3}^{+}$), with the exit boundary condition (1-4), it is natural to search for a solution with $U_{3}^{+} \equiv 0$. Furthermore, we decompose the Euler system
(1-1) as a $2 \times 2$ first order elliptic system for $\rho^{+}$and $U_{2}^{+} / U_{1}^{+}$, and two algebraic equations in $U_{1}^{+}$and specific entropy $S^{+}$respectively. In Section 3, we use the decomposition in Section 2 to linearize the compressible Euler system, establish an existence result under the assumption that the shock goes through some fixed point at the nozzle wall in advance, and obtain some key estimates based on the background solution. We note that this solution does not satisfy the boundary condition (1-4) unless the exit pressure is adjusted by an appropriate constant. In Section 4, we establish that the shock position is monotonic in the end pressure. In Section 5, we use the continuous dependence of the solution on the shock position to the existence result in Theorem 1.1. In Appendix A, we list some properties of the background solution. We give some useful inequalities and estimates in Appendix B. Finally, in Appendix C we give a detailed discussion of the regularity of $C^{3, \alpha}$ solutions to problem (1-1) with (1-2)-(1-5).

We will use the following conventions:
$O(\varepsilon)$ means that there exists a generic constant $C_{1}>0$ independent of $X_{0}$ and $\varepsilon$ such that $\|O(\varepsilon)\|_{C^{1, \alpha}} \leq C_{1} \varepsilon$.
$O\left(1 / X_{0}^{m}\right)$ for $m>0$ means that there exists a generic constant $C_{2}>0$ independent of $X_{0}$ and $\varepsilon$ such that $\left\|O\left(1 / X_{0}^{m}\right)\right\|_{C^{1, \alpha}} \leq C_{2} / X_{0}^{m}$.

## 2. Reformulation of the problem

In this section, we will reformulate the nonlinear problem (1-1) with (1-2)-(1-5) to obtain a coupled first order elliptic system in the angular velocity exponent $U_{2}^{+}$ and the density $\rho^{+}$, and two first order equations, one in the radial velocity $U_{1}^{+}$ and the other in the specific entropy $S^{+}$. As in [Xin and Yin 2008b], we will need to derive relations between $\left(\rho^{+}, U_{1}^{+}\right)$and $\left(U_{2}^{+}, U_{3}^{+}\right)$in the shock $\Sigma$. Due to the symmetry of the nozzle wall $\Pi_{2}$ and the supersonic incoming flow in the diverging part, it will be more convenient to use the spherical coordinates

$$
\begin{equation*}
x_{1}=r \cos \theta, \quad x_{2}=r \sin \theta \cos \varphi, \quad x_{3}=r \sin \theta \sin \varphi \tag{2-1}
\end{equation*}
$$

and velocity decomposition

$$
\begin{align*}
U_{1}^{+} & =u_{1}^{+} \cos \theta+u_{2}^{+} \sin \theta \cos \varphi+u_{3}^{+} \sin \theta \sin \varphi \\
U_{2}^{+} & =u_{1}^{+} \sin \theta-u_{2}^{+} \cos \theta \cos \varphi-u_{3}^{+} \cos \theta \sin \varphi  \tag{2-2}\\
U_{3}^{+} & =-u_{2}^{+} \sin \varphi+u_{3}^{+} \cos \varphi
\end{align*}
$$

where $\theta \in\left[0, \theta_{0}\right], \varphi \in[0,2 \pi]$, and $r=\left(x_{1}^{2}+x_{2}^{2}+x_{3}^{2}\right)^{1 / 2}$.
In the spherical coordinates (2-1), set

$$
\tilde{\nabla}:=\left(\partial_{r},-\frac{1}{r} \partial_{\theta}, \frac{1}{r \sin \theta} \partial_{\varphi}\right) \quad \text { and } \quad \tilde{U}=\left(U_{1}, U_{2}, U_{3}\right)
$$

Then (1-1) and (1-2) are transformed respectively into

$$
\left\{\begin{array}{l}
\tilde{\nabla} \cdot\left(\rho^{+} \tilde{U}^{+}\right)+\left(\frac{2}{r},-\frac{1}{r} \cot \theta\right) \rho^{+} \cdot\left(U_{1}^{+}, U_{2}^{+}\right)=0  \tag{2-3}\\
\left(\tilde{U}^{+} \cdot \tilde{\nabla}\right) \tilde{U}^{+}+\frac{\tilde{\nabla} P^{+}}{\rho^{+}}+\frac{1}{r}\left(\begin{array}{c}
-\left(\left(U_{2}^{+}\right)^{2}+\left(U_{3}^{+}\right)^{2}\right) \\
U_{1}^{+} U_{2}^{+}+\left(U_{3}^{+}\right)^{2} \cot \theta \\
U_{1}^{+} U_{2}^{+}-U_{2}^{+} U_{3}^{+} \cot \theta
\end{array}\right)=0 \\
\left(\tilde{U}^{+} \cdot \tilde{\nabla}\right) S^{+}=0,
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
{[\rho \tilde{U}] \cdot\left(1, \frac{1}{\tilde{r}} \partial_{\theta} \tilde{r},-\frac{\partial_{\varphi} \tilde{r}}{\tilde{r} \sin \theta}\right)=0}  \tag{2-4}\\
{[\rho \tilde{U} \otimes \tilde{U}+P I] \cdot\left(1, \frac{1}{\tilde{r}} \partial_{\theta} \tilde{r},-\frac{\partial_{\varphi} \tilde{r}}{\tilde{r} \sin \varphi}\right)=0} \\
{\left[\left(\rho\left(e+\frac{1}{2}|\tilde{U}|^{2}\right)+P\right) \tilde{U}\right] \cdot\left(1, \frac{1}{\tilde{r}} \partial_{\theta} \tilde{r},-\frac{\partial_{\varphi} \tilde{r}}{\tilde{r} \sin \varphi}\right)=0}
\end{array}\right.
$$

where $r=\tilde{r}(\theta, \varphi)$ is the equation of the shock surface $\Sigma$ in the spherical coordinates $(r, \theta, \varphi)$.

Meanwhile, (1-4) and (1-5) are correspondingly changed into

$$
\begin{equation*}
P^{+}(r, \theta, \varphi)=P_{e}+\varepsilon \tilde{P}(\theta) \quad \text { on } r=X_{0}+1 \tag{2-5}
\end{equation*}
$$

and

$$
\begin{equation*}
U_{2}^{+}=0 \quad \text { on } \theta=\theta_{0} . \tag{2-6}
\end{equation*}
$$

For the axisymmetric exit pressure (1-4), we will search for solutions of (2-3)-(2-6) in the form

$$
\begin{equation*}
\left(S^{+}, P^{+}, \tilde{U}^{+} ; \tilde{r}\right)=\left(S^{+}(r, \theta), P^{+}(r, \theta), U_{1}^{+}(r, \theta), U_{2}^{+}(r, \theta), 0 ; \tilde{r}(\theta)\right) \tag{2-7}
\end{equation*}
$$

that is, we look for a solution and shock surface independent of the variable $\varphi$.
In this case, using the notation

$$
U \equiv\left(U_{1}, U_{2}\right), \quad U^{\perp} \equiv\left(-U_{2}, U_{1}\right), \quad \nabla \equiv\left(\partial_{r},-(1 / r) \partial_{\theta}\right)
$$

we can simplify (2-3) and (2-4) to

$$
\left\{\begin{array}{l}
\nabla \cdot\left(\rho^{+} U^{+}\right)+\frac{1}{r} \rho^{+}(2,-\cot \theta) \cdot U^{+}=0  \tag{2-8}\\
\left(U^{+} \cdot \nabla\right) U^{+}+\frac{1}{\rho^{+}} \nabla P^{+}+\frac{U_{2}^{+}}{r}\left(U^{+}\right)^{\perp}=0 \\
(U \cdot \nabla) S^{+}=0
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
{[\rho U] \cdot\left(1, \frac{\tilde{r}^{\prime}(\theta)}{\tilde{r}(\theta)}\right)=0,}  \tag{2-9}\\
{[\rho U \otimes U+P I] \cdot\left(1, \frac{\tilde{r}^{\prime}(\theta)}{\tilde{r}(\theta)}\right)=0,} \\
{\left[\left(\rho\left(e+\frac{1}{2}|U|^{2}\right)+P\right) U\right] \cdot\left(1, \frac{\tilde{r}^{\prime}(\theta)}{\tilde{r}(\theta)}\right)=0 .}
\end{array}\right.
$$

For convenience, we use the transformation

$$
\begin{equation*}
y_{1}=r \quad \text { and } \quad y_{2}=X_{0} \theta, \tag{2-10}
\end{equation*}
$$

to change the fixed wall $\Pi_{2}$ into $y_{2}=1$.
In the following, we will drop the + superscripts for simplicity in presentation.
In this case, (2-8) and (2-9) can be rewritten respectively as

$$
\left\{\begin{array}{l}
\nabla_{y} \cdot(\rho U)+\frac{\rho}{y_{1}} U \cdot\left(2,-\cot \left(\frac{y_{2}}{X_{0}}\right)\right)=0  \tag{2-11}\\
\left(U \cdot \nabla_{y}\right) U+\frac{1}{\rho} \nabla_{y} P+\frac{U_{2}}{y_{1}} U^{\perp}=0 \\
\left(U \cdot \nabla_{y}\right) S=0
\end{array}\right.
$$

and

$$
\left(\begin{array}{c}
{[\rho U]}  \tag{2-12}\\
{[\rho U \otimes U+P I]} \\
{\left[\left(\rho\left(e+\frac{1}{2}|U|^{2}\right)+P\right) U\right]}
\end{array}\right) \cdot\binom{1}{\left.\frac{X_{0} \xi^{\prime}\left(y_{2}\right)}{\xi\left(y_{2}\right)}\right)=0, ~ \text {, }}=
$$

where $\nabla_{y} \equiv\left(\partial_{y_{1}},-\left(X_{0} / y_{1}\right) \partial_{y_{2}}\right)$ and $\xi\left(y_{2}\right)=\tilde{r}\left(y_{2} / X_{0}\right)$, and (2-5) and (2-6) become respectively

$$
\begin{equation*}
P(y)=P_{e}+\varepsilon \tilde{P}\left(y_{2} / X_{0}\right) \quad \text { on } y_{1}=X_{0}+1 \tag{2-13}
\end{equation*}
$$

and

$$
\begin{equation*}
U_{2}=0 \quad \text { on } y_{2}=1 . \tag{2-14}
\end{equation*}
$$

Next, we derive boundary conditions of $\left(P, S, U_{1}\right)$ on the shock surface.
It follows from (2-12) that

$$
\begin{equation*}
\xi^{\prime}\left(y_{2}\right)=-\frac{\xi\left(y_{2}\right)}{X_{0}} \frac{\left[\rho U_{1} U_{2}\right]}{\left[\rho U_{2}^{2}+P\right]} . \tag{2-15}
\end{equation*}
$$

This, together with (2-12), yields on $\Sigma$ that

$$
\begin{align*}
& G_{1}(\rho, U, S) \equiv\left[\rho U_{1}\right]\left[\rho U_{2}^{2}+P\right]-\rho^{2} U_{1} U_{2}^{2}=0 \\
& G_{2}(\rho, U, S) \equiv\left[\rho U_{1}^{2}+P\right]\left[\rho U_{2}^{2}+P\right]-\left(\rho U_{1} U_{2}\right)^{2}=0 \\
& G_{3}(\rho, U, S) \equiv\left[\left(\rho e+\frac{1}{2} \rho|U|^{2}+P\right) U_{1}\right]\left[\rho U_{2}^{2}+P\right]  \tag{2-16}\\
& \\
& \quad-\rho U_{1}\left(\rho e+\frac{1}{2} \rho|U|^{2}+P\right) U_{2}^{2}=0
\end{align*}
$$

It follows from a direct computation and the implicit function theorem that at the shock position $\Sigma$

$$
\begin{align*}
\left(S-S_{0}^{+}, P-P_{0}^{+}, U_{1}-\right. & \left.\hat{U}_{0}^{+}\right)\left(r_{0}\right)  \tag{2-17}\\
& =\left(\tilde{g}_{1}, \tilde{g}_{2}, \tilde{g}_{3}\right)\left(U_{2}^{2}, P_{0}^{-}-P_{0}^{-}\left(r_{0}\right), U_{0}^{-}-U_{0}^{-}\left(r_{0}\right)\right)
\end{align*}
$$

where $\tilde{g}_{j}$ is smooth in its arguments and satisfies $\tilde{g}_{j}(0,0,0)=0$ for $j=1,2,3$. Moreover, by (1-6), the expected estimates in Theorem 1.1, and Remarks A. 2 and A.3, it can be verified that

$$
\tilde{g}_{i}=\left(O(\varepsilon)+O\left(1 / X_{0}\right)\right)\left(O\left(U_{2}\right)+O\left(\xi\left(y_{2}\right)-r_{0}\right)\right) \quad \text { for } i=1,2,3 .
$$

This implies that on the shock surface, the influence of $U_{2}$ and $\xi\left(y_{2}\right)-r_{0}$ on $S-S_{0}^{+}, U_{1}-\hat{U}_{0}^{+}$and $P-\hat{P}_{0}^{+}$can be almost neglected.

On the other hand, due to (2-1) and (2-10), the extension $\left(S_{0}^{ \pm}, \hat{P}_{0}^{ \pm}(r), \hat{U}_{0}^{ \pm}(r)\right)$ of the background solution in Appendix A will be changed into

$$
\begin{equation*}
\left(S_{0}^{ \pm}, \hat{P}_{0}^{ \pm}(y), \hat{U}_{0}^{ \pm}(y)\right) \tag{2-18}
\end{equation*}
$$

which satisfies for large $X_{0}$

$$
\begin{equation*}
\left|\frac{d^{k} \hat{P}_{0}^{ \pm}\left(y_{1}\right)}{d y_{1}^{k}}\right|+\left|\frac{d^{k} \hat{U}_{0}^{ \pm}\left(y_{1}\right)}{d y_{1}^{k}}\right| \leq \frac{C}{X_{0}^{k}} \quad \text { for } k=1,2,3 \tag{2-19}
\end{equation*}
$$

where the constant $C>0$ is independent of $X_{0}$ (see Remark A.2).
To treat the system (2-11) with (2-12)-(2-14), we introduce new coordinates

$$
\begin{equation*}
z_{1}=\frac{y_{1}-\xi\left(y_{2}\right)}{X_{0}+1-\xi\left(y_{2}\right)} \quad \text { and } \quad z_{2}=y_{2} \tag{2-20}
\end{equation*}
$$

which changes the free domain

$$
\begin{equation*}
R_{+}=\left\{\left(y_{1}, y_{2}\right): \xi\left(y_{2}\right)<y_{1}<X_{0}+1,0<y_{2}<1\right\} \tag{2-21}
\end{equation*}
$$

into a fixed square

$$
\begin{equation*}
E_{+}=\left\{\left(z_{1}, z_{2}\right): 0<z_{1}<1,0<z_{2}<1\right\} . \tag{2-22}
\end{equation*}
$$

There coordinates will decouple the system (2-11) with (2-12)-(2-14).

With some abuse of notation, we set

$$
\begin{align*}
\left(S, P, U_{1}, U_{2}\right)(z) & =\left(S, P, U_{1}, U_{2}\right)\left(\xi\left(z_{2}\right)+z_{1}\left(X_{0}+1-\xi\left(z_{2}\right)\right), z_{2}\right)  \tag{2-23}\\
\left(\hat{P}_{0}^{+}, \hat{U}_{0}^{+}\right)\left(z_{1}\right) & =\left(\hat{P}_{0}^{+}, \hat{U}_{0}^{+}\right)\left(r_{0}+z_{1}\left(X_{0}+1-r_{0}\right)\right)
\end{align*}
$$

Define

$$
\begin{equation*}
w=U_{2} / U_{1} \tag{2-25}
\end{equation*}
$$

We now derive a first order elliptic system in $w$ and $P$. In fact, $\frac{1}{\rho U_{1}^{2}} \times\left((\right.$ the third equation in $(2-11))-U_{2} \times($ the first equation in $\left.(2-11))\right)$, together with the fourth equation in (2-11), yields

$$
\partial_{y_{1}} w-\frac{X_{0}}{y_{1}}\left(\frac{1}{\rho U_{1}^{2}}-\frac{w^{2}}{\gamma P}\right) \partial_{y_{2}} P-\frac{w}{\gamma P} \partial_{y_{1}} P-\frac{w}{y_{1}}+\frac{w^{2}}{y_{1}} \cot \frac{y_{2}}{X_{0}}=0 .
$$

While
$\frac{y_{1}}{X_{0} \rho U_{1}^{2}} \times\left((\right.$ the second equation in $(2-11))-U_{1} \times($ the first equation in $\left.(2-11))\right)$
yields

$$
\partial_{y_{2}} w+\frac{w}{X_{0}} \cot \frac{y_{2}}{X_{0}}+\frac{y_{1}}{X_{0}}\left(\frac{1}{\rho U_{1}^{2}}-\frac{1}{\gamma P}\right) \partial_{y_{1}} P+\frac{w}{\gamma P} \partial_{y_{2}} P-\frac{w^{2}+2}{X_{0}}=0 .
$$

In the $\left(z_{1}, z_{2}\right)$ coordinates, we then have in $E_{+}$

$$
\begin{align*}
\partial_{z_{1}} w-a_{1} \partial_{z_{2}} P & =F_{1}\left(S, P, U_{1}, U_{2} ; \xi\right), \\
\partial_{z_{2}} w+\frac{1}{X_{0}} \cot \frac{z_{2}}{X_{0}} w+a_{2} \partial_{z_{1}} P & =F_{2}\left(S, P, U_{1}, U_{2} ; \xi\right), \tag{2-26}
\end{align*}
$$

where

$$
\begin{aligned}
& a_{1}=\frac{X_{0}\left(X_{0}+1-r_{0}\right)}{r_{0}} \frac{1}{\hat{\rho}_{0}^{+}(0)\left(\hat{U}_{0}^{+}(0)\right)^{2}}, \\
& a_{2}=\frac{r_{0}}{X_{0}\left(X_{0}+1-r_{0}\right)}\left(\frac{1}{\hat{\rho}_{0}^{+}(0)\left(\hat{U}_{0}^{+}(0)\right)^{2}}-\frac{1}{\gamma \hat{P}_{0}^{+}(0)}\right),
\end{aligned}
$$

and

$$
\begin{aligned}
& F_{1}\left(S, P, U_{1}, U_{2} ; \xi\right) \\
& \qquad \begin{array}{l}
=\frac{X_{0}}{\xi\left(z_{2}\right)+z_{1}\left(X_{0}+1-\xi\left(z_{2}\right)\right)}\left(\frac{1}{\rho U_{1}^{2}}-\frac{w^{2}}{\gamma P}\right)\left(\left(z_{1}-1\right) \xi^{\prime}\left(z_{2}\right) \partial_{z_{1}}\right. \\
\left.\quad+\left(X_{0}+1-\xi\left(z_{2}\right)\right) \partial_{z_{2}}\right) P+\frac{w}{\gamma P} \partial_{z_{1}} P-a_{1} \partial_{z_{2}} P
\end{array} \\
& \quad+\frac{w\left(X_{0}+1-\xi\left(z_{2}\right)\right)}{\xi\left(z_{2}\right)+z_{1}\left(X_{0}+1-\xi\left(z_{2}\right)\right)}-\frac{w^{2}\left(X_{0}+1-\xi\left(z_{2}\right)\right)}{\xi\left(z_{2}\right)+z_{1}\left(X_{0}+1-\xi\left(z_{2}\right)\right)} \cot \frac{z_{2}}{X_{0}}, \\
& F_{2}\left(S, P, U_{1}, U_{2} ; \xi\right) \\
& =a_{2} \partial_{z_{1}} P-\frac{\xi\left(z_{2}\right)+z_{1}\left(X_{0}+1-\xi\left(z_{2}\right)\right)}{X_{0}\left(X_{0}+1-\xi\left(z_{2}\right)\right)}\left(\frac{1}{\rho U_{1}^{2}}-\frac{1}{\gamma P}\right) \partial_{z_{1}} P \\
& \quad-\frac{w}{\gamma P}\left(\frac{\left(z_{1}-1\right) \xi^{\prime}\left(z_{2}\right)}{X_{0}+1-\xi\left(z_{2}\right)} \partial_{z_{1}}+\partial_{z_{2}}\right) P+\frac{\left(1-z_{1}\right) \xi^{\prime}\left(z_{2}\right)}{X_{0}+1-\xi\left(z_{2}\right)} \partial_{z_{1}} w+\frac{w^{2}+2}{X_{0}} .
\end{aligned}
$$

It should be noted that in (2-26),

$$
\frac{w^{2}\left(X_{0}+1-\xi\left(z_{2}\right)\right)}{\xi\left(z_{2}\right)+z_{1}\left(X_{0}+1-\xi\left(z_{2}\right)\right)} \cot \frac{z_{2}}{X_{0}} \quad \text { and } \quad \frac{1}{X_{0}} \cot \frac{z_{2}}{X_{0}} w
$$

are singular at $z_{2}=0$, and thus special care is required in our analysis.
In addition, it follows from the first equality and the fourth equality in (2-9) that

$$
\left[\frac{1}{2}|U|^{2}+\frac{\gamma}{\gamma-1} \frac{P}{\rho}\right]=0
$$

This, together with the first and the fifth equation in (1-1) yields the Bernoulli's law

$$
\begin{equation*}
\frac{1}{2} U_{1}^{2}\left(1+w^{2}\right)+\frac{\gamma}{\gamma-1} \frac{P}{\rho}=\frac{1}{2}\left(U_{0}^{-}\left(X_{0}\right)\right)^{2}+\frac{\gamma}{\gamma-1} \frac{P_{0}^{-}\left(X_{0}\right)}{\rho_{0}^{-}\left(X_{0}\right)} . \tag{2-27}
\end{equation*}
$$

In terms of the fourth equation in (2-11), the equation for the entropy becomes

$$
\begin{align*}
\left(\left(1+\frac{X_{0} w\left(1-z_{1}\right) \xi^{\prime}\left(z_{2}\right)}{\xi\left(z_{2}\right)+z_{1}\left(X_{0}+1-\xi\left(z_{2}\right)\right)}\right)\right. & ) \partial_{z_{1}}  \tag{2-28}\\
& \left.-\frac{X_{0}\left(X_{0}+1-\xi\left(z_{2}\right)\right) w}{\xi\left(z_{2}\right)+z_{1}\left(X_{0}+1-\xi\left(z_{2}\right)\right)} \partial_{z_{2}}\right) S=0 .
\end{align*}
$$

The related boundary conditions of $\left(S^{+}, P, U_{1}, U_{2}\right)$ are

$$
\begin{align*}
& \left(S, P, U_{1}\right)\left(0, z_{2}\right)-\left(S_{0}^{+}, \hat{P}_{0}^{+}, U_{0}^{+}\right)(0)  \tag{2-29}\\
& \quad=\left(\tilde{g}_{1}, \tilde{g}_{2}, \tilde{g}_{3}\right)\left(U_{2}^{2}\left(0, z_{2}\right), P_{0}^{-}\left(\xi\left(z_{2}\right)\right)-P_{0}^{-}\left(r_{0}\right), U_{0}^{-}\left(\xi\left(z_{2}\right)\right)-U_{0}^{-}\left(r_{0}\right)\right)
\end{align*}
$$

and

$$
\begin{align*}
P\left(1, z_{2}\right) & =P_{e}+\varepsilon \tilde{P}\left(z_{2} / X_{0}\right)  \tag{2-30}\\
U_{2}\left(z_{1}, 1\right) & =0 \tag{2-31}
\end{align*}
$$

where the shock $\xi\left(z_{2}\right)$ is determined by

$$
\begin{equation*}
\xi^{\prime}\left(z_{2}\right)=-\frac{\xi\left(z_{2}\right)}{X_{0}} \frac{\left(\rho U_{1} U_{2}\right)\left(0, z_{2}\right)}{\rho\left(0, z_{2}\right) U_{2}^{2}\left(0, z_{2}\right)+P\left(0, z_{2}\right)-P_{0}^{-}\left(\xi\left(z_{2}\right)\right)} \tag{2-32}
\end{equation*}
$$

Consequently, in order to show Theorem 1.1, we only need to solve the problem (2-26)-(2-28) with conditions (2-29)-(2-32).

## 3. The existence of a three-dimensional transonic shock for undetermined exit pressure

We will now establish the existence of a three-dimensional transonic shock in a nozzle when the transonic shock is assumed to go through some fixed point on the wall and when the end pressure $P_{e}+\varepsilon P_{0}(\theta)$ in (1-4) is adjusted by an appropriate constant. It follows from this that if one can show that the shock goes through some a point at the wall and if the corresponding adjustment constant on the end pressure is zero, then Theorem 1.1 will be proved.

Theorem 3.1. Let the three-dimensional nozzle and the supersonic incoming flow be described as in Section 1. Assume further that

$$
\begin{equation*}
\xi(1)=\tilde{r}_{0} \tag{3-1}
\end{equation*}
$$

where $\tilde{r}_{0} \in\left(r_{0}-\tilde{C} X_{0}^{3 / 2} \varepsilon, r_{0}+\tilde{C} X_{0}^{3 / 2} \varepsilon\right)$ with $\tilde{C}>0$ some fixed constant. Then for $\varepsilon<1 / X_{0}^{3}$ and large $X_{0}$, there exists a constant $C_{0}$ such that the problem (2-26)-(2-28) and (2-32) with conditions (2-29), (2-31) and (3-1) has a $C^{2, \alpha}\left(E_{+}\right)$ transonic solution $\left(S(z), P(z), U_{1}(z), U_{2}(z) ; \xi\left(z_{2}\right)\right)$ when (2-30) is replaced by

$$
\begin{equation*}
P=\tilde{P}_{e}+\varepsilon \tilde{P}\left(z_{2} / X_{0}\right)+C_{0} \quad \text { on } r=X_{0}+1 \tag{3-2}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\left\|\xi-\tilde{r}_{0}\right\|_{C^{3 \alpha}[0,1]} \leq C \varepsilon \tag{3-3}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\left(S, P, U_{1}\right)-\left(S_{a}^{+}, \hat{P}_{a}^{+}\left(z_{1}\right), \hat{U}_{a}^{+}\left(z_{1}\right)\right)\right\|_{C^{2, \alpha}\left(E_{+}\right)}+\left\|U_{2}\right\|_{C^{2, \alpha}\left(E_{+}\right)}+\left|C_{0}\right| \leq C \varepsilon \tag{3-4}
\end{equation*}
$$

Here $C$ is a generic nonnegative constant that is independent of $X_{0}$ and $\varepsilon$, and $\left(S_{a}^{+}, \hat{P}_{a}^{+}\left(z_{1}\right), \hat{U}_{a}^{+}\left(z_{1}\right)\right)$ is the background solution representing a radially symmetric transonic shock at position $\tilde{r}_{0}$ with exit pressure $\tilde{P}_{e}$.

Due to singular terms in (2-26) on $\left\{z_{2}=0\right\}$, special attention must be paid to handle the possible nearby singularities of the solution. Fortunately, this difficulty can be overcome and $C^{2, \alpha}$ regularity of the subsonic flow can be established.

We define iteration spaces as follows:

$$
\begin{equation*}
S_{\sigma}=\left\{\xi\left(z_{2}\right) \in C^{3, \alpha}[0,1]:\left\|\xi-\tilde{r}_{0}\right\|_{C^{3, \alpha}[0,1]} \leq \sigma, \xi^{\prime}(0)=\xi^{\prime}(1)=0, \xi^{(3)}(0)=0\right\} \tag{3-5}
\end{equation*}
$$

and

$$
\begin{array}{r}
\Xi_{\delta}=\left\{\left(S, P, U_{1}, U_{2}\right):\left\|\left(S, P, U_{1}, U_{2}\right)-\left(S_{a}^{+}, \hat{P}_{a}^{+}, \hat{U}_{a}^{+}, 0\right)\right\|_{C^{2, \alpha}\left(\overline{E_{+}}\right)} \leq \delta\right.  \tag{3-6}\\
\partial_{z_{2}}\left(S, P, U_{1}\right)\left(z_{1}, 0\right)=\partial_{z_{2}}\left(S, P, U_{1}\right)\left(z_{1}, 1\right)=(0,0,0) \\
\left.U_{2}\left(z_{1}, 0\right)=U_{2}\left(z_{1}, 1\right)=\partial_{z_{2}}^{2} U_{2}\left(z_{1}, 0\right)=0\right\}
\end{array}
$$

with $\sigma>0$ and $\delta>0$ to be determined.
The proof of Theorem 3.1 is divided into four steps.
Step 1 (approximating shock). For $\left(\tilde{S}, P(q, \tilde{S}), V_{1}, V_{2}\right) \in \Xi_{\delta}$, we may by (2-32) define the approximating shock location as

$$
\begin{align*}
\xi^{\prime}\left(z_{2}\right) & =-\frac{\xi\left(z_{2}\right)}{X_{0}} \frac{\left(q V_{1} V_{2}\right)\left(0, z_{2}\right)}{P(q, \tilde{S})\left(0, z_{2}\right)-P_{0}^{-}\left(\xi\left(z_{2}\right)\right)+\left(q V_{2}^{2}\right)\left(0, z_{2}\right)}  \tag{3-7}\\
\xi(1) & =\tilde{r}_{0}
\end{align*}
$$

which has a unique solution $\xi\left(z_{2}\right) \in C^{3, \alpha}([0,1])$. It follows from the compatibility conditions in (3-6) that $\xi\left(z_{2}\right)$ satisfies at $z_{2}=0,1$ the last two conditions in (3-5), and

$$
\begin{equation*}
\left\|\xi\left(z_{2}\right)-\tilde{r}_{0}\right\|_{C^{3, \alpha}} \leq C\left\|V_{2}\right\|_{C^{2, \alpha}} \leq C \delta \tag{3-8}
\end{equation*}
$$

In addition, as in (2-29), on $z_{1}=\xi\left(z_{2}\right)$ we may require that

$$
\left.\left.\begin{array}{rl}
\left(S, P, U_{1}\right)\left(0, z_{2}\right)- & \left(S_{a}^{+}\right. \tag{3-9}
\end{array}\right) \hat{P}_{a}^{+}\left(\tilde{r}_{0}\right), \hat{U}_{a}^{+}\left(\tilde{r}_{0}\right)\right) .
$$

It can be verified directly that $\partial_{z_{2}}\left(S, P, U_{1}\right)(0,0)=\partial_{z_{2}}\left(S, P, U_{1}\right)(0,1)=0$.
Step 2 (approximating the specific entropy $S$ ). By (2-28), we approximate $S$ by solving the problem
(3-10)

$$
\begin{array}{r}
\left(\left(V_{1}+\frac{X_{0}\left(1-z_{1}\right) \xi^{\prime}\left(z_{2}\right) V_{2}}{\xi\left(z_{2}\right)+z_{1}\left(X_{0}+1-\xi\left(z_{2}\right)\right)}\right) \partial_{z_{1}}-\frac{X_{0}\left(X_{0}+1-\xi\left(z_{2}\right)\right) V_{2}}{\xi\left(z_{2}\right)+z_{1}\left(X_{0}+1-\xi\left(z_{2}\right)\right)} \partial_{z_{2}}\right) S=0 \\
\text { in } E_{+} \\
S_{a}^{+}+\tilde{g}_{1}\left(\left(V_{2}\right)^{2}\left(0, z_{2}\right), P_{0}^{-}\left(\xi\left(z_{2}\right)\right)-P_{0}^{-}\left(\tilde{r}_{0}\right), U_{0}^{-}\left(\xi\left(z_{2}\right)\right)-U_{0}^{-}\left(\tilde{r}_{0}\right)\right)=S \\
\text { at } z_{1}=0 .
\end{array}
$$

Due to (3-6), this problem has a unique solution $S \in C^{2, \alpha}\left(E_{+}\right)$. Moreover, by Remarks A. 2 and A.3, we have

$$
\begin{align*}
\left\|S-S_{a}^{+}\right\|_{C^{2, \alpha}} & \leq C\left\|V_{2}\right\|_{C^{2, \alpha}}^{2}+\frac{C}{X_{0}}\left\|\xi-\tilde{r}_{0}\right\|_{C^{3, \alpha}}  \tag{3-11}\\
& \leq C\left(\left\|V_{2}\right\|_{C^{2, \alpha}}+\frac{1}{X_{0}}\right)\left\|V_{2}\right\|_{C^{2, \alpha}} \leq C\left(\delta+\frac{1}{X_{0}}\right) \delta .
\end{align*}
$$

Differentiating (3-10) with respect to $z_{2}$ and noting $\xi^{\prime}(1)=V_{2}\left(z_{1}, 1\right)=0$, we have

$$
\begin{gathered}
V_{1} \partial_{z_{1}}\left(\partial_{z_{2}} S\right)-\frac{X_{0}\left(X_{0}+1-\xi\left(z_{2}\right)\right) \partial_{z_{2}} V}{\xi\left(z_{2}\right)+z_{1}\left(X_{0}+1-\xi\left(z_{2}\right)\right)}\left(\partial_{z_{2}} S\right)=0 \text { along } z_{2}=0 \text { or } z_{2}=1 \\
\partial_{z_{2}} S(0,0)=\partial_{z_{2}} S(0,1)=0
\end{gathered}
$$

which implies that

$$
\begin{equation*}
\partial_{z_{2}} S\left(z_{1}, 0\right)=\partial_{z_{2}} S\left(z_{1}, 1\right)=0 \tag{3-12}
\end{equation*}
$$

Thus, $S$ belongs to $\Xi_{\delta}$ for small $\delta$.
Convention 3.2. The reader may have noticed that $X_{0}$ sets the length scale for many quantities here. Since this trend will continue, we now declare that any symbol with check above it is that symbol divided by $X_{0}$. For example, $\check{z}_{2}=z_{2} / X_{2}$, and $\check{1}=1 / X_{0}$.

Step 3 (approximating $P$ and $w$ ). By (2-26), the second equality in (3-9) and (2-30)-(2-31), the approximate pressure $P$ and $w$ can be obtained from the boundary value problem

$$
\begin{align*}
& \quad \partial_{1} w-\bar{a}_{1} \partial_{2} P=F_{1}\left(\tilde{S}, P(q, \tilde{S}), V_{1}, V_{2} ; \xi\right) \\
& \partial_{2} w+\check{1} \cot \check{z}_{2} w+\bar{a}_{2} \partial_{1} P=F_{2}\left(\tilde{S}, P(q, \tilde{S}), V_{1}, V_{2} ; \xi\right), \\
& P\left(0, z_{2}\right)-\hat{P}_{a}^{+}\left(\tilde{r}_{0}\right)  \tag{3-13}\\
& = \\
& =\tilde{g}_{2}\left(V_{2}^{2}\left(0, z_{2}\right), P_{0}^{-}\left(\xi\left(z_{2}\right)\right)-P_{0}^{-}\left(\tilde{r}_{0}\right), U_{0}^{-}\left(\xi\left(z_{2}\right)\right)-U_{0}^{-}\left(\tilde{r}_{0}\right)\right), \\
& P\left(1, z_{2}\right)=\tilde{P}_{e}+\varepsilon \tilde{P}\left(\check{z}_{2}\right)+C_{0} \\
& w\left(z_{1}, 0\right)=0, \quad w\left(z_{1}, 1\right)=0 .
\end{align*}
$$

Here $\bar{a}_{1}$ and $\bar{a}_{2}$ are defined as $a_{1}$ and $a_{2}$ in (2-26), but with ( $\hat{\rho}_{0}^{+}, \hat{U}_{0}^{+}, \hat{P}_{0}^{+} ; r_{0}$ ) replaced by $\left(\hat{\rho}_{a}^{+}, \hat{U}_{a}^{+}, \hat{P}_{a}^{+} ; \tilde{r}_{0}\right)$. Note that the boundary condition $w\left(z_{1}, 0\right)=0$ comes essentially from requiring $C^{2, \alpha}$ regularity of the solution $(P, w)$, by assuming $\tilde{P}^{\prime}(0)=0$ in (1-4). The constant $C_{0}$ will be chosen so that the solvability condition in (3-13) can be fulfilled. More concretely, it follows from the second
equation in (3-13) and $w\left(z_{1}, 0\right)=0$ that

$$
w(z)=\frac{1}{\sin \check{z}_{2}} \int_{0}^{z_{2}} \sin \check{s}\left(F_{2}-\bar{a}_{2} \partial_{1} P\right)\left(z_{1}, s\right) d s
$$

Since $w\left(z_{1}, 1\right)=0$, we have

$$
\int_{0}^{1} \sin \check{s}\left(F_{2}\left(\tilde{S}, P(q, \tilde{S}), V_{1}, V_{2} ; \xi\right)-\bar{a}_{2} \partial_{1} P\right)\left(z_{1}, s\right) d s=0
$$

In particular,

$$
\begin{equation*}
\int_{0}^{1} \sin \check{s}\left(F_{2}\left(\tilde{S}, P(q, \tilde{S}), V_{1}, V_{2} ; \xi\right)-\bar{a}_{2} \partial_{1} P\right)(1, s) d s=0 . \tag{3-14}
\end{equation*}
$$

We will take this as the solvability condition of (3-13) that determines the unknown constant $C_{0}$.

Next, since $\hat{P}_{a}^{+}\left(z_{1}\right)$ satisfies

$$
\bar{a}_{2} \partial_{1} \hat{P}_{a}^{+}\left(z_{1}\right)-F_{2}\left(S_{a}^{+}, \hat{P}_{a}^{+}\left(z_{1}\right), \hat{U}_{a}^{+}\left(z_{1}\right), 0 ; \tilde{r}_{0}\right)=0 \quad \text { in } E_{+} \quad \text { and } \quad \hat{P}_{a}^{+}(1)=\tilde{P}_{e}
$$

a direct computation yields

$$
\begin{align*}
& \partial_{1} w-\bar{a}_{1} \partial_{2}\left(P-\hat{P}_{a}^{+}\right)= F_{1}\left(\tilde{S}, P(q, \tilde{S}), V_{1}, V_{2} ; \xi\right) \\
& 3 \text { 3-15) } \begin{aligned}
& \partial_{2} w+\check{1} \cot \check{z}_{2} w+\bar{a}_{2} \partial_{1}\left(P-\hat{P}_{a}^{+}\right)= F_{2}\left(\tilde{S}, P(q, \tilde{S}), V_{1}, V_{2} ; \xi\right) \\
& \quad-F_{2}\left(S_{a}^{+}, \hat{P}_{a}^{+}\left(z_{1}\right), \hat{U}_{a}^{+}\left(z_{1}\right), 0 ; \tilde{r}_{0}\right), \\
&\left(P-\hat{P}_{a}^{+}\right)\left(0, z_{2}\right)= \tilde{g}_{2}\left(V_{2}^{2}\left(0, z_{2}\right), P_{0}^{-}\left(\xi\left(z_{2}\right)\right)-P_{a}^{-}\left(\tilde{r}_{0}\right), U_{0}^{-}\left(\xi\left(z_{2}\right)\right)-U_{a}^{-}\left(\tilde{r}_{0}\right)\right), \\
&\left(P-\hat{P}_{a}^{+}\right)\left(1, z_{2}\right)= \varepsilon \tilde{P}\left(\check{z}_{2}\right)+C_{0}, \\
& w\left(z_{1}, 0\right)=0, \quad w\left(z_{1}, 1\right)=0
\end{aligned}
\end{align*}
$$

Next, we derive a second order elliptic equation for $P-\hat{P}_{a}^{+}$from (3-15).
Applying $\partial_{z_{1}}$ and $-\left(\partial_{z_{2}}+\check{1} \cot \left(\check{z}_{2}\right)\right)$ to the first and second equation in (3-15) respectively and adding up yields

$$
\begin{align*}
& \partial_{1}\left(\bar{a}_{2} \partial_{1}\left(P-\hat{P}_{a}^{+}\left(z_{1}\right)\right)\right)+\partial_{2}\left(\bar{a}_{1} \partial_{2}\left(P-\hat{P}_{a}^{+}\left(z_{1}\right)\right)\right)+\check{\bar{a}}_{1} \cot \check{z}_{2} \partial_{2}\left(P-\hat{P}_{a}^{+}\left(z_{1}\right)\right)  \tag{3-16}\\
& \quad=\partial_{1}\left(F_{2}\left(\tilde{S}, P(q, \tilde{S}), V_{1}, V_{2} ; \xi\right)-F_{2}\left(S_{a}^{+}, \hat{P}_{a}^{+}\left(z_{1}\right), \hat{U}_{a}^{+}\left(z_{1}\right), 0 ; \tilde{r}_{0}\right)\right) \\
& \quad \quad-\partial_{2}\left(F_{1}\left(\tilde{S}, P(q, \tilde{S}), V_{1}, V_{2} ; \xi\right)\right)-\tilde{1} \cot \check{z}_{2} F_{1}\left(\tilde{S}, P(q, \tilde{S}), V_{1}, V_{2} ; \xi\right) \quad \text { in } E_{+}, \\
& \left(P-\hat{P}_{a}^{+}\right)\left(0, z_{2}\right)=\tilde{g}_{2}\left(V_{2}^{2}\left(0, z_{2}\right), P_{0}^{-}\left(\xi\left(z_{2}\right)\right)-P_{0}^{-}\left(\tilde{r}_{0}\right), U_{0}^{-}\left(\xi\left(z_{2}\right)\right)-U_{0}^{-}\left(\tilde{r}_{0}\right)\right), \\
& \left(P-\hat{P}_{a}^{+}\right)\left(1, z_{2}\right)=\varepsilon \tilde{P}\left(\check{z}_{2}\right)+C_{0}, \\
& \partial_{2}\left(P-\hat{P}_{a}^{+}\left(z_{1}\right)\right)=0 \quad \text { on } z_{2}=0 \text { or } z_{2}=1,
\end{align*}
$$

where the fact that $\partial_{z_{2}}\left(P-\hat{P}_{a}^{+}\right)\left(z_{1}, 0\right)=\partial_{z_{2}}\left(P-\hat{P}_{a}^{+}\right)\left(z_{1}, 1\right)=0$ comes from (3-15) and $F_{1}\left(\tilde{S}, P(q, \tilde{S}), V_{1}, V_{2} ; \xi\right)\left(z_{1}, 0\right)=F_{1}\left(\tilde{S}, P(q, \tilde{S}), V_{1}, V_{2} ; \xi\right)\left(z_{1}, 1\right)=0$.

We now decompose the problem (3-16) as $P(z)=P_{1}(z)+P_{2}(z)$, with

$$
\begin{align*}
& \partial_{1}\left(\bar{a}_{2} \partial_{1}\left(P_{1}-\hat{P}_{a}^{+}\left(z_{1}\right)\right)\right)+\partial_{2}\left(\bar{a}_{1} \partial_{2}\left(P_{1}-\hat{P}_{a}^{+}\left(z_{1}\right)\right)\right)+\check{\bar{a}}_{1} \cot \check{z}_{2} \partial_{2}\left(P_{1}-\hat{P}_{a}^{+}\left(z_{1}\right)\right) \\
& \quad=\partial_{1}\left(F_{2}\left(\tilde{S}, P(q, \tilde{S}), V_{1}, V_{2} ; \xi\right)-F_{2}\left(S_{a}^{+}, \hat{P}_{a}^{+}\left(z_{1}\right), \hat{U}_{a}^{+}\left(z_{1}\right), 0 ; \tilde{r}_{0}\right)\right) \\
& \quad \quad-\partial_{2}\left(F_{1}\left(\tilde{S}, P(q, \tilde{S}), V_{1}, V_{2} ; \xi\right)\right)-\check{1} \cot \check{z}_{2} F_{1}\left(\tilde{S}, P(q, \tilde{S}), V_{1}, V_{2} ; \xi\right),  \tag{3-17}\\
& 3-17) \quad \\
& \begin{array}{l}
P_{1}\left(0, z_{2}\right)-\hat{P}_{a}^{+}(0)=\tilde{g}_{2}\left(V_{2}^{2}\left(0, z_{2}\right), P_{0}^{-}\left(\xi\left(z_{2}\right)\right)-P_{a}^{-}\left(\tilde{r}_{0}\right), U_{0}^{-}\left(\xi\left(z_{2}\right)\right)-U_{a}^{-}\left(\tilde{r}_{0}\right)\right), \\
P_{1}\left(1, z_{2}\right)-\hat{P}_{a}^{+}(1)=\varepsilon \tilde{P}\left(\check{z}_{2}\right), \\
\partial_{2}\left(P_{1}-\hat{P}_{a}^{+}\left(z_{1}\right)\right)=0 \quad \text { on } z_{2}=0 \text { or } z_{2}=1,
\end{array}
\end{align*}
$$

and

$$
\begin{align*}
& \bar{a}_{2} \partial_{1}^{2} P_{2}+\bar{a}_{1} \partial_{2}^{2} P_{2}+\check{a}_{1} \cot \check{z}_{2} \partial_{2} P_{2}=0 \quad \text { in } E_{+}, \\
& P_{2}\left(0, z_{2}\right)=0  \tag{3-18}\\
& P_{2}\left(1, z_{2}\right)=C_{0} \\
& \quad \partial_{2} P_{2}=0 \quad \text { on } z_{2}=0 \text { or } z_{2}=1
\end{align*}
$$

We first treat the problem (3-17).
It follows from Lemma B. 5 (for the case of $k=1$ ) that (3-17) has a unique $C^{2, \alpha}\left(E_{+}\right)$solution $P_{1}(z)$ satisfying

$$
\begin{aligned}
\| P_{1}(z)- & \hat{P}_{a}^{+}\left(z_{1}\right) \|_{C^{2, \alpha}} \\
\leq & C\left\|F_{2}\left(\tilde{S}, P(q, \tilde{S}), V_{1}, V_{2} ; \xi\right)-F_{2}\left(S_{a}^{+}, \hat{P}_{a}^{+}\left(z_{1}\right), \hat{U}_{a}^{+}\left(z_{1}\right), 0 ; \tilde{r}_{0}\right)\right\|_{C^{1, \alpha}} \\
& +C\left\|F_{1}\left(\tilde{S}, P(q, \tilde{S}), V_{1}, V_{2} ; \xi\right)\right\|_{C^{1, \alpha}}+C \varepsilon\left\|\tilde{P}\left(\check{z}_{2}\right)\right\|_{C^{2, \alpha}} \\
& +C\left\|\tilde{g}_{2}\left(V_{2}^{2}\left(0, z_{2}\right), P_{0}^{-}\left(\xi\left(z_{2}\right)\right)-P_{0}^{-}\left(\tilde{r}_{0}\right), U_{0}^{-}\left(\xi\left(z_{2}\right)\right)-U_{0}^{-}\left(\tilde{r}_{0}\right)\right)\right\|_{C^{2, a}} .
\end{aligned}
$$

Though $\left(V_{2}^{2}\left(X_{0}+1-\xi\left(z_{2}\right)\right)\right) /\left(\xi\left(z_{2}\right)+z_{1}\left(X_{0}+1-\xi\left(z_{2}\right)\right)\right) \cot \check{z}_{2}$ may be singular in $F_{1}$, it follows from Lemma B. 3 that

$$
\begin{aligned}
\left\|\frac{V_{2}^{2}\left(X_{0}+1-\xi\left(z_{2}\right)\right)}{\xi\left(z_{2}\right)+z_{1}\left(X_{0}+1-\xi\left(z_{2}\right)\right)} \cot \check{z}_{2}\right\|_{C^{1, \alpha}} & \leq C\left\|V_{2}\right\|_{C^{1, \alpha}}\left\|\check{1} \cot \check{z}_{2} V_{2}\right\|_{C^{1, \alpha}\left(E_{+}\right)} \\
& \leq C \delta\left\|V_{2}\right\|_{C^{2, \alpha}} .
\end{aligned}
$$

Thus,

$$
\begin{align*}
& \left\|P_{1}(z)-\hat{P}_{a}^{+}\left(z_{1}\right)\right\|_{C^{2, \alpha}} \\
& \leq O(\check{1})\left\|\tilde{S}-S_{a}^{+}\right\|_{C^{2, \alpha}}+O(\check{1})\left\|P(q, \tilde{S})-\hat{P}_{a}^{+}\right\|_{C^{2, \alpha}} \\
& +O(\check{1}+\delta)\left\|V_{1}-\hat{U}_{a}^{+}\right\|_{C^{2, \alpha}}+O(\check{1}+\delta+\varepsilon)\left\|V_{2}\right\|_{C^{2, \alpha}}  \tag{3-19}\\
& +O(\check{1}+\delta)\left\|\xi-\tilde{r}_{0}\right\|_{C^{2, \alpha}}+O(\varepsilon) \\
& \leq C\left(\check{\delta}+\delta^{2}+\varepsilon\right) .
\end{align*}
$$

Next, note that the problem (3-18) has a solution

$$
\begin{equation*}
P_{2}(z)=C_{0} z_{1} \tag{3-20}
\end{equation*}
$$

which is unique by Lemma B.5.
In this case, by the second equation in (3-15), (3-14) can be changed into

$$
\begin{align*}
\int_{0}^{1} \sin \check{s}\left(F _ { 2 } \left(\tilde{S}, P(q, \tilde{S}), V_{1},\right.\right. & \left.V_{2} ; \xi\right)-F_{2}\left(S_{a}^{+}, \hat{P}_{a}^{+}\left(z_{1}\right), \hat{U}_{a}^{+}\left(z_{1}\right), 0 ; \tilde{r}_{0}\right)  \tag{3-21}\\
& \left.-\bar{a}_{2}\left(\partial_{1} P_{1}-\partial_{1} \hat{P}_{a}^{+}\left(z_{1}\right)\right)-\bar{a}_{2} C_{0}\right)(1, s) d s=0 .
\end{align*}
$$

Note that $\bar{a}_{2}=O(1)>0$ since $\left(S_{a}^{+}, \hat{P}_{a}^{+}, \hat{U}_{a}^{+}\right)$is subsonic. Then we can choose a unique constant $C_{0}$ such that (3-21) holds. Moreover, it follows from (3-19) and the expression of $F_{2}$ that $C_{0}$ admits the estimate
(3-22) $\quad\left|C_{0}\right|$

$$
\begin{aligned}
& \begin{aligned}
= & \left.\frac{1}{2 \bar{a}_{2} X_{0} \sin ^{2} \frac{1}{2 X_{0}}} \right\rvert\, \int_{0}^{1} \sin \check{s}\left(F_{2}\left(\tilde{S}, P(q, \tilde{S}), V_{1}, V_{2} ; \xi\right)\right. \\
& -F_{2}\left(S_{a}^{+}, \hat{P}_{a}^{+}\left(z_{1}\right), \hat{U}_{a}^{+}\left(z_{1}\right), 0 ; \tilde{r}_{0}\right)
\end{aligned} \\
& \\
& \begin{aligned}
\leq & \left.\quad-\bar{a}_{2}\left(\partial_{1} P_{1}-\partial_{1}(z)-\hat{P}_{a}^{+}\left(z_{1}\right)\right)\right)(1, s) d s \mid
\end{aligned} \\
& \quad+\frac{1}{\bar{P}_{a}^{+}\left(z_{1}\right) \|_{C^{2, \alpha}}}\left\|F_{2}\left(\tilde{S}, P(q, \tilde{S}), V_{1}, V_{2} ; \xi\right)-F_{2}\left(S_{a}^{+}, \hat{P}_{a}^{+}\left(z_{1}\right), \hat{U}_{a}^{+}\left(z_{1}\right), 0 ; \tilde{r}_{0}\right)\right\|_{C^{1, \alpha}} \\
& \leq C\left(\check{\delta}+\delta^{2}+\varepsilon\right) .
\end{aligned}
$$

Collecting all the estimates (3-17)-(3-22) shows that there exists a unique constant $C_{0}$ such that the second order elliptic equation (3-16) with mixed boundary conditions has a unique solution $P(z)$ satisfying

$$
\begin{equation*}
\left\|P-\hat{P}_{a}^{+}\right\|_{C^{2, \alpha}}+\left|C_{0}\right| \leq\left\|P_{1}-\hat{P}_{a}^{+}\right\|_{C^{2, \alpha}}+C\left|C_{0}\right| \leq C\left(\check{\delta}+\delta^{2}+\varepsilon\right) \tag{3-23}
\end{equation*}
$$

With $P(z)$ so determined, we can obtain $w$ in $E_{+}$by solving the problem

$$
\begin{align*}
\partial_{1} w & =\bar{a}_{1} \partial_{2} P+F_{1}\left(\tilde{S}, P(q, \tilde{S}), V_{1}, V_{2} ; \xi\right), \\
\partial_{2} w+\check{1} \cot \check{z}_{2} w & =F_{2}\left(\tilde{S}, P(q, \tilde{S}), V_{1}, V_{2} ; \xi\right)-\bar{a}_{2} \partial_{1} P,  \tag{3-24}\\
w\left(z_{1}, 0\right) & =0 .
\end{align*}
$$

It follows from Lemma B. 7 that (3-24) has a unique solution $w$ due to (3-13). On the other hand, by $w\left(z_{1}, 0\right)=0$, we arrive at

$$
\begin{equation*}
\|w\|_{C^{2, \alpha}} \leq C\left(\left\|\partial_{1} w\right\|_{C^{1, \alpha}}+\left\|\partial_{2} w\right\|_{C^{1, \alpha}}\right) \tag{3-25}
\end{equation*}
$$

We now estimate $\left\|\partial_{1} w\right\|_{C^{1, \alpha}\left(E_{+}\right)}$and $\left\|\partial_{2} w\right\|_{C^{1, \alpha}\left(E_{+}\right)}$.
By the first equation in (3-15) and (3-23), we have

$$
\begin{equation*}
\left\|\partial_{1} w\right\|_{C^{1, \alpha}} \leq C\left(\left\|P-\hat{P}_{a}^{+}\right\|_{C^{2, \alpha}}+\left\|F_{1}\right\|_{C^{1, \alpha}}\right) \leq C\left(\check{\delta}+\delta^{2}+\varepsilon\right) . \tag{3-26}
\end{equation*}
$$

Next, it follows from the second equation in (3-15) that

$$
\begin{align*}
w(z)=\frac{1}{\sin \check{z}_{2}} \int_{0}^{z_{2}} \sin \check{s}\left(F_{2}(\tilde{S}, P(q, \tilde{S}),\right. & V_{1},  \tag{3-27}\\
& \left.V_{2} ; \xi\right) \\
& \quad-F_{2}\left(S_{a}^{+},\right. \\
, & \left.\hat{P}_{a}^{+}\left(z_{1}\right), \hat{U}_{a}^{+}\left(z_{1}\right), 0 ; \tilde{r}_{0}\right) \\
& \left.\quad-\bar{a}_{2}\left(\partial_{1} P-\partial_{1} \hat{P}_{a}^{+}\left(z_{1}\right)\right)\right) d s
\end{align*}
$$

Furthermore, a direct but careful computation using (3-27) and (3-21) yields

$$
\begin{equation*}
w\left(z_{1}, 0\right)=\partial_{z_{2}}^{2} w\left(z_{1}, 0\right)=w(1,1)=0 . \tag{3-28}
\end{equation*}
$$

Indeed, $w\left(z_{1}, 0\right)=w(1,1)=0$ comes directly from (3-21), (3-24) and (3-27), while $\partial_{z_{2}}^{2} w\left(z_{1}, 0\right)=0$ follows from the following computations:

Applying $\partial_{z_{2}}$ two both sides of the second equation in (3-24) yields

$$
\begin{equation*}
\partial_{z_{2}}^{2} w+\check{1} \cot \check{z}_{2} \partial_{z_{2}} w-\frac{1}{X_{0}^{2} \sin ^{2} \check{z}_{2}} w=\partial_{z_{2}} F_{2}-\bar{a}_{2} \partial_{z_{1} z_{2}}^{2} P . \tag{3-29}
\end{equation*}
$$

Note that for small $z_{2}$,

$$
\begin{aligned}
& \partial_{z_{2}}^{2} w+\check{1} \cot \check{z}_{2} \partial_{z_{2}} w-\frac{1}{X_{0}^{2} \sin ^{2} \check{z}_{2}} w \\
& =\partial_{z_{2}}^{2} w+\frac{1}{X_{0}^{2} \sin ^{2} \check{z}_{2}}\left(\partial_{z_{2}} w X_{0} \sin \check{z}_{2} \cos \check{z}_{2}-w\right) \\
& =\partial_{z_{2}}^{2} w+\frac{1}{X_{0}^{2} \sin ^{2} \check{z}_{2}}\left(\partial_{z_{2}} w X_{0}\left(\check{z}_{2}+o\left(\check{z}_{2}^{2}\right)\right)\left(1-\frac{1}{2} \check{z}_{2}^{2}+o\left(\check{z}_{2}^{3}\right)\right)\right. \\
& \\
& \left.\quad-z_{2} \int_{0}^{1} \partial_{z_{2}} w\left(z_{1}, \theta z_{2}\right) d \theta\right) \\
& =\partial_{z_{2}}^{2} w+\frac{1}{X_{0}^{2} \sin ^{2} \check{z}_{2}}\left(\partial_{z_{2}} w z_{2}-\partial_{z_{2}} w\left(z_{1}, 0\right) z_{2}-\frac{1}{2} \partial_{z_{2}}^{2} w\left(z_{1}, 0\right) z_{2}^{2}+o\left(z_{2}^{2}\right)\right)
\end{aligned}
$$

$$
=\frac{3}{2} \partial_{z_{2}}^{2} w\left(z_{1}, 0\right)+o\left(z_{2}\right)
$$

and it follows from $\partial_{z_{2}} P\left(z_{1}, 0\right)=0$ and the expression of $F_{2}$ that $\partial_{z_{1} z_{2}}^{2} P\left(z_{1}, 0\right)=0$ and $\partial_{z_{2}} F_{2}\left(z_{1}, 0\right)=0$. Consequently, (3-29) shows that $\partial_{z_{2}}^{2} w\left(z_{1}, 0\right)=0$.

In addition, because $\partial_{z_{1}} w\left(z_{1}, 1\right)=0$, which comes from $\partial_{z_{2}} P\left(z_{1}, 1\right)=0$ and $F_{1}\left(\tilde{S}, P(q, \tilde{S}), V_{1}, V_{2} ; \xi\right)\left(z_{1}, 1\right)=0$, and $w(1,1)=0$, we have

$$
\begin{equation*}
w\left(z_{1}, 1\right)=0 . \tag{3-30}
\end{equation*}
$$

Finally, it follows from the second equation in (3-15) and Lemma B. 6 that

$$
\begin{aligned}
& \left\|\partial_{2} w\right\|_{C^{\alpha}}+\left\|\partial_{2}^{2} w\right\|_{C^{\alpha}} \\
& \quad \begin{array}{ll}
\leq C\left(\left\|F_{2}\left(\tilde{S}, P(q, \tilde{S}), V_{1}, V_{2} ; \xi\right)-F_{2}\left(S_{a}^{+}, \hat{P}_{a}^{+}\left(z_{1}\right), \hat{U}_{a}^{+}\left(z_{1}\right), 0 ; \tilde{r}_{0}\right)\right\|_{C^{1, \alpha}}\right. \\
& \left.+\left\|P-\hat{P}_{a}^{+}\left(z_{1}\right)\right\|_{C^{2, \alpha}}\right)
\end{array}
\end{aligned}
$$

This, together with (3-26), yields

$$
\begin{align*}
& \|w\|_{C^{2, \alpha}} \\
& \begin{aligned}
\leq C\left(\| F_{2}\left(\tilde{S}, P(q, \tilde{S}), V_{1}, V_{2} ; \xi\right)-F_{2}\left(S_{a}^{+},\right.\right. & \left.\hat{P}_{a}^{+}\left(z_{1}\right), \hat{U}_{a}^{+}\left(z_{1}\right), 0 ; \tilde{r}_{0}\right) \|_{C^{1, \alpha}} \\
& \left.+\left\|P-\hat{P}_{a}^{+}\right\|_{C^{2, \alpha}}+\left\|F_{1}\right\|_{C^{1, \alpha}}\right)
\end{aligned}  \tag{3-31}\\
& \leq C\left(\check{\delta}+\delta^{2}+\varepsilon\right) .
\end{align*}
$$

Thus, it follows from (3-16), (3-22)-(3-24), (3-28), (3-30) and (3-31) that there exists a unique constant $C_{0}$ such that the first order elliptic system (3-13) has a unique solution $(P(z), w(z))$ satisfying the estimates

$$
\begin{equation*}
\left\|P-\hat{P}_{0}^{+}\right\|_{C^{2, \alpha}}+\|w\|_{C^{2, \alpha}}+\left|C_{0}\right| \leq C\left(\check{\delta}+\delta^{2}+\varepsilon\right) \tag{3-32}
\end{equation*}
$$

and

$$
\begin{equation*}
\partial_{2} P\left(z_{1}, 0\right)=\partial_{2} P\left(z_{1}, 1\right)=w\left(z_{1}, 0\right)=w\left(z_{1}, 1\right)=\partial_{2}^{2} w\left(z_{1}, 0\right)=0 . \tag{3-33}
\end{equation*}
$$

Step 4 (approximating the radial velocity $U_{1}$ ). Due to (2-27), the radial velocity $U_{1}$ can be uniquely determined from

$$
\begin{align*}
& U_{1}^{2}\left(1+w^{2}\right)+\frac{2 \gamma}{\gamma-1} \frac{P}{\rho}-\left(\hat{U}_{a}^{+}\right)^{2}-\frac{2 \gamma}{\gamma-1} \frac{\hat{P}_{a}^{+}}{\hat{\rho}_{a}^{+}}=0,  \tag{3-34}\\
& U_{1}(z)>0 .
\end{align*}
$$

It follows from (3-11) and (3-32) that $U_{1}(z)$ satisfies

$$
\begin{align*}
\left\|U_{1}-\hat{U}_{a}^{+}\right\|_{C^{2, \alpha}} & \leq C\left(\delta\|w\|_{C^{2, \alpha}}+\left\|S-S_{a}^{+}\right\|_{C^{2, \alpha}}+\left\|P-\hat{P}_{a}^{+}\right\|_{C^{2, \alpha}}\right)  \tag{3-35}\\
& \leq C\left(\check{\delta}+\delta^{2}+\varepsilon\right)
\end{align*}
$$

By (3-12), (3-28) and (3-30), a direct computation yields

$$
\begin{equation*}
\partial_{z_{2}} U_{1}\left(z_{1}, 0\right)=\partial_{z_{2}} U_{1}\left(z_{1}, 1\right)=0 . \tag{3-36}
\end{equation*}
$$

All the constants $C$ in (3-8), (3-11), (3-32) and (3-35) depend only on the supersonic incoming flow and $\left\|\tilde{P}\left(\check{z}_{2}\right)\right\|_{C^{2, \alpha}}$, so we can choose $\sigma=O(1) \varepsilon>0$ and $\delta=O(1) \varepsilon>0$ such that $\left(S, P, U_{1}, U_{2} ; \xi\right)$ obtained in Steps $1-4$ belongs to the space $\Xi_{\delta}$. Consequently, we can define a map $T$ from $\Xi_{\delta}$ to itself by

$$
\begin{equation*}
T\left(\tilde{S}, P(q, \tilde{S}), V_{1}, V_{2}\right)=\left(S, P, U_{1}, U_{2}\right) \tag{3-37}
\end{equation*}
$$

Proof of Theorem 3.1. It suffices to prove that the mapping $T$ defined in (3-37) is contractible in $C^{1, \alpha}\left(E_{+}\right)$.

For any two given elements $\left(\tilde{S}_{1}, \tilde{P}_{1}, V_{11}, V_{21}\right)$ and $\left(\tilde{S}_{2}, \tilde{P}_{2}, V_{12}, V_{22}\right)$ in $\Xi_{\delta}$, set

$$
\begin{aligned}
& T\left(\tilde{S}_{1}, \tilde{P}_{1}, V_{11}, V_{21}\right)=\left(S_{1}, P_{1}, U_{11}, U_{21}\right), \\
& T\left(\tilde{S}_{2}, \tilde{P}_{2}, V_{12}, V_{22}\right)=\left(S_{2}, P_{2}, U_{12}, U_{22}\right),
\end{aligned}
$$

and denote the corresponding approximating shocks (obtained by solving (3-7)) by $\xi_{1}\left(z_{2}\right)$ and $\xi_{2}\left(z_{2}\right)$, respectively. Below we will use the fact that $\sigma=O(1) \varepsilon>0$ and $\delta=O(1) \varepsilon>0$ in (3-5) and (3-6).

Define

$$
\begin{aligned}
& \left(W_{1}, W_{2}, W_{3}, W_{4}\right)=\left(S_{1}-S_{2}, P_{1}-P_{2}, U_{11}-U_{12}, U_{21}-U_{22}\right), \\
& \left(\widetilde{W}_{1}, \widetilde{W}_{2}, \widetilde{W}_{3}, \widetilde{W}_{4}\right)=\left(\widetilde{S}_{1}-\widetilde{S}_{2}, \widetilde{P}_{1}-\widetilde{P}_{2}, V_{11}-V_{12}, V_{21}-V_{22}\right) .
\end{aligned}
$$

For convenience, we set also

$$
W_{5}=\frac{U_{21}}{U_{11}}-\frac{U_{22}}{U_{12}}, \quad \widetilde{W}_{5}=\frac{V_{21}}{V_{11}}-\frac{V_{22}}{V_{12}}, \quad W_{6}=\xi_{1}\left(z_{2}\right)-\xi_{2}\left(z_{2}\right)
$$

Next, we derive some useful estimates on $W_{i}$ for $i=1,2, \cdots, 6$, so that the contractible property of $T$ can be established.

First, it follows from (3-7) and a simple computation that

$$
\begin{align*}
& W_{6}^{\prime}\left(z_{2}\right)=O(\varepsilon) \widetilde{W}_{1}+O(\varepsilon) \widetilde{W}_{2}+O(\varepsilon) \widetilde{W}_{3} \\
&+O(1) \widetilde{W}_{4}+O(\check{\varepsilon}) W_{6} \quad \text { in }[0,1],  \tag{3-38}\\
& W_{6}(1)=0 .
\end{align*}
$$

This yields

$$
\begin{equation*}
\left\|W_{6}\right\|_{C^{2, \alpha}[0,1]} \leq C\left(\varepsilon \sum_{i=1}^{3}\left\|\widetilde{W}_{i}\right\|_{C^{1, \alpha}}+\left\|\widetilde{W}_{4}\right\|_{C^{1, \alpha}}\right) \tag{3-39}
\end{equation*}
$$

Second, it follows from (2-28) and Lemma B. 8 that

$$
\begin{equation*}
\left\|W_{1}\right\|_{C^{1, \alpha}} \leq C\left(\varepsilon \sum_{i=2}^{4}\left\|\widetilde{W}_{i}\right\|_{C^{1, \alpha}}+\check{1}\left\|W_{6}\right\|_{C^{2, \alpha}}\right) \tag{3-40}
\end{equation*}
$$

Next, it follows from (3-13) and (3-21) that

$$
\begin{aligned}
& \partial_{1} W_{5}-\bar{a}_{1} \partial_{2} W_{2}=O(\varepsilon) \widetilde{W}_{1}+O(\varepsilon) \widetilde{W}_{2}+O(\varepsilon) \widetilde{W}_{3} \\
& +O(\check{1}) \widetilde{W}_{5}+O(\varepsilon) W_{6}+O(\varepsilon) \partial_{1} \widetilde{W}_{2} \\
& +O(\check{1}) \partial_{2} \widetilde{W}_{2}+O(\check{1}) W_{6}^{\prime}\left(z_{2}\right), \\
& \partial_{2} W_{5}+\check{1} \cot \left(\check{z}_{2}\right) W_{5}+\bar{a}_{2} \partial_{1} W_{2} \\
& =O(\check{1}) \widetilde{W}_{1}+O(\check{1}) \widetilde{W}_{2}+O(\check{1}) \widetilde{W}_{3} \\
& +O(\varepsilon) \widetilde{W}_{5}+O(\check{1}) W_{6}+O(\check{1}) \partial_{1} \widetilde{W}_{2} \\
& +O(\varepsilon) \partial_{2} \widetilde{W}_{2}+O(\varepsilon) \partial_{1} \widetilde{W}_{5}+O(\varepsilon) W_{6}^{\prime}\left(z_{2}\right), \\
& W_{2}\left(0, z_{2}\right)=O(\varepsilon) \widetilde{W}_{4}\left(0, z_{2}\right)+O(\check{1}) W_{6}\left(z_{2}\right) \text {, } \\
& W_{2}\left(1, z_{2}\right)=\text { constant, } \\
& W_{5}\left(z_{1}, 0\right)=0, \quad W_{5}\left(z_{1}, 1\right)=0 .
\end{aligned}
$$

Then it follows from Lemma B. 5 for the case $k=0$ and (B-31) of Lemma B. 6 that

$$
\begin{equation*}
\left\|W_{2}\right\|_{C^{1, \alpha}}+\left\|W_{5}\right\|_{C^{1, \alpha}}+\mid \text { constant } \mid \leq \check{C}\left(\sum_{i=1}^{5}\left\|\widetilde{W}_{i}\right\|_{C^{1, \alpha}}+\left\|W_{6}\right\|_{C^{2, \alpha}}\right) \tag{3-42}
\end{equation*}
$$

Finally, it follows from the algebraic equation (2-27) that

$$
\begin{equation*}
W_{3}=O(1) W_{1}+O(1) W_{2}+O(\varepsilon) W_{5} \tag{3-43}
\end{equation*}
$$

This yields

$$
\begin{equation*}
\left\|W_{3}\right\|_{C^{1, \alpha}} \leq C\left(\left\|W_{1}\right\|_{C^{1, \alpha}}+\left\|W_{2}\right\|_{C^{1, \alpha}}+\varepsilon\left\|W_{5}\right\|_{C^{1, \alpha}}\right) \tag{3-44}
\end{equation*}
$$

Collecting all the estimates (3-39), (3-40), (3-42) and (3-44) obtained thus far, we arrive at

$$
\begin{equation*}
\sum_{i=1}^{3}\left\|W_{i}\right\|_{C^{1, \alpha}}+\left\|W_{5}\right\|_{C^{1, \alpha}} \leq C(\check{1}+\varepsilon) \sum_{j=1}^{5}\left\|\widetilde{W}_{i}\right\|_{C^{1, \alpha}} . \tag{3-45}
\end{equation*}
$$

In terms of the definitions of $W_{4}, W_{5}, \widetilde{W}_{4}$ and $\widetilde{W}_{5}$, one deduces from (3-45) that

$$
\begin{equation*}
\sum_{i=1}^{4}\left\|W_{i}\right\|_{C^{1, \alpha}} \leq C(\check{1}+\varepsilon) \sum_{j=1}^{4}\left\|\widetilde{W}_{i}\right\|_{C^{1, \alpha}} \tag{3-46}
\end{equation*}
$$

Since $X_{0}$ is large and $\varepsilon$ is small, $C(\check{1}+\varepsilon)<1$ holds true in (3-46). This implies that the mapping $T$ from $\Xi_{\delta}$ into itself is contractible in $C^{1, \alpha}\left(E_{+}\right)$. Therefore, it follows from the contractible mapping theorem that there exists a unique fixed point of $T$ in the function space $\Xi_{\delta}$, which completes the proof of Theorem 3.1.

We complete this section by pointing out some refined estimates on the solution obtained in Theorem 3.1. First, we note that by some elementary analysis for ordinary differential systems, one can verify the following fact, which has been given in [Li et al. 2009b, Proposition 5.3]:
Suppose $\left(S_{0,1}^{+}, \hat{P}_{0,1}^{+}(r), \hat{U}_{0,1}^{+}(r)\right.$ and $\left(S_{0,2}^{+}, \hat{P}_{0,2}^{+}(r), \hat{U}_{0,2}^{+}(r)\right)$, with $r \in\left[X_{0}, X_{0}+1\right]$ given in Remark A.3, are two extended subsonic flows that correspond to the shock positions $r_{0,1}$ and $r_{0,2}$ with $r_{0, i} \in\left(X_{0}, X_{0}+1\right)$, and constant end pressures $P_{1, e}$ and $P_{2, e}$ respectively. Then there exists a uniform constant $C>1$ independent of $X_{0}$ such that for large $X_{0}$

$$
\begin{align*}
&\left\|\left(S_{0,1}^{+}, \hat{P}_{0,2}^{+}(r), \hat{U}_{0,2}^{+}(r)\right)-\left(S_{0,2}^{+}, \hat{P}_{0,1}^{+}(r), \hat{U}_{0,1}^{+}(r)\right)\right\|_{C^{4, a}\left[X_{0}, X_{0}+1\right]} \\
& \leq C\left|P_{2, e}-P_{1, e}\right|  \tag{3-47}\\
&\left(X_{0} / C\right)\left|P_{2, e}-P_{1, e}\right| \leq\left|r_{0,2}-r_{0,1}\right| \leq C X_{0}\left|P_{2, e}-P_{1, e}\right|
\end{align*}
$$

This result combines with Theorem 3.1 to give another:
Theorem 3.1'. Under the assumptions of Theorem 3.1, we have

$$
\begin{equation*}
\left\|\xi-r_{0}\right\|_{L^{\infty}[0,1]} \leq C X_{0}^{3 / 2} \varepsilon, \quad\left\|\xi^{\prime}\right\|_{C^{2, a}[0,1]} \leq C \varepsilon \tag{3-48}
\end{equation*}
$$

and

$$
\begin{array}{r}
\left\|\left(S, P, U_{1}\right)-\left(S_{0}^{+}, \hat{P}_{0}^{+}\left(z_{1}\right), \hat{U}_{0}^{+}\left(z_{1}\right)\right)\right\|_{C^{2, \alpha}\left(E_{+}\right)}+\left|C_{0}\right| \leq C \sqrt{X_{0}} \varepsilon, \\
\left\|\partial_{z_{2}}\left(S, P, U_{1}\right)-\partial_{z_{2}}\left(S_{0}^{+}, \hat{P}_{0}^{+}\left(z_{1}\right), \hat{U}_{0}^{+}\left(z_{1}\right)\right)\right\|_{C^{1, \alpha}\left(E_{+}\right)}+\left\|U_{2}\right\|_{C^{2, \alpha}\left(E_{+}\right)}  \tag{3-50}\\
\leq C \varepsilon .
\end{array}
$$

Here the generic constant $C>0$ is independent of $X_{0}$ and $\varepsilon$, but may depend on $\tilde{C}$.
Remark 3.3. In Theorems 3.1 and $3.1^{\prime}$ or the problem (1-1) with (1-2)-(1-5), it seems difficult to find higher order compatibility conditions at the nozzle wall so that the solutions will achieve $C^{3, \alpha}$ regularity; this is due to the source terms in (2-8). For more details, see Appendix C.

## 4. The monotonic dependence of the shock position on the exit pressure

The key to proving Theorem 1.1, as in [Li et al. 2009b], establishing the monotonic dependence of the shock position on the end pressure. For this end, we assume that
the problem (2-26)-(2-28), (2-32) with (2-29) and (2-31), has two solutions

$$
\begin{aligned}
& \left(S, P, U_{1}, U_{2} ; \xi_{1}\right) \in C^{2, \alpha}\left(E_{+}\right) \times C^{3, \alpha}([0,1]), \\
& \left(\tilde{S}, \tilde{P}, V_{1}, V_{2} ; \xi_{2}\right) \in C^{2, \alpha}\left(E_{+}\right) \times C^{3, \alpha}([0,1])
\end{aligned}
$$

when the exit pressure boundary condition (2-30) is replaced respectively by

$$
\begin{align*}
& P\left(1, z_{2}\right)=P_{e}+\varepsilon \tilde{P}_{1}\left(\check{z}_{2}\right),  \tag{4-1}\\
& \tilde{P}\left(1, z_{2}\right)=P_{e}+\varepsilon \tilde{P}_{2}\left(\check{z}_{2}\right) . \tag{4-2}
\end{align*}
$$

Theorem 4.1. If $\left(P, \rho, U_{1}, U_{2}, S ; \xi_{1}\right)$ and $\left(\tilde{P}, q, V_{1}, V_{2}, \tilde{S} ; \xi_{2}\right)$ both satisfy the estimates (3-48)-(3-50), and

$$
M_{0}^{-}\left(X_{0}\right) \equiv \frac{U_{0}^{-}\left(X_{0}\right)}{c\left(\rho_{0}^{-}\left(X_{0}\right)\right)}>\sqrt{\frac{\gamma+3}{2}}
$$

then

$$
\begin{equation*}
\left|\xi_{2}(1)-\xi_{1}(1)\right| \leq C X_{0} \varepsilon\left\|\tilde{P}_{1}\left(\check{z}_{2}\right)-\tilde{P}_{2}\left(\check{z}_{2}\right)\right\|_{C^{1, \alpha}[0,1]} \tag{4-3}
\end{equation*}
$$

and
(4-4) $\quad\left\|\left(S, P, U_{1}, U_{2}\right)-\left(\tilde{S}, \tilde{P}, V_{1}, V_{2}\right)\right\|_{C^{1, \alpha}\left(E_{+}\right)}+\left\|\xi_{1}^{\prime}-\xi_{2}^{\prime}\right\|_{C^{1, \alpha}[0,1]}$

$$
\leq C \varepsilon\left\|\tilde{P}_{1}\left(\check{z}_{2}\right)-\tilde{P}_{2}\left(\check{z}_{2}\right)\right\|_{C^{1, \alpha}[0,1]}
$$

Furthermore, if $P_{1}\left(1, z_{2}\right)-P_{2}\left(1, z_{2}\right)=\tilde{C}=O\left(\sqrt{X_{0}} \varepsilon\right)$ and $\xi_{1}(1)<\xi_{2}(1)$, then $\xi_{1}\left(z_{2}\right)<\xi_{2}\left(z_{2}\right)$ and the constant $\tilde{C}$ is positive. Moreover, there exists a generic constant $C>1$ such that

$$
\begin{equation*}
\frac{\check{1}}{C}\left(\xi_{2}(1)-\xi_{1}(1)\right) \leq \tilde{C} \leq \check{C}\left(\xi_{2}(1)-\xi_{1}(1)\right) \tag{4-5}
\end{equation*}
$$

Proof. Without loss of generality, we assume

$$
\begin{equation*}
\xi_{1}(1)<\xi_{2}(1) . \tag{4-6}
\end{equation*}
$$

With some abuse of notation, we set

$$
\begin{array}{lll}
W_{1}(z)=S-\tilde{S}, & W_{2}(z)=P-\tilde{P}, & W_{3}(z)=U_{1}-V_{1} \\
W_{4}(z)=U_{2}-V_{2}, & W_{5}(z)=\frac{U_{2}}{U_{1}}-\frac{V_{2}}{V_{1}}, & W_{6}\left(z_{2}\right)=\xi_{1}-\xi_{2}
\end{array}
$$

The proof of Theorem 4.1 will be divided into five steps.

Step i (the estimate of $W_{6}$ ). It follows from (2-32) that $W_{6}\left(z_{2}\right)$ satisfies

$$
\begin{align*}
W_{6}^{\prime}\left(z_{2}\right) & =\sum_{i=1}^{3} O(\varepsilon) W_{i}+O(1) W_{4}+O(\check{\varepsilon}) W_{6},  \tag{4-7}\\
W_{6}(1) & =\xi_{1}(1)-\xi_{2}(1)
\end{align*}
$$

and

$$
\begin{align*}
& W_{6}^{\prime \prime}\left(z_{2}\right)=\sum_{i=1}^{4} O(\varepsilon) W_{i}+O(\check{\varepsilon}) W_{6}+\sum_{i=1}^{3} O(\varepsilon) \partial_{2} W_{i}  \tag{4-8}\\
& +O(1) \partial_{2} W_{4}+O(\check{\varepsilon}) W_{6}^{\prime}\left(z_{2}\right), \\
& W_{6}^{\prime}(1)=0 .
\end{align*}
$$

By (4-6), we have
$(4-9) \quad\left\|W_{6}^{\prime}\left(z_{2}\right)\right\|_{C^{1, \alpha}} \leq C\left(\varepsilon\left(\xi_{2}(1)-\xi_{1}(1)\right)+\left\|\partial_{2} W_{4}\right\|_{C^{\alpha}}\right)+C \varepsilon\left(\sum_{i=1}^{4}\left\|W_{i}\right\|_{C^{1, \alpha}}\right)$
and

$$
\begin{aligned}
\left\|W_{6}\right\|_{C^{2, \alpha}} & \leq C\left(\left(\xi_{2}(1)-\xi_{1}(1)\right)+\left\|W_{6}^{\prime}\left(z_{2}\right)\right\|_{C^{1, \alpha}}\right) \\
& \leq C\left(\left(\xi_{2}(1)-\xi_{1}(1)\right)+\left\|\partial_{2} W_{4}\right\|_{C^{\alpha}}\right)+C \varepsilon\left(\sum_{i=1}^{4}\left\|W_{i}\right\|_{C^{1, \alpha}}\right)
\end{aligned}
$$

Step ii (the estimate of $W_{1}$ ). First, we solve the first order system (2-28) in the coordinate $z=\left(z_{1}, z_{2}\right)$. Let $z_{2}^{1}(s ; z)\left(z_{2}^{2}(s ; z)\right)$ be the characteristic going through $z=\left(z_{1}, z_{2}\right)$ and reaching $(0, \beta)((0, \tilde{\beta}))$ at $s=0$ corresponding to the vector field $\left(U_{1}, U_{2}\right)\left(\left(V_{1}, V_{2}\right)\right)$, that is,

$$
\begin{aligned}
\frac{d z_{2}^{1}(s ; z)}{d s} & =-\frac{X_{0}\left(X_{0}+1-\xi_{1}\left(z_{2}^{1}\right)\right)}{A_{1}} U_{2}\left(\xi_{1}\left(z_{2}^{1}\right)+s\left(X_{0}+1-\xi_{1}\left(z_{2}^{1}\right)\right), z_{2}^{1}\right) \\
z_{2}^{1}\left(z_{1} ; z\right) & =z_{2}, \quad z_{2}^{1}(0 ; z)=\beta
\end{aligned}
$$

where

$$
A_{1}=\left(\xi_{1}\left(z_{2}^{1}\right)+s\left(X_{0}+1-\xi_{1}\left(z_{2}^{1}\right)\right)\right) U_{1}+U_{2} X_{0}(1-s) \xi_{1}^{\prime}\left(z_{2}^{1}\right) .
$$

Set $l(s ; z)=z_{2}^{1}(s ; z)-z_{2}^{2}(s ; z)$, and note that $z_{2}^{1}(0 ; z)=\beta$ and $z_{2}^{2}(0 ; z)=\tilde{\beta}$. Then we have

$$
\begin{align*}
& \frac{d l}{d s}=O(\varepsilon) l+O(\varepsilon) W_{3}\left(s, z_{2}^{1}\right)+O(1) W_{4}\left(s, z_{2}^{1}\right) \\
&+O(\varepsilon) W_{6}\left(z_{2}^{1}\right)+O\left(\varepsilon^{2}\right) W_{6}^{\prime}\left(z_{2}^{1}\right)  \tag{4-11}\\
& l(0 ; z)=\beta-\tilde{\beta}, \quad l\left(z_{1} ; z\right)=0 .
\end{align*}
$$

By the $C^{2, \alpha}$ regularity of solutions, we can check that the coefficients of $l(t ; z)$ in (4-11) are in $C^{1, \alpha}$. Based on this, we intend to derive the $C^{1, \alpha}$ estimate of $\beta-\tilde{\beta}$.

Indeed, by (4-11), we can arrive at

$$
\|\beta-\tilde{\beta}\|_{L^{\infty}} \leq C\left(\varepsilon\left\|W_{3}\right\|_{L^{\infty}}+\left\|W_{4}\right\|_{L^{\infty}}+\varepsilon\left\|W_{6}\right\|_{L^{\infty}}+\varepsilon^{2}\left\|W_{6}^{\prime}\left(z_{2}\right)\right\|_{L^{\infty}}\right)
$$

On the other hand,

$$
z_{2}^{1}(s ; z)=-\int_{0}^{s} \frac{X_{0}\left(X_{0}+1-\xi_{1}\left(z_{2}^{1}\right)\right)}{A_{1}} U_{2}\left(\xi_{1}\left(z_{2}^{1}\right)+t\left(X_{0}+1-\xi_{1}\left(z_{2}^{1}\right)\right), z_{2}^{1}\right) d t+\beta
$$

and

$$
z_{2}=-\int_{0}^{z_{1}} \frac{X_{0}\left(X_{0}+1-\xi_{1}\left(z_{21}\right)\right)}{A_{1}} U_{2}\left(\xi_{1}\left(z_{2}^{1}\right)+t\left(X_{0}+1-\xi_{1}\left(z_{21}\right)\right), z_{2}^{1}\right) d t+\beta
$$

Similar relations hold for $z_{2}^{2}(s ; z), z_{2}$, and $\tilde{\beta}$ corresponding to $\left(V_{1}, V_{2}\right)$.
Hence, one can obtain

$$
\begin{align*}
& \beta-\tilde{\beta}=\int_{0}^{z_{1}} \begin{array}{r}
\left(O(\varepsilon) W_{3}\left(t, z_{2}^{1}\right)+O(1) W_{4}\left(t, z_{2}^{1}\right)\right. \\
\left.\quad+O(\varepsilon) W_{6}\left(z_{2}^{1}\right)+O\left(\varepsilon^{2}\right) W_{6}^{\prime}\left(z_{2}^{1}\right)+O(\varepsilon) l(t ; z)\right) d t
\end{array} \\
& \begin{array}{r}
l(s ; z)=\int_{z_{1}}^{s}\left(O(\varepsilon) W_{3}\left(t, z_{2}^{1}\right)+O(1) W_{4}\left(t, z_{2}^{1}\right)\right. \\
\\
\left.\quad+O(\varepsilon) W_{6}\left(z_{2}^{1}\right)+O\left(\varepsilon^{2}\right) W_{6}^{\prime}\left(z_{2}^{1}\right)+O(\varepsilon) l(t ; z)\right) d t
\end{array}
\end{align*}
$$

and

$$
\begin{equation*}
\left\|\partial_{z_{1}}(\beta, \tilde{\beta})\right\|_{C^{1, \alpha}} \leq C \varepsilon, \quad\left\|\partial_{z_{2}}(\beta, \tilde{\beta})\right\|_{C^{1, \alpha}} \leq C \tag{4-13}
\end{equation*}
$$

It follows from (4-12) and (4-13) that

$$
\begin{equation*}
\|\beta-\tilde{\beta}\|_{C^{1, \alpha}} \leq C\left(\varepsilon\left\|W_{3}\right\|_{C^{1, \alpha}}+\left\|W_{4}\right\|_{C^{1, \alpha}}+\varepsilon\left\|W_{6}\right\|_{C^{2, \alpha}}\right) . \tag{4-14}
\end{equation*}
$$

In addition, by (2-28) and the characteristics method, we have

$$
\begin{align*}
W_{1}(z) & =W_{1}\left(0, \beta\left(z_{1}, z_{2}\right)\right)+O(\varepsilon)\left(\beta\left(z_{1}, z_{2}\right)-\tilde{\beta}\left(z_{1}, z_{2}\right)\right),  \tag{4-15}\\
W_{1}\left(0, z_{2}\right) & =O(\varepsilon) W_{4}\left(0, z_{2}\right)+O(\check{1}) W_{6}\left(z_{2}\right) .
\end{align*}
$$

Combining (4-15) with (4-14) yields

$$
\begin{array}{r}
\left\|W_{1}\right\|_{C^{1, \alpha}} \leq C\left(\varepsilon\left\|\left(\varepsilon W_{2}, \varepsilon W_{3}, W_{4}\right)\right\|_{C^{1, \alpha}}+\check{1}\left\|W_{6}\right\|_{C^{2, \alpha}}+\varepsilon\|\beta-\tilde{\beta}\|_{C^{1, \alpha}}\right) \\
\leq C\left(\check{1}\left(\xi_{2}(1)-\xi_{1}(1)\right)+\varepsilon\left\|\left(\varepsilon W_{2}, W_{3}, W_{4}\right)\right\|_{C^{1, \alpha}}\right.  \tag{4-16}\\
\left.+\check{1}\left\|W_{6}^{\prime}\left(z_{2}\right)\right\|_{C^{1, \alpha}}\right) .
\end{array}
$$

Step iii (the estimates of $W_{2}$ and $W_{5}$ ). By the system (2-26) and the related boundary conditions, a direct computation yields

$$
\begin{aligned}
& \partial_{1} W_{5}-\tilde{a}_{1} \partial_{2} W_{2}=O(\varepsilon) \cdot\left(W_{1}, W_{2}, W_{3},\right. \\
&\left.W_{6}\right)+O(\check{1}) W_{5}+O(\varepsilon) \partial_{1} W_{2} \\
&+O(\check{1}) \partial_{2} W_{2}+O(\check{1}) W_{6}^{\prime}\left(z_{2}\right), \\
& \partial_{2} W_{5}+\check{1} \cot \left(\check{z}_{2}\right) W_{5}+\tilde{a}_{2} \partial_{1} W_{2} \\
&=O(\check{1}) \cdot\left(W_{1}, W_{2}, W_{3}, W_{6}, \partial_{1} W_{2}\right) \\
&+O(\varepsilon) \cdot\left(W_{5}, \partial_{2} W_{2}, \partial_{1} W_{5}, W_{6}^{\prime}\right), \\
& W_{2}\left(0, z_{2}\right)=O(\varepsilon) W_{4}\left(0, z_{2}\right)+O(\check{1}) W_{6}\left(z_{2}\right), \\
& W_{2}\left(1, z_{2}\right)=\varepsilon \tilde{P}_{1}\left(\check{z}_{2}\right)-\varepsilon \tilde{P}_{2}\left(\check{z}_{2}\right), \\
& W_{5}\left(z_{1}, 0\right)=0, \\
& W_{5}\left(z_{1}, 1\right)=0,
\end{aligned}
$$

where $\tilde{a}_{1}$ and $\tilde{a}_{2}$ are positive constants that are defined like $a_{1}$ and $a_{2}$ respectively in (2-26) for the background solution, but with shock position at $r=\xi_{1}(1)$ rather than at $r=r_{0}$.

As in (3-16)-(3-18) and (3-21), we decompose $W_{2}=W_{21}+W_{22}$ so that

$$
\begin{align*}
& \tilde{a}_{2} \partial_{1}^{2} W_{21}+\tilde{a}_{1} \partial_{2}^{2} W_{21}+\left(\tilde{a}_{1} / X_{0}\right) \cot \left(\check{z}_{2}\right) \partial_{2} W_{21} \\
&= \partial_{1}\left(O(\check{1}) \cdot\left(W_{1}, W_{2}, W_{3}, \partial_{1} W_{2}\right)\right. \\
& \quad\left.\quad+O(\varepsilon) \cdot\left(W_{5}, \partial_{2} W_{2}, \partial_{1} W_{5}, W_{6}^{\prime}\right)+a_{3}(z) W_{6}\right) \\
&- \partial_{2}\left(O(\varepsilon) \cdot\left(W_{1}, W_{2}, W_{3}, W_{6}, \partial_{1} W_{2}\right)+O(\check{1}) \cdot\left(W_{5}, \partial_{2} W_{2}, W_{6}^{\prime}\right)\right) \\
&- X_{0}^{-1} \cot \left(\check{z}_{2}\right) \\
& \times\left(O(\varepsilon) \cdot\left(W_{1}, W_{2}, W_{3}, W_{6}, \partial_{1} W_{2}\right)+O(\check{1}) \cdot\left(W_{5}, \partial_{2} W_{2}, W_{6}^{\prime}\right)\right), \tag{4-18}
\end{align*}
$$

$$
\begin{aligned}
W_{21}\left(0, z_{2}\right) & =O(\varepsilon) W_{4}\left(0, z_{2}\right)+O(\check{1}) W_{6}\left(z_{2}\right), \\
W_{21}\left(1, z_{2}\right) & =0 \\
\partial_{2} W_{21}\left(z_{1}, 0\right) & =0, \\
\partial_{2} W_{21}\left(z_{1}, 1\right) & =0
\end{aligned}
$$

and

$$
\begin{align*}
\tilde{a}_{2} \partial_{1}^{2} W_{22} & +\tilde{a}_{1} \partial_{2}^{2} W_{22}+\left(\tilde{a}_{1} / X_{0}\right) \cot \left(\check{z}_{2}\right) \partial_{2} W_{22}=0, \\
W_{22}\left(0, z_{2}\right) & =0, \\
W_{22}\left(1, z_{2}\right) & =\varepsilon \tilde{P}_{1}\left(\check{z}_{2}\right)-\varepsilon \tilde{P}_{2}\left(\check{z}_{2}\right),  \tag{4-19}\\
\partial_{2} W_{22}\left(z_{1}, 0\right) & =0, \\
\partial_{2} W_{22}\left(z_{1}, 1\right) & =0
\end{align*}
$$

and

$$
\begin{array}{r}
\int_{0}^{1} \sin \check{s}\left(O(\check{1}) \cdot\left(W_{1}, W_{2}, W_{3}, \partial_{1} W_{2}\right)+O(\varepsilon) \cdot\left(W_{5}, \partial_{2} W_{2}, \partial_{1} W_{5}, W_{6}^{\prime}\right)\right.  \tag{4-20}\\
\left.+a_{3}(z) W_{6}-\tilde{a}_{2} \partial_{1} W_{21}-\tilde{a}_{2} \partial_{1} W_{22}\right)(1, s) d s=0
\end{array}
$$

where $a_{3}\left(z_{2}\right)=O(1)$. In particular, due to the estimates (3-48)-(3-50), we have
(4-21) $a_{3}(z)=-\left(\frac{1}{\rho U_{1}^{2}}-\frac{1}{\gamma P}\right)$

$$
\begin{array}{r}
\times \partial_{1} P\left(\frac{1-z_{1}}{X_{0}\left(X_{0}+1-\xi_{1}\left(z_{2}\right)\right)}+\frac{\xi_{2}\left(z_{2}\right)+z_{1}\left(X_{0}+1-\xi_{2}\left(z_{2}\right)\right)}{X_{0}\left(X_{0}+1-\xi_{1}\left(z_{2}\right)\right)\left(X_{0}+1-\xi_{2}\left(z_{2}\right)\right)}\right) \\
+O(\varepsilon)<0 .
\end{array}
$$

Similar to the estimates in (3-42), by (B-20) in Lemma B. 5 for the case $k=0$, we have

$$
\begin{align*}
& \left\|W_{21}\right\|_{C^{1, \alpha}\left(E_{1}\right)} \leq \check{C} \sum_{i=1}^{6}\left\|W_{i}\right\|_{C^{1, \alpha}\left(E_{1}\right)},  \tag{4-22}\\
& \left\|W_{22}\right\|_{C^{1, \alpha}\left(E_{1}\right)} \leq C \varepsilon\left\|\tilde{P}_{1}\left(\check{z}_{2}\right)-\tilde{P}_{2}\left(\check{z}_{2}\right)\right\|_{C^{1, \alpha}[0,1]} . \tag{4-23}
\end{align*}
$$

In particular, for the case of $P\left(1, z_{2}\right)-\tilde{P}\left(1, z_{2}\right)=\tilde{C}$, we can determine $W_{22}=$ $\tilde{C} z_{1}$ as in Section 3. Thus it follows from (4-20) and $\tilde{a}_{2}(z)=O(1)>0$ that

$$
\begin{align*}
\tilde{C} \leq C\left(\check{1}\left(\xi_{2}(1)-\xi_{1}(1)\right)+\check{1}\left\|W_{1}\right\|_{C^{1, \alpha}}+\right. & \left\|W_{21}\right\|_{C^{1, \alpha}}+\check{1}\left\|W_{3}\right\|_{C^{1, \alpha}}  \tag{4-24}\\
& \left.+\varepsilon\left\|W_{5}\right\|_{C^{1, \alpha}}+\check{1}\left\|W_{6}^{\prime}\left(z_{2}\right)\right\|_{C^{1, \alpha}}\right)
\end{align*}
$$

Similar to the estimates for (3-21), (3-26) and (3-31), together with (4-9) and (4-22)-(4-23), we get

$$
\begin{align*}
\left\|W_{21}\right\|_{C^{1, \alpha}} \leq \check{C}\left(\left(\xi_{2}(1)-\xi_{1}(1)\right)\right. & \left.+\left\|\left(W_{1}, W_{3}, W_{5}, W_{6}^{\prime}\right)\right\|_{C^{1, \alpha}}\right)  \tag{4-25}\\
& +\check{C} \varepsilon\left\|\tilde{P}_{1}\left(\check{z}_{2}\right)-\tilde{P}_{2}\left(\check{z}_{2}\right)\right\|_{C^{1, \alpha}} \\
\left\|W_{5}\right\|_{C^{1, \alpha}} \leq \check{C}\left(\left(\xi_{2}(1)-\xi_{1}(1)\right)\right. & \left.+\left\|\left(W_{1}, W_{21}, W_{3}, W_{6}^{\prime}\right)\right\|_{C^{1, \alpha}}\right)  \tag{4-26}\\
& +\check{C} \varepsilon\left\|\tilde{P}_{1}\left(\check{z}_{2}\right)-\tilde{P}_{2}\left(\check{z}_{2}\right)\right\|_{C^{1, \alpha}}
\end{align*}
$$

Thus, combining (4-25) and (4-26) with (4-23) yields

$$
\begin{align*}
\left\|W_{2}\right\|_{C^{1, \alpha}}+\left\|W_{5}\right\|_{C^{1, \alpha}} \leq \check{C}\left(\left(\xi_{2}(1)-\xi_{1}(1)\right)+\right. & \left.\left\|\left(W_{1}, W_{3}, W_{6}^{\prime}\right)\right\|_{C^{1, \alpha}}\right)  \tag{4-27}\\
& +C \varepsilon\left\|\tilde{P}_{1}\left(\check{z}_{2}\right)-\tilde{P}_{2}\left(\check{z}_{2}\right)\right\|_{C^{1, \alpha}} .
\end{align*}
$$

Step iv (the estimate of $W_{3}$ ). It follows from (2-27) that

$$
\begin{equation*}
W_{3}=O(\varepsilon) W_{5}+O(1) W_{1}+O(1) W_{2} . \tag{4-28}
\end{equation*}
$$

This yields

$$
\begin{equation*}
\left\|W_{3}\right\|_{C^{1, \alpha}} \leq C\left(\left\|W_{1}\right\|_{C^{1, \alpha}}+\left\|W_{2}\right\|_{C^{1, \alpha}}+\varepsilon\left\|W_{5}\right\|_{C^{1, \alpha}}\right) \tag{4-29}
\end{equation*}
$$

Step $\mathbf{v}$ (the estimate of $\left.W_{2}\left(0, z_{2}\right)\right)$. Note that the supersonic background solution $\left(\rho_{0}^{-}, P_{0}^{-}, U_{0}^{-}\right)$satisfies the system (2-11), that is,

$$
\begin{align*}
\frac{d\left(\rho_{0}^{-} U_{0}^{-}\right)}{d y_{1}} & =-\frac{2 \rho_{0}^{-} U_{0}^{-}}{y_{1}}  \tag{4-30}\\
\frac{d\left(\rho_{0}^{-}\left(U_{0}^{-}\right)^{2}+P_{0}^{-}\right)}{d y_{1}} & =-\frac{2 \rho_{0}^{-}\left(U_{0}^{-}\right)^{2}}{y_{1}}
\end{align*}
$$

Set

$$
\begin{aligned}
& m_{0}\left(y_{1}\right)=\left(\rho_{0}^{-} U_{0}^{-}\right)^{2} \\
& m_{1}\left(y_{1}\right)=\rho_{0}^{-}\left(U_{0}^{-}\right)^{2}+P_{0}^{-}, \quad m_{2}=\frac{\gamma}{\gamma-1} \frac{P_{0}^{-}}{\rho_{0}^{-}}+\frac{1}{2}\left(U_{0}^{-}\right)^{2} .
\end{aligned}
$$

It follows from Bernoulli's law, (2-27), that $m_{2}$ is a constant.
In addition, by (2-16) and (2-27), we have on $z_{1}=0$

$$
\begin{align*}
\rho U_{1} & =\sqrt{m_{0}}+\frac{\rho^{2} U_{1} U_{2}^{2}}{\left[\rho U_{2}^{2}+P\right]},  \tag{4-31}\\
\rho U_{1}^{2}+P & =m_{1}+\frac{\left(\rho U_{1} U_{2}\right)^{2}}{\left[\rho U_{2}^{2}+P\right]}, \quad m_{2}=\frac{\gamma}{\gamma-1} \frac{P}{\rho}+\frac{1}{2}\left(U_{1}^{2}+U_{2}^{2}\right) .
\end{align*}
$$

This implies

$$
\begin{align*}
\rho & =\frac{\left(\sqrt{m_{0}}+\rho^{2} U_{1} U_{2}^{2} /\left[\rho U_{2}^{2}+P\right]\right)^{2}}{m_{1}-P+\left(\rho U_{1} U_{2}\right)^{2} /\left[\rho U_{2}^{2}+P\right]}  \tag{4-32}\\
U_{1} & =\frac{m_{1}-P}{\sqrt{m_{0}}}, \quad m_{2}=\frac{\gamma}{\gamma-1} \frac{P}{\rho}+\frac{1}{2}\left(U_{1}^{2}+U_{2}^{2}\right)
\end{align*}
$$

Substituting the first two expressions in (4-32) into the third equality in (4-32) yields on $z_{1}=0$

$$
\begin{align*}
& \frac{1}{2}\left(m_{1}-P\right)^{2}+\frac{\gamma}{\gamma-1} P\left(m_{1}-P\right)-m_{2} m_{0}  \tag{4-33}\\
& =m_{2} \sqrt{m_{0}} \frac{\rho^{2} U_{1} U_{2}^{2}}{\left[\rho U_{2}^{2}+P\right]}-\frac{1}{2} m_{0} U_{2}^{2}-\frac{1}{2} \sqrt{m_{0}} \frac{\rho^{2} U_{1} U_{2}^{2}}{\left[\rho U_{2}^{2}+P\right]}\left(\frac{\left(m_{1}-P\right)^{2}}{m_{0}}+U_{2}^{2}\right) .
\end{align*}
$$

Since $\left(S, P, U_{1}, U_{2} ; \xi_{1}\right)$ and $\left(\tilde{S}, \tilde{P}, V_{1}, V_{2} ; \xi_{2}\right)$ both satisfy (4-33), it follows from a direct computation and the estimates (3-48)-(3-50) for ( $S, P, U_{1}, U_{2} ; \xi_{1}$ )
and $\left(\tilde{S}, \tilde{P}, V_{1}, V_{2} ; \xi_{2}\right)$ that

$$
\begin{align*}
& a_{4}\left(z_{2}\right) W_{2}=a_{5}\left(z_{2}\right) W_{6}\left(z_{2}\right)+O\left(\varepsilon^{2}\right) W_{1}+O\left(\varepsilon^{2}\right) W_{2}+O\left(\varepsilon^{2}\right) W_{3}  \tag{4-34}\\
&+O(\varepsilon) W_{4}+O\left(\varepsilon^{2} X_{0}^{-1}\right) W_{6}
\end{align*}
$$

where

$$
\begin{align*}
a_{4}\left(z_{2}\right) & =\frac{\gamma}{\gamma-1} m_{1}\left(\xi_{1}\right)-\frac{1}{2}\left(m_{1}\left(\xi_{1}\right)+m_{1}\left(\xi_{2}\right)-P-\tilde{P}\right)-\frac{\gamma}{\gamma-1}(P+\tilde{P}) \\
& =\frac{\gamma}{\gamma-1} m_{1}\left(r_{0}\right)-\left(m_{1}\left(r_{0}\right)-\hat{P}_{0}^{+}\left(r_{0}\right)\right)-\frac{2 \gamma}{\gamma-1} \hat{P}_{0}^{+}\left(r_{0}\right)+O\left(\sqrt{X_{0}} \varepsilon\right) \\
& =\frac{1}{\gamma-1} \hat{\rho}_{0}^{+}\left(r_{0}\right)\left(\hat{U}_{0}^{+}\left(r_{0}\right)\right)^{2}-\frac{\gamma}{\gamma-1} \hat{P}_{0}^{+}\left(r_{0}\right)+O\left(\sqrt{X_{0}} \varepsilon\right)  \tag{4-35}\\
& =\frac{1}{\gamma-1} \hat{\rho}_{0}^{+}\left(r_{0}\right)\left(\left(\hat{U}_{0}^{+}\left(r_{0}\right)\right)^{2}-c^{2}\left(\hat{\rho}_{0}^{+}\left(r_{0}\right)\right)\right)+O\left(\sqrt{X_{0}} \varepsilon\right)<0
\end{align*}
$$

and

$$
\begin{align*}
a_{5}\left(z_{2}\right)= & m_{2} \int_{0}^{1} m_{0}^{\prime}\left(\xi_{2}+s\left(\xi_{1}-\xi_{2}\right)\right) d s \\
& -\frac{1}{2}\left(m_{1}\left(\xi_{1}\right)+m_{1}\left(\xi_{2}\right)-P-\tilde{P}\right) \int_{0}^{1} m_{1}^{\prime}\left(\xi_{2}+s\left(\xi_{1}-\xi_{2}\right)\right) d s \\
& \quad-\frac{\gamma}{\gamma-1} \tilde{P} \int_{0}^{1} m_{1}^{\prime}\left(\xi_{2}+s\left(\xi_{1}-\xi_{2}\right)\right) d s  \tag{4-36}\\
= & m_{2} m_{0}^{\prime}\left(r_{0}\right)-\left(m_{1}\left(r_{0}\right)-\hat{P}_{0}^{+}\left(r_{0}\right)\right) m_{1}^{\prime}\left(r_{0}\right)-\frac{\gamma}{\gamma-1} \hat{P}_{0}^{+}\left(r_{0}\right) m_{1}^{\prime}\left(r_{0}\right) \\
& +O\left(\sqrt{X_{0}} \varepsilon\right) \\
= & -2 \frac{\left(\rho_{0}^{-}\left(U_{0}^{-}\right)^{2}\right)\left(r_{0}\right)}{(\gamma-1) r_{0}}\left((\gamma+1) P_{0}^{-}\left(r_{0}\right)-\hat{P}_{0}^{+}\left(r_{0}\right)\right)+O\left(\sqrt{X_{0}} \varepsilon\right)
\end{align*}
$$

Next, we analyze the sign of $a_{5}\left(z_{2}\right)$ for small $\varepsilon$ and especially the sign of $(\gamma+1) P_{0}^{-}\left(r_{0}\right)-\hat{P}_{0}^{+}\left(r_{0}\right)$.

In fact, by (4-32), $\hat{P}_{0}^{+}\left(r_{0}\right)$ is a solution of the algebraic equation

$$
\begin{equation*}
F(s)=\frac{1}{2}\left(m_{1}\left(r_{0}\right)-s\right)^{2}+\frac{\gamma}{\gamma-1} s\left(m_{1}\left(r_{0}\right)-s\right)-m_{2} m_{0}\left(r_{0}\right)=0 . \tag{4-37}
\end{equation*}
$$

Since

$$
\begin{aligned}
F\left(P_{0}^{-}\left(r_{0}\right)\right) & =0, \quad F^{\prime \prime}(s)=-\frac{\gamma+1}{\gamma-1}<0 \\
F^{\prime}\left(P_{0}^{-}\left(r_{0}\right)\right) & =\frac{1}{\gamma-1}\left(\left(\rho_{0}^{-}\left(U_{0}^{-}\right)^{2}\right)\left(r_{0}\right)-\gamma P_{0}^{-}\left(r_{0}\right)\right) \\
& =\frac{\rho_{0}^{-}\left(r_{0}\right)}{\gamma-1}\left(\left(U_{0}^{-}\left(r_{0}\right)\right)^{2}-c^{2}\left(\rho_{0}^{-}\left(r_{0}\right)\right)\right)>0
\end{aligned}
$$

which follows from direct computations, $F(s)$ is a concave function and $P_{0}^{-}\left(r_{0}\right)$ is a left zero point of $F(s)$.

Using the assumption $M_{0}^{-}\left(X_{0}\right)>\sqrt{(\gamma+3) / 2}$ on the Mach number for the supersonic incoming flow, we have

$$
F\left((\gamma+1) P_{0}^{-}\left(r_{0}\right)\right)=\frac{\left(\rho_{0}^{-}\left(r_{0}\right)\right)^{2} c^{2}\left(\rho_{0}^{-}\left(r_{0}\right)\right)}{2(\gamma-1)}\left(2\left(U_{0}^{-}\left(r_{0}\right)\right)^{2}-(\gamma+3) c^{2}\left(\rho_{0}^{-}\left(r_{0}\right)\right)\right)>0 .
$$

This shows that

$$
\begin{equation*}
\hat{P}_{0}^{+}\left(r_{0}\right)>(\gamma+1) P_{0}^{-}\left(r_{0}\right) . \tag{4-38}
\end{equation*}
$$

Combining (4-38) with (4-36), we have

$$
\begin{equation*}
a_{5}\left(z_{2}\right)=O(\check{1}) \quad \text { and } \quad a_{5}\left(z_{2}\right)>0 \tag{4-39}
\end{equation*}
$$

On the other hand, by the estimates (4-9), (4-10), (4-16), (4-27) and (4-29), we have

$$
\begin{align*}
& \sum_{i=1}^{4}\left\|W_{i}\right\|_{C^{1, \alpha}}+\left\|W_{6}^{\prime}\left(z_{2}\right)\right\|_{C^{1, \alpha}}  \tag{4-40}\\
& \leq \check{C}\left|\xi_{1}(1)-\xi_{2}(1)\right|+C \varepsilon\left\|\tilde{P}_{1}\left(\check{z}_{2}\right)-\tilde{P}_{2}\left(\check{z}_{2}\right)\right\|_{C^{1, \alpha}}
\end{align*}
$$

This, together with (4-34)-(4-36), yields

$$
\begin{equation*}
W_{2}\left(0, z_{2}\right) \geq \check{b}_{1}\left(\xi_{2}(1)-\xi_{1}(1)\right)-b_{2} \varepsilon\left\|\tilde{P}_{1}\left(\check{z}_{2}\right)-\tilde{P}_{2}\left(\check{z}_{2}\right)\right\|_{C^{1, \alpha}[0,1]} \tag{4-41}
\end{equation*}
$$

where $b_{i}$ for $i=1,2$ is a generic positive constant of order $O(1)$.
Based on Steps i-v, we can prove Theorem 4.1.
Using (4-21) and substituting (4-40) into (4-20) (noting that (4-20) holds for all $\left.z_{1} \in[0,1]\right)$, we have, for all $z_{1} \in[0,1]$,

$$
\begin{align*}
\int_{0}^{1} \sin \check{s}\left(\check { b } _ { 3 } \left(\xi_{2}(1)-\right.\right. & \left.\xi_{1}(1)\right)  \tag{4-42}\\
& \left.-b_{4} \varepsilon\left\|\tilde{P}_{1}\left(\check{z}_{2}\right)-\tilde{P}_{2}\left(\check{z}_{2}\right)\right\|_{C^{1, \alpha}}-\partial_{1} W_{21}\right)\left(z_{1}, s\right) d s \leq 0
\end{align*}
$$

where $b_{i}$ for $i=3,4$ is a generic positive constant. In particular,

$$
b_{3} \geq C\left(-X_{0} a_{3}(z)+\check{C}\right)=O(1)>0
$$

because $a_{3}(z)=O(1)<0$ in (4-21).
If we assume

$$
\begin{equation*}
\varepsilon\left\|\tilde{P}_{1}\left(\check{z}_{2}\right)-\tilde{P}_{2}\left(\check{z}_{2}\right)\right\|_{C^{1, \alpha}}<\min \left\{\frac{\check{b}_{1}}{2 b_{2}}, \frac{\check{b}_{3}}{2 b_{4}}\right\}\left(\xi_{2}(1)-\xi_{1}(1)\right), \tag{4-43}
\end{equation*}
$$

is false (that is, that this statement is true with " $\geq$ " instead of " $<$ "), then (4-3) has been shown. If we assume (4-43) is true, then this means $W_{2}\left(0, z_{2}\right)>0$. Due to $W_{2}\left(0, z_{2}\right)=W_{21}\left(0, z_{2}\right)+W_{22}\left(0, z_{2}\right)$ and $W_{22}\left(0, z_{2}\right)=0$ in (4-18), we then get

$$
\begin{equation*}
W_{21}\left(0, z_{2}\right)>0 . \tag{4-44}
\end{equation*}
$$

On the other hand, it follows from (4-42) and (4-43) that for $z_{1} \in[0,1]$

$$
\begin{equation*}
\partial_{1}\left(\int_{0}^{1} s W_{21}\left(z_{1}, s\right) \sin \check{s} d s\right)>0 . \tag{4-45}
\end{equation*}
$$

Combining (4-44) with (4-45) yields

$$
\int_{0}^{1} W_{21}(1, s) \sin \check{s} d s>0
$$

However, this contradicts that $W_{21}\left(1, z_{2}\right)=0$ in (4-18). Thus (4-43) does not hold, that is, we have shown that there exists a constant $C>0$ such that

$$
\left|\xi_{2}(1)-\xi_{1}(1)\right| \leq C X_{0} \varepsilon\left\|\tilde{P}_{1}\left(\check{z}_{2}\right)-\tilde{P}_{2}\left(\check{z}_{2}\right)\right\|_{C^{1, \alpha}} .
$$

Combining this with (4-40), we complete the proof of (4-3) and (4-4).
Finally, by (4-24) and (4-25) and an argument analogous to the one for (4-3) and (4-4), we can also show (4-5). We omit the details.

Remark 4.2. From (4-3) of Theorem 4.1, we have established that the position of the shock depends continuously on the exit pressure. If the condition (2-30) is replaced by $P\left(1, z_{2}\right)=P_{e}+\varepsilon \tilde{P}\left(\check{z}_{2}\right)+C$, then (4-5) establishes that the corresponding position of the shock depends monotonically on the exit pressure. Thus, the constant $C_{0}$ in Theorem 3.1' can be considered as a function of the variable $y_{1} \in\left(X_{0}, X_{0}+1\right)$, which is denoted by $C_{0}\left(y_{1}\right)$. Furthermore, it follows from (4-5) that the function $C_{0}\left(y_{1}\right)$ is Lipschitz continuous and decreasing.

## 5. Proof of Theorem 1.1.

First, we prove that the system (2-26)-(2-28), (2-32) with (2-29)-(2-31) has a solution.

Denote by $\bar{P}_{1}=P_{e}-\sqrt{X_{0}} \varepsilon$ and $\bar{P}_{2}=P_{e}+\sqrt{X_{0}} \varepsilon$ the exit pressures of the symmetric transonic shock solutions with corresponding shock positions at $y_{1}=r_{1}$ and $y_{1}=r_{2}$, respectively. Then it follows from (4-5) in Theorem 4.1 that $r_{1}>r_{2}$ holds true.

For each fixed point $\left(y_{1}^{*}, 1\right)$ with $y_{1}^{*} \in\left[r_{2}, r_{1}\right]$, it follows from Theorem 3.1' and Remark 4.2 that there exists a constant $C_{0}\left(y_{1}^{*}\right)$ such that problem (2-26)-(2-28), (2-32) with (2-29), (2-31) and the exit pressure $P=P_{e}+\varepsilon P_{0}(\theta)+C_{0}\left(y_{1}^{*}\right)$ has a unique solution $\left(S, P, U_{1}, U_{2} ; \xi\left(z_{2}\right)\right)$ that admits the estimates in Theorem 3.1'.

If $y_{1}^{*}=r_{2}$, it follows from (3-4) and (3-47) that

$$
\begin{equation*}
\left|C_{0}\left(r_{2}\right)-\sqrt{X_{0}} \varepsilon\right| \leq C \varepsilon \tag{5-1}
\end{equation*}
$$

This implies that $C_{0}\left(r_{2}\right)>0$. Analogously, we have $C_{0}\left(r_{1}\right)<0$. Therefore, in terms of Theorem 4.1 and Remark 4.2, there exists a unique point $y_{1}^{0} \in\left(r_{2}, r_{1}\right)$ such that $C_{0}\left(y_{1}^{0}\right)=0$, that is, the system (2-26)-(2-28), (2-32) with (2-29)-(2-31) has a unique angular symmetric solution $\left(S, P, \rho, U_{1}, U_{2} ; \xi\right)$. Also, by Theorem 3.1, this solution also satisfies the estimates

$$
\begin{equation*}
\left\|\xi-r_{0}\right\|_{L^{\infty}[0,1]} \leq C X_{0} \varepsilon, \quad\left\|\xi^{\prime}\right\|_{C^{2, \alpha}[0,1]} \leq C \varepsilon \tag{5-2}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\left(S, P, U_{1}\right)-\left(S_{0}^{+}, \hat{P}_{0}^{+}\left(z_{1}\right), \hat{U}_{0}^{+}\left(z_{1}\right)\right)\right\|_{C^{2, \alpha}\left(E_{+}\right)} \leq C \varepsilon \tag{5-3}
\end{equation*}
$$

According to the constructions of the spaces of $S_{\sigma}$ and $\Xi_{\delta}$ in Section 3, we can derive that

$$
\begin{align*}
\partial_{z_{2}} S\left(z_{1}, 0\right) & =\partial_{z_{2}} P\left(z_{1}, 0\right)=\partial_{z_{2}} U_{1}\left(z_{1}, 0\right)=0, \\
\partial_{z_{2}} S\left(z_{1}, 1\right) & =\partial_{z_{2}} P\left(z_{1}, 1\right)=\partial_{z_{2}} U_{1}\left(z_{1}, 1\right)=0, \\
U_{2}\left(z_{1}, 0\right) & =\partial_{z_{2}}^{2} U_{2}\left(z_{1}, 0\right)=U_{2}\left(z_{1}, 1\right)=0,  \tag{5-4}\\
\xi^{\prime}(0) & =\xi^{(3)}(0)=\xi^{\prime}(1)=0 .
\end{align*}
$$

Next, we verify that the axisymmetric solution $\left(S, P, U_{1}, U_{2} ; \xi\right)$ satisfies all the estimates in Theorem 1.1 in the ( $x_{1}, x_{2}, x_{3}$ ) coordinate system.

The transformation (2-20) keeps the equivalence of $C^{2, \alpha}$ norms between the coordinates $\left(y_{1}, y_{2}\right)$ and $\left(z_{1}, z_{2}\right)$. Denoting the solution by $\left(\left(S, P, U_{1}, U_{2}\right)(y) ; \xi\left(y_{2}\right)\right)$ in the coordinates $\left(y_{1}, y_{2}\right)$, we have

$$
\begin{equation*}
\left|\xi\left(y_{2}\right)-r_{0}\right| \leq C X_{0} \varepsilon, \quad\left\|\xi^{\prime}\left(y_{2}\right)\right\|_{C^{2, \alpha}[0,1]} \leq C \varepsilon \tag{5-5}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\left(S, P, U_{1}, U_{2}\right)-\left(S_{0}^{+}, \hat{P}_{0}^{+}\left(y_{1}\right), \hat{U}_{0}^{+}\left(y_{1}\right), 0\right)\right\|_{C^{2, \alpha}\left(R_{+}\right)} \leq C \varepsilon \tag{5-6}
\end{equation*}
$$

In addition, it follows from (5-4) and a direct computation that

$$
\begin{align*}
\partial_{y_{2}} S\left(y_{1}, 0\right) & =\partial_{y_{2}} P\left(y_{1}, 0\right)=\partial_{y_{2}} U_{1}\left(y_{1}, 0\right)=0, \\
\partial_{y_{2}} S\left(y_{1}, 1\right) & =\partial_{y_{2}} P\left(y_{1}, 1\right)=\partial_{y_{2}} U_{1}\left(y_{1}, 1\right)=0,  \tag{5-7}\\
U_{2}\left(y_{1}, 0\right) & =\partial_{y_{2}}^{2} U_{2}\left(y_{1}, 0\right)=U_{2}\left(y_{1}, 1\right)=0, \\
\xi^{\prime}(0) & =\xi^{(3)}(0)=\xi^{\prime}(1)=0 .
\end{align*}
$$

Therefore, by the inverse transformations of (2-1) and (2-2), the solution to the problem (1-1) with (1-2)-(1-5) has the form

$$
(S, P)\left(x_{1}, x_{2}, x_{3}\right)=(S, P)\left(\left(x_{1}^{2}+x_{2}^{2}+x_{3}^{2}\right)^{1 / 2}, X_{0} \arcsin \left(\frac{\left(x_{2}^{2}+x_{3}^{2}\right)^{1 / 2}}{\left(x_{1}^{2}+x_{2}^{2}+x_{3}^{2}\right)^{1 / 2}}\right)\right)
$$

and

$$
\begin{aligned}
\left(\begin{array}{l}
u_{1} \\
u_{2} \\
u_{3}
\end{array}\right)\left(x_{1}, x_{2}, x_{3}\right)= & \frac{1}{\left(x_{1}^{2}+x_{2}^{2}+x_{3}^{2}\right)^{1 / 2}}\left[\begin{array}{cc}
x_{1} & \left(x_{2}^{2}+x_{3}^{2}\right)^{1 / 2} \\
x_{2} & -x_{1} x_{2} /\left(x_{2}^{2}+x_{3}^{2}\right)^{1 / 2} \\
x_{3}-x_{1} x_{3} /\left(x_{2}^{2}+x_{3}^{2}\right)^{1 / 2}
\end{array}\right] \\
& \cdot\binom{U_{1}}{U_{2}}\left(\left(x_{1}^{2}+x_{2}^{2}+x_{3}^{2}\right)^{1 / 2}, X_{0} \arcsin \left(\frac{\left(x_{2}^{2}+x_{3}^{2}\right)^{1 / 2}}{\left(x_{1}^{2}+x_{2}^{2}+x_{3}^{2}\right)^{1 / 2}}\right)\right)
\end{aligned}
$$

and the shock position $x_{1}=\eta\left(x_{2}, x_{3}\right)$ is given by the implicit function

$$
\begin{equation*}
G\left(x_{1}, x_{2}, x_{3}\right) \equiv\left(x_{1}^{2}+x_{2}^{2}+x_{3}^{2}\right)^{1 / 2}-\xi\left(X_{0} \arcsin \left(\frac{\left(x_{2}^{2}+x_{3}^{2}\right)^{1 / 2}}{\left(x_{1}^{2}+x_{2}^{2}+x_{3}^{2}\right)^{1 / 2}}\right)\right)=0 \tag{5-8}
\end{equation*}
$$

where we have for small $\varepsilon$
$\partial_{x_{1}} G=\frac{x_{1}}{\left(x_{1}^{2}+x_{2}^{2}+x_{3}^{2}\right)^{1 / 2}}+\xi^{\prime}\left(X_{0} \arcsin \left(\frac{\left(x_{2}^{2}+x_{3}^{2}\right)^{1 / 2}}{\left(x_{1}^{2}+x_{2}^{2}+x_{3}^{2}\right)^{1 / 2}}\right)\right) \frac{X_{0}\left(x_{2}^{2}+x_{3}^{2}\right)^{1 / 2}}{x_{1}^{2}+x_{2}^{2}+x_{3}^{2}}>0$
because $\left|\xi^{\prime}\right| \leq C \varepsilon$.
Thanks to (5-7) and Lemmas B. 3 and B.4, we know that

$$
\left(S^{+}(x), P^{+}(x), u_{1}^{+}(x), u_{2}^{+}(x), u_{3}^{+}(x)\right)
$$

belongs to $C^{2, \alpha}\left(\bar{\Omega}_{+}\right)$and satisfies the estimates in Theorem 1.1.
Finally, we show that $\eta\left(x_{2}, x_{3}\right) \in C^{3, \alpha}\left(\bar{S}_{e}\right)$ and satisfies Theorem 1.1(i).
Since the shock surface $x_{1}=\eta\left(x_{2}, x_{3}\right)$ is determined by (5-8),

$$
\begin{equation*}
\left\|\eta-\left(r_{0}^{2}-x_{2}^{2}-x_{3}^{2}\right)^{1 / 2}\right\|_{L^{\infty}\left(S_{e}\right)} \leq C\left\|\xi-r_{0}\right\|_{L^{\infty}[0,1]} \leq C X_{0} \varepsilon \tag{5-9}
\end{equation*}
$$

In addition, $\eta\left(x_{2}, x_{3}\right)$ satisfies the Rankine-Hugoniot conditions (1-2), so we have

$$
\begin{align*}
& \partial_{x_{2}} \eta=\frac{\left[\rho u_{1} u_{2}\right]\left[P+\rho u_{3}^{2}\right]-\left[\rho u_{1} u_{3}\right]\left[\rho u_{2} u_{3}\right]}{\left[P+\rho u_{2}^{2}\right]\left[P+\rho u_{3}^{2}\right]-\left[\rho u_{2} u_{3}\right]^{2}},  \tag{5-10}\\
& \partial_{x_{3}} \eta=\frac{\left[\rho u_{1} u_{3}\right]\left[P+\rho u_{2}^{2}\right]-\left[\rho u_{1} u_{2}\right]\left[\rho u_{2} u_{3}\right]}{\left[P+\rho u_{2}^{2}\right]\left[P+\rho u_{3}^{2}\right]-\left[\rho u_{2} u_{3}\right]^{2}} .
\end{align*}
$$

Similarly, $\eta_{0}\left(x_{2}, x_{3}\right)=\left(r_{0}^{2}-x_{2}^{2}-x_{3}^{2}\right)^{1 / 2}$ also satisfies (5-10) when the solution ( $\rho^{ \pm}, P^{ \pm}, u^{ \pm}$) is replaced by the corresponding background solution in (5-10).

Therefore, by Remark A.2, (5-9) and the interpolation theorem in Hölder space, we have

$$
\begin{aligned}
& \left\|\nabla_{x_{2}, x_{3}}\left(\eta\left(x_{2}, x_{3}\right)-\left(r_{0}^{2}-x_{2}^{2}-x_{3}^{2}\right)^{1 / 2}\right)\right\|_{C^{2, \alpha}\left(\bar{S}_{e}\right)} \\
& \quad \leq C\left(\varepsilon+\left\|\nabla_{x}\left(S_{0}^{+}, \hat{P}_{0}^{+}, \hat{u}_{1,0}^{+}, \hat{u}_{2,0}^{+}, \hat{u}_{3,0}^{+}\right)\right\|_{C^{2, \alpha}}\left\|\eta-\left(r_{0}^{2}-x_{2}^{2}-x_{3}^{2}\right)^{1 / 2}\right\|_{C^{2, \alpha}\left(\bar{S}_{e}\right)}\right) \\
& \quad \leq C \varepsilon
\end{aligned}
$$

This completes the proof of Theorem 1.1.

## Appendix $\mathbf{A}$.

In this appendix, we will describe the transonic solution of the problem (1-1) with (1-2)-(1-5), when the exit pressure is a suitable constant $P_{e}$ under the assumptions given in Section 1 on the nozzle walls and the supersonic incoming flow. Such a solution, called a background solution, can be obtained by solving the related ordinary differential equations. Related analysis has been given in [Courant and Friedrichs 1948, Section 147] and the details can be seen in [Xin and Yin 2008b]. For the reader's convenience and because it's needed for the computations in this paper, we will give a detailed statement.
Theorem A.1. If the three-dimensional nozzle wall $\Gamma$ and the supersonic incoming flow are as defined in Section 1, then there exist two constant pressures $\tilde{P}_{1}$ and $\tilde{P}_{2}$ with $\tilde{P}_{1}<\tilde{P}_{2}$ such that if the exit pressure $\tilde{P}_{e} \in\left(\tilde{P}_{1}, \tilde{P}_{2}\right)$, then the system (1-2) has a symmetric transonic shock solution

$$
\left(P, u_{1}, u_{2}, u_{3}, S\right)= \begin{cases}\left(P_{0}^{-}(r), u_{1,0}^{-}(x), u_{2,0}^{-}(x), u_{3,0}^{-}(x), S_{0}^{-}\right) & \text {for } r<r_{0} \\ \left(P_{0}^{+}(r), u_{1,0}^{+}(x), u_{2,0}^{+}(x), u_{3,0}^{+}(x), S_{0}^{+}\right) & \text {for } r>r_{0}\end{cases}
$$

where $u_{i, 0}^{+}(x)=U_{0}^{+}(r) x_{i} / r$ for $i=1,2,3, X_{0}<r_{0}<X_{0}+1, S_{0}^{+}$is a constant, and $\left(P_{0}^{+}(r), U_{0}^{+}(r)\right)$ is $C^{3}$-smooth.

See Theorem 1.1 in [Xin and Yin 2008b] for the proof.
Next, we cite two useful remarks, which were stated in [Xin and Yin 2008b].
Remark A.2. By the assumption (1-6), we have for $r_{0} \leq r \leq X_{0}+1$

$$
\left|\frac{d^{k} U_{0}^{+}(r)}{d r^{k}}\right|+\left|\frac{d^{k} P_{0}^{+}(r)}{d r^{k}}\right| \leq \frac{C_{k}}{X_{0}^{k}} \quad \text { for } k=1,2,3
$$

Remark A.3. One can obtain an extension $\left(\hat{\rho}_{0}^{+}(r), \hat{U}_{0}^{+}(r)\right)$ of $\left(\rho_{0}^{+}(r), U_{0}^{+}(r)\right)$ for $r \in\left(X_{0}, X_{0}+1\right)$ by solving the Euler system.

## Appendix B.

We now give some elementary facts and computations often used in Section 5. Compared with the similar results in [Li et al. 2010a, Appendix B], the estimates
here are more delicate since we require them to be independent of $X_{0}$. Here and in what follows, $X_{0}$ is defined as in Section 1 and $C$ stands for a generic positive constant that is independent of $X_{0}$.

For the convenience, we set

$$
\begin{aligned}
& E_{1}=\left\{\left(z_{1}, z_{2}\right) \in R^{2}: 0<z_{1}<1,0<z_{2}<1\right\} \\
& E_{2}=\left\{\left(x_{1}, x_{2}, x_{3}\right) \in R^{3}: 0<x_{1}<1, x_{2}^{2}+x_{3}^{2}<1\right\}, \\
& E_{3}=\left\{\left(z_{1}, z_{2}, z_{3}\right) \in R^{3}: 0<z_{1}<1,0<z_{2}<1,0 \leq z_{3}<2 \pi\right\}, \\
& E_{4}=\left\{\left(x_{1}, x_{2}\right) \in R^{2}: x_{1}^{2}+x_{2}^{2} \leq 1\right\} .
\end{aligned}
$$

Lemma B.1. Let

$$
\phi\left(x_{1}, x_{2}\right)=\left(\frac{1}{X_{0}} \cot \left(\frac{\left(x_{1}^{2}+x_{2}^{2}\right)^{1 / 2}}{X_{0}}\right)-\frac{1}{\left(x_{1}^{2}+x_{2}^{2}\right)^{1 / 2}}\right) \frac{x_{2}}{\left(x_{1}^{2}+x_{2}^{2}\right)^{1 / 2}}
$$

Then we have

$$
\begin{equation*}
\|\phi\|_{C^{0,1}\left(E_{4}\right)} \leq C \tag{B-1}
\end{equation*}
$$

Proof. Note that $\phi\left(x_{1}, x_{2}\right)$ can be rewritten as

$$
\begin{aligned}
\phi\left(x_{1}, x_{2}\right) & =\frac{\int_{0}^{1}(\cos (\check{\rho})-\cos (s \check{\rho})) d s}{X_{0} \sin \check{\rho}} \frac{x_{2}}{\rho} \\
& =\frac{2 x_{2}}{\rho} \frac{\int_{0}^{1}\left(\sin \left(\frac{1}{2}(1+s) \check{\rho}\right) \sin \left(\frac{1}{2}(s-1) \check{\rho}\right)\right) d s}{X_{0} \sin (\check{\rho})}
\end{aligned}
$$

where $\rho=\left(x_{1}^{2}+x_{2}^{2}\right)^{1 / 2}$
It is easy to see that

$$
\begin{equation*}
\|\phi\|_{L^{\infty}\left(E_{4}\right)} \leq C \tag{B-2}
\end{equation*}
$$

For any two distinct points $\left(x_{11}, x_{21}\right)$ and $\left(x_{12}, x_{22}\right)$ in $E_{4}$, it follows from a direct computation that

$$
\begin{equation*}
\phi\left(x_{11}, x_{21}\right)-\phi\left(x_{12}, x_{22}\right)=I_{1}+I_{2}+I_{3} \tag{B-3}
\end{equation*}
$$

where, with $a=\left(x_{11}^{2}+x_{21}^{2}\right)^{1 / 2}$ and $b=\left(x_{12}^{2}+x_{22}^{2}\right)^{1 / 2}$,

$$
\begin{aligned}
& I_{1}=\left(\check{1} \cot (\check{a})-\frac{1}{a}\right) \frac{x_{21}-x_{22}}{a}, \\
& I_{2}=-\left(\check{1} \cot (\check{a})-\frac{1}{a}\right) \frac{x_{22}\left(\left(x_{11}-x_{12}\right)\left(x_{11}+x_{12}\right)+\left(x_{21}-x_{22}\right)\left(x_{21}+x_{22}\right)\right)}{a b(a+b)}, \\
& I_{3}=\frac{x_{12}}{b}\left(\check{1} \cot (\check{a})-\frac{1}{a}-\check{1} \cot (\check{b})+\frac{1}{b}\right) .
\end{aligned}
$$

Now we only estimate $I_{3}$ since the treatments on $I_{1}$ and $I_{2}$ are analogous or even simpler.

Assume that $a \geq b$ without loss of generality. Then a direct computation yields

$$
\left|I_{3}\right| \leq\left|\frac{a b \sin (\check{b}-a)-X_{0} \sin (\check{a}) \sin (\check{b})(b-a)}{X_{0} \sin (\check{a}) \sin (\check{b}) a b}\right|
$$

Since

$$
\begin{aligned}
\mid a b \sin (\check{b}-a) & -X_{0} \sin (\check{a}) \sin (\check{b})(b-a) \mid \\
& =\left|\check{b}-a a b \int_{0}^{1} \int_{0}^{1}(\cos (s \check{b}-a)-\cos (s \check{a}) \cos (t \check{b})) d s d t\right| \\
& \leq \frac{|b-a|}{X_{0}} a b(\sin (\check{a}) \sin (\check{b})+2 \sin (\check{b}) \sin (\check{2} b)),
\end{aligned}
$$

we have $\left|I_{3}\right| \leq C|a-b|$ and hence

$$
\begin{equation*}
\left|\phi\left(x_{11}, x_{21}\right)-\phi\left(x_{12}, x_{22}\right)\right| \leq C|a-b| . \tag{B-4}
\end{equation*}
$$

Combining (B-4) with (B-2) yields Lemma B.1.
Remark B.2. By the computation of $\left|I_{3}\right|$, we show that

$$
X_{0}^{-1} \cot \left(\left(x_{2}^{2}+x_{3}^{2}\right)^{1 / 2} X_{0}^{-1}\right)-\left(x_{2}^{2}+x_{3}^{2}\right)^{-1 / 2}
$$

is in $C^{0,1}\left(E_{4}\right)$ and is no greater than $C$.
Lemma B.3. (i) For $\phi\left(z_{1}, z_{2}\right) \in C^{\alpha}\left(E_{1}\right)$ with $0<\alpha<1$, there exists a constant $C>1$ such that
(B-5) $\frac{1}{C}\left\|\phi\left(x_{1},\left(x_{2}^{2}+x_{3}^{2}\right)^{1 / 2}\right)\right\|_{C^{\alpha}\left(E_{2}\right)} \leq\|\phi\|_{C^{\alpha}\left(E_{1}\right)} \leq C\left\|\phi\left(x_{1},\left(x_{2}^{2}+x_{3}^{2}\right)^{1 / 2}\right)\right\|_{C^{\alpha}\left(E_{2}\right)}$.
If $\phi\left(z_{1}, z_{2}\right) \in C^{k, \alpha}\left(E_{1}\right)$ for some $k \in\{1,2\}$ and $\partial_{z_{2}} \phi\left(z_{1}, 0\right)=0$, then there exists a constant $C>1$ such that

$$
\begin{align*}
\frac{1}{C}\left\|\phi\left(x_{1},\left(x_{2}^{2}+x_{3}^{2}\right)^{1 / 2}\right)\right\|_{C^{k, \alpha}\left(E_{2}\right)} & \leq\|\phi\|_{C^{k, \alpha}\left(E_{1}\right)}  \tag{B-6}\\
& \leq C\left\|\phi\left(x_{1},\left(x_{2}^{2}+x_{3}^{2}\right)^{1 / 2}\right)\right\|_{C^{k, \alpha}\left(E_{2}\right)}
\end{align*}
$$

(ii) If $\phi\left(z_{1}, z_{2}\right) \in C^{k, \alpha}\left(E_{1}\right)$ with some $k \in\{1,2\}$ and $\phi\left(z_{1}, 0\right)=0$, then there exists a constant $C_{2}>1$ such that

$$
\begin{equation*}
\left\|\check{1} \cot \left(\check{z}_{2}\right) \phi\right\|_{C^{k-1, \alpha}\left(E_{1}\right)} \leq C\|\phi\|_{C^{k, \alpha}\left(E_{1}\right)} . \tag{B-7}
\end{equation*}
$$

Proof. Since (B-5) and (B-6) can be verified directly, we omit the proof. Next we show (B-7).

Using $\phi\left(z_{1}, 0\right)=0$, we have

$$
\begin{aligned}
\check{1} \cot \left(\check{z}_{2}\right) \phi\left(z_{1}, z_{2}\right) & =\frac{\check{z}_{2} \cos \left(\check{z}_{2}\right)}{\sin \check{z}_{2}} \int_{0}^{1} \partial_{z_{2}} \phi\left(z_{1}, s z_{2}\right) d s \\
& =\cos \left(\check{z}_{2}\right)\left(1+\frac{\check{z}_{2}-\sin \check{z}_{2}}{\sin \check{z}_{2}}\right) \int_{0}^{1} \partial_{z_{2}} \phi\left(z_{1}, s z_{2}\right) d s,
\end{aligned}
$$

this yields for $k=1$ or 2
(B-8) $\left\|\check{1} \cot \left(\check{z}_{2}\right) \phi\left(z_{1}, z_{2}\right)\right\|_{C^{k-1, \alpha}\left(E_{1}\right)}$

$$
\leq C\left(1+\left\|\frac{\check{z}_{2}-\sin \check{z}_{2}}{\sin \check{z}_{2}}\right\|_{C^{k-1, \alpha}[0,1]}\right)\left\|\partial_{z_{2}} \phi\right\|_{C^{k-1, \alpha}\left(E_{1}\right)}
$$

Since

$$
\begin{aligned}
& \frac{\check{z}_{2}-\sin \check{z}_{2}}{\sin \check{z}_{2}} \\
& \quad=\frac{\check{z}_{2}}{\sin \check{z}_{2}} \int_{0}^{1}\left(1-\cos \left(s \check{z}_{2}\right)\right) d s \\
& \quad=\frac{2 \check{z}_{2}}{\sin \check{z}_{2}} \int_{0}^{1}\left(\sin \left(\frac{1}{2} s \check{z}_{2}\right)\right)^{2} d s, \\
& \begin{aligned}
& \frac{d}{d z_{2}}\left(\frac{\check{z}_{2}-\sin \left(\check{z}_{2}\right)}{\sin \check{z}_{2}}\right) \\
&=\frac{2 \sin \check{z}_{2}-2 \check{z}_{2} \cos \check{z}_{2}}{X_{0} \sin ^{2} \check{z}_{2}} \int_{0}^{1}\left(\sin \left(\frac{1}{2} s \check{z}_{2}\right)\right)^{2} d s+\frac{\check{z}_{2}}{X_{0} \sin \check{z}_{2}} \int_{0}^{1} \sin \left(s \check{z}_{2}\right) s d s, \\
& \frac{d^{2}}{d z_{2}^{2}}\left.\frac{\check{z}_{2}-\sin \check{z}_{2}}{\sin \check{z}_{2}}\right) \\
& \quad= \frac{2 \check{z}_{2}+2 \check{z}_{2} \cos ^{2} \check{z}_{2}-\sin \left(2 \check{z}_{2}\right)}{X_{0}^{2} \sin ^{3} \check{z}_{2}} \int_{0}^{1}\left(\sin \left(\frac{1}{2} s \check{z}_{2}\right)\right)^{2} d s \\
& \quad+\frac{2 \sin \check{z}_{2}-2 \check{z}_{2} \cos \left(\check{z}_{2}\right)}{X_{0} \sin ^{2} \check{z}_{2}} \int_{0}^{1} \sin \left(s \check{z}_{2}\right) s d s+\frac{\check{z}_{2}}{X_{0}^{2} \sin \check{z}_{2}} \int_{0}^{1} \cos \left(s \check{z}_{2}\right) s^{2} d s,
\end{aligned}
\end{aligned}
$$

and because

$$
\int_{0}^{1}\left(\sin \left(\frac{1}{2} s \check{z}_{2}\right)\right)^{2} d s \leq \frac{1}{4} \check{z}_{2}^{2}, \quad \text { and } \quad \int_{0}^{1} \sin \left(\frac{1}{2} s \check{z}_{2}\right) d s \leq \frac{1}{2} \check{z}_{2}
$$

we have

$$
\left\|\frac{z_{2}-X_{0} \sin \check{z}_{2}}{X_{0} \sin \check{z}_{2}}\right\|_{C^{1,1}[0,1]} \leq C .
$$

Combining this with (B-8) yields (B-7) for $k=1$ or $k=2$.

Lemma B.4. (i) For $\phi\left(z_{1}, z_{2}\right) \in C^{k, \alpha}\left(E_{1}\right)$ with some $k=\{0,1\}$ and $\phi\left(z_{1}, 0\right)=0$,
(B-9) $\quad \sum_{i=2}^{3}\left\|\frac{x_{i}}{\left(x_{2}^{2}+x_{3}^{2}\right)^{1 / 2}} \phi\left(x_{1},\left(x_{2}^{2}+x_{3}^{2}\right)^{1 / 2}\right)\right\|_{C^{k, \alpha}\left(E_{2}\right)} \leq C\left\|\phi\left(z_{1}, z_{2}\right)\right\|_{C^{k, \alpha}\left(E_{1}\right)}$.
(ii) For $\phi \in C^{2, \alpha}\left(E_{1}\right)$ and $\phi\left(z_{1}, 0\right)=\partial_{z_{2}}^{2} \phi\left(z_{1}, 0\right)=0$,
(B-10) $\quad \sum_{i=2}^{3}\left\|\frac{x_{i}}{\left(x_{2}^{2}+x_{3}^{2}\right)^{1 / 2}} \phi\left(x_{1},\left(x_{2}^{2}+x_{3}^{2}\right)^{1 / 2}\right)\right\|_{C^{2, \alpha}\left(E_{2}\right)} \leq C\left\|\phi\left(z_{1}, z_{2}\right)\right\|_{C^{2, \alpha}\left(E_{1}\right)}$.
Proof. Put $\rho=\left(x_{2}^{2}+x_{3}^{2}\right)^{1 / 2}$. Set

$$
V_{i}\left(x_{1}, x_{2}, x_{3}\right)=\left(x_{i} / \rho\right) \phi\left(x_{1},\left(x_{2}^{2}+x_{3}^{2}\right)^{1 / 2}\right) \quad \text { for } i=2,3
$$

Then

$$
\begin{equation*}
\left\|V_{i}\right\|_{L^{\infty}\left(E_{2}\right)} \leq\|\phi(r)\|_{L^{\infty}\left(E_{1}\right)} \quad \text { for } i=2,3 . \tag{B-11}
\end{equation*}
$$

Since $V_{2}$ and $V_{3}$ have the analogous forms, it suffices to treat $V_{2}$.
(i) First we show (B-9).

For any two distinct points $\left(x_{11}, x_{21}, x_{31}\right)$ and $\left(x_{12}, x_{22}, x_{32}\right)$ in $E_{2}$, we may assume without loss of generality that $\left|x_{21}\right| \geq\left|x_{22}\right|$. Put $a=\left(x_{21}^{2}+x_{31}^{2}\right)^{1 / 2}$ and $b=\left(x_{22}^{2}+x_{32}^{2}\right)^{1 / 2}$. Then

$$
\begin{align*}
V_{2}\left(x_{11}, x_{21}, x_{31}\right)-V_{2}\left(x_{12}, x_{22}, x_{32}\right) & =\frac{x_{21}}{a} \phi\left(x_{11}, a\right)-\frac{x_{22}}{b} \phi\left(x_{12}, b\right)  \tag{B-12}\\
& =J_{1}+J_{2}+J_{3} .
\end{align*}
$$

where

$$
\begin{aligned}
J_{1} & =\frac{x_{21}-x_{22}}{a} \phi\left(x_{11}, a\right) \\
J_{2} & =-\frac{x_{22}\left(\left(x_{21}-x_{22}\right)\left(x_{21}+x_{22}\right)+\left(x_{31}-x_{32}\right)\left(x_{31}+x_{32}\right)\right)}{a b(a+b)} \phi\left(x_{11}, a\right) \\
J_{3} & =\frac{x_{22}}{b}\left(\phi\left(x_{11}, a\right)-\phi\left(x_{12}, b\right)\right)
\end{aligned}
$$

By $\phi\left(z_{1}, 0\right)=0$ and the assumption $\left|x_{21}\right| \geq\left|x_{22}\right|$, a direct computation yields

$$
\begin{align*}
\left|J_{1}\right| & \leq[\phi]_{\alpha} \frac{\left(\left|x_{21}\right|+\left|x_{22}\right|\right)^{1-\alpha}}{a^{1-\alpha}}\left|x_{21}-x_{22}\right|^{\alpha} \leq 2^{1-\alpha}[\phi]_{\alpha}\left|x_{21}-x_{22}\right|^{\alpha}, \\
\left|J_{2}\right| & \leq 2[\phi]_{\alpha} \frac{\left|x_{22}\right|\left(\left|x_{21}-x_{22}\right|+\left|x_{31}-x_{32}\right|\right)}{a^{1-\alpha} b}  \tag{B-13}\\
& \leq 2^{2-\alpha}[\phi]_{\alpha}\left(\left|x_{21}-x_{22}\right|^{\alpha}+\left|x_{31}-x_{32}\right|^{\alpha}\right), \\
\left|J_{3}\right| & \leq[\phi]_{\alpha}\left(\left(x_{11}-x_{12}\right)^{2}+\left(x_{21}-x_{22}\right)^{2}+\left(x_{31}-x_{32}\right)^{2}\right)^{\alpha / 2} .
\end{align*}
$$

Here $[\phi]_{\alpha}$ denotes the Hölder seminorm with exponent $\alpha$.
Combining (B-13) with (B-12) and (B-11) yields

$$
\begin{equation*}
\left\|V_{2}\right\|_{C^{\alpha}\left(E_{2}\right)} \leq C\|\phi\|_{C^{\alpha}\left(E_{1}\right)} . \tag{B-14}
\end{equation*}
$$

If $\phi \in C^{1, \alpha}\left(E_{2}\right)$ and $\phi\left(z_{1}, 0\right)=0$, we have

$$
\begin{aligned}
& \partial_{x_{1}} V_{2}=\left(x_{2} / \rho\right) \partial_{z_{1}} \phi\left(x_{1}, \rho\right), \\
& \partial_{x_{2}} V_{2}=\frac{x_{3}^{2}}{\rho^{3}} \phi\left(x_{1}, \rho\right)+\frac{x_{2}^{2}}{\rho^{2}} \partial_{z_{2}} \phi\left(x_{1}, \rho\right), \\
& \partial_{x_{3}} V_{2}=-\frac{x_{2} x_{3}}{\rho^{3}} \phi\left(x_{1}, \rho\right)+\frac{x_{2} x_{3}}{\rho^{2}} \partial_{z_{2}} \phi\left(x_{1}, \rho\right),
\end{aligned}
$$

Next, we only analyze $\partial_{x_{2}} V_{2}$ since the treatment of $\partial_{x_{1}} V_{2}$ and $\partial_{x_{3}} V_{2}$ is similar. Rewrite $\partial_{x_{2}} V_{2}$ as $\partial_{x_{2}} V_{2}=J_{5}+J_{6}$, where

$$
J_{5}=\frac{x_{3}^{2}}{\rho^{2}} \int_{0}^{1}\left(\partial_{z_{2}} \phi\left(x_{1}, \theta \rho\right)-\partial_{z_{2}} \phi\left(x_{1}, \rho\right)\right) d \theta \quad \text { and } \quad J_{6}=\partial_{z_{2}} \phi\left(x_{1}, \rho\right)
$$

For convenience, we set

$$
\bar{V}\left(x_{1}, \rho\right)=\int_{0}^{1}\left(\partial_{z_{2}} \phi\left(x_{1}, \theta \rho\right)-\partial_{z_{2}} \phi\left(x_{1}, \rho\right)\right) d \theta .
$$

Then $\bar{V}\left(x_{1}, 0\right)=0$. Applying the same argument as for (B-14) yields

$$
\begin{equation*}
\left\|J_{5}\right\|_{C^{\alpha}\left(E_{2}\right)} \leq C\|\phi\|_{C^{1, \alpha}\left(E_{1}\right)} \tag{B-15}
\end{equation*}
$$

In addition, by (B-5), we have

$$
\begin{equation*}
\left\|J_{6}\right\|_{C^{\alpha}\left(E_{2}\right)} \leq C\|\phi\|_{C^{1, \alpha}\left(E_{1}\right)} \tag{B-16}
\end{equation*}
$$

Thus, combining (B-15) and (B-16) with (B-14) yields (B-9).
(ii) We now show (B-10).

For $\phi(z) \in C^{2, \alpha}\left(E_{1}\right)$ with $\phi\left(z_{1}, 0\right)=\partial_{z_{2}}^{2} \phi\left(z_{1}, 0\right)=0$, we have

$$
\begin{aligned}
\partial_{x_{1}}^{2} V_{2} & =\frac{x_{2}}{\rho} \partial_{z_{1}}^{2} \phi\left(x_{1}, \rho\right), \\
\partial_{x_{1} x_{2}}^{2} V_{2} & =\frac{x_{3}^{2}}{\rho^{3}} \partial_{z_{1}} \phi\left(x_{1}, \rho\right)+\frac{x_{2}^{2}}{\rho^{2}} \partial_{z_{1} z_{2}}^{2} \phi\left(x_{1}, \rho\right) \\
& =\frac{x_{3}^{2}}{\rho^{2}} \int_{0}^{1}\left(\partial_{z_{1} z_{2}}^{2} \phi\left(x_{1}, \theta \rho\right)-\partial_{z_{1} z_{2}}^{2} \phi\left(x_{1}, \rho\right)\right) d \theta+\partial_{z_{1} z_{2}}^{2} \phi\left(x_{1}, \rho\right), \\
\partial_{x_{1} x_{3}}^{2} V_{2} & =-\frac{x_{2} x_{3}}{\rho^{3}} \partial_{z_{1}} \phi\left(x_{1}, \rho\right)+\frac{x_{2} x_{3}}{\rho^{2}} \partial_{z_{1} z_{2}}^{2} \phi\left(x_{1}, \rho\right) .
\end{aligned}
$$

It follows from $\phi\left(z_{1}, 0\right)=0, \partial_{z_{1}}^{2} \phi\left(z_{1}, 0\right)=0$ and (B-9) that

$$
\begin{equation*}
\left\|\partial_{x_{1}}^{2} V_{2}\right\|_{C^{\alpha}\left(E_{1}\right)} \leq C\|\phi\|_{C^{2, \alpha}\left(E_{1}\right)} . \tag{B-17}
\end{equation*}
$$

In a similar proof as for (B-15) and (B-16), we have

$$
\begin{equation*}
\sum_{i=2}^{3}\left\|\partial_{x_{1} x_{i}}^{2} V_{2}\right\|_{C^{\alpha}\left(E_{1}\right)} \leq C\|\phi\|_{C^{2, \alpha}\left(E_{1}\right)} \tag{B-18}
\end{equation*}
$$

The quantities $\partial_{x_{i} x_{j}}^{2} V_{2}$ for $i, j=2,3$ can also be estimated in the same way.
Therefore, due to (B-17), (B-18) and (B-9), we have proved (B-10).
Lemma B.5. Let $k=0$ or $k=1$. If $f_{i}\left(z_{1}, z_{2}\right) \in C^{k, \alpha}\left(E_{1}\right)$ and $g_{i}\left(z_{2}\right) \in C^{k+1, \alpha}[0,1]$ with $g_{i}^{\prime}(0)=g_{i}^{\prime}(1)=0$ for $i=1,2$ and $\partial_{z_{2}} f_{1}\left(z_{1}, 0\right)=f_{2}\left(z_{1}, 0\right)=0$, then the problem

$$
\begin{aligned}
\partial_{z_{1}}^{2} U+\partial_{z_{2}}^{2} U+\check{1} \cot \left(\check{z}_{2}\right) \partial_{z_{2}} U=\partial_{z_{1}} & f_{1}\left(z_{1}, z_{2}\right)+\partial_{z_{2}} f_{2}\left(z_{1}, z_{2}\right) \\
& +\check{1} \cot \left(\check{z}_{2}\right) f_{2}\left(z_{1}, z_{2}\right) \quad \text { in } E_{1}
\end{aligned}
$$

$$
\begin{align*}
U\left(0, z_{2}\right) & =g_{1}\left(z_{2}\right),  \tag{B-19}\\
U\left(1, z_{2}\right) & =g_{2}\left(z_{2}\right), \\
\partial_{z_{2}} U\left(z_{1}, 0\right) & =0, \\
\partial_{z_{2}} U\left(z_{1}, 1\right) & =0
\end{align*}
$$

has a unique solution $U(z) \in C^{k+1, \alpha}\left(E_{1}\right)$ that admits the estimate

$$
\begin{equation*}
\|U(z)\|_{C^{k+1, \alpha}\left(E_{1}\right)} \leq C \sum_{i=1}^{2}\left(\left\|f_{i}(z)\right\|_{C^{k, \alpha}\left(E_{1}\right)}+\left\|g_{i}\right\|_{C^{k+1, \alpha}[0,1]}\right) . \tag{B-20}
\end{equation*}
$$

Proof. Again let $\rho=\left(x_{2}^{2}+x_{3}^{2}\right)^{1 / 2}$. First, we consider the elliptic problem

$$
\begin{align*}
\left(\partial_{x_{1}}^{2}+\partial_{x_{2}}^{2}+\partial_{x_{3}}^{2}\right) U_{1}+b_{1}\left(x_{1}, x_{2}, x_{3}\right) \partial_{x_{2}} U_{1} & \\
+b_{2}\left(x_{1}, x_{2}, x_{3}\right) \partial_{x_{3}} U_{1} & =\sum_{i=1}^{2} F_{i}\left(x_{1}, x_{2}, x_{3}\right) \quad \text { in } E_{2} \\
U_{1}\left(0, x_{2}, x_{3}\right) & =g_{1}(\rho)  \tag{B-21}\\
U_{1}\left(1, x_{2}, x_{3}\right) & =g_{2}(\rho) \\
\rho^{-1}\left(x_{2} \partial_{x_{2}}+x_{3} \partial_{x_{3}}\right) U_{1}\left(x_{1}, x_{2}, x_{3}\right) & =0 \quad \text { on } \rho=1
\end{align*}
$$

where

$$
\begin{align*}
& b_{i}\left(x_{1}, x_{2}, x_{3}\right)=\left(\check{1} \cot (\check{\rho})-\rho^{-1}\right) x_{i+1} / \rho \quad \text { for } i=1,2, \\
& F_{1}\left(x_{1}, x_{2}, x_{3}\right)=\partial_{x_{1}} f_{1}\left(x_{1}, \rho\right), \\
& \begin{aligned}
F_{2}\left(x_{1}, x_{2}, x_{3}\right) & =\rho^{-1}\left(x_{2} \partial_{x_{2}}+x_{3} \partial_{x_{3}}\right) f_{2}\left(x_{1}, \rho\right) \\
& +\check{1} \cot \left(\rho / X_{0}\right) f_{2}\left(x_{1}, \rho\right) .
\end{aligned} \tag{B-22}
\end{align*}
$$

We turn to the existence and uniqueness of the solution to the problem (B-21). According to the theory on second order elliptic equations with cornered boundaries and mixed type boundary conditions (see [Azzam 1980; 1981; Gilbarg and Hörmander 1980; Gilbarg and Trudinger 1983; Lieberman 1986; Vekua 1952]), we need to analyze the regularity of $b_{i}\left(x_{1}, x_{2}, x_{3}\right)$ and $F_{i}\left(x_{1}, x_{2}, x_{3}\right)$ for $i=1,2$.

First, it follows from Lemma B. 1 that $b_{i}\left(x_{1}, x_{2}, x_{3}\right)$ satisfies

$$
\begin{equation*}
\left\|b_{i}\left(x_{1}, x_{2}, x_{3}\right)\right\|_{C^{\alpha}\left(E_{2}\right)} \leq C . \tag{B-23}
\end{equation*}
$$

In addition, $F_{2}\left(x_{1}, x_{2}, x_{3}\right)$ can be rewritten as

$$
\begin{equation*}
F_{2}\left(x_{1}, x_{2}, x_{3}\right)=\sum_{i=2}^{3} \partial_{x_{i}}\left(\frac{x_{i}}{\rho} f_{2}\left(x_{1}, \rho\right)\right)+\left(\check{1} \cot (\hat{\rho})-\rho^{-1}\right) f_{2}\left(x_{1}, \rho\right) \tag{B-24}
\end{equation*}
$$

Since $f_{2}\left(z_{1}, 0\right)=0$, it follows from Lemma B. 4 that

$$
\begin{equation*}
\sum_{i=2}^{3}\left\|\frac{x_{i}}{\rho} f_{2}\left(x_{1}, \rho\right)\right\|_{C^{k, \alpha}\left(E_{2}\right)} \leq C\left\|f_{2}\right\|_{C^{k, \alpha}\left(E_{1}\right)} \quad \text { for } k=0,1 \tag{B-25}
\end{equation*}
$$

On the other hand, by Remark B.2, we have

$$
\begin{equation*}
\left\|\left(\check{1} \cot (\hat{\rho})-\rho^{-1}\right) f_{2}\left(x_{1}, \rho\right)\right\|_{C^{\alpha}\left(E_{2}\right)} \leq C\left\|f_{2}\right\|_{C^{\alpha}\left(E_{1}\right)} \tag{B-26}
\end{equation*}
$$

Because $g_{i}^{\prime}(0)=g_{i}^{\prime}(1)=0$ for $i=1,2$ and $\partial_{z_{2}} f_{1}\left(z_{1}, 0\right)=0$, the compatible conditions at the corners for the problem (B-21) are satisfied. Moreover, by using (B-5) and (B-6) in Lemma B.3, we have

$$
\begin{align*}
& \left\|g_{i}\right\|_{C^{j, \alpha}\left(E_{4}\right)} \leq C\left\|g_{i}\right\|_{C^{j, \alpha}([0,1])} \quad \text { for } i=1,2 \text { and } j=1,2,  \tag{B-27}\\
& \left\|f_{1}\right\|_{C^{l, \alpha}\left(E_{2}\right)} \leq C\left\|f_{1}\right\|_{C^{l, \alpha}\left(E_{1}\right)} \quad \text { for } l=0,1
\end{align*}
$$

Then by the results in [Lieberman 1986], the problem (B-21), which has the divergence form of a seconder order elliptic equation and the regularities of (B-23)-(B-26), has a unique solution $U_{1}\left(x_{1}, x_{2}, x_{3}\right)$ such that

$$
\begin{equation*}
\left\|U_{1}(x)\right\|_{C^{1, \alpha}\left(E_{2}\right)} \leq C \sum_{i=1}^{2}\left(\left\|f_{i}(z)\right\|_{C^{a}\left(E_{1}\right)}+\left\|g_{i}\right\|_{C^{1, \alpha}[0,1]}\right) \tag{B-28}
\end{equation*}
$$

Furthermore, for $f_{i}(z) \in C^{1, \alpha}\left(E_{1}\right)$ and $g_{i} \in C^{2, \alpha}[0,1]$, due to the compatibility conditions at the corners, it follows from [Xin et al. 2009, Lemma A] that $U_{1}\left(x_{1}, x_{2}, x_{3}\right)$ is in $C^{2, \alpha}\left(E_{2}\right)$ and satisfies the estimate

$$
\begin{equation*}
\left\|U_{1}(x)\right\|_{C^{2, \alpha}\left(E_{2}\right)} \leq C \sum_{i=1}^{2}\left(\left\|f_{i}(z)\right\|_{C^{1, \alpha}\left(E_{1}\right)}+\left\|g_{i}\right\|_{C^{2, \alpha}[0,1]}\right) \tag{B-29}
\end{equation*}
$$

Next, we prove that the solution $U_{1}\left(x_{1}, x_{2}, x_{3}\right)$ in (B-21) is cylindrically symmetric. We use the transformation

$$
\bar{x}_{1}=x_{1}, \quad \bar{x}_{2}=x_{2} \cos \gamma_{0}+x_{3} \sin \gamma_{0}, \quad \bar{x}_{3}=-x_{2} \sin \gamma_{0}+x_{3} \cos \gamma_{0},
$$

with $\gamma_{0} \in[0,2 \pi]$ being any fixed constant.
It is easy to verify that $U_{1}(\bar{x})$ also solves the problem (B-21). Thus, by the arbitrariness of $\gamma_{0}, U_{1}(x)$ is cylindrically symmetric with respect to $\left(x_{2}, x_{3}\right)$, that is, $U_{1}(x)$ has the form $U_{1}(x)=U_{1}\left(x_{1}, \rho\right)$.

In addition, using the coordinate transformation

$$
\begin{equation*}
x_{1}=z_{1}, \quad x_{2}=z_{2} \cos z_{3}, \quad x_{3}=z_{2} \sin z_{3}, \tag{B-30}
\end{equation*}
$$

$U_{1}(x)$ can be expressed as $U_{1}=U_{1}\left(z_{1}, z_{2}\right)$. Finally, it follows from (B-28)-(B-29) and Lemma B. 3 that
(B-31) $\quad\left\|U_{1}\left(z_{1}, z_{2}\right)\right\|_{C^{k, \alpha}\left(E_{1}\right)} \leq\left\|U\left(x_{1}, \rho\right)\right\|_{C^{k, \alpha}\left(E_{2}\right)}$

$$
\leq C \sum_{i=1}^{2}\left(\left\|f_{i}(z)\right\|_{C^{k-1, \alpha}\left(E_{1}\right)}+\left\|g_{i}\right\|_{C^{k, \alpha}[0,1]}\right) \quad \text { for } k=1 \text { or } k=2
$$

Lemma B.6. If $F(z) \in C^{\alpha}\left(E_{1}\right)$, then the function

$$
U(z)=\frac{1}{\sin \check{z}_{2}} \int_{0}^{z_{2}} \sin \check{s} F\left(z_{1}, s\right) d s
$$

satisfies

$$
\begin{equation*}
\left\|\partial_{z_{2}} U(z)\right\|_{C^{\alpha}\left(E_{1}\right)} \leq C\|F(z)\|_{C^{\alpha}\left(E_{1}\right)} . \tag{B-32}
\end{equation*}
$$

Further, if $F(z) \in C^{1, \alpha}\left(E_{1}\right)$ and $\partial_{z_{2}} F\left(z_{1}, 0\right)=0$, then $U(z)$ satisfies

$$
\begin{equation*}
\left\|\partial_{z_{2}}^{2} U(z)\right\|_{C^{\alpha}\left(E_{1}\right)} \leq C\|F(z)\|_{C^{1, \alpha}\left(E_{1}\right)} . \tag{B-33}
\end{equation*}
$$

Proof. First, $U(z)$ can be rewritten as

$$
\begin{equation*}
U(z)=\frac{1}{\sin \check{z}_{2}} \int_{0}^{z_{2}} \sin \check{s}\left(F\left(z_{1}, s\right)-F\left(z_{1}, 0\right)\right) d s+X_{0} \tan \left(\frac{1}{2} \check{z}_{2}\right) F\left(z_{1}, 0\right) . \tag{B-34}
\end{equation*}
$$

A direct computation yields
(B-35) $\quad\left\|\partial_{z_{2}}^{k}\left(X_{0} \tan \left(\frac{1}{2} \check{z}_{2}\right) F\left(z_{1}, 0\right)\right)\right\|_{C^{\alpha}\left(E_{1}\right)} \leq C\|F\|_{C^{\alpha}\left(E_{1}\right)} \quad$ for $k=1$ or $k=2$.

Based on (B-34)-(B-35), in order to show Lemma B.6, it suffices to consider the case of $F\left(z_{1}, 0\right)=0$ in (B-32) and $F\left(z_{1}, 0\right)=\partial_{z_{2}} F\left(z_{1}, 0\right)=0$ in (B-33).

First, we prove (B-32) with $F\left(z_{1}, 0\right)=0$.
It follows from a direct computation that

$$
\begin{aligned}
\partial_{z_{2}} U\left(z_{1}, z_{2}\right) & =F\left(z_{1}, z_{2}\right)-\frac{\cos \check{z}_{2}}{X_{0} \sin ^{2} \check{z}_{2}} \int_{0}^{z_{2}} \sin (\check{s}) F\left(z_{1}, s\right) d s \\
& =\frac{1}{X_{0} \sin ^{2} \check{z}_{2}} \int_{0}^{z_{2}}\left(\sin \check{z}_{2} \cos \check{s} F\left(z_{1}, z_{2}\right)-\sin \check{s} \cos \check{z}_{2} F\left(z_{1}, s\right)\right) d s .
\end{aligned}
$$

This easily implies

$$
\begin{equation*}
\left\|\partial_{z_{2}} U(z)\right\|_{L^{\infty}\left(E_{1}\right)} \leq C\|F(z)\|_{L^{\infty}\left(E_{1}\right)} . \tag{B-36}
\end{equation*}
$$

We now estimate $\left[\partial_{z_{2}} U(z)\right]_{\alpha}$ in $E_{1}$.
For any two different points $\left(z_{11}, z_{21}\right)$ and $\left(z_{12}, z_{22}\right)$ in $E_{1}$, we may assume without loss of generality that $z_{21} \geq z_{22}$. Then

$$
\begin{equation*}
\partial_{z_{2}} U\left(z_{11}, z_{21}\right)-\partial_{z_{2}} U\left(z_{12}, z_{22}\right)=K_{1}+K_{2}+K_{3} \tag{B-37}
\end{equation*}
$$

where

$$
\begin{aligned}
& K_{1}=\frac{1}{X_{0} \sin ^{2} \check{z}_{21}} \int_{0}^{z_{21}}\left(\cos (\check{s})\left(\sin \check{z}_{21} F\left(z_{11}, z_{21}\right)-\sin \check{z}_{22} F\left(z_{12}, z_{22}\right)\right)\right. \\
& \quad-\sin \check{s}\left(\cos \left(\check{z}_{21}\right) F\left(z_{11}, s\right)\right. \\
&\left.\left.-\cos \left(\check{z}_{22}\right) F\left(z_{12}, s\right)\right)\right) d s, \\
& K_{2}=\frac{1}{X_{0} \sin \check{z}_{21}} \int_{z_{22}}^{z_{21}}\left(\sin \check{z}_{22} \cos (\check{s}) F\left(z_{12}, z_{22}\right)-\sin \check{s} \cos \left(\check{z}_{22}\right) F\left(z_{12}, s\right)\right) d s, \\
& K_{3}=\frac{\left(\sin \check{z}_{22}-\sin \check{z}_{21}\right)\left(\sin \check{z}_{22}+\sin \check{z}_{21}\right)}{X_{0}\left(\sin \check{z}_{21} \sin \check{z}_{22}\right)^{2}} \\
& \times \int_{0}^{z_{22}}\left(\sin \check{z}_{22} \cos (\check{s}) F\left(z_{12}, z_{22}\right)-\sin \check{s} \cos \left(\check{z}_{22}\right) F\left(z_{12}, s\right)\right) d s .
\end{aligned}
$$

It follows from $F\left(z_{11}, 0\right)=0$ and a direct computation that

$$
\begin{aligned}
&\left|K_{1}\right| \leq \frac{1}{X_{0} \sin ^{2} \check{z}_{21}}\left(\mid \sin \check{z}_{21}-\right. \sin \check{z}_{22} \mid z_{21}^{1+\alpha}[F]_{\alpha} \\
&+\sin \left(\check{z}_{22}\right)\left(\left(z_{11}-z_{12}\right)^{2}+\left(z_{21}-z_{22}\right)^{2}\right)^{\alpha / 2} z_{21}[F]_{\alpha} \\
&\left.\quad+\sin \left(\check{z}_{21}\right)\left|\cos \check{z}_{21}-\cos \check{z}_{22}\right| z_{21}^{1+\alpha}[F]_{\alpha}+\sin \left(\check{z}_{21}\right) z_{21}\left|z_{11}-z_{12}\right|^{\alpha}[F]_{\alpha}\right) \\
& \leq C[F]_{\alpha}\left(\left(z_{11}-z_{12}\right)^{2}+\left(z_{21}-z_{22}\right)^{2}\right)^{\alpha / 2},
\end{aligned}
$$

$$
\begin{aligned}
\left|K_{2}\right| & \leq \frac{1}{\sin ^{2} \check{z}_{21}}\left(\sin \left(\check{z}_{22}\right)\left|\sin \check{z}_{21}-\sin \check{z}_{22}\right| z_{22}^{\alpha}[F]_{\alpha}+\left|\cos \left(\check{z}_{21}\right)-\cos \left(\check{z}_{22}\right)\right| z_{21}^{\alpha}[F]_{\alpha}\right) \\
& \leq C[F]_{\alpha}\left(\left(z_{11}-z_{12}\right)^{2}+\left(z_{21}-z_{22}\right)^{2}\right)^{\alpha / 2} \\
\left|K_{3}\right| & \leq \frac{\left|\sin \check{z}_{22}-\sin \check{z}_{21}\right|\left(\sin \check{z}_{22}+\sin \check{z}_{21}\right)}{X_{0}\left(\sin \check{z}_{21} \sin \check{z}_{22}\right)^{2}} \sin \left(\check{z}_{22}\right) z_{22}^{1+\alpha}[F]_{\alpha} \\
& \leq C[F]_{\alpha}\left(\left(z_{11}-z_{12}\right)^{2}+\left(z_{21}-z_{22}\right)^{2}\right)^{\alpha / 2}
\end{aligned}
$$

This implies

$$
\begin{equation*}
\left[\partial_{z_{2}} U(z)\right]_{\alpha} \leq C[F]_{\alpha} . \tag{B-38}
\end{equation*}
$$

Combining (B-38) with (B-35) and (B-36) yields (B-32).
Second, we prove (B-33) in the case of $F\left(z_{1}, 0\right)=\partial_{z_{2}} F\left(z_{1}, 0\right)=0$. Note that $\partial_{z_{2}}^{2} U(z)=\partial_{z_{2}} F\left(z_{1}, z_{2}\right)-\check{1} \cot \left(\check{z}_{2}\right) F\left(z_{1}, z_{2}\right)+\frac{1+\cos ^{2} \check{z}_{2}}{X_{0}^{2} \sin ^{3} \check{z}_{2}} \int_{0}^{z_{2}} \sin (\check{s}) F\left(z_{1}, s\right) d s$.

By (B-7) of Lemma B.3, we have

$$
\begin{equation*}
\left\|\partial_{z_{2}} F\left(z_{1}, z_{2}\right)-\check{1} \cot \left(\check{z}_{2}\right) F\left(z_{1}, z_{2}\right)\right\|_{C^{\alpha}\left(E_{1}\right)} \leq C\|F\|_{C^{1, \alpha}\left(E_{1}\right)} . \tag{B-39}
\end{equation*}
$$

In addition, a direct computation yields

$$
\begin{aligned}
\frac{1+\cos ^{2} \check{z}_{21}}{X_{0}^{2} \sin ^{3} \check{z}_{21}} \int_{0}^{z_{21}} \sin (\check{s}) F\left(z_{11}, s\right) d s-\frac{1+\cos ^{2} \check{z}_{22}}{X_{0}^{2} \sin ^{3} \check{z}_{22}} \int_{0}^{z_{22}} & \sin (\check{s}) F\left(z_{12}, s\right) d s \\
& =K_{4}+K_{5}+K_{6}+K_{7}
\end{aligned}
$$

where

$$
\begin{aligned}
& K_{4}=\frac{1+\cos ^{2}\left(\check{z}_{21}\right)}{X_{0}^{2} \sin ^{3} \check{z}_{21}} \int_{0}^{z_{21}} \sin (\check{s}) s\left(\int_{0}^{1}\left(\partial_{z_{2}} F\left(z_{11}, \theta s\right)-\partial_{z_{2}} F\left(z_{12}, \theta s\right)\right) d \theta\right) d s, \\
& K_{5}=\frac{1+\cos ^{2} \check{z}_{21}}{X_{0}^{2} \sin ^{3} \check{z}_{21}} \int_{z_{22}}^{z_{21}} \sin (\check{s}) s\left(\int_{0}^{1} \partial_{z_{2}} F\left(z_{12}, \theta s\right) d \theta\right) d s \\
& K_{6}=\frac{\left(\cos \check{z}_{21}-\cos \check{z}_{22}\right)\left(\cos \check{z}_{21}+\cos \check{z}_{22}\right)}{X_{0}^{2} \sin ^{3} \check{z}_{21}} \\
& \quad \times \int_{0}^{z_{22}} \sin (\check{s}) s\left(\int_{0}^{1} \partial_{z_{2}} F\left(z_{12}, \theta s\right) d \theta\right) d s, \\
& K_{7}=\frac{\left(1+\cos ^{2} \check{z}_{22}\right)\left(\sin \check{z}_{22}-\sin \check{z}_{21}\right)\left(\sin ^{2} \check{z}_{22}+\sin \check{z}_{22} \sin \check{z}_{21}+\sin ^{2} \check{z}_{21}\right)}{X_{0}^{2}\left(\sin \check{z}_{21} \sin \check{z}_{22}\right)^{3}} \\
& \quad \times \int_{0}^{z_{22}} \sin (\check{s}) s\left(\int_{0}^{1} \partial_{z_{2}} F\left(z_{12}, \theta s\right) d \theta\right) d s .
\end{aligned}
$$

Hence, by using $F\left(z_{1}, 0\right)=\partial_{z_{2}} F\left(z_{1}, 0\right)=0$, we have

$$
\begin{aligned}
& \left|K_{4}\right| \leq \frac{\sin \left(\check{z}_{21}\right) z_{21}^{2}}{X_{0}^{2} \sin ^{3} \check{z}_{21}}\left[\partial_{z_{2}} F\right]_{\alpha}\left|z_{11}-z_{12}\right|^{\alpha} \leq C\left[\partial_{z_{2}} F\right]_{\alpha}\left|z_{11}-z_{12}\right|^{\alpha}, \\
& \left|K_{5}\right| \leq \frac{\sin \left(\check{z}_{21}\right) z_{21}\left|z_{21}-z_{22}\right|}{X_{0}^{2} \sin ^{3} \check{z}_{21}}\left[\partial_{z_{2}} F\right]_{\alpha} z_{12}^{\alpha} \leq C\left[\partial_{z_{2}} F\right]_{\alpha}\left|z_{21}-z_{22}\right|^{\alpha}, \\
& \left|K_{6}\right| \leq \frac{2 \sin \left(\frac{1}{2}\left(\check{z}_{21}-\check{z}_{22}\right)\right)}{X_{0}^{2} \sin ^{3} \check{z}_{21}}\left[\partial_{z_{2}} F\right]_{\alpha} z_{22}^{2+\alpha} \sin \left(\check{z}_{22}\right) \leq C\left[\partial_{z_{2}} F\right]_{\alpha}\left|z_{21}-z_{22}\right|^{\alpha}, \\
& \left|K_{7}\right| \leq \frac{3 \sin ^{2} \check{z}_{21}\left|\sin \check{z}_{22}-\sin \check{z}_{21}\right|}{X_{0}^{2}\left(\sin \check{z}_{21} \sin \check{z}_{22}\right)^{3}} \sin \left(\check{z}_{22}\right)\left[\partial_{z_{2}} F\right]_{\alpha} z_{22}^{2+\alpha} \leq C\left[\partial_{z_{2}} F\right]_{\alpha}\left|z_{21}-z_{22}\right|^{\alpha} .
\end{aligned}
$$

This leads to

$$
\begin{equation*}
\left[\partial_{z_{2}}^{2} U(z)\right]_{\alpha} \leq C\left[\partial_{z_{2}} F\right]_{\alpha} . \tag{B-40}
\end{equation*}
$$

Combining (B-40) with (B-39) and (B-32), we complete the proof of (B-33).
Therefore, the proof of Lemma B. 6 is completed.
Lemma B.7. The problem

$$
\begin{align*}
\partial_{1} w & =a_{1} \partial_{2} P+F_{1}\left(\tilde{S}, P(q, \tilde{S}), V_{1}, V_{2} ; \xi\right) \\
& \text { in } E_{1},  \tag{B-41}\\
\partial_{2} w+\check{1} \cot \left(\check{z}_{2}\right) w & =F_{2}\left(\tilde{S}, P(q, \tilde{S}), V_{1}, V_{2} ; \xi\right)-a_{2} \partial_{1} P \quad \text { in } E_{1}, \\
w\left(z_{1}, 0\right) & =0
\end{align*}
$$

is well posed if

$$
\begin{aligned}
&\left(\partial_{z_{2}}+\check{1} \cot \left(\check{z}_{2}\right)\right)\left(a_{1} \partial_{2} P+F_{1}\left(\tilde{S}, P(q, \tilde{S}), V_{1}, V_{2} ; \xi\right)\right) \\
&-\partial_{z_{1}}\left(F_{2}\left(\tilde{S}, P(q, \tilde{S}), V_{1}, V_{2} ; \xi\right)-a_{2} \partial_{1} P\right)=0, \\
&\left(a_{1} \partial_{2} P+F_{1}\left(\tilde{S}, P(q, \tilde{S}), V_{1}, V_{2} ; \xi\right)\right)\left(z_{1}, 0\right)=0 .
\end{aligned}
$$

Proof. Define $w_{i}$ for $i=1,2$ as
(B-42)

$$
\begin{aligned}
\partial_{1} w_{1} & =a_{1} \partial_{2} P+F_{1}\left(\tilde{S}, P(q, \tilde{S}), V_{1}, V_{2} ; \xi\right) \quad \text { in } E_{1}, \\
w_{1}\left(1, z_{2}\right) & =\frac{1}{\sin \left(\tilde{z}_{2}\right)} \int_{0}^{z_{2}} \sin (\tilde{s})\left(F_{2}\left(\tilde{S}, P(q, \tilde{S}), V_{1}, V_{2} ; \xi\right)-a_{2} \partial_{1} P\right)(1, s) d s
\end{aligned}
$$

and

$$
\begin{align*}
\partial_{2} w_{2}+\check{1} \cot \left(\check{z}_{2}\right) w_{2} & =F_{2}\left(\tilde{S}, P(q, \tilde{S}), V_{1}, V_{2} ; \xi\right)-a_{2} \partial_{1} P \quad \text { in } E_{1},  \tag{B-43}\\
w_{2}\left(z_{1}, 0\right) & =0 .
\end{align*}
$$

Obviously, $w_{1}$ and $w_{2}$ can be determined uniquely.

From (B-43), $w_{2}$ has the expression (B-44)

$$
w_{2}\left(z_{1}, z_{2}\right)=\frac{1}{\sin \check{z}_{2}} \int_{0}^{z_{2}} \sin (\check{s})\left(F_{2}\left(\tilde{S}, P(q, \tilde{S}), V_{1}, V_{2} ; \xi\right)-a_{2} \partial_{1} P\right)\left(z_{1}, s\right) d s
$$

Also it follows from (B-42) and the second equality in B. 7 that $w_{1}\left(z_{1}, 0\right)=0$.
By (B-43) and (B-44), we arrive at

$$
w_{2}\left(z_{1}, 0\right)=0 \quad \text { and } \quad w_{1}\left(1, z_{2}\right)=w_{2}\left(1, z_{2}\right)
$$

Next, we show $w_{1}=w_{2}$ in $E_{1}$.
Note that $\left(\partial_{z_{2}}+\check{1} \cot \left(\check{z}_{2}\right)\right)$ times the first equation in (B-42) minus $\partial_{z_{1}}$ applied to the first equation in (B-43) yields

$$
\begin{align*}
\left(\partial_{z_{2}}+\check{1} \cot \left(\check{z}_{2}\right)\right) \partial_{z_{1}}\left(w_{1}-w_{2}\right) & =0 \quad \text { in } E_{1},  \tag{B-45}\\
w_{1}\left(z_{1}, 0\right)=w_{2}\left(z_{1}, 0\right) & =0, \quad w_{1}\left(1, z_{2}\right)=w_{2}\left(1, z_{2}\right) .
\end{align*}
$$

One concludes easily that $w_{1}=w_{2}$ holds true in $E_{1}$, completing the proof.
Lemma B.8. Let $\left(\tilde{S}_{1}, \tilde{P}_{1}, V_{11}, V_{21}\right)$ and $\left(\tilde{S}_{2}, \tilde{P}_{2}, V_{12}, V_{22}\right)$ be in $\Xi_{\delta}$ such that

$$
\begin{aligned}
& T\left(\tilde{S}_{1}, \tilde{P}_{1}, V_{11}, V_{21}\right)=\left(S_{1}, P_{1}, U_{11}, U_{21}\right), \\
& T\left(\tilde{S}_{2}, \tilde{P}_{2}, V_{12}, V_{22}\right)=\left(S_{2}, P_{2}, U_{12}, U_{22}\right),
\end{aligned}
$$

where the mapping $T$ is defined in (3-37). Denote by $\xi_{1}\left(z_{2}\right)$ and $\xi_{2}\left(z_{2}\right)$ the corresponding approximate shocks by solving (3-7). Define $W_{i}$ for $i=1,2,3,4$ as in Section 3 with respect to $\left(S_{1}, P_{1}, U_{11}, U_{21}\right)$ and $\left(S_{2}, P_{2}, U_{12}, U_{22}\right)$, and define $\widetilde{W}_{i}(i=1,2,3,4)$ with respect to $\left(\tilde{S}_{1}, \tilde{P}_{1}, V_{11}, V_{21}\right)$ and $\left(\tilde{S}_{2}, \tilde{P}_{2}, V_{12}, V_{22}\right)$.

Set

$$
W_{5}=\frac{U_{21}}{U_{11}}-\frac{U_{22}}{U_{12}}, \quad \widetilde{W}_{5}=\frac{V_{21}}{V_{11}}-\frac{V_{22}}{V_{12}}, \quad W_{6}=\xi_{1}\left(z_{2}\right)-\xi_{2}\left(z_{2}\right) .
$$

Then under the assumptions of Theorem 3.1, we have

$$
\begin{equation*}
\left\|W_{1}\right\|_{C^{1, \alpha}\left(E_{+}\right)} \leq C\left(\delta \sum_{i=2}^{4}\left\|\widetilde{W}_{i}\right\|_{C^{1, \alpha}\left(E_{+}\right)}+\check{1}\left\|W_{6}\right\|_{C^{1, \alpha}\left(E_{+}\right)}\right) . \tag{B-46}
\end{equation*}
$$

Proof. In the coordinate $z=\left(z_{1}, z_{2}\right)$, the characteristics $z_{2}^{1}(s ; z)$ and $z_{2}^{2}(s ; z)$, which go through the point $\left(z_{1}, z_{2}\right)$ and correspond to the vector fields $\left(V_{11}, V_{21}\right)$ and ( $V_{12}, V_{22}$ ) in the right hand side of (2-28) respectively, can be defined as

$$
\begin{aligned}
& \frac{d z_{2}^{i}(s ; z)}{d s}=-\frac{X_{0}\left(X_{0}+1-\xi_{1}\left(z_{2}^{i}\right)\right)}{A_{i}} V_{2 i}\left(\xi_{1}\left(z_{2}^{i}\right)+s\left(X_{0}+1-\xi_{1}\left(z_{2}^{i}\right)\right), z_{2}^{i}\right) \\
& z_{2}^{i}\left(z_{1} ; z\right)=z_{2}, \quad z_{2}^{1}(0 ; z)=\beta, \quad z_{2}^{2}(0, z)=\tilde{\beta} \quad \text { for } i=1,2
\end{aligned}
$$

where

$$
A_{i}=\left(\xi_{i}\left(z_{2}^{i}\right)+s\left(X_{0}+1-\xi_{i}\left(z_{2}^{i}\right)\right)\right) V_{1 i}+V_{2 i} X_{0}(1-s) \xi_{i}^{\prime}\left(z_{2}^{i}\right) \quad \text { for } i=1,2
$$

Set $l(s ; z)=z_{2}^{1}(s ; z)-z_{2}^{2}(s ; z)$. Noting that $z_{2}^{1}(0 ; z)=\beta$ and $z_{2}^{2}(0 ; z)=\tilde{\beta}$, we have

$$
\begin{align*}
\frac{d l}{d s}= & O(\delta) l+O(\delta) \widetilde{W}_{3}(s, \\
& \left.z_{2}^{1}\right)+O(1) \widetilde{W}_{4}\left(s, z_{2}^{1}\right)  \tag{B-47}\\
& +O(\delta) W_{6}\left(z_{2}^{1}\right)+O\left(\delta^{2}\right) W_{6}^{\prime}\left(z_{2}^{1}\right) \\
l(0 ; z)=\beta-\tilde{\beta}, \quad l\left(z_{1} ; z\right) & =0
\end{align*}
$$

where we point out that the coefficients of $l(t ; z)$ are in $C^{1, \alpha}$, which will be used to derive the $C^{1, \alpha}$ estimate of $\beta-\tilde{\beta}$.

By (B-47), we can arrive at

$$
\|\beta-\tilde{\beta}\|_{L^{\infty}} \leq\|l\|_{L^{\infty}} \leq C\left(\delta\left\|\widetilde{W}_{3}\right\|_{L^{\infty}}+\left\|\widetilde{W}_{4}\right\|_{L^{\infty}}+\delta\left\|W_{6}\right\|_{L^{\infty}}+\delta^{2}\left\|W_{6}^{\prime}\left(z_{2}\right)\right\|_{L^{\infty}}\right)
$$

Note that
$z_{2}^{1}(s ; z)=-\int_{0}^{s} \frac{X_{0}\left(X_{0}+1-\xi_{1}\left(z_{2}^{1}\right)\right)}{A_{1}} V_{21}\left(\xi_{1}\left(z_{2}^{1}\right)+t\left(X_{0}+1-\xi_{1}\left(z_{2}^{1}\right)\right), z_{2}^{1}\right) d t+\beta$,
which implies, in particular, that

$$
\left.z_{2}=-\int_{0}^{z_{1}} \frac{X_{0}\left(X_{0}+1-\xi_{1}\left(z_{21}\right)\right)}{A_{1}} V_{21}\left(\xi_{1}\left(z_{2}^{1}\right)+t\left(X_{0}+1-\xi_{1}\left(z_{21}\right)\right), z_{2}^{1}\right)\right) d t+\beta
$$

Similar expressions hold for $z_{2}^{2}(s ; z)$ and $z_{2}$ with $\beta$ replaced by $\tilde{\beta}$. Thus, we may obtain

$$
\begin{aligned}
\beta-\tilde{\beta}=\int_{0}^{z_{1}}\left(O(\delta) \widetilde{W}_{3}\left(t, z_{2}^{1}\right)+\right. & O(1) \widetilde{W}_{4}\left(t, z_{2}^{1}\right)+O(\delta) W_{6}\left(z_{2}^{1}\right) \\
& \left.+O\left(\delta^{2}\right) W_{6}^{\prime}\left(z_{2}^{1}\right)+O(\delta) l(t ; z)\right) d t
\end{aligned}
$$

$$
\begin{array}{r}
l(s ; z)=\int_{z_{1}}^{s}\left(O(\delta) \widetilde{W}_{3}\left(t, z_{2}^{1}\right)+O(1) \widetilde{W}_{4}\left(t, z_{2}^{1}\right)+O(\delta) W_{6}\left(z_{2}^{1}\right)\right.  \tag{B-48}\\
\left.+O\left(\delta^{2}\right) W_{6}^{\prime}\left(z_{2}^{1}\right)+O(\delta) l(t ; z)\right) d t
\end{array}
$$

and

$$
\begin{equation*}
\left\|\partial_{z_{1}}(\beta, \tilde{\beta})\right\|_{C^{1, \alpha}} \leq C \varepsilon, \quad\left\|\partial_{z_{2}}(\beta, \tilde{\beta})\right\|_{C^{1, \alpha}} \leq C \varepsilon \tag{B-49}
\end{equation*}
$$

In addition, it follows from (B-47) and (B-48) that

$$
\begin{equation*}
\|\beta-\tilde{\beta}\|_{C^{1, \alpha}} \leq C\left(\delta\left\|\widetilde{W}_{3}\right\|_{C^{1, \alpha}}+\left\|\widetilde{W}_{4}\right\|_{C^{1, \alpha}}+\delta\left\|W_{6}\right\|_{C^{2, \alpha}}\right) \tag{B-50}
\end{equation*}
$$

This, together with (2-28) and the characteristics method, yields

$$
\begin{align*}
& W_{1}\left(z_{1}, z_{2}\right)=W_{1}\left(0, \beta\left(z_{1}, z_{2}\right)\right)+O(\delta)\left(\beta\left(z_{1}, z_{2}\right)-\tilde{\beta}\left(z_{1}, z_{2}\right)\right) \\
& W_{1}\left(0, z_{2}\right)=O\left(\delta^{2}\right) \widetilde{W}_{2}\left(0, z_{2}\right)+O\left(\delta^{2}\right) \widetilde{W}_{3}\left(0, z_{2}\right)+ O(\delta) \widetilde{W}_{4}\left(0, z_{2}\right)  \tag{B-51}\\
&+O(\tilde{1}) W_{6}\left(z_{2}\right)
\end{align*}
$$

and
(B-52) $\|\beta(z)-\widetilde{\beta(z)}\|_{C^{1, \alpha}\left(E_{+}\right)}$

$$
\leq C\left(\delta\left\|\widetilde{W}_{3}\right\|_{C^{1, \alpha}\left(E_{+}\right)}+\left\|\widetilde{W}_{4}\right\|_{C^{1, \alpha}\left(E_{+}\right)}+\delta\left\|W_{6}\right\|_{C^{2, \alpha}[0,1]}\right)
$$

Combining (B-52) with (B-51) yields (B-46), proving Lemma B.8.
Remark B.9. If we choose

$$
\left(\tilde{S}_{2}, \tilde{P}_{2}, V_{12}, V_{22}\right)=\left(S_{2}, P_{2}, U_{12}, U_{22}\right)=\left(S_{0}^{+}, \hat{P}_{0}^{+}, \hat{U}_{0}^{+}, 0\right)
$$

where $\left(S_{0}^{+}, \hat{P}_{0}^{+}, \hat{U}_{0}^{+}, 0\right)$ is the background solution given in Appendix A with the exit pressure $P_{e}$, then, by the $C^{3, \alpha}$ regularity of $\left(S_{0}^{+}, \hat{P}_{0}^{+}, \hat{U}_{0}^{+}, 0\right)$, we can conclude that

$$
\begin{equation*}
\left\|W_{1}\right\|_{C^{2, \alpha}\left(E_{+}\right)} \leq C\left(\delta \sum_{i=2}^{4}\left\|\widetilde{W}_{i}\right\|_{C^{2, \alpha}\left(E_{+}\right)}+\check{1}\left\|W_{6}\right\|_{C^{3, \alpha}\left(E_{+}\right)}\right) \tag{B-53}
\end{equation*}
$$

In fact, in this case, the corresponding coefficients of $l(s ; z)$ in (B-47) and (B-48) are in $C^{2, \alpha}$. As in (B-50), we can derive that

$$
\begin{align*}
& \|\beta(z)-\widetilde{\beta(z)}\|_{C^{2, \alpha}\left(E_{+}\right)}  \tag{B-54}\\
& \quad \leq C\left(\delta\left\|\widetilde{W}_{3}\right\|_{C^{2, \alpha}\left(E_{+}\right)}+\left\|\widetilde{W}_{4}\right\|_{C^{2, \alpha}\left(E_{+}\right)}+\delta\left\|W_{6}\right\|_{C^{3, \alpha}[0,1]}\right)
\end{align*}
$$

Subsequently, (B-53) can be shown by using (B-51) and (B-54).

## Appendix C.

Here, for the problem (1-1) with (1-2)-(1-5), we give a detailed discussion of the higher order compatibility conditions on the nozzle wall and address the crucial difficulty in obtaining $C^{3, \alpha}$ regularities of solutions - that is, the appearance of the source terms in (2-8).

Due to the right hand conditions (1-2), the following expressions hold:

$$
\begin{align*}
& G_{1}(\rho, U, S) \equiv\left[\rho U_{1}\right]\left[\rho U_{2}^{2}+P\right]-\rho^{2} U_{1} U_{2}^{2}=0, \\
& G_{2}(\rho, U, S) \equiv\left[\rho U_{1}^{2}+P\right]\left[\rho U_{2}^{2}+P\right]-\left(\rho U_{1} U_{2}\right)^{2}=0, \\
& G_{3}(\rho, U, S) \equiv\left[\left(\rho e+\frac{1}{2} \rho|U|^{2}+P\right) U_{1}\right]\left[\rho U_{2}^{2}+P\right]  \tag{C-1}\\
& \quad-\rho U_{1}\left(\rho e+\frac{1}{2} \rho|U|^{2}+P\right) U_{2}^{2}=0 .
\end{align*}
$$

Since $U_{2}=\partial_{z_{2}} P=\partial_{z_{2}} S=\partial_{z_{2}} \rho=\partial_{z_{2}} U_{1}=0$, at the point $M_{0}:=\left(z_{1}, z_{2}\right)=(0,1)$, taking the tangential derivatives of second order and third order respectively along the shock surface yields at $M_{0}$

$$
\begin{aligned}
&\left(\rho \partial_{z_{2}}^{2} U_{1}+U_{1} \partial_{z_{2}}^{2} \rho\right)[P]-2 \rho^{2} U_{1}\left(\partial_{z_{2}} U_{2}\right)^{2}=0 \\
&\left.\left(2 \rho U_{1} \partial_{z_{2}}^{2} U_{1}+U_{1}^{2} \partial_{z_{2}}^{2} \rho+\partial_{z_{2}}^{2} P\right)\right][P]-2 \rho^{2} U_{1}^{2}\left(\partial_{z_{2}} U_{2}\right)^{2}=0
\end{aligned}
$$

(C-2) $\quad\left(\left(\frac{\gamma}{\gamma-1} P+\frac{1}{2} \rho U_{1}^{2}\right) \partial_{z_{2}}^{2} U_{1}\right.$

$$
\begin{aligned}
&\left.+U_{1}\left(\frac{\gamma}{\gamma-1} \partial_{z_{2}}^{2} P+\frac{1}{2} U_{1}^{2} \partial_{z_{2}}^{2} \rho+\rho U_{1} \partial_{z_{2}}^{2} U_{1}+\rho\left(\partial_{z_{2}} U_{2}\right)^{2}\right)\right)[P] \\
&-2 \rho U_{1}\left(\frac{\gamma}{\gamma-1} P+\frac{1}{2} \rho U_{1}^{2}\right)\left(\partial_{z_{2}} U_{2}\right)^{2}=0
\end{aligned}
$$

and

$$
\begin{array}{r}
\left(\rho \partial_{z_{2}}^{3} U_{1}+U_{1} \partial_{z_{2}}^{3} \rho\right)[P]-6 \rho^{2} U_{1} \partial_{z_{2}} U_{2} \partial_{z_{2}}^{2} U_{2}=0 \\
\left.\left(2 \rho U_{1} \partial_{z_{2}}^{3} U_{1}+U_{1}^{2} \partial_{z_{2}}^{3} \rho+\partial_{z_{2}}^{3} P\right)\right][P]-6 \rho^{2} U_{1}^{2} \partial_{z_{2}} U_{2} \partial_{z_{2}}^{2} U_{2}=0
\end{array}
$$

(C-3) $\left(\left(\frac{\gamma}{\gamma-1} P+\frac{1}{2} \rho U_{1}^{2}\right) \partial_{z_{2}}^{3} U_{1}\right.$

$$
\begin{aligned}
&\left.+U_{1}\left(\frac{\gamma}{\gamma-1} \partial_{z_{2}}^{3} P+\frac{1}{2} U_{1}^{3} \partial_{z_{2}}^{3} \rho+\rho U_{1} \partial_{z_{2}}^{3} U_{1}+3 \rho \partial_{z_{2}} U_{2} \partial_{z_{2}}^{2} U_{2}\right)\right)[P] \\
&-6 \rho U_{1}\left(\frac{\gamma}{\gamma-1} P+\frac{1}{2} \rho U_{1}^{2}\right) \partial_{z_{2}} U_{2} \partial_{z_{2}}^{2} U_{2}=0
\end{aligned}
$$

From the first two equations in (C-2) and (C-3), we have at $M_{0}$

$$
\begin{equation*}
\partial_{z_{2}}^{2} P+\rho U_{1} \partial_{z_{2}}^{2} U_{1}=0, \quad \partial_{z_{2}}^{3} P+\rho U_{1} \partial_{z_{2}}^{3} U_{1}=0 \tag{C-4}
\end{equation*}
$$

It follows from the first and the third equations in (C-2) and (C-3) that at $M_{0}$

$$
\begin{align*}
&\left(\frac{\gamma}{\gamma-1} P \partial_{z_{2}}^{2} U_{1}+U_{1}\left(\frac{\gamma}{\gamma-1} \partial_{z_{2}}^{2} P+\rho U_{1} \partial_{z_{2}}^{2} U_{1}+\rho\left(\partial_{z_{2}} U_{2}\right)^{2}\right)\right)[P] \\
&-\frac{2 \gamma}{\gamma-1} \rho U_{1} P\left(\partial_{z_{2}} U_{2}\right)^{2}=0  \tag{C-5}\\
&\left(\frac{\gamma}{\gamma-1} P \partial_{z_{2}}^{3} U_{1}+U_{1}\left(\frac{\gamma}{\gamma-1} \partial_{z_{2}}^{3} P+\rho U_{1} \partial_{z_{2}}^{3} U_{1}+3 \rho \partial_{z_{2}} U_{2} \partial_{z_{2}}^{2} U_{2}\right)\right)[P] \\
&-\frac{6 \gamma}{\gamma-1} \rho U_{1} P \partial_{z_{2}} U_{2} \partial_{z_{2}}^{2} U_{2}=0
\end{align*}
$$

Since $\partial_{z_{2}}^{2} U_{2}+\check{1} \cot (\check{1}) \partial_{z_{2}} U_{2}=0$ at $M_{0}$ due to (3-5) and (3-6) and by the expression of $F_{2}$ in (2-26), this together with (C-4) and (C-5) yields
(C-6) $\quad Q\left(\partial_{z_{2}}^{3} P+\check{1} \cot (\check{1}) \partial_{z_{2}}^{2} P\right)=\left(\frac{4 \gamma}{\gamma-1} \rho U_{1} P-2 \rho U_{1}[P]\right) \partial_{z_{2}} U_{2} \partial_{z_{2}}^{2} U_{2} \quad$ at $M_{0}$
where

$$
\begin{equation*}
Q=\frac{\rho U_{1}^{2}-\gamma P}{(\gamma-1) \rho U_{1}}<0 \tag{C-7}
\end{equation*}
$$

On the other hand, it follows from the first equation in (2-26), the expressions of $F_{1}$ and $F_{2}$, and (3-6) and (3-7) that $\partial_{z_{2}} P=\partial_{z_{2}} F_{2}=F_{1}=0$ at $M_{0}$ and

$$
\begin{equation*}
a_{1}\left(\partial_{z_{2}}^{3} P+\check{1} \cot (\check{1}) \partial_{z_{2}}^{2} P\right)=-\partial_{z_{2}}^{2} F_{1}-\check{1} \partial_{z_{2}} F_{1} \quad \text { at } M_{0} \tag{C-8}
\end{equation*}
$$

Also, since

$$
\xi^{(3)}(1)+\check{1} \cot (\check{1}) \xi^{(2)}(1)=0 \quad \text { and } \quad \partial_{z_{2}}^{2} U_{2}+\check{1} \cot (\check{1}) \partial_{z_{2}} U_{2}=0
$$

at $M_{0}$, Equation (C-8) yields

$$
\frac{X_{0}\left(X_{0}+1-\xi\right)}{\xi \rho U_{1}^{2}}\left(\partial_{z_{2}}^{3} P+\check{1} \cot (\check{1}) \partial_{z_{2}}^{2} P\right)=\frac{2\left(\partial_{z_{2}} U_{2}\right)^{2}\left(X_{0}+1-\xi\right)}{\xi U_{1}^{2}} \cot (\check{1})
$$

at $M_{0}$, so that

$$
\begin{equation*}
\partial_{z_{2}}^{3} P+\check{1} \cot (\check{1}) \partial_{z_{2}}^{2} P=\check{2} \rho \cot (\check{1})\left(\partial_{z_{2}} U_{2}\right)^{2} \tag{C-9}
\end{equation*}
$$

at $M_{0}$. Thus, it follows from (C-9) and (C-6) that

$$
\begin{equation*}
Q+\frac{2 \gamma}{\gamma-1} U_{1} P-U_{1}[P]=0 \quad \text { or } \quad \partial_{z_{2}} U_{2}=0 \quad \text { at } M_{0} . \tag{C-10}
\end{equation*}
$$

Meanwhile, in the general case,

$$
\begin{gathered}
Q+\frac{2 \gamma}{\gamma-1} U_{1} P-U_{1}[P]=\frac{1}{(\gamma-1) \rho U_{1}}\left(\rho U_{1}^{2}-\gamma P\right)+\frac{2 \gamma}{\gamma-1} U_{1} P-U_{1}[P] \\
\quad=\frac{1}{\gamma-1} U_{1}+U_{1} \hat{P}_{0}^{-}+\frac{\gamma+1}{\gamma-1} U_{1} P-\frac{\gamma}{(\gamma-1) \rho U_{1}} P \\
\quad=\frac{1}{\gamma-1} U_{1}+U_{1} \hat{P}_{0}^{-}+\frac{P}{(\gamma-1) \rho U_{1}}\left((\gamma+1) \rho U_{1}^{2}-\gamma\right) \neq 0 .
\end{gathered}
$$

Thus, combining this with (C-9) yields $\partial_{z_{2}} U_{2}=0$ at $M_{0}$ if the solution is in $C^{3, \alpha}$.
On the other hand, it follows from (2-26) that

$$
\frac{\partial_{z_{2}} U_{2}}{U_{1}}+\frac{\xi}{X_{0}\left(X_{0}+1-\xi\right)} \partial_{z_{1}}\left(P-\tilde{P}_{0}^{+}\right)=0
$$

where $\tilde{P}_{0}^{+}$denotes the background pressure when the shock position lies at $r=\xi(1)$. However, it seems to be rather difficult to show $\partial_{z_{1}}\left(P-\tilde{P}_{0}^{+}\right)=0$ at the point $M_{0}$ in general (although $\partial_{z_{2}}\left(P-\tilde{P}_{0}^{+}\right)=0$ there by (3-6)).
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# BI-HAMILTONIAN FLOWS AND THEIR REALIZATIONS AS CURVES IN REAL SEMISIMPLE HOMOGENEOUS MANIFOLDS 

Gloria Marí Beffa


#### Abstract

We describe a reduction process that allows us to define Hamiltonian structures on the manifold of differential invariants of parametrized curves for any homogeneous manifold of the form $G / H$, with $G$ semisimple. We also prove that equations that are Hamiltonian with respect to the first of these reduced brackets automatically have a geometric realization as an invariant flow of curves in $G / H$. This result applies to some well-known completely integrable systems. We study in detail the Hamiltonian structures associated to the sphere $\operatorname{SO}(n+1) / \mathrm{SO}(n)$.


## 1. Introduction

Completely integrable systems are PDEs for which one can find an infinite family of preserved functionals in involution. Most of these systems are bi-Hamiltonian, that is, they are Hamiltonian with respect to two different but compatible Hamiltonian structures (compatible means that their sum is also a Hamiltonian structure). The Hamiltonian structures are used to generate a recursion operator, an operator that when reiteratively applied to one initial preserved functional generates the entire family - or hierarchy - see [Magri 1978]. In recent years a large number of publications have shown that many completely integrable systems appear linked to the geometric background of curves and surfaces; see for example [Anco 2006; Doliwa and Santini 1994; Ferapontov 1995; Gay-Balmaz and Ratiu 2007; Chou and Qu 2002; 2003; Langer and Perline 1991; 2000; Sanders and Wang 2003; Terng and Thorbergsson 2001; Terng and Uhlenbeck 2006; 2000; Yasui and Sasaki 1998; Marí 2008a; 2006; 2008b; 2007; 2005; 2009; Marí et al. 2002] and references within. Some of this work relates the integrable systems to invariant flows of (in general parametrized) curves in different types of manifolds through geometric realizations, that is, evolutions of curves inducing the integrable system on its curvatures, or differential invariants in general. Perhaps the best known example of

[^5]such a geometric realization is that of the nonlinear Schrödinger equation (NLS) by the vortex filament flow (VF). Hasimoto [1972] showed that VF, viewed as a flow of spacial Euclidean curves, induces the NLS on its curvature and torsion via what it became known as the Hasimoto transformation. The Hasimoto transformation was proved to be a Poisson map between two equivalent bi-Poisson manifolds, that of the standard curvature and torsion and the manifold of natural curvatures; see [Langer and Perline 1991; Marí et al. 2002].

The author of this paper has linked the bi-Hamiltonian structures of many of these integrable systems to a process that allows us to reduce well-known compatible Poisson brackets on the manifold of loops in the dual of a Lie algebra, which we will call $\mathscr{L} \mathfrak{g}^{*}$, to the manifold of differential invariants. This reduction process was described in [Marí 2008a] for homogeneous manifolds of the form $G / H$ where $\mathfrak{g}$, the Lie algebra associated to $G$, is $|1|$-graded. These include $\mathbb{R}^{\mathbb{P}^{n+1}}$, the conformal Möbius sphere, the Grassmannian, the Lagrangian Grassmannian and others. The reduction process was also described in [Marí 2006] for the case of affine geometries, that is, homogeneous manifolds of the form $G \ltimes \mathbb{R}^{n} / G$ with $G$ semisimple. In both cases a well-known Poisson structure (we will refer to it as our first bracket) on $\mathscr{L} \mathfrak{g}^{*}$ can be reduced to the space of differential invariants to produce some of the best known Hamiltonian structures used in the integration of PDEs. This structure is also linked to geometric realizations in the sense that under minimal conditions one can find geometric realizations for any Hamiltonian evolution, and hence for bi-Hamiltonian integrable systems. The reduction of a second compatible bracket is not guaranteed, and neither is the existence of an associated integrable system. Indeed it was shown in [Marí 2005] that in the Lagrangian 2-Grassmannian manifold (or Grassmannian of Lagrangian planes in $\mathbb{R}^{4}$ ), the second bracket in $\mathscr{L} \mathfrak{s p}(2)^{*}$ never reduces. No completely integrable systems induced by Lagrangian flows on the differential invariants have been found. On the other hand, the reduction of the second bracket, whenever possible, points at the existence of an associated completely integrable system, or at least it is so in all known examples. Coming from a different direction, Terng, with Thorbergsson in [2001] and with Uhlenbeck in [2000; 2006], started by constructing classical completely integrable systems that are Hamiltonian with respect to the reduction of the second bracket, the bracket defined on coadjoint orbits, and after finding the existence of these systems they link them to our first bracket. These two different approaches have not been clearly bridged yet.

Even in the cases where the second bracket does not reduce, one can at times find integrable systems as level sets of Hamiltonian evolutions: the second bracket might not reduce to the complete manifold of differential invariants, but it might reduce to a submanifold of it defined by some chosen invariants. The geometric realization might exist if initial conditions are restricted to the types of curves
for which the undesired invariants are constant. For example, in the case of the Lagrangian $n$-Grassmannian the second Poisson bracket does not reduce in general, but it does always reduce to the submanifold defined by the eigenvalues of the so-called Lagrangian Schwarzian derivatives, whenever the other invariants vanish. In fact, it has been conjectured (and studies are supportive of this) that the type of Poisson structures/integrable systems and the character of the chosen invariants are closely related. For example, one can usually reduce the second bracket to a submanifold of differential invariants of projective type (as was done in [Marí 2008a; 2008b; 2007]) to obtain Poisson structures and integrable systems of KdV type (for example, the KdV equation or systems of decoupled KdV in [2008a; 2008b; 2007], complexly coupled KdV equations in [2008b], and Adler-Gel'fand-Dikii evolutions in [2008a]). Similarly, one can reduce to a submanifold of curvatures of natural-type to obtain modified KdV vector equations and NLS systems, as in [Anco 2006; Marí et al. 2002; Sanders and Wang 2003; Terng and Thorbergsson 2001; Terng and Uhlenbeck 2006].

A last relevant feature of these brackets is the following. Some of the Poisson structures obtained when reducing our first bracket are not truly structures associated to parametrized curves, but trivial extensions of Poisson brackets associated to unparametrized curves and extended trivially to the differential invariant of arc length type, as defined in [Marí 2009]. Except for the case $G=\operatorname{GL}(n, \mathbb{R})$, all classical affine geometries $G \ltimes \mathbb{R}^{n} / G$ have first reductions for which Hamiltonian evolutions will always preserve the invariant of arc length type [Marí 2009]. On the other hand, all known examples for semisimple parabolic cases $(G / P$, with $P$ parabolic) have reductions of the first bracket that do not preserve parameters of arc length type. Indeed, geometric realizations of equations of KdV type do not preserve any invariant of arc length type. Thus, having first reductions on parametrized or unparametrized curves seems to be linked to the type of geometry that the manifold has.

In this paper we describe the reduction process for the general case of a homogeneous manifold $G / H$ with $G$ semisimple. Semisimplicity can be trivially assumed for the definition of the bracket; otherwise the bracket will only be defined on the semisimple component of the algebra. The reduction process here is, in fact, a simplification of the process in [Marí 2008a]. We prove in Theorem 4.3 that any system that is Hamiltonian with respect to the first reduced bracket possesses a geometric realization by an invariant flow on $G / H$. Our running example is that of $\mathrm{SO}(2,2) / P$ for an appropriate choice of parabolic subgroup $P$. This manifold is geometrically equivalent to $\mathbb{R} \mathbb{P}^{1} \times \mathbb{R} \mathbb{P}^{1}$ and we show that both brackets reduce to produce a decoupled system of KdV bi-Hamiltonian structures. The manifold $\mathrm{SO}(3,1) / P$ (the conformal plane) is known [Marí 2005] to produce a system of two complexly coupled KdV equations. Thus, we show that the exchange

$$
\left(\begin{array}{llll}
0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
1 & 0 & 0 & 0
\end{array}\right) \rightarrow\left(\begin{array}{llll}
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{array}\right)
$$

in the bilinear form defining the group effectively decouples the KdV system.
Finally, the Hamiltonian structures of the sphere $\mathrm{SO}(n+1) / \mathrm{SO}(n)$ is studied in Section 5. In [Terng and Thorbergsson 2001; Anco 2006], the authors found a geometric realization on this sphere for a vector system of modified KdV equations. The authors do not study the generation of the mKdV bi-Hamiltonian structures, or their possible definition by reduction (Anco provides a recursion operator that is said to be encoded by the geometry, but he provides no explanation on how the encoding takes place). The case of $\mathrm{SO}(n+1) / \mathrm{SO}(n)$ is interesting because, being a semisimple case (albeit not a parabolic one), one would think that the arc length does not need to be preserved; said differently, the first reduced Poisson structure should be expected to be a structure on parametrized curves. On the other hand, the mKdV systems found by Anco and Terng and Thorbergsson associated to this geometric background (and found also in the Euclidean case, an affine manifold) are arc length preserving. In Section 5, we show that the first reduced bracket does not preserve arc length, so that the bracket is defined on parametrized curves, in accordance with the manifold being homogeneous and semisimple. But here it is the second bracket that always preserves arc length and, hence, forces any biHamiltonian system to be arc length preserving, in accordance with vector mKdV being the associated integrable system. The system of vector mKdVs is shown to be a bi-Hamiltonian system with respect to both reductions.

The reduction method we use is strongly rooted in the use of group-based moving frames. The method is relatively new so we include a description in our first section, together with other background definitions.

## 2. Background definitions

2a. Moving frames, differential invariants, Serret-Frenet equations and geometric realizations. The classical concept of moving frame was developed by Élie Cartan [1935; 1937]. A classical moving frame along a curve in a manifold $M$ is a curve in the frame bundle of the manifold over the curve, invariant under the action of a transformation group under consideration. This method is a very powerful tool, but its explicit application relied on intuitive choices that were not clear in a general setting. Ideas in Cartan's work and later work of Griffiths [1974], Green [1978] and others laid the foundation for the concept of a group-based moving frame, that is, an equivariant map between the jet space of curves in the manifold and the group of transformations. Recent work by Fels and Olver [1999] finally gave the precise
definition of the group-based moving frame and extended its application beyond its original geometric picture. In this section we will describe Fels and Olver's moving frame and its role in our study. From now on we will assume $M=G / H$ with $G$ semisimple and acting on $M$ via left multiplication on representatives of a class. We will also assume that curves in $M$ are parametrized, and that therefore the group $G$ does not act on the parameter.

Definition 2.1. Let $J^{k}(\mathbb{R}, M)$ be the space of $k$-jets of curves, that is, the set of equivalence classes of curves in $M$ up to $k$-th order of contact. If we denote by $u(x)$ a curve in $M$ and by $u_{r}$ the $r$-th derivative of $u$ with respect to the parameter $x$, that is, $u_{r}=d^{r} u / d x^{r}$, then the jet space has local coordinates that can be represented by $u^{(k)}=\left(x, u, u_{1}, u_{2}, \ldots, u_{k}\right)$. The group $G$ acts naturally on parametrized curves; therefore it acts naturally on the jet space via the formula

$$
g \cdot u^{(k)}=\left(x, g \cdot u,(g \cdot u)_{1},(g \cdot u)_{2}, \ldots\right)
$$

where by $(g \cdot u)_{k}$ we mean the formula obtained when one differentiates $g \cdot u$ and then writes the result in terms of $g, u, u_{1}$, and so on. This is usually called the prolonged action of $G$ on $J^{k}(\mathbb{R}, M)$.

Definition 2.2. A function $I: J^{k}(\mathbb{R}, M) \rightarrow \mathbb{R}$ is called a $k$-th order differential invariant if it is invariant with respect to the prolonged action of $G$.

Definition 2.3. A map $\rho: J^{k}(\mathbb{R}, M) \rightarrow G$ is called a left (respectively right) moving frame if it is equivariant with respect to the prolonged action of $G$ on $J^{k}(\mathbb{R}, M)$ and the left (respectively right) action of $G$ on itself.

The group-based moving frame appears in a familiar method for calculating the curvature of a curve $u(s)$ in the Euclidean plane. In this method one uses a translation to take $u(s)$ to the origin and then a rotation to make one of the axes tangent to the curve. The curvature can classically be found as the coefficient of the second order term in the expansion of the curve around $u(s)$. The crucial observation made by Fels and Olver is that the element of the group carrying out the translation and rotation depends on $u$ and its derivatives and so defines a map from the jet space to the group. This map is a right moving frame, and it carries all the geometric information of the curve. In fact, Fels and Olver developed a similar normalization process to find right moving frames.

Theorem 2.4 [Fels and Olver 1999]. Let • denote the prolonged action of the group on $u^{(k)}$ and assume we have normalization equations of the form $g \cdot u^{(k)}=c_{k}$, where at least some of the entries of $c_{k}$ are constants (they are called normalization constants). Assume we have enough normalization equations to determine $g$ as a function of $u, u_{1}, \ldots$ Then $g=\rho$ is a right invariant moving frame.

Next is the description of the equivalent to the classical Serret-Frenet equations. We are denoting by $L_{g}^{*}$ (respectively $R_{g}^{*}$ ), the map induced on $T G$ by $L_{g}$, the left multiplication by $g$ (respectively $R_{g}$, the right multiplication). From now on, we will also assume the (local) connection on $M$ is flat, although some modifications can be introduced to assume constant curvature.
Definition 2.5. Consider $K d x$ to be the horizontal component of the pullback of the left- (respectively right)-invariant Maurer-Cartan form of the group $G$ via a left (respectively right) moving frame $\rho$. That is,

$$
K=L_{\rho^{-1}}^{*} \rho_{x} \in \mathfrak{g} \quad\left(\text { respectively } \quad K=R_{\rho^{-1}}^{*} \rho_{x}\right)
$$

We call $K$ the left (respectively right) Serret-Frenet equations for the moving frame $\rho$.

Notice that, if $\rho$ is a left moving frame, then $\rho^{-1}$ is a right moving frame and their Serret-Frenet equations are the negatives of each other. A complete set of generating differential invariants can always be found among the coordinates of group-based Serret-Frenet equations, a crucial difference with the classical picture. The next theorem is a direct consequence of the results in [Fels and Olver 1999]. A more general result can be found in [Hubert 2007].

Theorem 2.6. Let $\rho$ be a (left or right) moving frame along a curve u. Let us fix a basis for $\mathfrak{g}$. Then, the coordinates of the (left or right) Serret-Frenet equations for $\rho$ contain a basis for the space of differential invariants of the curve. That is, any other differential invariant for the curve is a function of the coordinates of $K$ and their derivatives with respect to $x$.

If we can find a moving frame using a set of normalization equations as in Theorem 2.4, we can also find algebraically the explicit form of the Serret-Frenet equations of the frame, following a parallel set of recurrence equations. Let $K \cdot u$ represent the infinitesimal action of the algebra $\mathfrak{g}$, likewise with $K \cdot u^{(k)}$, which represents the infinitesimal prolonged action. The following theorem is a rewriting of results appearing in [Fels and Olver 1999].
Theorem 2.7. Let $K=L_{\rho^{-1}}^{*} \rho_{x}$ be the left Serret-Frenet equation associated to the left moving frame $\rho$. Let $\rho$ be determined by normalization equations of the form $\rho^{-1} \cdot u_{k}=c_{k}$. Then, $K$ satisfies the equations

$$
\left.K \cdot u_{k}\right|_{\mathscr{F}}=c_{k+1}-\left(c_{k}\right)_{x},
$$

where $\left.K \cdot u_{k}\right|_{\Phi}$ denotes what is usually called the invariantization of $K \cdot u_{k}$, that is, the expression $K \cdot u_{k}$ with all $u_{r}$ substituted by $c_{r}$.
Definition 2.8 (geometric realization of an evolution of invariants). Let $\boldsymbol{k}$ denote a vector whose entries form an independent and generating system of differential
invariants for curves. That is, $\boldsymbol{k}$ is a vector whose entries are differential invariants for the curve; the entries of $\boldsymbol{k}$ and their derivatives are functionally independent (no entry can be written as a function of the other entries and their derivatives); and any other differential invariant is a function of the entries of $\boldsymbol{k}$ and their derivatives.

Let

$$
\begin{equation*}
\boldsymbol{k}_{t}=F\left(\boldsymbol{k}, \boldsymbol{k}_{x}, \boldsymbol{k}_{x x}, \ldots\right) \tag{1}
\end{equation*}
$$

be an evolution of $\boldsymbol{k}$. We say that

$$
\begin{equation*}
u_{t}=Q\left(u, u_{x}, u_{x x}, u_{x x x}, \ldots\right) \tag{2}
\end{equation*}
$$

is a geometric realization of (1) on $G / H$ whenever $u(t, x) \in G / H$, (2) is invariant under the action on $G$ (that is, $G$ takes solutions to solutions) and the evolution induced on $\boldsymbol{k}$ by (2) is (1). Equivalently, we say that (1) is the invariantization of (2).

2b. Poisson brackets on $\mathscr{L} \mathfrak{g}^{*}$. Consider the group of loops $\mathscr{L} G=C^{\infty}\left(S^{1}, G\right)$ and its Lie algebra $\mathscr{L} \mathfrak{g}=C^{\infty}\left(S^{1}, \mathfrak{g}\right)$. Let $\hat{B}: \mathfrak{g} \times \mathfrak{g} \rightarrow \mathbb{R}$ be an ad-invariant nondegenerate bilinear form of the algebra. We can use $\hat{B}$ to identify $\mathfrak{g}^{*}$ with $\mathfrak{g}$ so that $X^{*}=\hat{B}(X, \cdot) \in \mathfrak{g}^{*}$. For example, if $\mathfrak{g} \subset \mathfrak{g l}(n, \mathbb{R})$, then $\hat{B}$ can be the trace of the matrix product. With this bilinear form, the dual to $E_{i j}$ (the matrix having 1 in place ( $i, j$ ) and 0 elsewhere) is given by $E_{j i}$. The bilinear form

$$
\begin{equation*}
B(X, Y)=\int_{S^{1}} \hat{B}(X, Y) d x \tag{3}
\end{equation*}
$$

will give us the analogous form defined on $\mathscr{L} \mathfrak{g}$, and we can identify $\mathscr{L} \mathfrak{g}^{*}$ (the regular part of $\left.(\mathscr{L} \mathfrak{g})^{*}\right)$ with $\mathscr{L} \mathfrak{g}$ using $B$.

One can define two natural Poisson brackets on $\mathscr{L} \mathfrak{g}^{*}$; for more information see [Pressley and Segal 1989]. If $\mathscr{H}, \mathscr{G}: \mathscr{L} \mathfrak{g}^{*} \rightarrow \mathbb{R}$ are two functionals defined on $\mathscr{L} \mathfrak{g}^{*}$, then $\delta \mathscr{H} / \delta L$ denotes the variational derivative of $\mathscr{H}$ at $L$ and it can be identified, using (3), with an element of $\mathscr{L} \mathfrak{g}$ so that

$$
\begin{equation*}
\left.\frac{d}{d \epsilon}\right|_{\epsilon=0} \mathscr{H}(L+\epsilon V)=\int_{S^{1}} \hat{B}\left(\frac{\delta \mathscr{H}}{\delta L}, V\right) d x . \tag{4}
\end{equation*}
$$

Likewise with $\mathscr{G}$. If $L \in \mathscr{L} \mathfrak{g}^{*}$, we define

$$
\begin{equation*}
\{\mathscr{H}, \mathscr{G}\}(L)=\int_{S^{1}}\left\langle\left(\frac{\delta \mathscr{H}}{\delta L}\right)_{x}+\operatorname{ad}^{*}\left(\frac{\delta \mathscr{H}}{\delta L}\right)(L), \frac{\delta \mathscr{G}}{\delta L}\right\rangle d x \tag{5}
\end{equation*}
$$

where $\langle\cdot, \cdot\rangle$ is the natural coupling between $\mathfrak{g}^{*}$ and $\mathfrak{g}$ and where we identify $(\delta \mathscr{H} / \delta L)_{x}$ with its dual counterpart. If we identify $L$ with its dual, then we have $\operatorname{ad}^{*}(\delta \mathscr{H} / \delta L)(L)=-\operatorname{ad}(\delta \mathscr{H} / \delta L)(L)$.

One also has a compatible family of second brackets, namely

$$
\begin{equation*}
\{\mathscr{H}, \mathscr{G}\}(L)=\int_{S^{1}}\left\langle\left(\operatorname{ad}^{*}\left(\frac{\delta \mathscr{H}}{\delta L}\right)\left(L_{0}\right), \frac{\delta \mathscr{G}}{\delta L}\right) d x\right. \tag{6}
\end{equation*}
$$

where $L_{0} \in \mathfrak{g}^{*}$ is any constant element.
In the next section we will show how (5) can be always reduced to the space of differential invariants of curves. The compatible bracket (6) can only be reduced sometimes. Recall that the appearance of compatible pairs of Poisson brackets often indicates the existence of completely integrable systems.

## 3. Geometric Poisson brackets on the space of differential invariants of curves

Since $H \subset G$ is a subgroup, the algebra $\mathfrak{g}$ has a splitting of the form

$$
\begin{equation*}
\mathfrak{g}=\mathfrak{h} \oplus \mathfrak{m} \tag{7}
\end{equation*}
$$

where $\mathfrak{m}$ is a vector subspace complement to the subalgebra $\mathfrak{h}$, but not a subalgebra in general. From now on we will also assume that our curves on homogeneous manifolds have a group monodromy, that is, there exists $m \in G$ such that

$$
u(t+T)=m \cdot u(t)
$$

where $T$ is the period. Under these assumptions, the Serret-Frenet equations will be periodic and will belong to $\mathscr{L} \mathfrak{g}^{*}$ (under proper identification). Alternatively, one could assume that $u$ is asymptotic at $\pm \infty$, so that the invariants vanish at infinity, and describe a similar situation.

Theorem 3.1. Let $u$ be a generic curve on the homogeneous manifold $G / H$. Let $\rho$ be a left moving frame with $\rho \cdot o=u$. Locally, we can find moving frames for curves $\hat{u}$ in a neighborhood of $u$ (with respect to the $C^{\infty}$ topology) such that $\rho \cdot o=\hat{u}$. Let $\mathscr{K}$ be the submanifold of $\mathscr{L} \mathfrak{g}$ given by the Serret-Frenet equations associated to these left moving frames, in the sense of the previous section. Then, when identified with its dual, $\mathscr{H}$ defines a section of the quotient $\mathscr{L} \mathfrak{g}^{*} / \mathscr{L} H$, where the subgroup $\mathscr{L} H$ acts on $\mathscr{L} \mathfrak{g}^{*}$ via the standard gauge action

$$
a(g)(L)=L_{g^{-1}}^{*} g_{x}+\operatorname{Ad}^{*}(g)(L)
$$

and where again the element $L_{g^{-1}}^{*} g_{x}$ is identified with its dual.
Proof. This theorem is proved using the definition of moving frame. Assume $m \in \mathscr{L} \mathfrak{g}^{*}$ and identify the element with an element in the algebra. Let $\eta$ be a (local) solution of the equation $L_{\eta^{-1}}^{*} \eta_{x}=m$. We call $u=\eta \cdot o$ and we denote by $\rho$ a left moving frame associated to $u$, with $\rho \cdot o=u$. The frame $\rho$ has the same
monodromy as $u$, and $u$ has the same monodromy as $\eta$. Hence, $\rho$ and $\eta$ have the same monodromy.

With these choices we have $\rho=\eta \eta^{-1} \rho=\eta g$ and $g \cdot o=\eta^{-1} \rho \cdot o=\eta^{-1} \cdot u=o$. Since $H$ is the isotropy group of $o$ (which represents the class of $H$ in $G / H$ ), we conclude that $g(x) \in H$ for any $x$. Furthermore, the monodromy of both $\rho$ and $\eta$ are the same, and therefore $g \in \mathscr{L} H$. The action of $\mathscr{L} G$ on the space of solutions $\eta \rightarrow \eta g$ induces the gauge action described in the theorem on the elements of $\mathscr{L} \mathfrak{g}^{*}$ defining the equations satisfied by $\eta$. If identified with $\mathscr{L} \mathfrak{g}, \operatorname{Ad}^{*}(g)(L)=\operatorname{Ad}\left(g^{-1}\right)(L)$ and the action on $\mathscr{L} \mathfrak{g}$ induced by the gauge action is $L_{g^{-1}}^{*} g_{x}+\operatorname{Ad}\left(g^{-1}\right) L$.

Example 3.2. Our running example will be the case $G=\mathrm{SO}(2,2)$ for $H=P$ given by a particular parabolic choice. Assume $\mathrm{SO}(2,2)$ is the isotropy group of the bilinear form defined by the matrix

$$
J=\left(\begin{array}{llll}
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{array}\right)
$$

that is, $\mathfrak{o}(2,2)$ is the set of matrices that are skew-symmetric with respect to the secondary diagonal. Locally, $g \in \operatorname{SO}(2,2)$ can be factored as

$$
\begin{aligned}
g & =g_{1}(v) g_{0}(\alpha, \Theta) g_{-1}(y) \\
& =\left(\begin{array}{llll}
1 & v^{1} & v^{2} & -v^{2} v^{1} \\
0 & 1 & 0 & -v^{2} \\
0 & 0 & 1 & -v^{1} \\
0 & 0 & 0 & 1
\end{array}\right)\left(\begin{array}{ccc}
\alpha & 0 & 0 \\
0 & \Theta & 0 \\
0 & 0 & \alpha^{-1}
\end{array}\right)\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
y^{1} & 1 & 0 & 0 \\
y^{2} & 0 & 1 & 0 \\
-y^{2} y^{1} & -y^{2} & -y^{1} & 1
\end{array}\right),
\end{aligned}
$$

with $\alpha \in \mathbb{R}$ and $\Theta \in \mathrm{SO}(1,1)$. This factorization corresponds to the algebra gradation $\mathfrak{o}(2,2)=\mathfrak{g}_{1} \oplus \mathfrak{g}_{0} \oplus \mathfrak{g}_{-1}$ as in the diagram

$$
\left(\begin{array}{cccc}
0 & +1 & +1 & +1 \\
-1 & 0 & 0 & +1 \\
-1 & 0 & 0 & +1 \\
-1 & -1 & -1 & 0
\end{array}\right)
$$

Let us choose the parabolic subgroup $H=P=G_{1} \cdot G_{0}$, that is, the subgroup defined by elements $g$ such that $y^{1}=y^{2}=0$. Notice that $\mathrm{SO}(3,1)$ has the exact same description, with one difference, namely $\Theta \in \operatorname{SO}(2)$ (here $-v^{1} v^{2}=-\frac{1}{2}\|v\|_{J}-$ see below - while for $\operatorname{SO}(3,1)$ we would have $-\frac{1}{2}\|\boldsymbol{v}\|=-\frac{1}{2} \boldsymbol{v}^{T} \boldsymbol{v}$ instead).

With this representation, the action of $\mathrm{SO}(2,2)$ on $\mathrm{SO}(2,2) / H$ is determined by the relation $g g_{-1}(u)=g(g \cdot u) h$ for some $h \in H$. We will use the section $\varsigma: \operatorname{SO}(2,2) / H \rightarrow \mathrm{SO}(2,2)$ given by $\varsigma(u)=g_{-1}(u)$ to locally identify $\mathrm{SO}(2,2) / H$
with $G_{-1}$. The subgroups $G_{i}$ are the exponentials of the Lie subalgebras $\mathfrak{g}_{i}$. One can readily find an explicit formula for the action using this notation:

$$
\begin{equation*}
g \cdot u=\frac{\alpha^{-1} \Theta(\boldsymbol{u}+\boldsymbol{y})+\frac{1}{2} \alpha^{-2}\|\boldsymbol{u}+\boldsymbol{y}\|_{J}^{2} \boldsymbol{v}^{*}}{1+\alpha^{-1} \boldsymbol{v}^{T} \Theta(\boldsymbol{u}+\boldsymbol{y})+\frac{1}{4} \alpha^{-2}\|\boldsymbol{v}\|_{J}^{2}\|\boldsymbol{u}+\boldsymbol{y}\|_{J}^{2}} \tag{8}
\end{equation*}
$$

where $\|x\|_{J}=\hat{x}^{T} J \hat{x}$ for $\hat{x}=(0, x, 0)$ and where, if $\boldsymbol{v}=\binom{v^{1}}{v^{2}}$, then $\boldsymbol{v}^{*}=\binom{v^{2}}{v^{1}}$. One can check that this action decouples into two projective actions. If $\Theta \in \operatorname{SO}(1,1)$ with $\Theta=\operatorname{diag}\left(a, a^{-1}\right)$, the two projective actions are given by $\left(y^{1}, a \alpha^{-1}, v^{1}\right)$ acting projectively on $u^{1}$ and $\left(y^{2}, a \alpha^{-1}, v^{2}\right)$ acting projectively on $u^{2}$. This is because the isomorphism $\mathfrak{o}(2,2) \cong \mathfrak{s l}(2, \mathbb{R}) \oplus \mathfrak{s l}(2, \mathbb{R})$ induces a splitting of $\mathrm{SO}(2,2)$ into $\operatorname{SL}(2, \mathbb{R}) \times \operatorname{SL}(2, \mathbb{R})$ and also an equivalence of $\mathrm{O}(2,2) / P$ with $\mathbb{R P}^{1} \times \mathbb{R P}^{1}$. (A choice of $\Theta$ on the second connected component of $O(1,1)$ will simply produce an involution exchanging $u^{1}$ and $u^{2}$.)

If $g$ is as in (8), the zero normalization equation is $g \cdot \boldsymbol{u}=0$, which can be solved with the choice $\boldsymbol{y}=-\boldsymbol{u}$. If $\boldsymbol{u}=\boldsymbol{u}(x)$, the first normalization equation is $g \cdot \boldsymbol{u}_{1}=c_{1}$, obtained by differentiating the action (8) with respect to $x$ and substituting $\boldsymbol{y}=-\boldsymbol{u}$. It is given by

$$
\alpha^{-1} \Theta \boldsymbol{u}_{1}=c_{1}
$$

Since $\Theta=\operatorname{diag}\left(a, a^{-1}\right) \in O(1,1)$, we need to choose nonvanishing normalization values for each of the entries of $c_{3}$. We choose $c_{1}=\binom{1}{1}$, rather than the usual $c_{1}=e_{1}$ favored in normalizations - in this case $e_{1}$ would be a singular choice. This choice forces the values

$$
\alpha=\left\|\boldsymbol{u}_{x}\right\|_{J} 2^{-1 / 2} \quad \text { and } \quad \Theta^{-1}\binom{1}{1}=\frac{\sqrt{2} \boldsymbol{u}_{x}}{\left\|\boldsymbol{u}_{x}\right\|_{J}}
$$

This condition completely determines $\Theta=\operatorname{diag}\left(\alpha\left(u_{x}^{1}\right)^{-1}, \alpha^{-1} u_{x}^{1}\right)$.
The second normalization equation is obtained differentiating (8) twice and substituting previously found values. It is given by

$$
\alpha^{-2} \Theta \boldsymbol{u}_{x x}-\boldsymbol{v}=c_{2}=0
$$

which is readily resolved choosing $\boldsymbol{v}=\alpha^{-2} \Theta \boldsymbol{u}_{x x}$. This last equation completely determines the right moving frame. Following [Fels and Olver 1999], we have a set of independent and generating invariants given by the entries of $c_{3}$; we have two invariants of third order. The interested reader can differentiate once more and find the third normalization equations and the explicit formula for $c_{3}$. It is given by $c_{3}=\binom{k_{1}}{k_{2}}$ with $k_{i}=S\left(u^{i}\right)$, where $S(f)=f_{x}^{-1}\left(f_{x x x}-\frac{3}{2}\left(f_{x x} / f_{x}\right)^{2}\right)$ is the Schwarzian derivative of $f$. The Schwarzian derivative is the generator of projective differential invariants in $\mathbb{R} \mathbb{P}^{1}$.

Let's call $\rho$ the left moving frame, that is, the inverse of the frame we just found:

$$
\rho=\left(\begin{array}{ccc}
1 & -\left(\boldsymbol{u}^{*}\right)^{T} & -\frac{1}{2}\|\boldsymbol{u}\|_{J}^{2} \\
0 & I & \boldsymbol{u} \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{ccc}
\alpha^{-1} & 0 & 0 \\
0 & \Theta^{-1} & 0 \\
0 & 0 & \alpha
\end{array}\right)\left(\begin{array}{ccc}
1 & -\boldsymbol{v}^{T} & -\frac{1}{2}\|\boldsymbol{v}\|_{J} \\
0 & I & \boldsymbol{v}^{*} \\
0 & 0 & 1
\end{array}\right)
$$

In parallel with the normalization equations, we can use recurrence formulas of Theorem 2.7 to determine the matrix $K=\rho^{-1} \rho_{x}$. If $K=K_{1}+K_{0}+K_{-1}$ are the gradated components of $K$ and $K_{0}=K_{\alpha}+K_{\Theta}$ are the two components of $K_{0}$, the recurrence formulas are given by

$$
\begin{aligned}
\left.K \cdot u\right|_{\mathscr{I}} & =K_{-1}=c_{1}-c_{0}^{\prime}=c_{1}=\binom{1}{1} \\
\left.K \cdot u_{1}\right|_{\mathscr{I}} & =K_{\Theta} c_{1}-K_{\alpha} c_{1}=c_{2}-c_{1}^{\prime}=0
\end{aligned}
$$

The last equation implies $K_{\Theta}=0$ and $K_{\alpha}=0$. The two equations describe $K$ as being of the form

$$
K=\left(\begin{array}{cccc}
0 & k_{1} & k_{2} & 0  \tag{9}\\
1 & 0 & 0 & -k_{2} \\
1 & 0 & 0 & -k_{1} \\
0 & -1 & -1 & 0
\end{array}\right)
$$

The general theory tells us that the entries of $K$ generate all other differential invariants for $u$, and hence $k_{1}$ and $k_{2}$ must be generators. If one writes the recurrence equations of Theorem 2.7 for the second prolongation, we also see that $K_{1}$ coincides with $c_{3}$. This matrix is very similar to the one obtained in the case $G=\mathrm{O}(3,1)$ for which $G / H$ is the conformal plane; see [Marí 2008b]. The only difference is that in the conformal case, $c_{1}=e_{1}$ is a regular value and $K_{-1}=e_{1}$ was chosen instead. This small difference will create a very significant one for the reduced Poisson brackets and their associated integrable systems.

Our next theorem shows that (5) can be reduced to $\mathscr{K}$, and its proof gives an algebraic method to calculate the reduced bracket explicitly (and also the reduction of (6) whenever possible).

Theorem 3.3. The Poisson bracket defined on $\mathscr{L} \mathfrak{g}^{*}$ by (5) is reducible to the submanifold $\mathscr{K}$. We call this the first reduced Poisson bracket associated to curves on $G / H$.

Proof. Observe that $\mathscr{K}$ is given locally by the quotient $\mathscr{L} \mathfrak{g}^{*} / \mathscr{L} H$, where $\mathscr{L} H$ acts in $\mathscr{L} \mathfrak{g}^{*}$ via the gauge action. The symplectic leaves of the bracket (5) are formed by the orbits of the gauge action itself. For more information on these brackets, see [Pressley and Segal 1989]. Assume we have two functionals $\mathscr{R}$ and $\varphi$ such that
$\delta \mathscr{R} / \delta L, \delta \mathscr{G} / \delta L \in \mathscr{L} \mathfrak{g}$ vanish on the tangent to the $\mathscr{L} H$-leaves. That means

$$
\begin{equation*}
\left(\frac{\delta \mathscr{R}}{\delta L}\right)_{x}-\operatorname{ad}\left(\frac{\delta \mathscr{R}}{\delta L}\right)(K) \in \mathfrak{h}^{0} \tag{10}
\end{equation*}
$$

and likewise for $\mathscr{G}$ (we are identifying $\mathscr{L} \mathfrak{g}$ with $\left.\mathscr{L} \mathfrak{g}^{*}\right)$. Then, the bracket (5) of these two functionals will also vanish on the tangent to the leaves (equivalently, it will be constant on the leaves); one only needs to apply Jacobi's identity for (5) to see this. Hence, the bracket will represent a well-defined functional on the quotient $\mathscr{K}$.

Following the same reasoning as in [Marsden and Ratiu 1986], let $r, g: \mathscr{K} \rightarrow \mathbb{R}$ be two functionals, and let $\mathscr{R}$ and $\mathscr{G}$ be two extensions that are constant on the leaves of $\mathscr{L H}$. The bracket

$$
\begin{equation*}
\{r, g\}(K)=\int_{S^{1}}\left(\left(\frac{\delta \mathscr{R}}{\delta L}\right)_{x}-\operatorname{ad}\left(\frac{\delta \mathscr{R}}{\delta L}\right)(K), \frac{\delta \mathscr{G}}{\delta L}\right) d x \tag{11}
\end{equation*}
$$

describes a well-defined functional on $\mathscr{K}$. It is a Poisson bracket on $\mathscr{K}$ in which Jacobi's identity is given directly by the Jacobi identity of (5). For a complete description of this and other Poisson reductions for finite-dimensional manifolds, see [Marsden and Ratiu 1986]. Our infinite-dimensional case is a straightforward generalization of the results there.

Although this bracket seems to be complicated to compute, in all known cases the calculation follows a purely algebraic process that can be done by hand in low dimensions. The essence of the algebraic process is the use of (10).
Example 3.4. We now go back to the case $G=\operatorname{SO}(2,2)$. In this case $\mathfrak{h}=\mathfrak{g}_{0} \oplus \mathfrak{g}_{1}$ and so $\mathfrak{h}^{0}=\mathfrak{g}_{1}$. If $K$ is given as in (9), then an extension $\mathscr{R}$ of a functional $r: \mathscr{K} \rightarrow \mathbb{R}$ to $\mathscr{L} \mathfrak{O}(2,2)^{*}$ will coincide with $r$ in the direction of $k_{1}$ and $k_{2}$. The variational derivative of $\mathscr{R}$ is defined as in (4), and so

$$
\frac{\delta \mathscr{R}}{\delta L}(K)=\left(\begin{array}{cccc}
\beta & a & b & 0  \tag{12}\\
\delta r / \delta k_{1} & c & 0 & -b \\
\delta r / \delta k_{2} & 0 & -c & -a \\
0 & -\delta r / \delta k_{2} & -\delta r / \delta k_{1} & -\beta
\end{array}\right)
$$

If we substitute these values in condition (10), we get along $\mathscr{K}$ that

$$
\left.\begin{array}{rccccc}
\beta^{\prime}+k_{1} \delta r / \delta k_{1}+k_{2} \delta r / \delta k_{2}-a-b & a^{\prime}+c k_{1}-\beta k_{1} & b^{\prime}-c k_{2}-\beta k_{2} & 0 \\
\left(\delta r / \delta k_{1}\right)_{x}+\beta-c & c^{\prime}+a+k_{2} \delta r / \delta k_{2}-k_{1} \delta r / \delta k_{1}-b & 0 & * \\
\left(\delta r / \delta k_{2}\right)_{x}+\beta+c & 0 & * & * \\
0 & * & * & *
\end{array}\right) .
$$

From here we obtain

$$
\begin{array}{ll}
\beta=-\frac{1}{2}\left(\frac{\delta r}{\delta k_{1}}+\frac{\delta r}{\delta k_{2}}\right)^{\prime}, & c=\frac{1}{2}\left(\frac{\delta r}{\delta k_{1}}-\frac{\delta r}{\delta k_{2}}\right)^{\prime} \\
a=-\frac{1}{2}\left(\frac{\delta r}{\delta k_{1}}\right)^{\prime \prime}+k_{1} \frac{\delta r}{\delta k_{1}}, & b=-\frac{1}{2}\left(\frac{\delta r}{\delta k_{2}}\right)^{\prime \prime}+k_{2} \frac{\delta r}{\delta k_{2}}
\end{array}
$$

The reduced Poisson bracket is defined by (11), where $\mathscr{R}$ and $\varphi$ are appropriate extensions with variational derivatives as above. After straightforward calculations, these can be written as

$$
\{r, g\}(\boldsymbol{k})=\int_{S^{1}} \frac{\delta g}{\delta k_{1}}\left(-\frac{1}{2} D^{3}+D k_{1}+k_{1} D\right) \frac{\delta r}{\delta k_{1}}+\frac{\delta g}{\delta k_{2}}\left(-\frac{1}{2} D^{3}+D k_{1}+k_{1} D\right) \frac{\delta r}{\delta k_{2}}
$$

therefore the first reduced bracket is defined by two decoupled second Poisson structures for KdV equations, one in each $k_{1}$ and $k_{2}$. We can also check whether or not, for some choice of $L_{0}$, the bracket (6) reduces to $\mathscr{K}$ by evaluating (6) in our extensions. If we choose $L_{0}=E_{12}-E_{21}+E_{13}-E_{31}$ (that is, the element dual to $K_{-1}$ ), the result is

$$
\{r, g\}_{0}(\boldsymbol{k})=\int_{S^{1}}\left\langle\frac{\delta \mathscr{G}}{\delta L}(K),\left[L_{0}, \frac{\delta \mathscr{R}}{\delta L}(K)\right]\right\rangle d x=-2 \int_{S^{1}} \frac{\delta g}{\delta k_{1}} D \frac{\delta r}{\delta k_{1}}+\frac{\delta g}{\delta k_{2}} D \frac{\delta r}{\delta k_{2}}
$$

Thus, the second reduced bracket is given by two decoupled first Poisson structures for KdV equations.

This result fits well with the equivalence $\mathrm{SO}(2,2) / H \cong \mathbb{R} \mathbb{P}^{1} \times \mathbb{R}^{1}$. Indeed, the two reduced Poisson brackets associated to the geometry of flows in $\mathbb{R P}^{1}$ are known to be the two KdV Hamiltonian structures. On the other hand, $O(3,1) / P$ is the conformal plane and the two reduced Poisson brackets were given by the two Hamiltonian structures for a complexly coupled system of KdV equations [Marí 2005]. Thus the change $O(3,1) \rightarrow O(2,2)$ decouples the Hamiltonian structures.

## 4. Geometric realizations of Hamiltonian evolutions

Let $\Phi_{g}: G / H \rightarrow G / H$ be defined by the action of $g \in G$ on the quotient, that is, $\Phi_{g}(x)=\Phi_{g}([y])=[g y]=g \cdot x$. Let $\varsigma: G / H \rightarrow G$ be a section of the homogeneous quotient such that $\varsigma(o)=e$. The section is compatible with the action of $G$ on $G / H$, that is,

$$
\begin{equation*}
g \varsigma(x)=\varsigma\left(\Phi_{g}(x)\right) h \quad \text { for some } h \in H \tag{13}
\end{equation*}
$$

This relation in fact determines the action of the group on $G / H$ uniquely, as we saw in our running example. As before, we consider the splitting of the Lie algebra $\mathfrak{g}=\mathfrak{h} \oplus \mathfrak{m}$, where $\mathfrak{m}$ is not in general a Lie subalgebra. Since $\varsigma$ is s section, $d \varsigma(o)$ is an isomorphism between $\mathfrak{m}$ and $T_{o} M$.

The following theorem was proved in [Marí 2006] and describes the most general form of invariant evolutions in terms of left moving frames.

Theorem 4.1. Let $u(t, x) \in G / H$ be a flow, that is, the solution of an invariant evolution of the form

$$
u_{t}=F\left(u, u_{x}, u_{x x}, u_{x x x}, \ldots\right)
$$

Assume the evolution is invariant under the action of $G$, that is, $G$ takes solutions to solutions. Let $\rho(t, x)$ be a family of left moving frames along $u(t, x)$ such that $\rho \cdot o=u$. Then, there exists an invariant family of tangent vectors $\boldsymbol{r}(t, x)$, that is, a family depending on the differential invariants of $u$ and their derivatives, such that

$$
u_{t}=d \Phi_{\rho}(o) r
$$

An interpretation of this theorem is as follows. If we choose coordinates and $d \Phi_{\rho}(o)$ is considered as an element on $\operatorname{GL}(n, \mathbb{R})$, then its columns $d \Phi_{\rho}(o)=$ $\left(T_{1}, \ldots, T_{n}\right)$ form a classical moving frame, that is, an invariant curve in the frame bundle. If in those coordinates $\boldsymbol{r}=\left(r_{1}, \ldots, r_{n}\right)^{T}$, then $u_{t}=r_{1} T_{1}+\cdots+r_{n} T_{n}$ for some $r_{i}$ functions of the differential invariants and their derivatives. Many readers might be more familiar with this writing of an invariant evolution, and it is equivalent to ours.

Before we describe the relation between the evolutions of $u$ and geometric Hamiltonian evolutions, it is convenient to prove this:

Lemma 4.2. Let $u(t, x)$ be a one-parameter family of curves in $G / H$. Assume $u(t, x)$ evolves following an evolution invariant under the action of $G$. Assume the evolution is written as

$$
\begin{equation*}
u_{t}=d \Phi_{\rho}(o) r \tag{14}
\end{equation*}
$$

where $\rho$ is a left moving frame that can be locally factored as $\varsigma(u) \rho_{H}$ with $\rho_{H} \in H$, and where $\boldsymbol{r}$ is some invariant tangent vector.

Let $N=L_{\rho^{-1}}^{*} \rho_{t}$ be the left invariant vector field defining the evolution of $\rho$ under (14). Let $N=N_{\mathfrak{m}}+N_{\mathfrak{h}}$ be the splitting of $N$ in its $\mathfrak{m}$ and $\mathfrak{h}$ component. Then $N_{\mathfrak{m}}=d \varsigma(o) \boldsymbol{r}$.

Note $\rho_{H} \cdot o=o$ since $\rho_{H} \in H$. Using (13) we have

$$
\varsigma(u) \varsigma(o)=\varsigma(u)=\varsigma(\varsigma(u) \cdot o) h
$$

which is uniquely determined for some value of $h \in H$. The choices $h=e$ and $\varsigma(u) \cdot o=u$ satisfy the equation, so we can conclude that $\varsigma(u) \cdot o=u$.
Proof. Assume $\rho=\varsigma(u) \rho_{H}$. If we calculate $N$, we have

$$
\left.N=\operatorname{Ad}\left(\rho_{H}^{-1}\right) L_{\varsigma(u)^{-1} d \varsigma}^{*} d u\right) u_{t}+L_{\rho_{H}^{-1}}^{*} d \rho_{H}(u) u_{t}
$$

Since $L_{\rho_{H}^{-1}}^{*} d \rho_{H}(u) u_{t} \in \mathfrak{h}$ we need to look only for the $\mathfrak{m}$ component of

$$
\operatorname{Ad}\left(\rho_{H}^{-1}\right) L_{\varsigma(u)^{-1}}^{*} d \varsigma(u) u_{t}
$$

On the other hand, differentiating (13) gives

$$
L_{g}^{*} d \varsigma(u) u_{t}=d \varsigma\left(\Phi_{g}(u)\right) d \Phi_{g}(u) u_{t} h(u, g)+\varsigma\left(\Phi_{g}(u) d h(u) u_{t} .\right.
$$

Evaluating this at $g=\rho^{-1}$, we get

$$
L_{\rho^{-1}}^{*} d \varsigma(u) u_{t}=R_{h\left(u, \rho^{-1}\right)}^{*} d \varsigma(o) d \Phi_{\rho^{-1}}(u) u_{t}+d h\left(u, \rho^{-1}\right) u_{t} .
$$

Also from (13),

$$
\rho^{-1} \varsigma(u)=\rho_{H}^{-1}=\varsigma\left(\rho^{-1} \cdot u\right) h\left(u, \rho^{-1}\right)=\varsigma(o) h\left(u, \rho^{-1}\right)=h\left(u, \rho^{-1}\right)
$$

and $\left(d \Phi_{\rho^{-1}}(u)\right)^{-1}=d \Phi_{\rho}\left(\rho^{-1} \cdot u\right)=d \Phi_{\rho}(o)$. Therefore

$$
R_{\rho_{H}}^{*} L_{\rho^{-1}}^{*} d \varsigma(u) u_{t}=R_{\rho_{H}}^{*} R_{h\left(u, \rho^{-1}\right)}^{*} d \varsigma(o)\left(d \Phi_{\rho}(o)\right)^{-1} u_{t}=d \varsigma(o) r
$$

whenever $u$ evolves as in (14). This is precisely $N_{\mathfrak{m}}$.
In what follows we will assume the manifold to be flat, so its Cartan connection is given by the Maurer-Cartan form. If, for example, the manifold has constant curvature, some modifications can be introduced to adapt the result, much as was done in [Terng and Thorbergsson 2001; Anco 2006; Marí et al. 2002].

Theorem 4.3. Assume that $\mathscr{K}$ is described by an affine subspace of $\mathscr{L} \mathfrak{g}^{*}$. Assume that (14) is an invariant evolution of curves on $G / H$ and there is a Hamiltonian functional $h: \mathscr{K} \rightarrow \mathbb{R}$ such that, if $\mathscr{H}: \mathscr{L}_{\mathfrak{g}}{ }^{*} \rightarrow \mathbb{R}$ is an extension of $h$ satisfying condition (10), then

$$
\frac{\delta \mathscr{H}}{\delta L}(\boldsymbol{k})_{\mathfrak{m}}=d \varsigma(o) \boldsymbol{r}
$$

where

$$
\frac{\delta \mathscr{H}}{\delta L}(\boldsymbol{k})=\frac{\delta \mathscr{H}}{\delta L}(\boldsymbol{k})_{\mathfrak{m}}+\frac{\delta \mathscr{H}}{\delta L}(\boldsymbol{k})_{\mathfrak{h}}
$$

are the components defined by the splitting of the algebra. Then $\mathscr{K}$ induces by (14) an evolution Hamiltonian with respect to the first reduced Poisson bracket (11), with Hamiltonian functional h. In particular, any Hamiltonian evolution in $\boldsymbol{k}$ with respect to the first reduced Poisson bracket (11) and Hamiltonian functional $h(\boldsymbol{k})$ has a geometric realization given by

$$
u_{t}=d \Phi_{\rho}(o) d \varsigma(o)^{-1} \frac{\delta \mathscr{H}}{\delta L}(\boldsymbol{k})_{\mathfrak{m}}
$$

where $\mathscr{H}$ is any extension of $h$ satisfying (10).

Proof. Assume that an evolution of $u$ as in (14) induces a Hamiltonian evolution on $\mathscr{K}$, with Hamiltonian functional $h: \mathscr{K} \rightarrow \mathbb{R}$. If $\mathscr{K}$ is an affine subspace of $\mathscr{L} \mathfrak{g}^{*}$, then $K_{t}$ is a linear subspace of $\mathscr{L} \mathfrak{g}^{*}$. Assume $r: \mathscr{K} \rightarrow \mathbb{R}$ is any other Hamiltonian functional, and let $\mathscr{R}$ be an extension satisfying (10). Then

$$
\int_{S^{1}}\left\langle K_{t}, \frac{\delta \mathscr{R}}{\delta L}(K)\right) d x=\{h, r\}(K)
$$

On one hand, if $\mathscr{H}$ is an extension of $h$ satisfying (10), then

$$
\begin{equation*}
\{h, r\}(K)=\int_{S^{1}}\left\langle\left(\frac{\delta \mathscr{H}}{\delta L}(K)\right)_{x}+\operatorname{ad}^{*}\left(\frac{\delta \mathscr{H}}{\delta L}(K)\right)(K), \frac{\delta \mathscr{R}}{\delta L}(K)\right\rangle . \tag{15}
\end{equation*}
$$

On the other hand, if $N=L_{\rho^{-1}}^{*} \rho_{t}$, then applying the structure equation for the Maurer-Cartan form to the commuting vector fields $d / d x$ and $d / d t$ along $\rho$ results in the compatibility condition $K_{t}=N_{x}+\operatorname{ad}(K)(N)$. Therefore, we obtain that

$$
\begin{aligned}
\left\langle K_{t}, \frac{\delta \mathscr{R}}{\delta L}(K)\right\rangle & =\left\langle\left(\frac{\delta \mathscr{H}}{\delta L}(K)\right)_{x}+\operatorname{ad}^{*}\left(\frac{\delta \mathscr{H}}{\delta L}(K)\right)(K), \frac{\delta \mathscr{R}}{\delta L}(K)\right\rangle \\
& =\left\langle N_{x}+\operatorname{ad}^{*}(N)(K), \frac{\delta \mathscr{R}}{\delta L}(K)\right\rangle,
\end{aligned}
$$

where we are again identifying $K$ with its dual, so that $\operatorname{ad}(K)(N)=\operatorname{ad}^{*}(N)(K)$. Finally, from (10), the only component involved in (15) is $\delta \mathscr{T} / \delta L_{\mathfrak{m}}$. Likewise for $\delta \mathscr{H} / \delta L$ by skew-symmetry. Therefore, if $\delta \mathscr{H} / \delta L_{\mathfrak{m}}=N_{\mathfrak{m}}$, the evolution induced on $\boldsymbol{k}$ will be Hamiltonian with Hamiltonian functional $h$. Using the lemma, we arrive to the conclusion of the theorem.

In general, $N$ and $\delta \mathscr{H} / \delta L$ are different. Only their components tangent to the manifold need to coincide.

Example 4.4. Using the data we have on $\mathrm{SO}(2,2) / H$, one can easily calculate the formula for a general invariant evolution to be

$$
u_{t}=d \Phi_{\rho}(o) \boldsymbol{r}=\alpha \Theta\binom{r_{1}}{r_{2}}=\left(\begin{array}{cc}
u_{x}^{1} & 0 \\
0 & u_{x}^{2}
\end{array}\right)\binom{r_{1}}{r_{2}}
$$

which results on the decoupling $u_{t}^{i}=u_{x}^{i} r_{i}$ for $i=1,2$, where the $r_{i}$ are any functions depending on $k_{1}, k_{2}$ and their derivatives. The evolutions are not decoupled unless the $r_{i}$ are decoupled. From the data we obtained in (12) we have

$$
\frac{\delta \mathscr{H}}{\delta L}(K)_{\mathfrak{m}}=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
\frac{\delta h}{\delta k_{1}} & 1 & 0 & 0 \\
\frac{\delta h}{\delta k_{2}} & 0 & 1 & 0 \\
0 & -\frac{\delta h}{\delta k_{2}} & -\frac{\delta h}{\delta k_{1}} & 0
\end{array}\right) \quad \text { and } \quad d \varsigma(o) \boldsymbol{r}=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
b f r_{1} & 1 & 0 & 0 \\
r_{2} & 0 & 1 & 0 \\
0 & -r_{2} & -r_{1} & 0
\end{array}\right)
$$

so that the condition for a geometric realization to exist is $\delta h / \delta k_{i}=r_{i}$ for $i=1,2$. In particular, a pair of decoupled KdV equations is obtained when

$$
h\left(k_{1}, k_{2}\right)=\frac{1}{2} \int_{S^{1}}\left(k_{1}^{2}+k_{2}^{2}\right) d x
$$

for which $r_{i}=k_{i}$ produces a geometric realization. In the conformal case for which $G=\mathrm{O}(3,1)$, these same choices produced a geometric realization for a complexly coupled system of KdV equations. That is, changing from $\operatorname{SO}(3,1)$ to $\mathrm{SO}(2,2)$ effectively decouples the system of coupled KdV equations.

## 5. The sphere $\operatorname{SO}(n+1) / \mathrm{SO}(n)$

In this case $G=\mathrm{SO}(n+1)$ and $H=\mathrm{SO}(n)$ is not a parabolic subgroup. We consider the splitting $\mathfrak{o}(n+1)=\mathfrak{m} \oplus \mathfrak{h}$ of the Lie algebra into subspaces (unlike the previous example, only $\mathfrak{h}$ is a Lie subalgebra here) with

$$
\left(\begin{array}{cc}
0 & y  \tag{16}\\
y^{T} & 0
\end{array}\right) \in \mathfrak{m} \quad \text { and } \quad\left(\begin{array}{cc}
A & 0 \\
0 & 0
\end{array}\right) \in \mathfrak{h}
$$

where $y \in \mathbb{R}^{n}$ and $A \in \mathfrak{o}(n)$. Associated to this splitting we have a local factorization in the group into factors belonging to $H=\mathrm{SO}(n)$ and $\exp (\mathfrak{m})$. This factorization is given by
where $\quad \cos _{y}=\frac{\cos \|y\|-1}{\|y\|^{2}}, \quad \sin _{y}=\frac{\sin \|y\|}{\|y\|}, \quad\|y\|^{2}=y^{T} y$.
The factorization exists locally.
Let $\varsigma: M \rightarrow G$ be the section defined by the exponential, that is,

$$
\varsigma(u)=\left(\begin{array}{cc}
I+\cos _{u} u u^{T} & \sin _{u} u \\
-\sin _{u} u^{T} & \cos \|u\|
\end{array}\right) .
$$

Clearly $d \varsigma(o): T_{o} M \rightarrow \mathfrak{m}$ is an isomorphism given by $d \varsigma(o) y=\left(\begin{array}{cc}0 & y \\ y^{T} & 0\end{array}\right)$. The action of $\mathrm{SO}(n+1)$ on the sphere - let's denote it by $g \cdot u$ - is determined by the relation $g \varsigma(u)=\varsigma(g \cdot u) h$ for some $h \in \mathrm{SO}(n)$ that is also determined by this relation. Let $g$ be as in (17). Straightforward calculations show that if $\eta=g \cdot u$, then

$$
\begin{align*}
\sin _{\eta} \eta & =\sin _{u} \Theta u+\left(\cos \sin _{u} y^{T} u+\sin _{y} \cos \|u\|\right) \Theta y  \tag{18}\\
\cos \|\eta\| & =\cos \|y\| \cos \|u\|-\sin _{u} \sin _{y} y^{T} u \tag{19}
\end{align*}
$$

5a. Left moving frames, Serret-Frenet equations and geometric Hamiltonian structures for generic curves on the sphere.

Moving frames. With the factorization above in mind we can use normalization procedures to calculate a right moving frame along a generic curve $u$. Indeed, if $g$ is as in (17), then the first normalization equation is $g \cdot u=o$, which is resolved by choosing $y=-u$. Notice that, if $\varsigma$ is our section, $\varsigma(u)^{-1}=\varsigma(-u)$, and $\operatorname{SO}(n)$ preserves the origin $o$.

The first normalization equation is given in terms of the prolonged action of the group. The action is an action on parametrized curves. Therefore, its explicit expression is found, as before, by differentiating $g \cdot u$ with respect to the parameter. If we do that and substitute $y=-u$, the first normalization equation is then

$$
\sin _{u} \Theta u_{1}+\left(1-\sin _{u}\right) \frac{\|u\|_{1}}{\|u\|} \Theta u=s e_{1}
$$

where $s=\left(\sin _{u}^{2}\left\|u_{x}\right\|^{2}+\left(1-\sin _{u}^{2}\right)\|u\|_{x}^{2}\right)^{1 / 2}$ is the spherical arc length invariant. The vector $e_{1}$ is an arbitrary choice; any other unit vector can be chosen instead. We will not, in general, consider unparametrized curves, so this invariant is not, a priori, constant.

Subsequent normalization equations (up to order $n$ ) will determine $\Theta^{-1} e_{i}$ for $i=2, \ldots, n$ and with it $\Theta$. The $r$-th normalization equation will be of the form $\Theta f_{r}\left(u^{(r)}\right)=c_{r}$ for some function $f_{r}$ depending on $u$ and its derivatives. The fact that $\Theta \in \mathfrak{o}(n)$ implies that the vector $c_{r}$ is a function of $r$ differential invariants of order $r$. Among these $r$ differential invariants, $r-1$ of them will be functions of lower order differential invariants and their derivatives. Hence, at each step we get a new invariant of order $r$ that is functionally independent from those of lower order. Thus, we have $n$ invariants or increasingly high order, the order increasing by one at each step. According to the theory developed in [Fels and Olver 1999], these would be generators of all differential invariants of the curve $u$. For the purpose of this example, no more details are needed.

Serret-Frenet equations and natural moving frames. First of all, the $\mathfrak{m}$ component of $\rho\left(\rho^{-1}\right)_{x}=\widehat{K}$ is equal to $d \varsigma(0)\left(e_{1}\right)$, as we proved in our previous section when studying the general case.

Indeed, after some straightforward calculations,

$$
\begin{aligned}
& \rho\left(\rho^{-1}\right)_{x}=\left(\begin{array}{ll}
\Theta & 0 \\
0 & 1
\end{array}\right) s(u)(s(-u))_{x}\left(\begin{array}{cc}
\Theta^{-1} & 0 \\
0 & 1
\end{array}\right)+\left(\begin{array}{cc}
\Theta\left(\Theta^{-1}\right)_{x} & 0 \\
0 & 0
\end{array}\right) \\
& \quad=\left(\begin{array}{c}
\Theta\left(\Theta^{-1}\right)_{x}+\Theta\left(\cos _{u} u_{1} u^{T}-\cos _{u} u u_{1}^{T}\right) \Theta^{-1} \\
-\sin _{u} \Theta u_{1}+\left(1-\sin _{u}\right) \frac{\|u\|_{1}}{\|u\|} \Theta u \\
-\sin _{u} u_{1}^{T} \Theta^{T}-\left(1-\sin _{u}\right) \frac{\| u u_{1}}{\|u\|} u^{T} \Theta^{T}
\end{array}\right) \\
& \quad=\left(\begin{array}{cc}
K_{0} & s e_{1} \\
-s e_{1}^{T} & 0
\end{array}\right)=\widehat{K} .
\end{aligned}
$$

Theorem 5.1. There exists a left moving frame $\rho$ whose associated Serret-Frenet equations are given by

$$
K=\left(\begin{array}{ccc}
0 & -\boldsymbol{v}^{T} & s  \tag{20}\\
\boldsymbol{v} & 0 & 0 \\
-s & 0 & 0
\end{array}\right)
$$

where $s$ is the arc length invariant and $\boldsymbol{v}=\left(v_{i}\right)$ are the natural curvatures. The moving frame will in general be nonlocal, and it is known as the natural moving frame (see [Bishop 1975] for the original definition).

Proof. Let $\rho$ be our previous moving frame. Any other left moving frame will be of the form $\rho g$, where $g \in \mathscr{L} \mathrm{SO}(n+1)$ is an invariant element of the group, that is, a matrix in $\mathrm{SO}(n+1)$ depending on the differential invariants and their derivatives. Since we do not want to change the $\mathfrak{m}$ component of the equation, we will choose $g \in \mathscr{L H}$. If the natural frame (let us call it $\rho_{n}$ ) exists, then $\rho_{n}=\rho g$ for some invariant $g$ and $K=(\rho g)^{-1}(\rho g)_{x}=g^{-1} \widehat{K} g+g^{-1} g_{x}$. If $g=\left(\begin{array}{cc}\theta & 0 \\ 0 & 1\end{array}\right)$, this relation becomes

$$
K=\left(\begin{array}{cc}
\theta^{T} \theta_{x}+\theta^{T} K_{0} \theta & s \theta^{T} e_{1} \\
-s e_{1}^{T} \theta & 0
\end{array}\right)
$$

We want the $\mathfrak{m}$ component to remain the same, and so $\theta$ should leave $e_{1}$ invariant. That is,

$$
\theta=\left(\begin{array}{ll}
1 & 0 \\
0 & \eta
\end{array}\right) \quad \text { for } \eta \in \mathrm{SO}(n-1)
$$

Furthermore, we need

$$
\theta^{T} \theta_{x}+\theta^{T} K_{0} \theta=\left(\begin{array}{cc}
0 & v^{T} \\
v & 0
\end{array}\right), \quad \text { that is, } \quad \eta^{T} \eta_{x}+\eta^{T} K_{1} \eta=0 \quad \text { for } K_{0}=\left(\begin{array}{cc}
0 & * \\
* & K_{1}
\end{array}\right)
$$

In general, the solution of $\eta_{x}=-K_{1} \eta$ will be nonlocal. Also, the solution will in general have a monodromy, and it does not need to be periodic. Hence, the calculations that follow are, in that sense, formal. This situation was discussed in [Marí 2006].

When choose a natural moving frame, rather than a classical Riemannian one, the familiar reduced Hamiltonian structures and integrable systems emerge. Any other choice of frame gives an equivalent system, but it will not look familiar to us in general.

5a1. Geometric Hamiltonian structures. Finally, we will look into the reduced Poisson bracket defined on the affine subspace $\mathscr{K} \subset \mathscr{L} \mathfrak{o}(n+1)^{*}$ consisting of matrices of the form (20). For this example we will use as bilinear form the usual $\langle M, N\rangle=\frac{1}{2} \operatorname{tr}(M N)$. As explained in the previous section, we start by considering
a Hamiltonian functional $h: \mathscr{K} \rightarrow \mathbb{R}$ and extend it to $\mathscr{H}: \mathscr{L} \mathfrak{o}(n+1)^{*} \rightarrow \mathbb{R}$ so that its variational derivative satisfies

$$
\begin{equation*}
\left(\frac{\delta \mathscr{H}}{\delta L}(K)\right)_{x}+\left[K, \frac{\delta \mathscr{H}}{\delta L}(K)\right] \in \mathfrak{o}(n)^{0} . \tag{21}
\end{equation*}
$$

If we write

$$
\frac{\delta \mathscr{H}}{\delta L}(K)=\left(\begin{array}{ccc}
0 & \frac{\delta h}{}^{T} & -\frac{\delta h}{\delta s}  \tag{22}\\
-\frac{\delta h}{\delta v} & H_{0} & \boldsymbol{v} \\
\frac{\delta h}{\delta s} & -\boldsymbol{v}^{T} & 0
\end{array}\right)
$$

for some $H_{0}(s, v) \in \mathfrak{o}(n-1)$ and $v(s, v) \in \mathbb{R}^{n}$, then condition (21) becomes

$$
\left(\begin{array}{ccc}
0 & \left(\frac{\delta h^{T}}{\delta v}\right)_{x}-\boldsymbol{v}^{T} H_{0}-s \boldsymbol{v}^{T} & -\left(\frac{\delta h}{\delta s}\right)_{x}-\boldsymbol{v}^{T} \boldsymbol{v} \\
-\left(\frac{\delta h}{\delta v}\right)_{x}-H_{0} \boldsymbol{v}+s \boldsymbol{v} & \left(H_{0}\right)_{x}+\boldsymbol{v}\left(\frac{\delta h}{\delta v}\right)^{T}-\frac{\delta h}{\delta v} \boldsymbol{v}^{T} & \boldsymbol{v}_{x}-\frac{\delta h}{\delta s} \boldsymbol{v}+s \frac{\delta h}{\delta v} \\
\left(\frac{\delta h}{\delta s}\right)_{x}+\boldsymbol{v}^{T} \boldsymbol{v} & -\boldsymbol{v}_{x}^{T}-s \frac{\delta h}{\delta v}+\frac{\delta h}{\delta s} \boldsymbol{v}^{T} & 0
\end{array}\right)=\left(\begin{array}{ccc}
0 & 0 & * \\
0 & 0 & * \\
* & * & 0
\end{array}\right) .
$$

This results in

$$
\boldsymbol{v}=\frac{1}{s}\left(\left(\frac{\delta h}{\delta v}\right)_{x}+H_{0} \boldsymbol{v}\right) \quad \text { and } \quad H_{0}=D^{-1}\left(\frac{\delta h}{\delta v} \boldsymbol{v}^{T}-\boldsymbol{v}\left(\frac{\delta h}{\delta v}\right)^{T}\right)
$$

If $h, g: \mathscr{K} \rightarrow \mathbb{R}$ are two such functionals and the notation is as above, then the reduced bracket defined on $\mathscr{K}$ is given by

$$
\begin{aligned}
& \{h, g\}_{R}(s, v)=\int_{S^{1}}\left\langle\left(\frac{\delta \mathscr{H}}{\delta L}(K)\right)_{x}+\left[K, \frac{\delta \mathscr{H}}{\delta L}(K)\right], \frac{\delta \varphi}{\delta L}(K)\right\rangle d x \\
& =\int_{S^{1}}\left\langle\left(\begin{array}{ccc}
0 & 0 & -\left(\frac{\delta h}{\delta s}\right)_{x}-\boldsymbol{v}^{T} \boldsymbol{v} \\
0 & 0 & \boldsymbol{v}_{x}-\frac{\delta h}{\delta s} \boldsymbol{v}+s \frac{\delta h}{\delta v} \\
\left(\frac{\delta h}{\delta s}\right)_{x}+\boldsymbol{v}^{T} \boldsymbol{v}-\boldsymbol{v}_{x}^{T}-s \frac{\delta h}{\partial v}+\frac{\delta h}{\delta s} \boldsymbol{v}^{T} & 0
\end{array}\right),\left(\begin{array}{ccc}
0 & \frac{\delta g}{\delta v} & -\frac{\delta g}{\delta s} \\
\frac{\delta g}{\delta v} & G_{0} & \boldsymbol{v}_{g} \\
\frac{\delta g}{\delta s} & -\boldsymbol{v}_{g}^{T} & 0
\end{array}\right)\right\rangle d x \\
& =-\int_{S^{1}} \frac{\delta g}{\delta s}\left(\left(\frac{\delta h}{\delta s}\right)_{x}+\boldsymbol{v}^{T} \boldsymbol{v}\right)+\boldsymbol{v}_{g}^{T}\left(\boldsymbol{v}_{x}+\frac{\delta h}{\delta s} \boldsymbol{v}-s \frac{\delta h}{\delta v}\right) d x .
\end{aligned}
$$

Substituting the known values for $\boldsymbol{v}$ and $\boldsymbol{v}_{g}$ we get an explicit expression of the first reduced Hamiltonian structure on the sphere. Let

$$
2\left(\frac{\delta h}{\delta v}\right)=H_{0} v=D^{-1}\left(\frac{\delta h}{\delta v} v^{T}-v \frac{\delta h^{T}}{\delta v}\right) v .
$$

It is known (see [Anco 2006; Terng and Thorbergsson 2001] for example) that $D+2$ defines a Poisson bracket. In terms of this operator, the reduced bracket is
written as

$$
\begin{equation*}
\{h, g\}(s, \boldsymbol{v})=-\int_{S^{1}}\left(\frac{\delta g}{\delta s} \frac{\delta g}{\delta v}\right) \mathscr{P}\binom{\delta h / \delta s}{\delta h / \delta v} d x \tag{23}
\end{equation*}
$$

where $\mathscr{P}$ is the matrix of differential operators given by

$$
\mathscr{P}=\left(\begin{array}{cc}
D & \frac{1}{s} v^{T} D+\frac{1}{s} v^{T} 2 \\
D v \frac{1}{s}+2 \frac{1}{s} v & -D \frac{1}{s} D \frac{1}{s} D-D \frac{1}{s} D \frac{1}{s} 2-2 \frac{1}{s} D \frac{1}{s} D-2 \frac{1}{s} D \frac{1}{s} 2-D+2
\end{array}\right) .
$$

This bracket does not preserve arc length. In that sense it is a true bracket on parametrized curves. We will come back to this point later.

The companion bracket (6) also reduces to $\mathscr{K}$ for the value $L_{0}=E_{1, n+1}-E_{n+1,1}$. Indeed

$$
\begin{align*}
\{h, g\}_{0}(s, \boldsymbol{v}) & =\int_{S^{1}}\left\langle\frac{\delta \mathscr{G}}{\delta L},\left[L_{0}, \frac{\delta \mathscr{H}}{\delta L}\right]\right\rangle d x \\
& =\int_{S^{1}} \boldsymbol{v}^{T} \frac{\delta g}{\delta v}-\boldsymbol{v}_{g}^{T} \frac{\delta h}{\delta v}=\int_{S^{1}} \frac{\delta g}{\delta v} \mathscr{P}_{0} \frac{\delta h}{\delta v} d x \tag{24}
\end{align*}
$$

where the Poisson operator $\mathscr{P}_{0}$ is given by

$$
\left(\begin{array}{cc}
0 & 0  \tag{25}\\
0 & \frac{1}{s} D+D \frac{1}{s}+22
\end{array}\right)
$$

This operator, in turn, leaves the arc length parameter invariant and hence is a Poisson brackets defined on invariants of unparametrized curves. A discussion about this difference follows in the next subsection. Our last theorem has now been proved:

Theorem 5.2. The space $\mathscr{K}_{K}$ of differential invariants of the Riemannian sphere $\mathrm{SO}(n+1) / \mathrm{SO}(n)$ is a bi-Poisson manifold with compatible geometric Poisson brackets given by (23) and (24).

5b. Geometric realizations of Hamiltonian k-evolutions, a geometric realization for a vector modified KdV evolution. In our final section we will describe the general formula for an invariant evolution of curves $u$ and determine which ones are Hamiltonian with respect to (23).

Theorem 5.3. Let $u_{t}=F\left(u, u_{x}, u_{x x}, \ldots\right)$ be an invariant evolution of curves on the sphere $\mathrm{SO}(n+1) / \mathrm{SO}(n)$. Let $\Theta$ be given by our right moving frame under the factorization in (17). Then

$$
\begin{equation*}
u_{t}=\left(\sin _{u}^{-1}\left(I-\frac{u u^{T}}{\|u\|^{2}}\right)+\frac{u u^{T}}{\|u\|^{2}}\right) \Theta^{-1} \boldsymbol{r} \tag{26}
\end{equation*}
$$

for some invariant vector $\boldsymbol{r}$ depending on $s, v$ and their derivatives.

Proof. First, the action of $H$ on the manifold is linear $(\alpha, \Theta) \cdot u=\alpha^{-1} \Theta u$. On the other hand, $\rho_{H}=\left(1, \Theta^{-1}\right)$ and so $d \Phi_{\rho_{H}}(o) u=\Theta^{-1} u$. The action of $\varsigma(u)$ is slightly more complicated; we can calculate directly that

$$
d \Phi_{\varsigma(u)}(o)=\sin _{u}^{-1}\left(I-\frac{u u^{T}}{\|u\|^{2}}\right)+\frac{u u^{T}}{\|u\|^{2}}
$$

Following Theorem 4.1 we can straightforwardly calculate the most general form for an invariant evolution to be given by

$$
u_{t}=\left(\sin _{u}^{-1}\left(I-\frac{u u^{T}}{\|u\|^{2}}\right)+\frac{u u^{T}}{\|u\|^{2}}\right) \Theta^{-1} \boldsymbol{r}
$$

for some invariant vector $\boldsymbol{r}$ depending on $v, s$ and their derivatives.
Theorem 5.4. If $u(t, x)$ evolves following (26), then the differential invariants $(s, v)$ evolve following the equations

$$
\begin{aligned}
& s_{t}=\left(r_{1}\right)_{x}-v^{T} \hat{\boldsymbol{r}} \\
& v_{t}=\frac{1}{s}\left(\hat{\boldsymbol{r}}_{x x}+\left(r_{1} v\right)_{x}-D^{-1} \frac{1}{s}\left(v \hat{\boldsymbol{r}}_{x}^{T}-\hat{\boldsymbol{r}}_{x} v^{T}\right)\right), \quad \text { where } \boldsymbol{r}=\binom{r_{1}}{\hat{\boldsymbol{r}}} .
\end{aligned}
$$

Proof. We want to calculate $N=\rho^{-1} \rho_{t}$ whenever $\rho(x, t)$ is the natural left moving frame along the flow $u(x, t)$. Lemma 4.2 tells us that $N$ is of the form

$$
N=\rho^{-1} \rho_{t}=\left(\begin{array}{ll}
N_{0} & \boldsymbol{r} \\
-\boldsymbol{r} & 0
\end{array}\right)
$$

Evaluating the Maurer-Cartan structure equations along $\frac{d}{d x}$ and $\frac{d}{d t}$ implies

$$
K_{t}=N_{x}+[K, N]
$$

that is, with $\Upsilon=\left(\begin{array}{cc}0 & -v^{T} \\ v & 0\end{array}\right)$,

$$
\left(\begin{array}{cc}
\Upsilon & s e_{1} \\
-s e_{1}^{T} & 0
\end{array}\right)_{t}=\left(\begin{array}{cc}
N_{0} & \boldsymbol{r} \\
-\boldsymbol{r}^{T} & 0
\end{array}\right)_{x}+\left(\begin{array}{cc}
{\left[\Upsilon, N_{0}\right]-s\left(e_{1} \boldsymbol{r}^{T}-\boldsymbol{r} e_{1}^{T}\right)} & \Upsilon \boldsymbol{r}-s N_{0} e_{1} \\
-s e_{1}^{T} N_{0}+r^{T} \Upsilon & 0
\end{array}\right)
$$

The $\mathfrak{m}$ component of the equation gives $s_{t} e_{1}=\boldsymbol{r}_{x}+\Upsilon \boldsymbol{r}-s N_{0} e_{1}$ and implies

$$
N_{0} e_{1}=\frac{1}{s}\binom{0}{\hat{\boldsymbol{r}}+r_{1} v}
$$

where $\boldsymbol{r}=\left(r_{i}\right)$ and $\hat{\boldsymbol{r}}=\left(r_{2}, r_{3}, \ldots, r_{n-1}\right)^{T}$, and

$$
\begin{equation*}
s_{t}=\left(r_{1}\right)_{x}-v^{T} \hat{\boldsymbol{r}} \tag{27}
\end{equation*}
$$

The evolution $\Upsilon_{t}=\left(N_{0}\right)_{x}+\left[\Upsilon, N_{0}\right]-s\left(e_{1} \boldsymbol{r}^{T}-\boldsymbol{r} e_{1}^{T}\right)$ in the $\mathfrak{o}(n)$ block imposes conditions on $N_{0}$. Namely, if

$$
N_{0}=\left(\begin{array}{cc}
0 & -\hat{\boldsymbol{r}}^{T}-r_{1} v^{T} \\
\hat{\boldsymbol{r}}+r_{1} v & \widehat{N}_{0}
\end{array}\right), \quad \text { then } \widehat{N}_{0}=D^{-1} \frac{1}{s}\left(v \hat{\boldsymbol{r}}_{x}^{T}-\hat{\boldsymbol{r}}_{x} v^{T}\right) .
$$

We also get directly the evolution of $v$ :

$$
\begin{equation*}
v_{t}=\frac{1}{s}\left(\hat{\boldsymbol{r}}_{x x}+\left(r_{1} v\right)_{x}-D^{-1} \frac{1}{s}\left(v \hat{\boldsymbol{r}}_{x}^{T}-\hat{\boldsymbol{r}}_{x} v^{T}\right) v\right) . \tag{28}
\end{equation*}
$$

Finally, our last theorem is the direct translation of Theorem 4.3, having in mind the description in (22).

Theorem 5.5. Let (26) be an invariant evolution such that

$$
\boldsymbol{r}=\binom{r_{1}}{\hat{\boldsymbol{r}}}=\binom{-\frac{\delta h}{\delta s}}{\frac{1}{s}(D+2)\left(\frac{\delta h}{\delta v}\right)}
$$

for some Hamiltonian functional $h(s, v)$. Then (26) induces an evolution on $(s, v)$ that is Hamiltonian with respect to (23), with Hamiltonian functional $h$.

As was pointed out in [Terng and Thorbergsson 2001] and [Anco 2006], the choice of invariant vector $r_{1}=\frac{1}{2}\|v\|^{2}$ and $\hat{\boldsymbol{r}}=v_{x}$ results in an arc length preserving evolution ( $s_{t}=0$, we will assume $s=1$ ) given by

$$
v_{t}=v_{x x x}+\frac{3}{2}\|v\|^{2} v_{x}
$$

that is, the vector modified KdV equation.
The final question is whether or not the modified KdV equation is bi-Hamiltonian with respect to the two compatible Poisson brackets we found. Our previous general theorem 4.3 states that the condition for the evolution to be Hamiltonian is the existence of a Hamiltonian $h: \mathscr{K} \rightarrow \mathbb{R}$ and an extension $\mathscr{H}: \mathscr{L} \mathfrak{g}^{*} \rightarrow \mathbb{R}$ such that $\delta \mathscr{H} / \delta L_{\mathfrak{m}}=d \varsigma(o) \boldsymbol{r}$. Using (22), this condition is equivalent to

$$
-\frac{\delta h}{\delta s}=r_{1}=\frac{1}{2}\|v\|^{2} \quad \text { and } \quad \boldsymbol{v}=\left(\frac{\delta h}{\delta v}\right)_{x}+2\left(\frac{\delta h}{\delta v}\right)=\hat{\boldsymbol{r}}=v_{x} .
$$

Notice that the second relation is satisfied by $\delta h / \delta v=v$.
Consider the Hamiltonian functional

$$
h(s, v)=\int_{S^{1}}-\frac{1}{2}\|v\|^{2} s+\|v\|^{2}
$$

Clearly,

$$
\frac{\delta h}{\delta s}=-\frac{1}{2}\|v\|^{2} \quad \text { and } \quad \frac{\delta h}{\delta v}=(2-s) v
$$

On the preserved level set $s=1$, the Hamiltonian has the desired properties.

Finally, the vector modified KdV equation is also Hamiltonian with respect to our second reduced Poisson bracket. If we consider as Hamiltonian the operator $h_{0}: \mathscr{K} \rightarrow \mathbb{R}$ given by

$$
h_{0}(v)=\frac{1}{2} \int_{S^{1}}-\left\|v_{x}\right\|^{2}+\frac{1}{4}\|v\|^{4}
$$

then

$$
v_{t}=v_{x x x}+\frac{3}{2}\|v\|^{2}=\mathscr{P}_{0}\left(v_{x x}+\frac{1}{2}\|v\|^{2} v\right)=\mathscr{P}_{0} \frac{\delta h_{0}}{\delta v}
$$

Therefore, the modified KdV vector equation is bi-Hamiltonian with respect to both brackets as long as we assume the parameter to be the spherical arc length. This condition is forced upon the equations if we want the equations to be Hamiltonian with respect to the second reduced bracket (24). The second bracket, but not the first, appeared already in [Terng and Thorbergsson 2001; Anco 2006].

The role of invariants of arc length type was studied in [Marí 2007] in the case of affine geometries, which are manifolds of the form $G \ltimes \mathbb{R}^{n} / G$. Among the classical Lie groups, all manifolds except $G=\mathrm{GL}(n)$ have a common feature: their first geometric Poisson bracket (11) always preserves an invariant of arc length type they are brackets associated to unparametrized curves. Therefore, any Hamiltonian evolution will have geometric realizations by evolutions that preserve arc length type parameters. This is not a choice, but is imposed by the background geometry. On the other hand, homogeneous manifolds of the form $G / H$ in general do not have this property. All known examples have a geometric Poisson bracket defined as in (11) that does not preserve a parameter of arc length type as defined in [Marí 2009]. On the other hand, the modified KdV equation is usually associated to Riemannian manifolds in general, and to natural frames in particular; it is always the invariantization of a curve evolution parametrized by arc length. Thus, it seemed contradictory that it appears on manifolds of the form $G / H$, with $G$ semisimple; at the very least, it seemed counterintuitive. As we saw in our example, the imposition of arc length preservation does not come from the first geometric bracket, but from the second. The first bracket does not preserve arc length, in agreement with all other examples of the type $G / H$, but the second does, in agreement with modified KdV being an evolution associated to evolutions that do so.
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# CLOSED ORBITS OF A CHARGE IN A WEAKLY EXACT MAGNETIC FIELD 

Will J. Merry


#### Abstract

We prove that for a weakly exact magnetic system on a closed connected Riemannian manifold, almost all energy levels contain a closed orbit. More precisely, we prove the following stronger statements. Let ( $M, g$ ) denote a closed connected Riemannian manifold and $\sigma \in \boldsymbol{\Omega}^{2}(M)$ a weakly exact 2form. Let $\phi_{t}: T M \rightarrow T M$ denote the magnetic flow determined by $\sigma$, and let $c(g, \sigma) \in \mathbb{R} \cup\{\infty\}$ denote the Mañé critical value of the pair $(g, \sigma)$. We prove that if $k>c(g, \sigma)$, then for every nontrivial free homotopy class of loops on $M$ there exists a closed orbit of $\phi_{t}$ with energy $k$ whose projection to $M$ belongs to that free homotopy class. We also prove that for almost all $k<c(g, \sigma)$ there exists a closed orbit of $\phi_{t}$ with energy $k$ whose projection to $M$ is contractible. In particular, when $c(g, \sigma)=\infty$ this implies that almost every energy level has a contractible closed orbit. As a corollary we deduce that a weakly exact magnetic flow with $[\sigma] \neq 0$ on a manifold with amenable fundamental group (which implies $c(g, \sigma)=\infty)$ has contractible closed orbits on almost every energy level.


## 1. Introduction

Let $(M, g)$ denote a closed connected $d$-dimensional Riemannian manifold, with tangent bundle $\pi: T M \rightarrow M$ and universal cover $\tilde{M}$. We will assume $M$ is not simply connected, as otherwise $\widetilde{M}=M$ and all results proved in this paper reduce to special cases of the results in [Contreras 2006]. Let $\sigma \in \Omega^{2}(M)$ denote a closed 2-form, and let $\tilde{\sigma} \in \Omega^{2}(\tilde{M})$ denote its pullback to the universal cover. In this paper we consider the case where $\sigma$ is weakly exact, that is, when $\tilde{\sigma}$ is exact (this is equivalent to requiring that $\left.\sigma\right|_{\pi_{2}(M)}=0$ ); however we do not assume that $\tilde{\sigma}$ necessarily admits a bounded primitive.

Let $\omega_{g}$ denote the standard symplectic form on $T M$ obtained by pulling back the canonical symplectic form $d q \wedge d p$ on $T^{*} M$ via the Riemannian metric. Let $\omega:=$ $\omega_{g}+\pi^{*} \sigma$ denote the $t$ wisted symplectic form determined by the pair $(g, \sigma)$. Let $E: T M \rightarrow \mathbb{R}$ denote the energy Hamiltonian $E(q, v)=\frac{1}{2}|v|^{2}$. Let $\phi_{t}: T M \rightarrow T M$

[^6]denote the flow of the symplectic gradient of $E$ with respect to $\omega$; such $\phi_{t}$ is known as a twisted geodesic flow or a magnetic flow. The reason for the latter terminology is that this flow can be thought of as modeling the motion of a particle of unit mass and unit charge under the effect of a magnetic field represented by the 2 -form $\sigma$. Given $k \in \mathbb{R}^{+}:=\{t \in \mathbb{R}: t>0\}$, let $\Sigma_{k}:=E^{-1}(k) \subseteq T M$.

There exists a number $c=c(g, \sigma) \in \mathbb{R} \cup\{\infty\}$, the Mañé critical value (see [Mañé 1996; Contreras et al. 1997; Contreras and Iturriaga 1999; Burns and Paternain 2002] or Section 2 for the precise definition), such that the dynamics of the hypersurface $\Sigma_{k}$ differs dramatically depending on whether $k<c, k=c$ or $k>c$. Moreover $c<\infty$ if and only if $\tilde{\sigma}$ admits a bounded primitive.

In this paper we study the old problem of the existence of closed orbits on prescribed energy levels. In the case when $\sigma$ is exact, this has been essentially solved by Contreras [2006]; see Theorem D therein in particular, which gives contractible closed orbits in almost every energy level below the Mañé critical value, and closed orbits in every free homotopy class for any energy level above the critical value. In the case of surfaces a stronger result is known to hold: Contreras, Macarini and Paternain have proved in [Contreras et al. 2004, Theorem 1.1] that in this case every energy level admits a closed orbit. However the case of a magnetic monopole (that is, when $\sigma$ is not exact) remains open, although much progress has been made. Let us describe now some of these results. A more comprehensive survey can be found in the introduction to [Contreras et al. 2004]; see also [Ginzburg 1996] for a introductory account of the problem.

Macarini [2004], extending an earlier result of Polterovich [1998], proved that if $[\sigma] \neq 0$ there exist nontrivial contractible closed orbits of the magnetic flow in a sequence of arbitrarily small energy levels. Kerman [2000] proved the same result for magnetic fields given by symplectic forms. This was then sharpened by Ginzburg and Gürel [2009] and finally by Usher [2009], where it is proved that when $\sigma$ is symplectic, contractible closed orbits exist for all low energy levels. See also [Lu 2006] for another interesting approach to the problem in the case of symplectic $\sigma$. Perhaps the most general result so far is due to Schlenk [2006], who showed that for any closed 2 -form (not necessarily weakly exact), almost every sufficiently small energy level contains a contractible closed orbit.

This paper extends [Contreras 2006, Theorem D] to the weakly exact case.
Theorem 1.1. Let $(M, g)$ denote a closed connected Riemannian manifold, and let $\sigma \in \Omega^{2}(M)$ denote a closed 2-form whose pullback to the universal cover $\widetilde{M}$ is exact. Let $c=c(g, \sigma) \in \mathbb{R} \cup\{\infty\}$ denote the Mañé critical value, and let $\phi_{t}$ denote the magnetic flow defined by $\sigma$.
(1) If $c<\infty$, then for all $k>c$ and for each nontrivial homotopy class $v \in[\mathbb{T}, M]$, there is a closed orbit of $\phi_{t}$ with energy $k$ whose projection to $M$ belongs to $\nu$.
(2) For almost all $k \in(0, c)$, where possibly $c=\infty$, there exists a contractible closed orbit of $\phi_{t}$ with energy $k$.
Theorem 1.1(1) has, under a mild technical assumption on $\pi_{1}(M)$, been proved by Paternain [2006]. We use a completely different method of proof however, which bypasses the need for this additional assumption. For $c(g, \sigma)<\infty$, Theorem 1.1(2) is due to Osuna [2005]; we believe the main contribution of this paper is the case $c(g, \sigma)=\infty$.
Remark. We will actually prove a slightly stronger statement than the one stated above; see Proposition 5.8 below for details.

When $\pi_{1}(M)$ is amenable and $\sigma$ is not exact, we always have $c(g, \sigma)=\infty$; see for instance [Paternain 2006, Corollary 5.4]. Thus the following corollary is immediate.
Corollary 1.2. Let $(M, g)$ denote a closed connected Riemannian manifold, and let $\sigma \in \Omega^{2}(M)$ denote a closed nonexact 2-form whose pullback to the universal cover $\widetilde{M}$ is exact. Suppose $\pi_{1}(M)$ is amenable. Then almost every energy level contains a contractible closed orbit of the magnetic flow defined by $\sigma$.

Let us now give a brief outline of our method of attack. Fix a primitive $\theta$ of $\tilde{\sigma}$, and consider the Lagrangian $L: T \widetilde{M} \rightarrow \mathbb{R}$ defined by

$$
L(q, v):=\frac{1}{2}|v|^{2}-\theta_{q}(v) .
$$

The Euler-Lagrange flow of $L$ is precisely the lifted flow $\tilde{\phi}_{t}: T \tilde{M} \rightarrow T \tilde{M}$ of the magnetic flow $\phi_{t}: T M \rightarrow T M$; see for example [Contreras and Iturriaga 1999]. Recall that the action $A(y)$ of the Lagrangian $L$ over an absolutely continuous curve $y:[0, T] \rightarrow \widetilde{M}$ is given by

$$
A(y):=\int_{0}^{T} L(y(t), \dot{y}(t)) d t=\int_{0}^{T} \frac{1}{2}|\dot{y}(t)|^{2} d t-\int_{y} \theta
$$

Set

$$
A_{k}(y):=\int_{0}^{T}(L(y(t), \dot{y}(t))+k) d t=A(y)+k T
$$

A closed orbit of $\tilde{\phi}_{t}$ with energy $k$ can be realized as a critical point of the functional $y \mapsto A_{k}(y)$. More precisely, let $\Lambda_{\tilde{M}}$ denote the Hilbert manifold of absolutely continuous square integrable curves $x: \mathbb{T} \rightarrow \widetilde{M}$ and consider $\tilde{S}_{k}: \Lambda_{\tilde{M}} \times \mathbb{R}^{+} \rightarrow \mathbb{R}$ defined by

$$
\tilde{S}_{k}(x, T):=\int_{0}^{1} T \cdot L(x(t), \dot{x}(t) / T) d t+k T=\int_{0}^{1} \frac{1}{2 T}|\dot{x}(t)|^{2} d t+k T-\int_{x} \theta
$$

Then the pair $(x, T)$ is a critical point $\tilde{S}_{k}$ if and only if $y(t):=x(t / T)$ is the projection to $\widetilde{M}$ of a closed orbit of $\tilde{\phi}_{t}$ with energy $k$; see [Contreras et al. 2000].

If $\sigma$ was actually exact then we could define $L$ on $T M$, instead of just on $T \widetilde{M}$. In this case it has been shown in [Contreras et al. 2000] that $\tilde{S}_{k}$ for $k>c(g, \sigma)$ satisfies the Palais-Smale condition and is bounded below. Standard results from Morse theory [Contreras et al. 2000, Corollary 23] then tell us that $\tilde{S}_{k}$ admits a global minimum, and this gives us our desired closed orbit. In [Contreras 2006] this was extended to give contractible orbits on almost every energy level below the critical value. Crucially however, these results use compactness of $M$ and hence are not applicable directly in the weakly exact case, since then $L$ is defined only on $T \tilde{M}$.

In the weakly exact case, whilst $\tilde{S}_{k}$ is not well defined on $T M$, its differential is. This leads to our key observation that we can still work directly on $\Lambda_{M}$. More precisely, we define a functional $S_{k}: \Lambda_{M} \times \mathbb{R}^{+} \rightarrow \mathbb{R}$ with ${ }^{1}$ the property that $(x, T)$ is a critical point of $S_{k}$ if and only if a lift $\tilde{y}$ to $\tilde{M}$ of the curve $y(t):=x(t / T)$ is the projection to $\tilde{M}$ of a flow line of $\tilde{\phi}_{t}$ with energy $k$. The functional $S_{k}$ is given by

$$
S_{k}(x, T):=\int_{0}^{1} \frac{1}{2 T}|\dot{x}(t)|^{2} d t+k T-\int_{C(x)} \sigma
$$

where $C(x)$ is any cylinder with boundary $x(\mathbb{T}) \cup x_{v}(\mathbb{T})$, where $x_{v} \in \Lambda_{M}$ is some fixed reference loop in the free homotopy class $v \in[\mathbb{T}, M]$ that $x$ belongs to. If $c(g, \sigma)<\infty$, then since $\sigma$ is weakly exact, the value $\int_{C(x)} \sigma$ is independent of the choice of cylinder $C(x)$ for any curve $x \in \Lambda_{M}$. In the case $c(g, \sigma)=\infty$, the value $\int_{C(x)} \sigma$ is independent of the choice of cylinder only when $x$ is a contractible loop.

The functional $S_{k}$ allows one to extend other results previously known only for the exact case to the weakly exact case. For instance, in [Merry 2010] we will use $S_{k}$ to establish the short exact sequence [Cieliebak et al. 2010; Abbondandolo and Schwarz 2009a] between the Rabinowitz Floer homology of a weakly exact twisted cotangent bundle and the singular (co)homology of the free loop space.

## 2. Preliminaries

The setup. It will be convenient to view $M$ and $\widetilde{M}$ as being embedded isometrically in some $\mathbb{R}^{N}$ (which is possible by Nash's theorem). We will be interested in various spaces of absolutely continuous curves.

Given $q_{0}, q_{1} \in M$ and $T \geq 0$, let $C_{M}^{\mathrm{ac}}\left(q_{0}, q_{1} ; T\right)$ denote the set of absolutely continuous curves $y:[0, T] \rightarrow M$ with $y(0)=q_{0}$ and $y(T)=q_{1}$. Let

$$
C_{M}^{\mathrm{ac}}\left(q_{0}, q_{1}\right):=\bigcup_{T \geq 0} C_{M}^{\mathrm{ac}}\left(q_{0}, q_{1} ; T\right)
$$

[^7]We can repeat the construction on $\widetilde{M}$ to obtain for $q_{0}, q_{1} \in \widetilde{M}$ sets $C_{\widetilde{M}}^{\text {ac }}\left(q_{0}, q_{1} ; T\right)$ and $C_{\widetilde{M}}^{\mathrm{ac}}\left(q_{0}, q_{1}\right)$ of curves on $\widetilde{M}$.

Next, consider the space $W^{1,2}\left(\mathbb{R}^{N}\right)$ of absolutely continuous maps $x: I \rightarrow \mathbb{R}^{N}$ such that $\int_{0}^{1}|\dot{x}(t)|^{2} d t<\infty$ and the space

$$
W^{1,2}(M):=\left\{x \in W^{1,2}\left(\mathbb{R}^{N}\right): x(I) \subseteq M\right\}
$$

with $W^{1,2}(\widetilde{M})$ defined similarly. Here and throughout, $I:=[0,1]$.
Let $\Lambda_{\mathbb{R}^{N}} \subseteq W^{1,2}\left(\mathbb{R}^{N}\right)$ denote the set of closed loops of class $W^{1,2}$ on $\mathbb{R}^{N}$, and let $\Lambda_{M}:=W^{1,2}(M) \cap \Lambda_{\mathbb{R}^{N}}$. We will think of maps $x \in \Lambda_{M}$ as maps $x: \mathbb{T} \rightarrow M$ (here $\mathbb{T}=\mathbb{R} / \mathbb{Z}$, which we shall often identify with $S^{1}$ ). Given a free homotopy class $v \in[\mathbb{T}, M]$, let $\Lambda_{\nu} \subseteq \Lambda_{M}$ denote the connected component of $\Lambda_{M}$ consisting of the loops belonging to $\nu$.

The tangent space to $\Lambda_{\mathbb{R}^{N}}$ at $x \in \Lambda_{\mathbb{R}^{N}}$ is given by

$$
T_{x} \Lambda_{\mathbb{R}^{N}}=\left\{\xi \in W^{1,2}\left(\mathbb{R}^{N}\right): \xi(0)=\xi(1)\right\}
$$

Given $(x, T) \in \Lambda_{M} \times \mathbb{R}^{+}$, we thus have

$$
T_{(x, T)}\left(\Lambda_{M} \times \mathbb{R}^{+}\right)=\left\{(\xi, \psi) \in W^{1,2}\left(\mathbb{R}^{N}\right) \times \mathbb{R}: \xi(0)=\xi(1)\right\}
$$

Let $\langle\cdot, \cdot\rangle$ denote the standard Euclidean metric. The metric on $W^{1,2}\left(\mathbb{R}^{N}\right)$ we will work with is

$$
\langle\xi, \zeta\rangle_{1,2}:=\langle\xi(0), \zeta(0)\rangle+\int_{0}^{1}\langle\dot{\xi}(t), \dot{\zeta}(t)\rangle d t
$$

This defines a metric that we shall denote simply by $\langle\cdot, \cdot\rangle$ on $W^{1,2}\left(\mathbb{R}^{N}\right) \times \mathbb{R}^{+}$by

$$
\begin{equation*}
\langle(\xi, \psi),(\zeta, \chi)\rangle:=\langle\xi, \zeta\rangle_{1,2}+\psi \chi \tag{2-1}
\end{equation*}
$$

Mañé's critical value. We now recall the definition of $c(g, \sigma)$, the critical value introduced in [Mañé 1996], which plays a decisive role in all that follows.

Let us fix a primitive $\theta$ of $\tilde{\sigma}$. Given $k \in \mathbb{R}^{+}$, we define $A_{k}$ as follows. Let $q_{0}, q_{1} \in \widetilde{M}$. Define $A_{k}: C_{\widetilde{M}}^{\text {ac }}\left(q_{0}, q_{1}\right) \rightarrow \mathbb{R}$ by

$$
A_{k}(y):=\int_{0}^{T} \frac{1}{2}|\dot{y}(t)|^{2}+k T-\int_{y} \theta
$$

We define Mañé's action potential $m_{k}: \tilde{M} \times \tilde{M} \rightarrow \mathbb{R} \cup\{-\infty\}$ by

$$
m_{k}\left(q_{0}, q_{1}\right):=\inf _{T>0} \inf _{y \in C_{\bar{M}}\left(q_{0}, q_{1} ; T\right)} A_{k}(y)
$$

Then we have the following result; for a proof see [Contreras and Iturriaga 1999, Proposition 2-1.1] for the first five statements, and [Burns and Paternain 2002, Appendix A] for a proof of the last statement.

Lemma 2.1. Properties of $m_{k}$ :
(1) If $k \leq k^{\prime}$, then $m_{k}\left(q_{0}, q_{1}\right) \leq m_{k^{\prime}}\left(q_{0}, q_{1}\right)$ for all $q_{0}, q_{1} \in \tilde{M}$.
(2) For all $k \in \mathbb{R}$ and all $q_{0}, q_{1}, q_{2} \in \tilde{M}$, we have

$$
m_{k}\left(q_{0}, q_{2}\right) \leq m_{k}\left(q_{0}, q_{1}\right)+m_{k}\left(q_{1}, q_{2}\right)
$$

(3) Fix $k \in \mathbb{R}$. Then either $m_{k}\left(q_{0}, q_{1}\right)=-\infty$ for all $q_{0}, q_{1} \in \tilde{M}$, or $m_{k}\left(q_{0}, q_{1}\right) \in \mathbb{R}$ for all $q_{0}, q_{1} \in \widetilde{M}$ and $m_{k}(q, q)=0$ for all $q \in \widetilde{M}$.
(4) If

$$
c(g, \sigma):=\inf \left\{k \in \mathbb{R}: m_{k}\left(q_{0}, q_{1}\right) \in \mathbb{R} \text { for all } q_{0}, q_{1} \in \tilde{M}\right\}
$$

then $m_{c(g, \sigma)}$ is finite everywhere.
(5) We can alternatively define $c(g, \sigma)$ by

$$
\begin{equation*}
c(g, \sigma)=\inf _{u \in C^{\infty}(\widetilde{M})} \sup _{q \in \widetilde{M}} \frac{1}{2}\left|d_{q} u+\theta_{q}\right|^{2} \tag{2-2}
\end{equation*}
$$

We call the number $c(g, \sigma)$ the Mañé critical value. Using (2-2) it is clear that $c(g, \sigma)<\infty$ if and only if $\theta$ is bounded, that is, if

$$
\begin{equation*}
\|\theta\|_{\infty}:=\sup _{q \in \widetilde{M}}\left|\theta_{q}\right|<\infty \tag{2-3}
\end{equation*}
$$

The functional $\boldsymbol{S}_{\boldsymbol{k}}$. We will now define a second functional $S_{k}$, which will be our main object of study. In the case $c(g, \sigma)<\infty$, it is defined on $\Lambda_{M} \times \mathbb{R}^{+}$. For $c(g, \sigma)=\infty$, it is only defined on $\Lambda_{0} \times \mathbb{R}^{+}$. The following lemma is the key observation required to define $S_{k}$. In the statement, $\mathbb{T}^{2}$ denotes the 2-torus.
Lemma 2.2. If $c(g, \sigma)<\infty$, then $f^{*} \sigma$ is exact for any smooth map $f: \mathbb{T}^{2} \rightarrow M$. Proof. Consider $G:=f_{*}\left(\pi_{1}\left(\mathbb{T}^{2}\right)\right) \leq \pi_{1}(M)$. Then $G$ is amenable since $\pi_{1}\left(\mathbb{T}^{2}\right)=\mathbb{Z}^{2}$, which is amenable. Then [Paternain 2006, Lemma 5.3] says that since $\|\theta\|_{\infty}<\infty$, we can replace $\theta$ by a $G$-invariant primitive $\theta^{\prime}$ of $\tilde{\sigma}$, which descends to define a primitive $\theta^{\prime \prime} \in \Omega^{1}\left(\mathbb{T}^{2}\right)$ of $f^{*} \sigma$.

For each free homotopy class $v \in[\mathbb{T}, M]$, pick a reference loop $x_{v} \in \Lambda_{v}$. Given any $x \in \Lambda_{v}$, let $C(x)$ denote a cylinder with boundary $x(\mathbb{T}) \cup x_{v}(\mathbb{T})$.

Define $S_{k}: \Lambda_{v} \times \mathbb{R}^{+} \rightarrow \mathbb{R}$ by

$$
S_{k}(x, T):=\int_{0}^{1} \frac{1}{2 T}|\dot{x}(t)|^{2} d t+k T-\int_{C(x)} \sigma
$$

This is well defined because $\int_{C(x)} \sigma$ is independent of the choice of cylinder: If $C^{\prime}(x)$ is another cylinder with the same boundary, then $\mathbb{T}^{2}(x):=C(x) \cup \overline{C^{\prime}(x)}$ is a torus (where $\overline{C^{\prime}(x)}$ denotes the cylinder $C^{\prime}(x)$ taken with the opposite orientation), and $\int_{\mathbb{T}^{2}(x)} \sigma=0$ since $\left.\sigma\right|_{\mathbb{T}^{2}(x)}$ is exact by the previous lemma.

If $c(g, \sigma)=\infty$, we cannot define $S_{k}$ on all of $\Lambda_{M} \times \mathbb{R}^{+}$, since in this case Lemma 2.2 fails. It is however well defined on $\Lambda_{0} \times \mathbb{R}^{+}$. To see why, consider the case of contractible loops when $c(g, \sigma)<\infty$ again. If $x: \mathbb{T} \rightarrow M$ is contractible and $\boldsymbol{x}: D^{2} \rightarrow M$ denotes a capping disc, so that $\left.\boldsymbol{x}\right|_{\partial D^{2}}=x$, it is easy to see that

$$
\begin{equation*}
\int_{C(x)} \sigma=\int_{D^{2}} x^{*} \sigma \tag{2-4}
\end{equation*}
$$

note that the right side is (as it should be) independent of the choice of capping disc $\boldsymbol{x}$, and depends only on $x$ and $\sigma$, since $\left.\sigma\right|_{\pi_{2}(M)}=0$. Moreover the right side is well defined and depends only on $x$ and $\sigma$ even when $c(g, \sigma)=\infty$. Thus it makes sense to define $\left.S_{k}\right|_{\Lambda_{0} \times \mathbb{R}^{+}}$by

$$
S_{k}(x, T)=\int_{0}^{1} \frac{1}{2 T}|\dot{x}(t)|^{2} d t+k T-\int_{D^{2}} x^{*} \sigma
$$

this is consistent with the previous definition of $\left.S_{k}\right|_{\Lambda_{0} \times \mathbb{R}^{+}}$when $c(g, \sigma)<\infty$.
Next we will explicitly calculate the derivative of $S_{k}$. Let $\left(x_{s}, T_{s}\right)$ be a variation of $(x, T)$, with $\xi(t):=\left.\frac{\partial}{\partial s}\right|_{s=0} x_{s}(t)$ and $\psi:=\left.\frac{\partial}{\partial s}\right|_{s=0} T_{s}$. Write $E_{q}$ and $E_{v}$ for $\frac{\partial E}{\partial q}$ and $\frac{\partial E}{\partial v}$ respectively. Then an easy calculation in local coordinates shows that the first variation (that is, the Gateaux derivative) of $S_{k}$ at $(\xi, \psi)$, that is, $\left.\frac{\partial}{\partial s}\right|_{s=0} S_{k}\left(x_{s}, T_{s}\right)$ is given by

$$
\begin{align*}
& \left.\frac{\partial}{\partial s}\right|_{s=0} S_{k}\left(x_{s}, T_{s}\right)  \tag{2-5}\\
& =\psi \int_{0}^{1}(k-E(x(t), \dot{x}(t) / T)) d t+\int_{0}^{1} \sigma_{x(t)}(\xi(t), \dot{x}(t)) d t \\
& \quad \quad+\int_{0}^{1}\left(T \cdot E_{q}(x(t), \dot{x}(t) / T) \cdot \xi(t)+E_{v}(x(t), \dot{x}(t) / T) \cdot \dot{\xi}(t)\right) d t
\end{align*}
$$

We claim now that $S_{k}$ is differentiable with respect to the canonical Hilbert manifold structure of $\Lambda_{v} \times \mathbb{R}^{+}$(that is, $S_{k}$ is Fréchet differentiable). In fact, $S_{k}$ is of class $C^{2}$. For this we quote the fact that

$$
(x, T) \mapsto \int_{0}^{1} \frac{1}{2 T}|\dot{x}(t)|^{2} d t+k T
$$

is of class $C^{2}$ (see for instance [Abbondandolo and Schwarz 2009b]) and thus is remains to check that $x \mapsto \int_{C(x)} \sigma$ is differentiable. This can be checked directly. It thus follows that the first variation $\left.\frac{\partial}{\partial s}\right|_{s=0} S_{k}\left(x_{s}, T_{s}\right)$ is actually equal to the (Fréchet) derivative $d_{(x, T)} S_{k}(\xi, \psi)$.

Finally, let us note that

$$
\begin{equation*}
\frac{\partial}{\partial T} S_{k}(x, T)=\frac{1}{T} \int_{0}^{T}(k-E(y, \dot{y})) d t, \quad \text { where } y(t):=x(t / T) \tag{2-6}
\end{equation*}
$$

Relating $\boldsymbol{S}_{\boldsymbol{k}}$ and $\boldsymbol{A}_{\boldsymbol{k}}$. Next, if $(x, T)$ is a critical point of $S_{k}$, then $y(t):=x(t / T)$ satisfies

$$
\int_{0}^{T}\left(E_{q}(y, \dot{y})-\frac{d}{d t} E_{v}(y, \dot{y})\right) \zeta d t-\frac{1}{T} \int_{0}^{T} \sigma_{y}(\zeta, \dot{y}) d t=0
$$

where $\zeta(t)=\xi(t / T)$. Since this holds for all variations $\zeta$, this implies that if $\tilde{y}:[0, T] \rightarrow \widetilde{M}$ is a lift of $y$, then $\tilde{y}$ satisfies the Euler-Lagrange equations for $L$, that is,

$$
L_{q}(\tilde{y}, \dot{\tilde{y}})-\frac{d}{d t} L_{v}(\tilde{y}, \dot{\tilde{y}})=0 .
$$

Thus $\tilde{y}$ is the lift to $\tilde{M}$ of the projection to $M$ of an orbit of $\phi_{t}$, and we have the following result.

Corollary 2.3. Let $x \in \Lambda_{M}$ and $\tilde{x}$ denote a lift of $x$ to $\tilde{M}$. Let $T \in \mathbb{R}^{+}$. Define $\tilde{y}(t):=\tilde{x}(t / T)$. Then the following are equivalent:
(1) The pair $(x, T)$ is a critical point of $S_{k}$.
(2) $\tilde{y}$ is a critical point of $A_{k}$.

Thus the pair $(x, T) \in \Lambda_{M} \times \mathbb{R}^{+}$is a critical point of $S_{k}$ if and only if $t \mapsto x(t / T)$ is the projection to $M$ of a closed orbit of $\phi_{t}$.

To specify the lifts we work with, let us fix a lift $\tilde{x}_{v}: I \rightarrow \tilde{M}$ of $x_{v}$ for each $v \in[\mathbb{T}, M]$. Throughout the paper, given any two paths $y$ and $y^{\prime}$ such that the end point of $y$ is the start point of $y^{\prime}$, the path $y * y^{\prime}$ is the path obtained by first going along $y$ and then going along $y^{\prime}$. Similarly the path $y^{-1}$ is the path obtained by going along $y$ backwards.

Suppose now that $c(g, \sigma)<\infty$. Fix a free homotopy class $v \in[\mathbb{T}, M]$ (which could be the trivial free homotopy class). Let $x \in \Lambda_{v}$, and let $x_{s}$ denote a free homotopy from $x_{0}=x$ to $x_{1}=x_{v}$. Let $z(s):=x_{s}(0)$. Let $\tilde{x}_{s}$ denote the unique homotopy of curves on $\widetilde{M}$ that projects down onto $x_{s}$ and satisfies $\tilde{x}_{1}(t)=\tilde{x}_{v}(t)$. Let $\tilde{x}(t):=\tilde{x}_{0}(t), \quad \tilde{z}_{0}(s):=\tilde{x}_{s}(0)$ and $\tilde{z}_{1}(s):=\tilde{x}_{s}(1)$.

Now observe that if $R \subseteq \widetilde{M}$ denotes the rectangle $R=\operatorname{im} \tilde{x}_{s}$, then we have

$$
\int_{C(x)} \sigma=\int_{R} \tilde{\sigma}=\int_{R} d \theta=\int_{\partial R} \theta=\int_{\tilde{x} * \tilde{z}_{1} * \tilde{x}_{v}^{-1} * \tilde{z}_{0}^{-1}} \theta
$$

Let $\varphi \in \pi_{1}(M)$ denote the unique covering transformation taking $\tilde{z}_{0}$ to $\tilde{z}_{1}$. Since $\langle\varphi\rangle \leq \pi_{1}(M)$ is an amenable subgroup, [Paternain 2006, Lemma 5.3] allows us to assume without loss of generality that $\theta$ is $\varphi$-invariant. Thus $\int_{\tilde{z}_{0}^{-1}} \theta+\int_{\tilde{z}_{1}} \theta=0$. It thus follows that $\int_{C(x)} \sigma=\int_{\tilde{x}} \theta+\int_{\tilde{x}_{v}^{-1}} \theta$.

Set $a_{v}:=\int_{\tilde{x}_{v}^{-1}} \theta$. We conclude that $\int_{C(x)} \sigma=\int_{\tilde{x}} \theta+a_{v}$. This computation shows if $c(g, \sigma)<\infty$, then for any $(x, T) \in \Lambda_{v} \times \mathbb{R}^{+}$, if $\tilde{x}$ is any lift of $x$ and
$\tilde{y}(t):=\tilde{x}(t / T)$, then

$$
\begin{equation*}
S_{k}(x, T)=A_{k}(\tilde{y})+a_{v} \tag{2-7}
\end{equation*}
$$

For the case $v=0 \in[\mathbb{T}, M]$ the trivial free homotopy class, we may choose the curve $x_{0}$ above to be a constant map, from which it is easy to see that $a_{0}=0$. In particular, if $(x, T) \in \Lambda_{0} \times \mathbb{R}^{+}$and $\tilde{y}$ is defined as before, then

$$
\begin{equation*}
S_{k}(x, T)=A_{k}(\tilde{y}) \tag{2-8}
\end{equation*}
$$

Finally, if $c(g, \sigma)=\infty, S_{k}$ is only defined on $\Lambda_{0} \times \mathbb{R}^{+}$, and it is clear that (2-8) still holds.

## 3. The Palais-Smale condition

Let $(\mathcal{M},\langle\cdot, \cdot\rangle)$ be a Riemannian Hilbert manifold, and suppose $S: \mathcal{M} \rightarrow \mathbb{R}$ is $C^{1}$.
Definition 3.1. We say $S$ satisfies the Palais-Smale condition if every sequence $\left(x_{n}\right) \subseteq \mathcal{M}$ such that $\left\|d_{x_{n}} S\right\| \rightarrow 0$ as $n \rightarrow \infty$ and $\sup _{n}\left|S\left(x_{n}\right)\right|<\infty$ admits a convergent subsequence. We say $S$ satisfies the Palais-Smale condition at the level $\mu \in \mathbb{R}$ if every sequence $\left(x_{n}\right) \subseteq \mathcal{M}$ with $\left\|d_{x_{n}} S\right\| \rightarrow 0$ as $n \rightarrow \infty$ and $S\left(x_{n}\right) \rightarrow \mu$ admits a convergent subsequence.

The following result, concerning $S_{k}$ satisfying the Palais-Smale condition, is adapted from [Contreras 2006, Propositions 3.8 and 3.12]. We will first consider only the case where $c(g, \sigma)<\infty$; see Proposition 3.7 for the case $c(g, \sigma)=\infty$. In the statement of the theorem, $\|\cdot\|$ denotes the operator norm with respect to the metric $\langle\cdot, \cdot\rangle$.

Theorem 3.2. Suppose $c(g, \sigma)<\infty$. Let $A, B, k \in \mathbb{R}^{+}$, and suppose $\left(x_{n}, T_{n}\right) \subseteq$ $\Lambda_{M} \times \mathbb{R}^{+}$satisfies

$$
\sup _{n}\left|S_{k}\left(x_{n}, T_{n}\right)\right| \leq A, \quad \sup _{n} T_{n} \leq B, \quad\left\|d_{\left(x_{n}, T_{n}\right)} S_{k}\right\|<1 / n .
$$

(1) If $\lim \inf T_{n}>0$, then, passing to a subsequence if necessary, the sequence $\left(x_{n}, T_{n}\right)$ is convergent in the $W^{1,2}$-topology.
(2) If $\lim \inf T_{n}=0$ and the $x_{n}$ are all contractible, then passing to a subsequence if necessary, $S_{k}\left(x_{n}, T_{n}\right) \rightarrow 0$.

Before proving the theorem, let us now fix some notation that we will use throughout this section, as well as implicitly in the rest of the paper. Given a sequence $\left(x_{n}, T_{n}\right) \subseteq \Lambda_{M} \times \mathbb{R}^{+}$, let $y_{n}:\left[0, T_{n}\right] \rightarrow M$ be defined by $y_{n}(t):=x_{n}\left(t / T_{n}\right)$. Define

$$
l_{n}:=\int_{0}^{1}\left|\dot{x}_{n}(t)\right| d t \quad \text { and } \quad e_{n}:=\int_{0}^{1} \frac{1}{2 T_{n}}\left|\dot{x}_{n}(t)\right|^{2} d t
$$

Note that $l_{n}$ is the length of $y_{n}$ and $e_{n}$ is the energy of $y_{n}$. The Cauchy-Schwarz inequality implies

$$
\begin{equation*}
l_{n}^{2} \leq 2 T_{n} e_{n} \tag{3-1}
\end{equation*}
$$

Suppose now $c(g, \sigma)<\infty$. Since $\|\theta\|_{\infty}<\infty$, there exist constants $b_{1}, b_{2} \in \mathbb{R}^{+}$ such that

$$
\begin{equation*}
L(q, v) \geq b_{1}|v|^{2}-b_{2} \quad \text { for all }(q, v) \in T \tilde{M} \tag{3-2}
\end{equation*}
$$

Given $A, B, k \in \mathbb{R}^{+}$and a free homotopy class $v \in[\mathbb{T}, M]$, we denote by $\mathbb{D}(A, B, k, v) \subseteq \Lambda_{M} \times \mathbb{R}^{+}$set of pairs $(x, T)$ such that $x \in \Lambda_{\nu}, \quad S_{k}(x, T) \leq A$ and $T \leq B$.

Proof of Theorem 3.2. We begin with three preparatory lemmas.
Lemma 3.3. Suppose $c(g, \sigma)<\infty$. Let $\left(x_{n}, T_{n}\right) \subseteq \mathbb{D}(A, B, k, v)$. Then if

$$
b(A, B, v):=\frac{A+b_{2} B+\left|a_{v}\right|}{2 b_{1}}
$$

then $e_{n} \leq b(A, B, v)$ for all $n \in \mathbb{N}$.
Proof. We have by (2-7) and (3-2) that

$$
A \geq S_{k}\left(x_{n}, T_{n}\right)=A_{k}\left(\tilde{y}_{n}\right)-a_{v} \geq 2 b_{1} e_{n}-b_{2} T_{n}+k T_{n}+a_{v}
$$

and thus

$$
e_{n} \leq \frac{A+b_{2} T_{n}-k T_{n}+\left|a_{\nu}\right|}{2 b_{1}} \leq \frac{A+b_{2} B+\left|a_{\nu}\right|}{2 b_{1}} .
$$

Lemma 3.4. Suppose $c(g, \sigma)<\infty$, and suppose $\left(x_{n}\right) \subseteq \Lambda_{0}$ are such that $l_{n} \rightarrow 0$. Then $\int_{C\left(x_{n}\right)} \sigma \rightarrow 0$.
Proof. Let $\boldsymbol{x}_{n}: D^{2} \rightarrow M$ denote a capping disc for $x_{n}$, so (as in (2-4))

$$
\left.\boldsymbol{x}_{n}\right|_{\partial D^{2}}=x_{n} \quad \text { and } \quad \int_{C\left(x_{n}\right)} \sigma=\int_{D^{2}} \boldsymbol{x}_{n}^{*} \sigma .
$$

Let $\tilde{\boldsymbol{x}}_{n}: D^{2} \rightarrow \widetilde{M}$ denote a lift of $\boldsymbol{x}_{n}$ to $\tilde{M}$. Then

$$
\left|\int_{D^{2}} \boldsymbol{x}_{n}^{*} \sigma\right|=\left|\int_{D^{2}} \tilde{\boldsymbol{x}}_{n}^{*}(d \theta)\right|=\left|\int_{\tilde{x}_{n}} \theta\right| \leq\|\theta\|_{\infty} l_{n} \rightarrow 0 .
$$

We now reduce Theorem 3.2(1) to a simpler situation:
Lemma 3.5. Suppose $c(g, \sigma)<\infty$ and $\left(x_{n}, T_{n}\right) \in \mathbb{D}(A, B, k, v)$ with $\lim \inf T_{n}>0$. Passing to a subsequence we may assume that there exists $x \in \Lambda_{v}$ such that the $x_{n}$ converge to $x$ in the $C^{0}$-topology.

Proof. First by compactness of $M$, passing to a subsequence if necessary we may assume there exists $q \in M$ and $T \in \mathbb{R}^{+}$such that $\lim _{n \rightarrow \infty} x_{n}(0)=x_{n}(1)=q$ and $\lim _{n \rightarrow \infty} T_{n}=T$. Consider $g$-geodesics $c_{n}: I \rightarrow M$ such that $c_{n}(0)=q$ and $c_{n}(1)=x_{n}(0)$. By passing to a subsequence we may assume that $\operatorname{dist}_{g}\left(x_{n}(0), q\right)<1$, and thus we have $\left|\dot{c}_{n}\right| \leq 1$. Now consider the curves

$$
w_{n}:\left[0, T_{n}+2\right] \rightarrow M, \quad t \mapsto c_{n} * y_{n} * c_{n}^{-1} \quad \text { and } \quad z_{n}: \mathbb{T} \rightarrow M, \quad t \mapsto w_{n}\left(t / T_{n}+2\right)
$$

Thus $z_{n}(0)=z_{n}(1)=q$, and $\left(z_{n}\right) \subseteq \Lambda_{v}$.
Given $0 \leq t_{1}<t_{2}<T_{n}+2$,

$$
\operatorname{dist}_{g}\left(w_{n}\left(t_{1}\right), w_{n}\left(t_{2}\right)\right) \leq \int_{t_{1}}^{t_{2}}\left|\dot{w}_{n}(t)\right| d t \leq \sqrt{2}\left|t_{2}-t_{1}\right|^{1 / 2}\left(\int_{0}^{T_{n}+2} \frac{1}{2}\left|\dot{w}_{n}(t)\right|^{2} d t\right)^{1 / 2}
$$

By Lemma 3.3 we have

$$
\int_{0}^{T_{n}+2} \frac{1}{2}\left|\dot{w}_{n}(t)\right|^{2} d t=\int_{0}^{1} \frac{1}{2}\left|\dot{c}_{n}(t)\right|^{2} d t+e_{n}+\int_{0}^{1} \frac{1}{2}\left|\dot{c}_{n}^{-1}(t)\right|^{2} d t \leq 1+b(A, B, v)
$$

and thus $\operatorname{dist}_{g}\left(w_{n}\left(t_{1}\right), w_{n}\left(t_{2}\right)\right) \leq \sqrt{2}\left|t_{2}-t_{1}\right|^{1 / 2}(1+b(A, B, v))^{1 / 2}$. Hence the family $\left(w_{n}\right)$ is equicontinuous. The Arzelà-Ascoli theorem then completes the proof.

Proof of Theorem 3.2. We begin by proving Theorem 3.2(1). This part of the proof is very similar to the proof of [Contreras et al. 2000, Theorem B]. Suppose $\left(x_{n}, T_{n}\right) \subseteq \mathbb{D}(A, B, k, v)$ with $\lim \inf T_{n}>0$. By the previous lemma, after passing to a subsequence if necessary, we may assume that $\left(x_{n}, T_{n}\right)$ converges in the $C^{0}$ topology to some $(x, T)$, where $T>0$.

Without loss of generality, let us assume that the limit curve $x$ is contained in a single chart $U$ (otherwise simply repeat these arguments finitely many times). Then after passing possibly to another subsequence, we may assume that the $x_{n}$ are all contained in $U$ as well. There exists a constant $b_{3} \in \mathbb{R}^{+}$such that in the coordinates on $U$,

$$
\begin{equation*}
b_{3}:=\sup _{q \in U, v \in T_{q} M} \frac{\left|E_{q}(q, v)\right|}{1+|v|^{2}}<\infty \tag{3-3}
\end{equation*}
$$

Write $z_{n}(t):=T_{n}^{-1} x_{n}(t)$. By Lemma 3.3 we can find a constant $R>0$ such that

$$
\left|x_{n}\right|_{1,2} \leq R \quad \text { and } \quad\left|z_{n}\right|_{1,2} \leq R
$$

Now since $\left\|d_{\left(x_{n}, T_{n}\right)} S_{k}\right\| \rightarrow 0$ as $n \rightarrow \infty$, given $\varepsilon>0$ there exists $N \in \mathbb{N}$ such that for every $(\xi, \psi)$ satisfying $|(\xi, \psi)| \leq 2 R$ and $n, m \geq N$, we have

$$
\left|d_{\left(x_{n}, T_{n}\right)} S_{k}(\xi, \psi)-d_{\left(x_{m}, T_{m}\right)} S_{k}(\xi, \psi)\right|<\varepsilon .
$$

Take $\xi=x_{n}-x_{m}$ and $\psi=0$ and use (2-5) to discover that

$$
\begin{align*}
& \mid \int_{0}^{1}\left(T_{n} \cdot E_{q}\left(x_{n}, \dot{z}_{n}\right)-T_{m} \cdot E_{q}\left(x_{m}, \dot{z}_{m}\right)\right)\left(x_{n}-x_{m}\right) d t  \tag{3-4}\\
& \qquad+\int_{0}^{1}\left(E_{v}\left(x_{n}, \dot{z}_{n}\right)-E_{v}\left(x_{m}, \dot{z}_{m}\right)\right)\left(\dot{x}_{n}-\dot{x}_{m}\right) d t \\
&
\end{align*}
$$

Here we are using the canonical parallel transport available to us on Euclidean spaces to view $\dot{x}_{n}-\dot{x}_{m}$ as a tangent vector in any tangent space of our choosing. Using (3-3) we can bound the first integral as follows:

$$
\begin{aligned}
&\left|\int_{0}^{1}\left(T_{n} \cdot E_{q}\left(x_{n}, \dot{z}_{n}\right)-T_{m} \cdot E_{q}\left(x_{m}, \dot{z}_{m}\right)\right)\left(x_{n}-x_{m}\right) d t\right| \\
& \leq\left(2 B b_{3}+2 b_{3} b(A, B, v)\right)\left\|x_{n}-x_{m}\right\|_{\infty}
\end{aligned}
$$

Let us write $\left.\sigma\right|_{U}$ in local coordinates as $\sigma=\sigma_{i j} d q^{i} \wedge d q^{j}$, where $\sigma_{i j} \in C^{\infty}(U, \mathbb{R})$. Then since

$$
\left|\sigma_{i j}\left(x_{n}(t)\right)-\sigma_{i j}\left(x_{m}(t)\right)\right| \rightarrow 0 \quad \text { as } n, m \rightarrow \infty, \text { uniformly in } t
$$

and

$$
\int_{0}^{1}\left|\dot{x}_{n}\right|\left|\dot{x}_{m}\right| d t \leq 2 \sqrt{T_{n} T_{m} e_{n} e_{m}}
$$

is bounded, it follows that for $n$ and $m$ large the third integral is small. Thus the second integral must also be small for large $n$ and $m$. Since

$$
\left|v-v^{\prime}\right|^{2}=\left(E_{v}(q, v)-E_{v}\left(q^{\prime}, v^{\prime}\right)\right) \cdot\left(v-v^{\prime}\right)
$$

we have

$$
\int_{0}^{1}\left|\dot{z}_{n}-\dot{z}_{m}\right|^{2} d t \leq \int_{0}^{1}\left(E_{v}\left(x_{n}, \dot{z}_{n}\right)-E_{v}\left(x_{m}, \dot{z}_{m}\right)\right)\left(\dot{z}_{n}-\dot{z}_{m}\right) d t
$$

and hence the fact that the second integral in (3-4) is small for large $n$ and $m$ implies that the sequence $\left(z_{n}\right)$, and hence the sequence $\left(x_{n}\right)$, converges in the $W^{1,2}$ topology. This completes the proof of Theorem 3.2(1).

We now prove Theorem 3.2(2). This part of the proof follows the proof of [Contreras 2006, Theorem 3.8] very closely. Assume $\left(x_{n}, T_{n}\right) \subseteq \mathbb{D}(A, B, k, 0)$ (where $0 \in[\mathbb{T}, M]$ denotes the trivial free homotopy class) and that $\lim \inf T_{n}=0$. Passing to a subsequence, we may assume that $T_{n} \rightarrow 0$. It suffices to show that passing to a subsequence we have $e_{n} \rightarrow 0$. Then by Lemma 3.4, $S_{k}\left(x_{n}, T_{n}\right)=$ $e_{n}+k T_{n}-\int_{C\left(x_{n}\right)} \sigma \rightarrow 0$.

We know that $e_{n}$ remains bounded by Lemma 3.3. Since $T_{n} \rightarrow 0$, (3-1) implies that $l_{n} \rightarrow 0$. Thus as before we may assume that all the curves $x_{n}$ take their image in the domain of some chart $U$ on $M$. Thus for the remainder of the proof we work in coordinates as if $M=\mathbb{R}^{d}$. Let $\xi_{n}(t):=x_{n}(t)-x_{n}(0)$, so that $\xi_{n}(0)=\xi_{n}(1)=0$. Then $\left(\xi_{n}, 0\right) \in T_{\left(x_{n}, T_{n}\right)}\left(\Lambda_{\mathbb{R}^{d}} \times \mathbb{R}^{+}\right)$. Let also $\zeta_{n}(t):=\xi_{n}\left(t / T_{n}\right)$, so that $\dot{\zeta}_{n}(t)=\dot{y}_{n}(t)$. Then

$$
\left|d_{\left(x_{n}, T_{n}\right)} S_{k}\left(\xi_{n}, 0\right)\right| \leq \frac{1}{n}\left(T_{n} \int_{0}^{T_{n}}\left|\dot{\zeta}_{n}(t)\right|^{2} d t\right)^{1 / 2} \leq \frac{1}{n} \sqrt{2 T_{n} e_{n}}
$$

Using (2-5) we have

$$
\begin{aligned}
& d_{\left(x_{n}, T_{n}\right)} S_{k}\left(\xi_{n}, 0\right)=\int_{0}^{T_{n}}\left(E_{q}\left(y_{n}, \dot{y}_{n}\right) \cdot \zeta_{n}+E_{v}\left(y_{n}, \dot{y}_{n}\right) \cdot \dot{\zeta}_{n}(t)\right) d t \\
&+\int_{0}^{1} \sigma_{x_{n}(t)}\left(\xi_{n}(t), \dot{x}_{n}(t)\right) d t
\end{aligned}
$$

There exists $b_{4} \in \mathbb{R}^{+}$such that

$$
\left|\int_{0}^{1} \sigma_{x_{n}(t)}\left(\xi_{n}(t), \dot{x}_{n}(t)\right) d t\right| \leq b_{4} \int_{0}^{1}\left|\xi_{n}(t)\right|\left|\dot{x}_{n}(t)\right| d t \leq b_{4} l_{n}^{2}
$$

Thus using (3-3) and the fact that $E_{v}(q, v) \cdot \xi=\langle v, \xi\rangle$, we have

$$
\begin{aligned}
d_{\left(x_{n}, T_{n}\right)} S_{k}\left(\xi_{n}, 0\right) & \geq-b_{3} \int_{0}^{T_{n}}\left(1+\left|\dot{y}_{n}(t)\right|^{2}\right)\left|y_{n}(t)-y_{n}(0)\right| d t+2 e_{n}-b_{4} l_{n}^{2} \\
& \geq-b_{3} l_{n}\left(T_{n}+2 e_{n}\right)+2 e_{n}-b_{4} l_{n}^{2}
\end{aligned}
$$

Putting this together and dividing through by $\sqrt{T_{n}}$, we have

$$
-b_{3} l_{n} \sqrt{T_{n}}-2 b_{3} \frac{e_{n} l_{n}}{\sqrt{T_{n}}}+2 \frac{e_{n}}{\sqrt{T_{n}}}-b_{4} \frac{l_{n}^{2}}{\sqrt{T_{n}}} \leq \frac{1}{n} \sqrt{2 e_{n}}
$$

By (3-1), we have

$$
\lim _{n \rightarrow \infty} \frac{l_{n}^{2}}{\sqrt{T_{n}}}=0 \quad \text { and } \quad \lim _{n \rightarrow \infty} \frac{l_{n}}{\sqrt{T_{n}}} \text { is bounded }
$$

thus $\lim _{n \rightarrow \infty} e_{n} / \sqrt{T_{n}}$ must also be bounded, and this can happen if and only if $e_{n} \rightarrow 0$. This completes the proof of Theorem 3.2(2).

We now wish to study the case where $c(g, \sigma)=\infty$. Recall in this case $S_{k}$ is only defined on $\Lambda_{0} \times \mathbb{R}^{+}$. For a result similar to Theorem 3.2 to hold in the unbounded setting, we must restrict to a subset of $\Lambda_{0} \times \mathbb{R}^{+}$.
Definition 3.6. Suppose $K \subseteq \widetilde{M}$ is compact. Define $\Lambda_{0}^{K} \subseteq \Lambda_{0}$ to be the set of loops $x \in \Lambda_{0}$ such that there exists a lift $\tilde{x}: \mathbb{T} \rightarrow \widetilde{M}$ of $x$ such that $\tilde{x}(\mathbb{T}) \subseteq K$.

Here is the extension of Theorem 3.2 to the case $c(g, \sigma)=\infty$.

Proposition 3.7. Suppose that $c(g, \sigma)=\infty$. Let $A, B, k \in \mathbb{R}^{+}$and take $K \subseteq \tilde{M}$ to be compact. Suppose $\left(x_{n}, T_{n}\right) \subseteq \Lambda_{0}^{K} \times \mathbb{R}^{+}$satisfy

$$
\sup _{n}\left|S_{k}\left(x_{n}, T_{n}\right)\right| \leq A, \quad \sup _{n} T_{n} \leq B, \quad\left\|d_{\left(x_{n}, T_{n}\right)} S_{k}\right\|<1 / n .
$$

(1) If $\lim \inf T_{n}>0$, then passing to a subsequence if necessary the sequence $\left(x_{n}, T_{n}\right)$ is convergent in the $W^{1,2}$-topology.
(2) If $\lim \inf T_{n}=0$, then passing to a subsequence if necessary it holds that $S_{k}\left(x_{n}, T_{n}\right) \rightarrow 0$.
Proof. The proof proceeds exactly as before, since any primitive $\theta$ of $\tilde{\sigma}$ is bounded on $K$.

## 4. Supercritical energy levels: The case $k>c(g, \sigma)$

We now assume $c(g, \sigma)<\infty$, and study supercritical energies $k>c(g, \sigma)$. We aim to prove Theorem 1.1(1). The key fact we will use is the following result. As before, let $(\mathcal{M},\langle\cdot, \cdot\rangle)$ be a Riemannian Hilbert manifold, and let $S: \mathcal{M} \rightarrow \mathbb{R}$ be of class $C^{1}$.

Proposition 4.1. Suppose $S$ is bounded from below and satisfies the Palais-Smale condition, and suppose for every $A \in \mathbb{R}^{+}$the set $\{x \in \mathcal{M}: S(x) \leq A\}$ is complete. Then $S$ has a global minimum.

A proof may be found in [Contreras et al. 2000, Corollary 23]. Fix a nontrivial free homotopy class $v \in[\mathbb{T}, M]$. The aim of this section is to verify for $k>c(g, \sigma)$ that the functional $S_{k}$ on the Hilbert manifold $\Lambda_{v} \times \mathbb{R}^{+}$satisfies the hypotheses of Proposition 4.1, for then the global minimum whose existence Proposition 4.1 guarantees is our desired closed orbit of energy $k$.

The first step then is the following lemma, whose proof only requires $k \geq c(g, \sigma)$, and works for any free homotopy class $v \in[\mathbb{T}, M]$.
Lemma 4.2. Let $k \geq c(g, \sigma)$. Then $\left.S_{k}\right|_{\Lambda_{v} \times \mathbb{R}^{+}}$is bounded below.
Proof. The argument begins by replicating an argument seen earlier in Section 2. Fix a free homotopy class $v \in[\mathbb{T}, M]$ (which could be the trivial free homotopy class). Let $(x, T) \in \Lambda_{v} \times \mathbb{R}^{+}$, and let $x_{s}$ denote a free homotopy from $x_{0}=x$ to $x_{1}=x_{v}$. Let $z(s):=x_{s}(0)$. Lift $x_{s}$ to a homotopy $\tilde{x}_{s}$ in $\widetilde{M}$ with $\tilde{x}_{1}(t)=\tilde{x}_{v}(t)$, and let $\tilde{x}(t):=\tilde{x}_{0}(t), \quad \tilde{z}_{0}(s)=\tilde{x}_{s}(0)$ and $\tilde{z}_{1}(s)=\tilde{x}_{s}(1)$.

Now observe that if $R \subseteq \widetilde{M}$ denotes the rectangle $R=\operatorname{im} \tilde{x}_{s}$, then we have

$$
\int_{C(x)} \sigma=\int_{R} \tilde{\sigma}=\int_{R} d \theta=\int_{\partial R} \theta=\int_{\tilde{x} * \tilde{z}_{1} * \tilde{x}_{v}^{-1} * \tilde{z}_{0}^{-1}} \theta
$$

Suppose $\varphi \in \pi_{1}(M)$ denotes the unique covering transformation taking $\tilde{z}_{0}$ to $\tilde{z}_{1}$. Since $\langle\varphi\rangle \leq \pi_{1}(M)$ is an amenable subgroup, [Paternain 2006, Lemma 5.3] allows
us to assume that without loss of generality, $\theta$ is $\varphi$-invariant. Thus $\int_{\tilde{z}_{0}^{-1}} \theta+\int_{\tilde{z}_{1}} \theta=0$. It thus follows that

$$
\begin{equation*}
\int_{C(x)} \sigma=\int_{\tilde{x}} \theta+\int_{\tilde{x}_{v}^{-1}} \theta \tag{4-1}
\end{equation*}
$$

Let $\tilde{x}_{n}:=\varphi^{n} \tilde{x}$, and use similar notations for $\tilde{z}_{n}$ and $\tilde{x}_{v, n}$. Let $\tilde{y}_{n}:=\tilde{x}_{n}(t / T)$, so $\tilde{y}_{n}:[0, T] \rightarrow \tilde{M}$. Then for any $n \in \mathbb{N}$ we consider the closed loop $u_{n}:\left[0, T_{n}\right] \rightarrow \widetilde{M}$ defined by

$$
u_{n}=\tilde{y}_{0} * \tilde{y}_{1} * \cdots * \tilde{y}_{n} * \tilde{z}_{n+1} * \tilde{x}_{v, n}^{-1} * \cdots * \tilde{x}_{v, 1}^{-1} * \tilde{x}_{v}^{-1} * \tilde{z}_{0}^{-1}
$$

where $T_{n}:=(n+1) T+1+(n+1)+1$. We have

$$
\begin{aligned}
A_{k}\left(u_{n}\right)=(n+1)\left(\int_{0}^{T} \frac{1}{2}|\dot{\tilde{y}}(t)|^{2} d t+\right. & \left.\int_{0}^{1} \frac{1}{2}\left|\dot{\tilde{x}}_{v}^{-1}\right|^{2} d t-\int_{\tilde{y}_{0}} \theta-\int_{\tilde{x}_{v}^{-1}} \theta\right) \\
& +\int_{0}^{1} \frac{1}{2}\left|\dot{\tilde{z}}_{1}(t)\right|^{2} d t+\int_{0}^{1} \frac{1}{2}\left|\dot{\tilde{z}}_{0}^{-1}(t)\right|^{2} d t+k T_{n} .
\end{aligned}
$$

Now if $k \geq c(g, \sigma)$, then by definition of $c(g, \sigma)$ we have $A_{k}\left(u_{n}\right) \geq 0$. Thus,

$$
\begin{aligned}
0 \leq \int_{0}^{T} \frac{1}{2}\left|\dot{\tilde{y}}_{0}(t)\right|^{2} d t+\int_{0}^{1} \frac{1}{2}\left|\dot{\tilde{x}}_{v}^{-1}\right|^{2} d t- & \int_{\tilde{y}_{0}} \theta-\int_{\tilde{x}_{v}^{-1}} \theta+\frac{k T_{n}}{n+1} \\
& +\frac{1}{n+1}\left(\int_{0}^{1}\left|\dot{\tilde{z}}_{1}(t)\right|^{2} d t+\int_{0}^{1}\left|\dot{\tilde{z}}_{0}^{-1}(t)\right|^{2} d t\right)
\end{aligned}
$$

Letting $n \rightarrow \infty$ and substituting for the terms with $\tilde{y}_{0}$ we obtain

$$
\begin{equation*}
\int_{0}^{1} \frac{1}{2 T}|\dot{x}(t)|^{2} d t+\int_{0}^{1} \frac{1}{2}\left|\dot{x}_{v}^{-1}\right|^{2} d t-\int_{\tilde{x}} \theta-a_{v}+k(T+1) \geq 0 \tag{4-2}
\end{equation*}
$$

Now

$$
\begin{aligned}
S_{k}(x, T) & =\int_{0}^{1} \frac{1}{2 T}|\dot{x}(t)|^{2} d t+k T-\int_{C(x)} \sigma \\
& =\int_{0}^{1} \frac{1}{2 T}|\dot{x}(t)|^{2} d t+k T-\int_{\tilde{x}} \theta-a_{\nu}
\end{aligned}
$$

and hence by (4-1) and (4-2),

$$
S_{k}(x, T)+\int_{0}^{1} \frac{1}{2}\left|\dot{\tilde{x}}_{v}^{-1}(t)\right|^{2} d t+k \geq 0
$$

that is,

$$
S_{k}(x, T) \geq-\int_{0}^{1} \frac{1}{2}\left|\dot{\tilde{x}}_{v}(t)^{-1}\right|^{2} d t-k>-\infty
$$

Let us seti $i_{k, v}:=\inf _{(x, T) \in \Lambda_{v} \times \mathbb{R}^{+}} S_{k}(x, T)$, so that the lemma tells us $i_{k, v}>-\infty$ for $k \geq c(g, \sigma)$.

The next lemma implies that $\left\{\left.S_{k}\right|_{\Lambda_{v} \times \mathbb{R}^{+}} \leq A\right\}$ is complete for any $A \geq 0$.
Lemma 4.3. Suppose $c(g, \sigma)<\infty$. Let $v \in[\mathbb{T}, M]$ be a nontrivial free homotopy class and let $A \in \mathbb{R}^{+}$. There exists $T_{0}=T_{0}(A, k, v) \in \mathbb{R}^{+}$such that $T \geq T_{0}$ if $(x, T) \in \mathbb{D}(A, \infty, k, v)$.
Proof. Let $\tilde{x}$ denote a lift of $x$ and let $\tilde{y}:[0, T] \rightarrow \tilde{M}$ be the curve $t \mapsto \tilde{x}(t / T)$. Using (2-7) and (3-2), we compute that
$A \geq S_{k}(x, T)=A_{k}(\tilde{y})+a_{v} \geq \frac{b_{1}}{T} \int_{0}^{1}|\dot{\tilde{x}}|^{2} d t-\left(k-b_{2}\right) T+a_{v} \geq \frac{b_{1}}{T} l(v)-\left(k-b_{2}\right) T+a_{v}$,
where $l(v):=\inf \left\{\int_{0}^{1}|\dot{x}(t)| d t: x \in \Lambda_{v}\right\}$. Since $M$ is closed and $v$ is a nontrivial free homotopy class, we have $l(v)>0$, which implies the lemma.
Proof of Theorem 1.1(1). Take $k>c(g, \sigma)$, and fix a nontrivial free homotopy class $v \in[\mathbb{T}, M]$. Let $\left(x_{n}, T_{n}\right) \subseteq \mathbb{D}(A, \infty, k, v)$. We want to show that $\left(x_{n}, T_{n}\right)$ admits a convergent subsequence in the $W^{1,2}$-topology. In view of Theorem 3.2, it suffices to show that there exists $B>0$ such that $\left(x_{n}, T_{n}\right) \subseteq \mathbb{D}(A, B, k, v)$ and that $\lim \inf T_{n}>0$.

Lemma 4.4. The sequence $\left(T_{n}\right)$ is bounded above and bounded away from zero.
Proof. First we claim that $\left(T_{n}\right)$ is bounded. Indeed, if $c=c(g, \sigma)$,

$$
A \geq S_{k}\left(x_{n}, T_{n}\right)=S_{c}\left(x_{n}, T_{n}\right)+(k-c) T_{n} \geq i_{c, v}+(k-c) T_{n}
$$

and thus $\left(T_{n}\right)$ is bounded. Say $T_{n} \leq B$ for all $n$, where $B \in \mathbb{R}^{+}$. Passing to a subsequence we may assume that if $T:=\liminf T_{n}$, then $T_{n} \rightarrow T$. It remains to check $T>0$. From (3-1) and Lemma 3.3 if $T=0$, then $l_{n} \rightarrow 0$. This is a contradiction since $l_{n}>l(v)>0$ (see the proof of the previous lemma).

## 5. Subcritical energy levels: The case $k<c(g, \sigma)$

In this section we drop the assumption that $c(g, \sigma)<\infty$, and study subcritical energies $k<c(g, \sigma)$.

Mountain pass geometry. Again let $(\mathcal{M},\langle\cdot, \cdot\rangle)$ be a Riemannian Hilbert manifold and $S: \mathcal{M} \rightarrow \mathbb{R}$ a function of class $C^{2}$. Let $\Phi_{s}$ denote the (local) flow of $-\nabla S$. Define $\alpha: \mathcal{M} \rightarrow \mathbb{R}^{+} \cup\{\infty\}$ by

$$
\alpha(x):=\sup \left\{r>0: s \mapsto \Phi_{s}(x) \text { is defined on }[0, r]\right\} .
$$

An admissible time is a differentiable function $\tau: \mathcal{M} \rightarrow \mathbb{R}$ such that $0 \leq \tau(x)<\alpha(x)$ for all $x \in \mathcal{M}$.

Let $\mathscr{F}$ denote a family of subsets of $\mathcal{M}$, and define $\mu:=\inf _{F \in \mathscr{F}} \sup _{x \in F} S(x)$. Suppose that $\mu \in \mathbb{R}$. We say that $\mathscr{F}$ is $S$-forward invariant if the following holds: if $\tau$ is an admissible time such that $\tau(x)=0$ if $S(x) \leq \mu-\delta$ for some $\delta>0$, then for all $F \in \mathscr{F}$ the set $F_{\tau}:=\left\{\Phi_{\tau(x)}(x): x \in F\right\}$ is also a member of $\mathscr{F}$.

For convenience, given a subset $\mathscr{V} \subseteq \mathcal{M}$ and $a \in \mathbb{R}$, let $K_{a, \mathscr{V}}:=\operatorname{crit} S \cap S^{-1}(a) \cap \mathscr{V}$ denote the set of critical points of $S$ in $\mathscr{V}$ at the level $a$.

Our main tool will be the following mountain pass theorem, whose statement is similar to that of [Contreras 2006, Proposition 6.3]. In what follows, a strict local minimizer of a function $S: \mathcal{M} \rightarrow \mathbb{R}$ is a point $x \in \mathcal{M}$ such that there exists a neighborhood $\mathcal{N}$ of $x$ such that $S(y)>S(x)$ for all $y \in \mathcal{N} \backslash\{x\}$.

Theorem 5.1. Let $\mathcal{M}$ be a Riemannian Hilbert manifold and $S: \mathcal{M} \rightarrow \mathbb{R}$ a function of class $C^{2}$. Suppose we are given a sequence $\left(\mathscr{F}_{n}\right)$ of families of subsets of $\mathcal{M}$ with $\mathscr{F}_{n} \subseteq \mathscr{F}_{n+1}$ for all $n \in \mathbb{N}$. Set $\mathscr{F}_{\infty}:=\bigcup_{n} \mathscr{F}_{n}$. Set $\mu_{\infty}:=\inf _{F \in \mathscr{F}_{\infty}} \sup _{x \in F} S(x)$. Suppose in addition that
(1) $\mathscr{F}_{\infty}$ is $S$-forward invariant, and the sets $F \in \mathscr{F}_{\infty}$ are connected;
(2) $\mu_{\infty} \in \mathbb{R}$;
(3) the flow $\Phi_{s}$ of $-\nabla S$ is relatively complete on $\left\{\mu_{\infty}-\eta \leq S \leq \mu_{\infty}+\eta\right\}$ for some $\eta>0$;
(4) there are closed subsets $\left(\vartheta_{n}\right)$ of $\mathcal{M}$ such that for all $\varepsilon>0$, there exists $n(\varepsilon) \in \mathbb{N}$ such that for all $n \geq n(\varepsilon)$ there exists $F \in \mathscr{F}_{n}$ and $0<\varepsilon_{1}(n)<\varepsilon$ such that

$$
F \subseteq\left\{S \leq \mu_{\infty}-\varepsilon_{1}(n)\right\} \cup\left(U_{n} \cap\left\{S \leq \mu_{\infty}+\varepsilon\right\}\right) ; \quad \text { and }
$$

(5) there are closed subsets $\left(\mathscr{V}_{n}\right)$ and a sequence $\left(r_{n}\right) \subseteq \mathbb{R}^{+}$such that

$$
\mathscr{B}_{r_{n}}\left(U_{n}\right):=\left\{x \in \mathcal{M}: \operatorname{dist}\left(x, U_{n}\right)<r_{n}\right\} \subseteq \mathscr{V}_{n},
$$

and such that $\left.S\right|_{V_{n}}$ satisfies the Palais-Smale condition at the level $\mu_{\infty}$.
Then if $\mathscr{V}_{\infty}:=\bigcup_{n \in \mathbb{N}} \mathscr{V}_{n}$, then $S$ has a critical point $x \in \mathscr{V}_{\infty}$ with $S(x)=\mu_{\infty}$, that is, $K_{\mu_{\infty}, \vartheta_{\infty}} \neq \varnothing$. Moreover, if

$$
\begin{equation*}
\sup _{F \in \mathscr{F}_{\infty}} \inf _{x \in F} S(x)<\mu_{\infty} \tag{5-1}
\end{equation*}
$$

then there is a point in $K_{\mu_{\infty}, \vartheta_{\infty}}$ that is not a strict local minimizer of $S$.
The proof is an easy application of the following result, which can be found as [Contreras 2006, Lemma 6.2].

Lemma 5.2. Let $\mathcal{M}$ be a Riemannian Hilbert manifold and let $\mathcal{U} \subseteq \mathscr{V} \subseteq \mathcal{M}$ be closed subsets such that $\mathscr{B}_{r}(\vartheta) \subseteq \mathscr{V}$ for some $r>0$. Let $S: \mathcal{M} \rightarrow \mathbb{R}$ be a $C^{2}$ function, and let $\mu \in \mathbb{R}$ be such that $\left.S\right|^{q}$ satisfies the Palais-Smale condition at the level $\mu$.

Suppose also that the flow $\Phi_{s}$ of $-\nabla S$ is relatively complete on $\{|S-\mu| \leq \eta\}$ for some $\eta>0$.

Then if $\mathcal{N}$ is any neighborhood of $K_{\mu, \mathcal{V}}$ relative to $\mathscr{V}$, then for any $\lambda>0$ there exists $\varepsilon$ and $\delta$ with $0<\varepsilon<\delta<\lambda$ such that for any $0<\varepsilon_{1}<\varepsilon$ there exists an admissible time $\tau$ such that $\tau(x)=0$ for all $x \in\{|S-\mu| \geq \delta\}$, and such that if

$$
F:=\left\{S \leq \mu-\varepsilon_{1}\right\} \cup(\vartheta \cap\{S \leq \mu+\varepsilon\}),
$$

then $F_{\tau} \subseteq \mathcal{N} \cup\left\{S \leq \mu-\varepsilon_{1}\right\}$.
Proof of Theorem 5.1. We will show that $K_{\mu_{\infty}, \mathscr{V}_{n}} \neq \varnothing$ for $n$ large enough. Fix $0<\varepsilon<\delta<\lambda:=1$ as in the statement of Lemma 5.2. By hypothesis there exists $n(\varepsilon) \in \mathbb{N}$ such that for all $n \geq n(\varepsilon)$ there exists $0<\varepsilon_{1}(n)<\varepsilon$ and $F \in \mathscr{F}_{n}$ such that

$$
F \subseteq\left\{S \leq \mu_{\infty}-\varepsilon_{1}(n)\right\} \cup\left(U_{n} \cap\left\{S \leq \mu_{\infty}+\varepsilon\right\}\right)
$$

For such $n$, we have $K_{\mu_{\infty}, \mathscr{V}_{n}} \neq \varnothing$. Indeed, if $K_{\mu_{\infty}, \mathscr{V}_{n}}=\varnothing$, by Lemma 5.2, there exists an admissible time $\tau$ such that $\tau \equiv 0$ on $\left\{S \leq \mu_{\infty}-\delta\right\}$, and such that $F_{\tau}$ satisfies $F_{\tau} \subseteq\left\{S \leq \mu_{\infty}-\varepsilon_{1}(n)\right\}$ (for we may take $\mathcal{N}=\varnothing$ in Lemma 5.2). Since $\mathscr{F}_{\infty}$ is forward invariant, $F_{\tau} \in \mathscr{F}_{\infty}$. This contradicts the definition of $\mu_{\infty}$.

To prove the last statement, suppose that $K_{\mu_{\infty}, \vartheta_{\infty}}$ consists entirely of strict local minimizers, and that (5-1) holds. Choose $\lambda_{0}>0$ such that

$$
\sup _{F \in \mathscr{F}_{\infty}} \inf _{x \in F} S(x)<\mu_{\infty}-2 \lambda_{0} .
$$

For each $x \in K_{\mu_{\infty}, V_{\infty}}$, let $\mathcal{N}(x)$ denote a neighborhood of $x$ such that $S(y)>S(x)$ for all $y \in \mathcal{N}(x) \backslash\{x\}$, and let

$$
\mathcal{N}_{0}:=\bigcup_{x \in K_{\mu_{\infty}, \gamma_{\infty}}} \mathcal{N}(x) \quad \text { and } \quad \mathcal{N}_{n}:=\mathcal{N}_{0} \cap \mathscr{V}_{n} \text { for each } n \in \mathbb{N}
$$

Let $0<\varepsilon<\delta<\lambda_{0}$ be given by Lemma 5.2 for $\mathcal{N}_{0}$. By hypothesis there exists $n(\varepsilon) \in \mathbb{N}$ such that for all $n \geq n(\varepsilon)$ there exists $0<\varepsilon_{1}(n)<\varepsilon$ and $F \in \mathscr{F}_{n}$ such that

$$
F \subseteq\left\{S \leq \mu_{\infty}-\varepsilon_{1}(n)\right\} \cup\left(थ_{n} \cap\left\{S \leq \mu_{\infty}+\varepsilon\right\}\right) .
$$

By Lemma 5.2, there exists an admissible time $\tau$ such that $\tau \equiv 0$ on $\left\{S \leq \mu_{\infty}-\delta\right\}$ and such that $F_{\tau} \subseteq \mathcal{N}_{n} \cup\left\{S \leq \mu_{\infty}-\varepsilon_{1}(n)\right\} \subseteq \mathcal{N}_{0} \cup\left\{S \leq \mu_{\infty}-\varepsilon_{1}(n)\right\}$. By definition of $\mathcal{N}_{0}$, the sets $\mathcal{N}_{0}$ and $\left\{S \leq \mu_{\infty}-\varepsilon_{1}(n)\right\}$ are disjoint, so $\mathcal{N}_{0} \cup\left\{S \leq \mu_{\infty}-\varepsilon_{1}(n)\right\}$ is disconnected. Since $F_{\tau}$ is connected by hypothesis, we either have $F_{\tau} \subseteq \mathcal{N}_{0}$ and $F_{\tau} \cap\left\{S \leq \mu_{\infty}-\varepsilon_{1}(n)\right\}=\varnothing$, or $F_{\tau} \subseteq\left\{S \leq \mu_{\infty}-\varepsilon_{1}(n)\right\}$. The former fails since $\varepsilon_{1}(n)<\varepsilon<\lambda_{0}$, and the value of $S$ decreases under $\Phi_{s}$, and the latter contradicts the definition of $\mu_{\infty}$.

Proof of the second statement of Theorem 1.1(2). The main tool we will use will be Theorem 5.1. The first step however is the following result, whose statement and proof closely parallel [Contreras 2006, Proposition C].
Proposition 5.3. Let $k \in \mathbb{R}^{+}$. Then there exists a constant $\mu_{0}>0$ such that if $f: I \rightarrow \Lambda_{0} \times \mathbb{R}^{+}$is any path such that, with $f(0)=\left(x_{0}, T_{0}\right)$ and $f(1)=\left(x_{1}, T_{1}\right)$, we have
(1) $S_{k}\left(x_{0}, T_{0}\right)<0$, and
(2) $x_{1}$ is the constant curve $x_{1}(t) \equiv x_{0}(0)$,
then $\sup _{s \in I} S_{k}(f(s))>\mu_{0}>0$.
Remark. The constant $\mu_{0}$ does not depend on $T_{1}$.
In the statement of the following, as before, we put $l(x):=\int_{0}^{1}|\dot{x}(t)| d t$.
Lemma 5.4 [Contreras 2006, Lemma 5.1]. Let $\theta \in \Omega^{1}(\widetilde{M})$. Given any $q \in \widetilde{M}$ and any open neighborhood $V \subseteq \tilde{M}$ of $q$, there exists an open neighborhood $W \subseteq V$ of $q$ and a constant $\beta>0$ such that $\left|\int_{x} \theta\right| \leq \beta l(x)^{2}$ for any closed curve $x: I \rightarrow W$.
Proof of Proposition 5.3. Compactness of $M$ and the previous lemma imply that there exists $\beta, \rho_{0}>0$ such that if $x: I \rightarrow M$ is any closed contractible curve with $x(I)$ contained in a ball of radius $\rho_{0}$ then $\left|\int_{C(x)} \sigma\right| \leq \beta l(x)^{2}$. Let $q:=x_{0}(0)$ and let $W$ denote the ball of radius $\rho_{0}$ about $q$. Pick $\rho \in \mathbb{R}^{+}$such that

$$
0<\rho<\min \left\{\rho_{0}, \sqrt{k /(2 \beta)^{2}}\right\}
$$

Write $f(s)=\left(x_{s}, T_{s}\right)$, so $x_{s} \in \Lambda_{0}$ for all $s$. We claim that there exists $s_{0} \in(0,1)$ such that $l\left(x_{s_{0}}\right)=\rho$. Since the functional $s \mapsto l\left(x_{s}\right)$ is continuous and $l\left(x_{0}\right)=0$, it suffices to show that there exists $s_{1} \in[0,1)$ such that $l\left(x_{s_{1}}\right)>\rho$.

If there exists $s_{1} \in[0,1)$ such that $x_{s_{1}}(I) \varsubsetneqq W$, then we are done, since then $l\left(x_{s_{1}}\right) \geq \rho_{0}>\rho$. The other possibility is that $x_{s}(I) \subseteq W$ for all $s \in I$. In this case we claim that we may take $s_{1}=0$, that is, $l\left(x_{0}\right)>\rho$. By assumption if $y_{0}(t)=x_{0}\left(t / T_{0}\right)$, we have

$$
\begin{align*}
0>S_{k}\left(x_{0}, T_{0}\right) & =\int_{0}^{1} \frac{1}{2 T_{0}}\left|\dot{x}_{0}(t)\right|^{2} d t+k T_{0}-\int_{C\left(x_{0}\right)} \sigma \\
& \geq \frac{1}{2 T_{0}} l\left(x_{0}\right)^{2}+k T_{0}-\left|\int_{x_{0}} \theta\right| \\
& \geq\left(\frac{1}{2 T_{0}}-\beta\right) l\left(x_{0}\right)^{2}+k T_{0} \tag{5-2}
\end{align*}
$$

where the second inequality came from (3-1) and the third from Lemma 5.4. From this it follows that $T_{0}>1 /(2 \beta)$, and thus

$$
l\left(x_{0}\right)^{2}>\frac{k T_{0}}{\beta-1 /\left(2 T_{0}\right)}>\frac{k}{2 \beta^{2}}>\rho^{2}
$$

and we are done as before.
We claim finally that $S_{k}\left(f\left(s_{0}\right)\right)>0$. Since $x_{s_{0}} \in C_{M}^{\text {ac }}(q, q)$ and $l\left(x_{s_{0}}\right)<\rho_{0}$, we have $x_{s_{0}}(I) \subseteq W$. In particular, (5-2) holds for $x_{s_{0}}$, and so we have

$$
S_{k}\left(f\left(s_{0}\right)\right) \geq\left(\frac{1}{2 T_{s_{0}}}-\beta\right) \ell^{2}+k T_{s_{0}}=P\left(T_{s_{0}}\right) \geq \min _{t \in \mathbb{R}^{+}} P(t)
$$

where $P(t):=(1 /(2 t)-\beta) \rho^{2}+k t$. It is elementary to see that

$$
\min _{t \in \mathbb{R}^{+}} P(t)=\sqrt{\rho^{2} /(2 k)}=: \mu_{0}>0
$$

and this completes the proof.
The next lemma will be needed to prove relative completeness of the flow of $-\nabla S_{k}$ on any interval not containing zero.
Lemma 5.5. There exists a constant $C>0$ such that for any $\left(x_{0}, T_{0}\right) \in \Lambda_{M} \times \mathbb{R}^{+}$ and any $r>0$, if $\left(x_{1}, T_{1}\right) \in \Lambda_{M} \times \mathbb{R}^{+}$satisfies $\operatorname{dist}\left(\left(x_{0}, T_{0}\right),\left(x_{1}, T_{1}\right)\right)<r$, then

$$
\left|T_{0}-T_{1}\right|<r \quad \text { and } \quad \operatorname{dist}_{\mathrm{HD}}\left(x_{0}, x_{1}\right)<C r .
$$

This result is essentially proved by Contreras [2006, Lemma 2.3]; Contreras used a different metric on $\Lambda_{M} \times \mathbb{R}^{+}$, which meant that an additional condition was imposed in the statement of the lemma. Since we are working with the standard metric (2-1) on $\Lambda_{M} \times \mathbb{R}^{+}$this additional condition is not needed, and the proof in [Contreras 2006] goes through without any changes.
Corollary 5.6. Let $K \subseteq \widetilde{M}$ and $B>0$. Let $थ:=\left\{(x, T) \in \Lambda_{0}^{K} \times \mathbb{R}^{+}: T \leq B\right\}$. Let $C$ be as in the statement of Lemma 5.5. Then if $L \subseteq \widetilde{M}$ satisfies

$$
\left\{q \in \widetilde{M}: \operatorname{dist}_{\tilde{g}}\left(q, q^{\prime}\right) \leq C r \text { for some } q^{\prime} \in K\right\} \subseteq L
$$

and we set $\mathscr{V}:=\left\{(x, T) \in \Lambda_{0}^{L} \times \mathbb{R}^{+}: T \leq B+r\right\}$, then $\mathscr{B}_{r}(\vartheta) \subseteq \mathscr{V}$.
Proof. Suppose $\left(x_{1}, T_{1}\right) \in \mathscr{B}_{r}(U)$. Then there exists $\left(x_{0}, T_{0}\right) \in U$ with

$$
\operatorname{dist}\left(\left(x_{0}, T_{0}\right),\left(x_{1}, T_{1}\right)\right)<r
$$

By Lemma 5.5, $\operatorname{dist}_{\mathrm{HD}}\left(x_{0}, x_{1}\right)<C r$ and $\left|T_{0}-T_{1}\right|<r$. Thus $\left(x_{1}, T_{1}\right) \in \mathscr{V}$.
Next, we prove relative completeness of the flow of $-\nabla S_{k}$ on any interval that doesn't contain zero. This proof is very similar to [Contreras 2006, Lemma 6.9].
Lemma 5.7. For all $k \in \mathbb{R}^{+}$, if $[a, b] \subseteq \mathbb{R}$ is an interval such that $0 \notin[a, b]$, then the local flow of $-\nabla S_{k}$ is relatively complete on $\left(\Lambda_{0} \times \mathbb{R}^{+}\right) \cap\left\{a \leq S_{k} \leq b\right\}$.
Proof. Let $\Phi_{s}: \Lambda_{M} \times \mathbb{R}^{+} \rightarrow \Lambda_{M} \times \mathbb{R}^{+}$denote the local flow of the vector field $-\nabla S_{k}$. Then for any $(x, T) \in \Lambda_{M} \times \mathbb{R}^{+}$,

$$
S_{k}\left(\Phi_{s_{1}}(x, T)\right)-S_{k}\left(\Phi_{s_{2}}(x, T)\right)=\int_{s_{1}}^{s_{2}}\left|\nabla S_{k}\left(\Phi_{s}(x, T)\right)\right|^{2} d s
$$

By the Cauchy-Schwarz inequality we see that

$$
\begin{aligned}
\operatorname{dist}\left(\Phi_{s_{1}}(x, T), \Phi_{s_{2}}(x, T)\right)^{2} & \leq\left(\int_{s_{1}}^{s_{2}}\left|\nabla S_{k}\left(\Phi_{s}(x, T)\right)\right| d s\right)^{2} \\
& \leq\left|s_{1}-s_{2}\right| \int_{s_{1}}^{s_{2}}\left|\nabla S_{k}\left(\Phi_{s}(x, T)\right)\right|^{2} d s,
\end{aligned}
$$

and hence

$$
\begin{equation*}
\operatorname{dist}\left(\Phi_{s_{1}}(x, T), \Phi_{s_{2}}(x, T)\right)^{2} \leq\left|s_{1}-s_{2}\right|\left|S_{k}\left(\Phi_{s_{1}}(x, T)\right)-S_{k}\left(\Phi_{s_{2}}(x, T)\right)\right| \tag{5-3}
\end{equation*}
$$

Now suppose we are given a pair $(x, T) \in \Lambda_{0} \times \mathbb{R}^{+}$, such that there exists $a, b \in \mathbb{R}$ with $0 \notin[a, b]$ and

$$
a \leq S_{k}\left(\Phi_{s}(x, T)\right) \leq b \quad \text { for all } s \text { such that } \Phi_{s}(x, T) \text { is defined. }
$$

Let $[0, \alpha)$ be the maximum interval of definition of $s \mapsto \Phi_{s}(x, T)$, where $\alpha>0$. To complete the proof we need to show $\alpha=\infty$. Suppose the contrary.

Write $\Phi_{s}(x, T)=\left(x_{s}, T_{s}\right)$. If $s_{n} \uparrow \alpha$, then $\left(\Phi_{s_{n}}(x, T)\right)=:\left(x_{n}, T_{n}\right)$ is a Cauchy sequence in $\left(\Lambda_{0} \times \mathbb{R}^{+}\right) \cap\left\{a \leq S_{k} \leq b\right\}$ by (5-3). Thus $T_{\alpha}:=\lim _{s \uparrow \alpha} T_{s}$ exists and is finite.

If $T_{\alpha}>0$, then $\left(x_{\alpha}, T_{\alpha}\right):=\lim _{n \rightarrow \infty}\left(x_{n}, T_{n}\right)$ exists and is equal to $\Phi_{\alpha}(x, T)$ since the sequence $\left(x_{n}, T_{n}\right)$ is Cauchy. Since $S_{k}$ is $C^{2}$ we can extend the solution $s \mapsto \Phi_{s}(x, T)$ at $s=\alpha$, contradicting the definition of $\alpha$. Thus $T_{\alpha}=0$. Hence there exists a sequence $s_{m} \uparrow \alpha$ such that $\frac{d}{d s} T_{s_{m}} \leq 0$. As before write $x_{m}:=x_{s_{m}}$ and $T_{m}:=T_{s_{m}}$. By (5-3) and Lemma 5.5, we may assume there exists a compact set $K \subseteq \tilde{M}$ such that $\left(x_{m}, T_{m}\right) \subseteq \Lambda_{0}^{K} \times \mathbb{R}^{+}$for all $m$. If $y_{m}(t):=x_{m}\left(t / T_{m}\right)$, then

$$
0 \geq \frac{d}{d s} T_{m}=-\frac{\partial}{\partial T} S_{k}\left(x_{m}, T_{m}\right)=\frac{1}{T_{m}} \int_{0}^{T_{m}}\left(-k+E\left(y_{m}, \dot{y}_{m}\right)\right) d t=-k+\frac{e_{m}}{T_{m}}
$$

where the penultimate equality uses (2-6). Since $\lim _{m \rightarrow \infty} T_{m}=0$, this forces $\lim _{m \rightarrow \infty} e_{m}=0$. As in the proof of the second part of Theorem 3.2, this implies $S_{k}\left(x_{m}, T_{m}\right) \rightarrow 0$, contradicting the fact that $0 \notin[a, b]$. This implies that we must have originally had $\alpha=\infty$, and so completes the proof.

We now move towards proving Theorem 1.1(2). In fact, we will prove a stronger result, which is based on [Contreras 2006, Proposition 7.1]:

Proposition 5.8. Let $c=c(g, \sigma) \in \mathbb{R} \cup\{\infty\}$. For almost all $k \in(0, c)$ there exists a contractible closed orbit of $\phi_{t}$ with energy $k$. This orbit has positive $S_{k}$-action, and is not a strict local minimizer of $S_{k}$ on $\Lambda_{0} \times \mathbb{R}^{+}$. This holds for a specific $k \in(0, c)$ if $S_{k}$ is known to satisfy the Palais-Smale condition on the level $k$.
Proof. Fix $k_{0} \in(0, c)$. There exists $\left(x_{0}, T_{0}\right) \in \Lambda_{0} \times \mathbb{R}^{+}$such that $S_{k_{0}}\left(x_{0}, T_{0}\right)<0$. Indeed, there exists a closed curve $\tilde{y}:\left[0, T_{0}\right] \rightarrow \widetilde{M}$ such that $A_{k_{0}}(\tilde{y})<0$. Then the
projection $y:\left[0, T_{0}\right] \rightarrow M$ of $\tilde{y}$ to $M$ is a closed curve, and if $x_{0}(t):=y\left(t T_{0}\right)$, then $\left(x_{0}, T_{0}\right) \in \Lambda_{0} \times \mathbb{R}^{+}$and $S_{k_{0}}\left(x_{0}, T_{0}\right)=A_{k_{0}}(\tilde{y})<0$. There exists $\varepsilon>0$ such that for all $k \in J:=\left[k_{0}, k_{0}+\varepsilon\right]$, we have $S_{k}\left(x_{0}, T_{0}\right)<0$.

Let $x_{1}$ denote the constant loop at $x_{0}(0)$. Given $k \in J$, let $\mu_{0}(k)>0$ be the constant given by Proposition 5.3 such that any path $f \in C^{0}\left(I, \Lambda_{0} \times \mathbb{R}^{+}\right)$with $f(0)=\left(x_{0}, T_{0}\right)$ and $f(1)=\left(x_{1}, T\right)$ for some $T>0$ has $\sup _{s \in I} S_{k}(f(s))>\mu_{0}(k)$. Choose $T_{1}>0$ such that $T_{1}<\inf _{k \in J} \mu_{0}(k) / k$. Then

$$
\max \left\{S_{k}\left(x_{0}, T_{0}\right), S_{k}\left(x_{1}, T_{1}\right)\right\}=k T_{1}<\mu_{0}(k) \quad \text { for all } k \in J
$$

Set $\Gamma:=\left\{f \in C^{0}\left(I, \Lambda_{0} \times \mathbb{R}^{+}\right): f(0)=\left(x_{0}, T_{0}\right), f(1)=\left(x_{1}, T_{1}\right)\right\}$. Let $\left(K_{n}\right) \subseteq \widetilde{M}$ denote compact sets such that $K_{n} \subseteq K_{n+1}$ and $\bigcup_{n} K_{n}=\widetilde{M}$. Let

$$
\Gamma_{n}:=\Gamma \cap C^{0}\left(I, \Lambda_{0}^{K_{n}} \times \mathbb{R}^{+}\right)
$$

Define $\mu_{n}(k):=\inf _{f \in \Gamma_{n}} \sup _{s \in I} S_{k}(f(s))$ and $\mu_{\infty}(k):=\inf _{f \in \Gamma} \sup _{s \in I} S_{k}(f(s))$ for $k \in J$. Then $\mu_{n}(k) \geq \mu_{n+1}(k) \geq \mu_{\infty}(k) \geq \mu_{0}(k)$ for all $n \in \mathbb{N}$ and $k \in J$, and the functions $\mu_{n}: J \rightarrow \mathbb{R}$ converge pointwise to $\mu_{\infty}$. Both $\mu_{n}$ and $\mu_{\infty}$ are nondecreasing. Since $\mu_{\infty}$ is nondecreasing, by Lebesgue's theorem there exists a subset $J_{0} \subseteq\left(k_{0}, k_{0}+\varepsilon\right)$ with $J \backslash J_{0}$ having measure zero such that $\left.\mu_{\infty}\right|_{J_{0}}$ is locally Lipschitz. In other words, for all $j \in J_{0}$ there exist constants $M(j)>0$ and $\delta(j)>0$ such that

$$
\left|\mu_{\infty}(j+\delta)-\mu_{\infty}(j)\right|<M(j)|\delta| \quad \text { for all }|\delta|<\delta(j)
$$

Fix $j \in J_{0}$ and a sequence $\left(j_{m}\right) \subseteq J_{0}$ with $j_{m} \downarrow j$. Let $f_{n, m} \in \Gamma_{n}$ be paths such that

$$
\max _{s \in I} S_{j_{m}}\left(f_{n, m}(s)\right) \leq \mu_{n}\left(j_{m}\right)+\left(j_{m}-j\right)
$$

Next, define $u_{n}:=\left\{(x, T) \in \Lambda_{0}^{K_{n}} \times \mathbb{R}^{+}: T \leq M(j)+2\right\}$. Choose another collection $\left(L_{n}\right) \subseteq \widetilde{M}$ of compact sets such that $K_{n} \subseteq L_{n}$, and such that $\mathscr{B}_{1}\left(U_{n}\right) \subseteq \mathscr{V}_{n}$ for $\mathscr{V}_{n}:=\left\{(x, T) \in \Lambda_{0}^{L_{n}} \times \mathbb{R}^{+}: T \leq M(j)+3\right\}$. Such a collection $\left(L_{n}\right)$ exists by Corollary 5.6. Since $\mu_{\infty}(j) \neq 0$, from Proposition 3.7 it follows that $S_{j} \mid V_{n}$ satisfies the Palais-Smale condition at the level $\mu_{\infty}(j)$ for all $n \in \mathbb{N}$.

Since $k \mapsto S_{k}(x, T)$ is increasing,

$$
\begin{equation*}
\max _{s \in I} S_{j}\left(f_{n, m}(s)\right) \leq \max _{s \in I} S_{j_{m}}\left(f_{n, m}(s)\right) \leq \mu_{n}\left(j_{m}\right)+\left(j_{m}-j\right) \tag{5-4}
\end{equation*}
$$

If $s \in I$ is such that $S_{j}\left(f_{n, m}(s)\right)>\mu_{\infty}(j)-\left(j_{m}-j\right)$, writing $f_{n, m}(s)=:\left(x_{s}^{n, m}, T_{s}^{n, m}\right)$ we have

$$
\begin{aligned}
T_{s}^{n, m} & =\frac{S_{j_{m}}\left(f_{n, m}(s)\right)-S_{j}\left(f_{n, m}(s)\right)}{j_{m}-j} \\
& \leq \frac{\mu_{\infty}\left(j_{m}\right)-\mu_{n}(j)}{j_{m}-j}+2 \leq \frac{\mu_{\infty}\left(j_{m}\right)-\mu_{\infty}(j)}{j_{m}-j}+2 \leq M(j)+2
\end{aligned}
$$

for $n$ large enough.
Given $\varepsilon>0$, first choose $m$ large enough that $j_{m}-j<\varepsilon /(2(M(j)+1))$, and then select $n$ large enough that $\mu_{n}\left(j_{m}\right)-\mu_{\infty}\left(j_{m}\right)<\varepsilon / 2$. Then

$$
\begin{aligned}
\mu_{n}\left(j_{m}\right)- & \mu_{\infty}(j)+\left(j_{m}-j\right) \\
& =\left(\mu_{n}\left(j_{m}\right)-\mu_{\infty}\left(j_{m}\right)\right)+\left(\mu_{\infty}\left(j_{m}\right)-\mu_{\infty}(j)\right)+\left(j_{m}-j\right) \\
& <\varepsilon / 2+M(j)\left(j_{m}-j\right)+\left(j_{m}-j\right)<\varepsilon
\end{aligned}
$$

Then by (5-4),

$$
f_{n, m}(I) \subseteq\left\{S_{j} \leq \mu_{\infty}(j)-\left(j_{m}-j\right)\right\} \cap\left(u_{n} \cap\left\{S_{j} \leq \mu_{\infty}(j)+\varepsilon\right\}\right) .
$$

Since $\mu_{\infty}(j) \neq 0$, by Lemma 5.7 the gradient flow of $-S_{j}$ is relatively complete on $\left\{\mu_{\infty}(j)-\eta \leq S_{j} \leq \mu_{\infty}(j)+\eta\right\}$ for some $\eta>0$. Theorem 5.1 then gives a critical point for $\left.S_{j}\right|_{\Lambda_{0} \times \mathbb{R}^{+}}$that is not a strict local minimizer (here we are applying Theorem 5.1 with $\mathscr{F}_{n}:=\left\{f(I): f \in \Gamma_{n}\right\}$ ).

Finally, suppose that $k<c(g, \sigma) \leq \infty$ is such that $S_{k}$ satisfies the Palais-Smale condition. Then the theorem is immediate from Lemma 5.7 and Theorem 5.1. Indeed, by Lemma 5.7 we may simply take $U_{n}=\mathscr{V}_{n}=\mathscr{V}_{\infty}=\Lambda_{0} \times \mathbb{R}^{+}$, as then the hypotheses of Theorem 5.1 are trivially satisfied. This completes the proof of Theorem 1.1.
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# RINGEL-HALL ALGEBRAS AND TWO-PARAMETER QUANTIZED ENVELOPING ALGEBRAS 

XIN TANG

Let $\mathfrak{g}$ be a finite-dimensional complex simple Lie algebra and $\boldsymbol{\Lambda}$ be the finitedimensional hereditary algebra associated to $\mathfrak{g}$. Let $U_{r, s}^{+}(\mathfrak{g})$ (respectively $\left.U_{r, s}^{\geq 0}(\mathfrak{g})\right)$ denote the two-parameter quantized enveloping algebra of the positive maximal nilpotent (respectively Borel) Lie subalgebra of $\mathfrak{g}$. We study the two-parameter quantized enveloping algebras $U_{r, s}^{+}(\mathfrak{g})$ and $U_{r, s}^{\geq 0}(\mathfrak{g})$ using the approach of Ringel-Hall algebras. First of all, we show that $U_{r, s}^{+}(\mathfrak{g})$ is isomorphic to a certain two-parameter twisted Ringel-Hall algebra $H_{r, s}(\Lambda)$, which generalizes a result of Reineke. Based on detailed computations in $H_{r, s}(\Lambda)$, we show that $H_{r, s}(\Lambda)$ can be presented as an iterated skew polynomial ring. As an result, we obtain a PBW-basis for $H_{r, s}(\Lambda)$, which can be further used to construct a PBW-basis for the two-parameter quantized enveloping algebra $U_{r, s}(\mathfrak{g})$. We also show that all prime ideals of $\boldsymbol{U}_{r, s}^{+}(\mathfrak{g})$ are completely prime under some mild conditions on the parameters $r, s$. Second, we study the two-parameter extended Ringel-Hall algebra $\overline{H_{r, s}(\Lambda)}$. In particular, we define a Hopf algebra structure on $\overline{H_{r, s}(\Lambda)}$; and we prove that $U_{r, s}^{\geq 0}(\mathfrak{g})$ is isomorphic as a Hopf algebra to the two-parameter extended Ringel-Hall algebra $\overline{\boldsymbol{H}_{r, s}(\boldsymbol{\Lambda})}$.

## Introduction

The interest in two-parameter quantum groups (or multiparameter quantum groups) arose in the early 1990s. Various definitions (or constructions) of two-parameter quantum groups (or multiparameter quantum groups) have appeared in the vast literature [Artin et al. 1991; Chin and Musson 1996; Dobrev and Parashar 1993; Doi and Takeuchi 1994; Jing 1992; Kulish 1990; Reshetikhin 1990; Sudbery 1990]. In particular, Takeuchi [1990] defined the two-parameter quantum groups associated to the general linear Lie algebras $\mathfrak{g l}_{n}$ and the special linear Lie algebras $\mathfrak{s l}_{n}$. These quantum groups are certain two-parameter deformations of the universal enveloping algebras $U(\mathfrak{g})$ of the Lie algebras $\mathfrak{g}$. Motivated by the connections

[^8]to the study of down-up algebras, Takeuchi's two-parameter quantum groups have been reinvestigated by Benkart and Witherspoon [2004b]. In contrast to Takeuchi's two-parameter quantum groups, the two-parameter quantum groups they defined have the opposite coproduct.

Recently, more research efforts have been focused on finding similar constructions of the two-parameter quantum groups associated to other finite-dimensional complex simple Lie algebras $\mathfrak{g}$ and Kac-Moody algebras, and studying their ringtheoretic properties and representation theory [Bergeron et al. 2006; Benkart et al. 2006; Benkart and Witherspoon 2004a; Hu et al. 2008; Hu and Pei 2008]. For the finite-dimensional simple Lie algebras $\mathfrak{g}, \mathrm{Hu}$ and Pei [2008] formulated a uniform construction of the two-parameter quantum groups $U_{r, s}(\mathfrak{g})$ in terms of Ringel form. All these constructions and their modifications can also be unified by using the methods of Kharchenko [2002; 1999], in which a variety of quantum enveloping algebras were constructed from certain quantification matrices. The two-parameter quantum groups $U_{r, s}(\mathfrak{g})$ are similar to the one-parameter quantum groups in many aspects: They are also Hopf algebras and admit both the triangular decompositions and the Drinfeld double realizations. Indeed, they share a similar representation and structure theory with their one-parameter analogue. However, the two-parameter quantum groups possess a more complicated structure and less symmetry, which makes them more difficult to study.

To effectively study the two-parameter quantum groups $U_{r, s}(\mathfrak{g})$, it is natural to first study their important subalgebras such as $U_{r, s}^{+}(\mathfrak{g})$ and $U_{r, s}^{\geq 0}(\mathfrak{g})$, which can be regarded as the two-parameter quantized enveloping algebras of the nilpotent subalgebras $\mathfrak{n}^{+}$and the Borel subalgebras $\mathfrak{b}^{+}$of $\mathfrak{g}$.

In this paper, we will study these algebras from the viewpoint of two-parameter Ringel-Hall algebras. This approach has played a very important role in the study of one-parameter quantum groups $U_{q}(\mathfrak{g})$ [Green 1995; Lusztig 1993; 1990; Ringel 1990b; 1996; 1993; 1990c; 1990a; Xiao 1997]. It is well known that the quantized enveloping algebras $U_{q}(\mathfrak{g})$ can be realized as the reduced Drinfeld doubles of the extended Ringel-Hall algebras $H_{v}^{*}(\Lambda)$ of a certain finite-dimensional hereditary algebra associated to $\mathfrak{g}$. The one-parameter quantized enveloping algebra $U_{q}(\mathfrak{g})$ is first defined via generators and relations. Thus a first priority in the study of $U_{q}(\mathfrak{g})$ is to provide more information on the Hopf algebra structure of $U_{q}(\mathfrak{g})$ and construct good bases for $U_{q}(\mathfrak{g})$ as an algebra. These can be successfully fulfilled by using the Ringel-Hall algebra realization of $U_{q}(\mathfrak{g})$. Furthermore, this realization contributes significantly to the construction of canonical bases for $U_{q}^{+}(\mathfrak{g})$ via the representation theory of finite-dimensional hereditary algebras [Ringel 1996; Lusztig 1990]. For more details about Ringel-Hall algebras and their applications to the study of oneparameter quantum groups $U_{q}(\mathfrak{g})$, see [Green 1995; Ringel 1990b; 1996] and the references therein.

Let $\mathfrak{g}$ be a finite-dimensional complex simple Lie algebra of type $A, D, E$ and $\Lambda$ be the finite-dimensional hereditary algebra associated to $\mathfrak{g}$. Indeed, $\Lambda$ is the path algebra of the corresponding Dynkin quiver associated to $\mathfrak{g}$. Reineke [2001], for the purpose of studying the monoid ring arising from generic extensions, defined a twoparameter Ringel-Hall algebra $H_{r, s}(\Lambda)$ of $\Lambda$. He proved that $H_{r, s}(\Lambda)$ is isomorphic to Takeuchi's two-parameter quantization $\bigcup_{r, s}\left(\mathfrak{n}^{+}\right)$, where $U_{r, s}\left(\mathfrak{n}^{+}\right)=U_{r, s}^{+}(\mathfrak{g})$ is the two-parameter quantized enveloping algebra of the nilpotent subalgebra $\mathfrak{n}^{+}$of the Lie algebra $\mathfrak{g}$.

In this paper, we will generalize Reineke's definition to any finite-dimensional complex simple Lie algebra $\mathfrak{g}$. In the case of nonsimply connected Lie algebras, there are no quivers and path algebras available, so we will take $\Lambda$ to be the corresponding finite-dimensional hereditary tensor algebra associated to the k-species [Dlab and Ringel 1975; 1976]. By Ringel's results [1990c; 1990a], the Hall polynomials exist for the extensions between modules in the category $\Lambda$-mod. Reineke's definition of two-parameter Ringel-Hall algebras depends solely on the existence of Hall polynomials, and it can thus be applied to all finite-dimensional complex Lie algebras. For any finite-dimensional simple Lie algebra $\mathfrak{g}$, we shall prove that the two-parameter quantized enveloping algebra $U_{r, s}^{+}(\mathfrak{g})$ is isomorphic to the two-parameter Ringel-Hall algebra $H_{r, s}(\Lambda)$, where $\Lambda$ is the corresponding finite-dimensional hereditary algebra associated to $\mathfrak{g}$ [Dlab and Ringel 1975; 1976].

Following Ringel [1996], we shall carry out some standard calculations inside the algebra $H_{r, s}(\Lambda)$. As a result, we are able to prove that $H_{r, s}(\Lambda)$ can be presented as an iterated skew polynomial ring. An immediate application is that the skewpolynomial ring presentation of $H_{r, s}(\Lambda)$ will yield a natural PBW-basis for $U_{r, s}^{+}(\mathfrak{g})$ through the previous isomorphism. We further prove that all prime ideals of $U_{r, s}^{+}(\mathfrak{g})$ are completely prime based on some mild conditions on the parameters $r, s$. This result has also been proved in [Benkart et al. 2006] for the case of the Lie algebra $\mathfrak{g}=s l_{n}$ by using results in [Kharchenko 2002].

For the purpose of studying the two-parameter quantized enveloping algebra $U_{r, s}^{\geq 0}(\mathfrak{g})$, we will extend the two-parameter Ringel-Hall algebra $H_{r, s}(\Lambda)$ by adding the torus part to it. Furthermore, we will define a Hopf algebra structure on the extended Ringel-Hall algebra $\overline{H_{r, s}(\Lambda)}$. In particular, we will prove that $U_{r, s}^{\geq 0}(\mathfrak{g})$ is isomorphic to the extended Ringel-Hall algebra $\bar{H}_{r, s}(\Lambda)$ as a Hopf algebra. The result gives the possibility of realizing the two-parameter quantum groups $U_{r, s}(\mathfrak{g})$ as the Drinfeld doubles of two-parameter extended Ringel-Hall algebras associated to certain finite-dimensional hereditary algebras $\Lambda$.

The paper is organized as follows. In Section 1, we recall the definition and some basic results of two-parameter quantum groups. In Section 2, we recall Reineke's construction of two-parameter Ringel-Hall algebras and prove some basic results. In Section 3, we define the extended two-parameter Ringel-Hall algebras and then
propose a Hopf algebra structure for it. We establish the Hopf algebra isomorphism between the two-parameter quantization $U_{r, s}^{\geq 0}(\mathfrak{g})$ and the extended two-parameter Ringel-Hall algebra.

## 1. Definition and basic properties of the two-parameter quantum groups

$$
\boldsymbol{U}_{\boldsymbol{r}, s}(\mathfrak{g})
$$

Let $\mathfrak{g}$ be a finite-dimensional complex simple Lie algebra. The two-parameter quantum groups $U_{r, s}(\mathfrak{g})$ associated to $\mathfrak{g}$ have been constructed in the literature [Bergeron et al. 2006; Benkart and Witherspoon 2004b; Takeuchi 1990]. A simpler uniform definition of $U_{r, s}(\mathfrak{g})$ in terms of Ringel form has recently been proposed in [Hu and Pei 2008]; we now recall the definition of $U_{r, s}(\mathfrak{g})$ used there and state some basic properties of them.

Let $C=\left(a_{i j}\right)_{i, j \in I}$ be the Cartan matrix corresponding to the Lie algebra $\mathfrak{g}$. Let $\left\{d_{i} \mid i \in I\right\}$ be a set of relatively prime positive integers such that $d_{i} a_{i j}=d_{j} a_{j i}$ for $i, j \in I$. Let $\mathbb{Q}(r, s)$ be the function field in two variables $r, s$ over the field $\mathbb{Q}$ of all rational numbers. We may also choose complex numbers $r, s \in \mathbb{C}$ so that $r^{2} \neq s^{2}$. Let us write $r_{i}=r^{d_{i}}$ and $s_{i}=s^{d_{i}}$.

Let $\langle\cdot, \cdot\rangle$ be the corresponding bilinear form (so-called Ringel or Euler form) defined on the root lattice $2 \cong \mathbb{Z}^{I}$ associated to $\mathfrak{g}$. More precisely, the bilinear form is defined as follows:

$$
\langle i, j\rangle:=\left\langle\alpha_{i}, \alpha_{j}\right\rangle= \begin{cases}d_{i} a_{i j} & \text { if } i<j \\ d_{i} & \text { if } i=j \\ 0 & \text { if } i>j\end{cases}
$$

Definition 1.1 [Bergeron et al. 2006; Benkart and Witherspoon 2004b; Hu and Pei 2008]. The two-parameter quantum groups $U_{r, s}(\mathfrak{g})$ are the $\mathbb{Q}(r, s)$-algebras generated by the generators $e_{i}, f_{i}, w_{i}^{ \pm 1}, w_{i}^{\prime \pm 1}$ subject to the relations

$$
\begin{array}{rlrl}
w_{i}^{ \pm 1} w_{j}^{ \pm 1} & =w_{j}^{ \pm 1} w_{i}^{ \pm 1}, & w_{i}^{\prime \pm 1} w_{j}^{\prime \pm 1} & =w_{j}^{\prime \pm 1} w_{i}^{\prime \pm 1}, \\
w_{i}^{ \pm 1} w_{j}^{\prime \pm 1} & =w_{j}^{ \pm 1} w_{i}^{ \pm 1}, & w_{i}^{ \pm 1} w_{i}^{\mp 1} & =1=w_{i}^{\prime \pm 1} w_{i}^{\prime \mp 1}, \\
w_{i} e_{j} & =r^{\langle j, i\rangle} s^{-\langle i, j\rangle} e_{j} w_{i}, & w_{i}^{\prime} e_{j} & =r^{-\langle i, j\rangle} s^{\langle j, i\rangle} e_{j} w_{i}^{\prime}, \\
w_{i} f_{j} & =r^{-\langle j, i\rangle} s^{\langle i, j\rangle} f_{j} e_{i}, & w_{i}^{\prime} f_{j} & =r^{\langle i, j\rangle} s^{-\langle j, i\rangle} f_{j} w_{i}^{\prime}, \\
e_{i} f_{j}-f_{j} e_{i} & =\delta_{i, j}\left(w_{i}-w_{i}^{\prime}\right) /\left(r_{i}-s_{i}\right), & \\
\sum_{k=0}^{1-a_{i j}}(-1)^{k}\binom{1-a_{i j}}{k}_{r_{i} s_{i}^{-1}} c_{i j}^{(k)} e_{i}^{1-a_{i j}-k} e_{j} e_{i}^{k} & =0 & \text { for } i \neq j, \\
\sum_{k=0}^{1-a_{i j}}(-1)^{k}\binom{1-a_{i j}}{k}_{r_{i} s_{i}^{-1}} c_{i j}^{(k)} f_{i}^{k} f_{j} f_{i}^{1-a_{i j}-k} & =0 & \text { for } i \neq j,
\end{array}
$$

where $c_{i j}^{(k)}=\left(r_{i} s_{i}^{-1}\right)^{k(k-1) / 2} r^{k\langle j, i\rangle} s^{-k\langle i, j\rangle}$ for $i \neq j$, and for a symbol $v$, we set up the notation

$$
\begin{aligned}
(n)_{v} & =\frac{v^{n}-1}{v-1}, & (n)_{v}!=(1)_{v}(2)_{v} \cdots(n)_{v} \\
\binom{n}{k}_{v} & =\frac{(n)_{v}!}{(k)_{v}!(n-k)_{v}!} & \text { for } n \geq k \geq 0
\end{aligned}
$$

and $(0)_{v}!=1$.
Remark 1.1. In the sequel, if needed, we may change the base field from the function field $\mathbb{Q}(r, s)$ to the complex number field $\mathbb{C}$ by choosing $r, s \in \mathbb{C}$ in so that $r^{m} s^{n}=1$ implies $n=m=0$, or we may restrict the base ring to the rational number field $\mathbb{Q}$ or the local ring $\mathbb{Q}[r, s]_{(r-1, s-1)}$.

From [Bergeron et al. 2006; Benkart and Witherspoon 2004b; Hu and Pei 2008], we know the algebra $U_{r, s}(\mathfrak{g})$ has a Hopf algebra structure with the corresponding comultiplication, counit and antipode defined as follows:

$$
\begin{aligned}
\Delta\left(w_{i}^{ \pm 1}\right) & =w_{i}^{ \pm 1} \otimes w_{i}^{ \pm 1}, & \Delta\left(w_{i}^{ \pm 1}\right) & =w_{i}^{\prime \pm 1} \otimes w_{i}^{\prime \pm 1} \\
\Delta\left(e_{i}\right) & =e_{i} \otimes 1+w_{i} \otimes e_{i}, & \Delta\left(f_{i}\right) & =1 \otimes f_{i}+f_{i} \otimes w_{i}^{\prime} \\
\epsilon\left(w_{i}^{ \pm 1}\right) & =\epsilon\left(w_{i}^{\prime \pm 1}\right)=1, & \epsilon\left(e_{i}\right) & =\epsilon\left(f_{i}\right)=0, \\
S\left(w_{i}^{ \pm 1}\right) & =w_{i}^{\mp 1}, & S\left(w_{i}^{ \pm 1}\right) & =w_{i}^{\prime \mp 1}, \\
S\left(e_{i}\right) & =-w_{i}^{-1} e_{i}, & S\left(f_{i}\right) & =-f_{i} w_{i}^{\prime-1} .
\end{aligned}
$$

Let $U_{r, s}^{+}(\mathfrak{g})$ and $U_{r, s}^{-}(\mathfrak{g})$ be the subalgebras of $U_{r, s}(\mathfrak{g})$ generated by $e_{i}$ for $i \in I$ and by $f_{i}$ for $i \in I$, respectively. Let $U_{r, s}^{0}(\mathfrak{g})$ be the subalgebra of $U_{r, s}(\mathfrak{g})$ generated by $w_{i}^{ \pm 1}, w_{i}^{\prime \pm 1}$ for $i \in I$. The following result about the triangular decomposition of $U_{r, s}(\mathfrak{g})$ was obtained in the papers above.
Proposition 1.1. $U_{r, s}(\mathfrak{g})$ has the standard triangular decomposition

$$
U_{r, s}(\mathfrak{g}) \cong U_{r, s}^{-}(\mathfrak{g}) \otimes U_{r, s}^{0}(\mathfrak{g}) \otimes U_{r, s}^{+}(\mathfrak{g})
$$

Let us denote by $\mathbb{Z}^{I}$ the free abelian group of rank $|I|$ with a basis denoted by $z_{1}, z_{2}, \ldots, z_{|I|}$. Given an element $\boldsymbol{a} \in \mathbb{Z}^{I}$, say $\boldsymbol{a}=\sum a_{i} z_{i}$, we set $|\boldsymbol{a}|=\sum a_{i}$. The algebras $U_{r, s}^{+}(\mathfrak{g})$ and $U_{r, s}^{-}(\mathfrak{g})$ are $\mathbb{Z}^{I}$-graded algebras by assigning to the generator $e_{i}$ and $f_{i}$, respectively, the degree $z_{i}$. Given $\boldsymbol{a} \in \mathbb{Z}^{I}$, we denote by $U_{r, s}^{ \pm}(\mathfrak{g})_{a}$ the set of homogeneous elements of degree $\boldsymbol{a}$ in $U_{r, s}^{ \pm}(\mathfrak{g})$; thus we have the decomposition

$$
U_{r, s}^{+}(\mathfrak{g})=\bigoplus_{\boldsymbol{a}} U_{r, s}^{+}(\mathfrak{g})_{\boldsymbol{a}} \quad \text { and } \quad U_{r, s}^{-}(\mathfrak{g})=\bigoplus_{\boldsymbol{a}} U_{r, s}^{-}(\mathfrak{g})_{\boldsymbol{a}}
$$

Let $U_{r, s}^{\geq 0}(\mathfrak{g})$ (respectively $U_{r, s}^{\leq 0}(\mathfrak{g})$ ) be the subalgebra of $U_{r, s}(\mathfrak{g})$ generated by $e_{i}, w_{i}^{ \pm 1}$ (respectively $f_{i}, w_{i}^{\prime \pm 1}$ ), then we have the following result.

Proposition 1.2 [Bergeron et al. 2006; Benkart and Witherspoon 2004b; Hu and Pei 2008]. The algebra $U_{r, s}(\mathfrak{g})$ can be realized as a Drinfeld double of Hopf subalgebras $U_{r, s}^{\geq 0}(\mathfrak{g})$ and $U_{r, s}^{\leq 0}(\mathfrak{g})$ with respect to the pairing $(\cdot, \cdot)$, that is,

$$
U_{r, s}(\mathfrak{g}) \cong D\left(U_{r, s}^{\geq 0}(\mathfrak{g}), U_{r, s}^{\leq 0}(\mathfrak{g})\right)
$$

To better understand $U_{r, s}(\mathfrak{g})$, it is natural to further study the subalgebras $U_{r, s}^{+}(\mathfrak{g})$ and $U_{r, s}^{\geq 0}(\mathfrak{g})$. We will address this problem in the forthcoming sections via the approach of Ringel-Hall algebras.

## 2. Two-parameter Ringel-Hall algebras $\boldsymbol{H}_{r, s}(\Lambda)$

In this section, we will first recall Reineke's construction of the two-parameter Ringel-Hall algebra $H_{r, s}(\Lambda)$, where $\Lambda$ denotes the finite-dimensional hereditary algebra associated to a complex simple Lie algebra $\mathfrak{g}$ of type $A, D, E$. Indeed, $\Lambda$ is the path algebra of the corresponding Dynkin quiver associated to $\mathfrak{g}$. Then we will define the corresponding two-parameter Ringel-Hall algebra $H_{r, s}(\Lambda)$ of the finitedimensional hereditary algebra $\Lambda$, which is the corresponding finite-dimensional hereditary algebra associated to any finite-dimensional complex simple Lie algebra $\mathfrak{g}$. We will take $\Lambda$ as the tensor algebras of the associated k-species in the nonsimply connected cases. Note that Reineke's construction is still valid due to the existence of Hall polynomials for $\Lambda$-modules.

To further study the properties of $H_{r, s}(\Lambda)$, we will carry out some calculations similar to ones done in [Ringel 1996]. These will yield a skew polynomial ring presentation of $H_{r, s}(\Lambda)$, which immediately enables us to construct a PBW-basis for $H_{r, s}(\Lambda)$. This PBW-basis will be used to construct a PBW-basis for $U_{r, s}(\mathfrak{g})$. Based on certain mild restrictions on the parameters $r, s$, using the stratification theory of prime ideals developed in [Goodearl and Letzter 2000], we will further prove that all prime ideals of $H_{r, s}(\Lambda)$ are completely prime. Finally, we establish the relationship between the algebra $U_{r, s}^{+}(\mathfrak{g})$ and the two-parameter Ringel-Hall algebra $H_{r, s}(\Lambda)$ by proving that they are isomorphic to each other as algebras. Thus all the results obtained on $H_{r, s}(\Lambda)$ can be transformed to $U_{r, s}^{+}(\mathfrak{g})$ via this algebra isomorphism.
2.1. Preliminaries on $\boldsymbol{k}$-species. In this subsection, for the reader's convenience, we shall recall some basic information about $k$-species. The study of $k$-species is a very important research topic that has generated a vast literature. We shall only briefly mention some results that relate the study of $k$-species to the study of finite-dimensional hereditary algebras and Lie algebras, and cite some relevant references. See [Dlab and Ringel 1975; 1976; Ringel 1976] and the references therein for a detailed account of the structure and representation theory of $k$-species
and their connections to other subjects. In particular, the following presentation of the material is borrowed from the Dlab and Ringel references.

Gabriel [1972] observed that there is a one-to-one correspondence between the set of indecomposable representations of these graphs ("quivers") with a positive definite quadratic form and the set of positive roots of this quadratic form. Later, Bernšteĭn, Gel'fand and Ponomarev [1973] showed that this result can be proved directly, by using appropriate functors (the BGP reflection functors) to construct all indecomposable representations from the simple ones in the same way that the canonical generators of the Weyl group are used to produce all positive roots from the simple roots. Dlab and Ringel [1975; 1976] extended this method. To deal with all Dynkin diagrams (not necessarily those of type $A, D$ or $E$ ), they further considered valued graphs (and therefore "species"). For the valued graphs of Dynkin type, they obtained the same one-to-one correspondence between the set of indecomposable representations and the set of positive roots of the corresponding quadratic form, thus generalizing Gabriel's result for the type $A, D$ or $E$ diagrams. In [1976], they also considered valued graphs with positive semidefinite quadratic form (that is, extended Dynkin diagrams) and described all the indecomposable representations up to homogeneous ones.

A valued graph $\Gamma:=(\Gamma, d)$ consists of a finite set $\Gamma$ (of vertices) together with a set $d$ of nonnegative integers $d_{i j}$ for all $i, j \in \Gamma$ such that $d_{i i}=0$ and there exist positive integers $\left\{\epsilon_{i}\right\}_{i \in \Gamma}$ that satisfy

$$
d_{i j} \epsilon_{j}=d_{j i} \epsilon_{i} \quad \text { for all } i, j \in \Gamma
$$

A pair $\{i, j\}$ of vertices of $\Gamma$ is called an edge of the graph $\Gamma$ if $d_{i j} \neq 0$. An orientation of $\Omega$ of a valued graph $(\Gamma, d)$ is given by assigning each edge $\{i, j\}$ of $\Gamma$ an order (which is denoted by an arrow $i \rightarrow j$ ). We usually call ( $\Gamma, d, \Omega$ ) a valued quiver. Given any orientation $\Omega$ and any vertex $i \in \Gamma$, we can define a new orientation $s_{i} \Omega$ of ( $\Gamma, d$ ) by reversing the direction of the arrows along all edges containing $i$. A vertex $i \in \Gamma$ is called a sink (or source) with respect to the orientation $\Omega$ if $i \leftarrow j$ (or $i \rightarrow j$ ) for all neighbor vertices $j \in \Gamma$ of $i$. An orientation is said to be admissible if there is an ordering $i_{1}, i_{2}, \ldots, i_{n}$ of $\Gamma$ such that each vertex $i_{t}$ is a sink with respect to the orientation $s_{i_{t-1}} \cdots s_{i_{2}} s_{i_{1}} \Omega$ for all $1 \leq t \leq n$; such an ordering is called an admissible ordering for $\Omega$.

For a given valued graph $\Gamma=(\Gamma, d)$, one can associate a symmetrizable Cartan matrix $C=\left(a_{i j}\right)_{i, j \in \Gamma}$ by setting the entries of $C$ as follows:

$$
a_{i i}=2 \quad \text { and } \quad a_{i j}=-d_{i j} \quad \text { for } \quad i \neq j \in \Gamma
$$

Conversely, for any symmetrizable Cartan matrix $C$, one can associate a valued graph $\Gamma_{C}$ as well. It is easy to see that the mapping from the valued graph $(\Gamma, d)$ to the Cartan matrix $C$ defines a one-to-one correspondence between the set of
valued graphs and the set of symmetrizable Cartan matrices. This correspondence indicates a close relationship between the study of valued graphs and the study of Lie algebras, as we shall further explain below.

Let $k$ denote a finite field and let $(\Gamma, d, \Omega)$ be a valued graph together with an admissible orientation $\Omega$. Following [Gabriel 1973], by definition, a $k$-species $\mathscr{S}=(\mathcal{M}, \Omega):=\left(F_{i},{ }_{i} M_{j}\right)$ of type $(\Gamma, d, \Omega)$ (which is also called a realization of the valued graph $(\Gamma, d, \Omega)$ in [Dlab and Ringel 1976]) consists of a family of ( $F_{i}-F_{j}$ )-bimodules ${ }_{i} M_{j}$, where the fields $F_{i}$ are finite field extensions of $k$ in an algebraic closure of $k$ such that $\operatorname{dim}_{k} F_{i}=\epsilon_{i}$ and $\operatorname{dim}\left({ }_{i} M_{j}\right)_{F_{j}}=d_{i j}$. Note that $\mathscr{S}$ is called connected provided the corresponding graph is connected; an oriented cycle of $\mathscr{S}$ is given by a sequence of vertices $i_{1}, i_{2}, \ldots, i_{k-1}, i_{k}=i_{1}$ such that $i_{j} \rightarrow i_{j+1}$ for all $1 \leq j \leq k-1$. From now on, we shall always assume that $(\Gamma, d, \Omega)$ is connected and contains no oriented cycles.

A representation $\left(V_{i},{ }_{j} \phi_{i}\right)$ of the $k$-species $\mathscr{\mathscr { L }}$ is given by a set of vector spaces $\left(V_{i}\right)_{F_{i}}$ and $F_{j}$-linear mappings $V_{i} \otimes_{i} M_{j} \rightarrow V_{j}$. Such a representation is called finite-dimensional provided all the vector spaces $V_{i}$ are finite-dimensional vector spaces. A homomorphism $\alpha=\left(\alpha_{i}\right):\left(V_{i},{ }_{j} \phi_{i}\right) \rightarrow\left(V_{i}^{\prime},{ }_{j} \phi_{i}^{\prime}\right)$ is given by a set of $F_{i}$-linear mappings $\alpha_{i}: V_{i} \rightarrow V_{i}^{\prime}$ such that $\alpha_{j j} \phi_{i}={ }_{j} \phi_{i}^{\prime}\left(\alpha_{i} \otimes 1\right)$. We shall denote by $\operatorname{rep} \mathscr{\mathscr { S }}=L(\mathcal{M}, \Omega)$ the category of all finite-dimensional representations of $(\mathcal{M}, \Omega)$. It is an abelian category. A $k$-species $\mathscr{\mathscr { S }}$ is said to be of finite representation type if the category rep $\mathscr{S}$ has only finitely many indecomposable objects.
[Dlab and Ringel 1975, Theorem B]. A $k$-species is of finite representation type if and only if its diagram is a finite union of Dynkin diagrams.

Given a $k$-species $\mathscr{S}$, one denotes by $\mathbb{Q}^{\Gamma}$ the rational vector space of all vectors $\boldsymbol{x}=\left(x_{i}\right)_{i \in \Gamma}$ over the rational number field. There is a quadratic form defined on $\mathbb{Q}^{n}$ where $n=|\Gamma|$ as follows: For any $x \in \mathbb{Q}^{n}$, let

$$
(x, x)=\sum \epsilon_{i} x_{i}^{2}-\sum m_{i j} x_{i} x_{j}
$$

where $\epsilon_{i}=\operatorname{dim}_{k} F_{i}$ and $m_{i j}=\operatorname{dim}_{k}\left({ }_{i} M_{j}\right)$. Given any representation $\left(V_{i},{ }_{j} \phi_{i}\right)$ of the $k$-species $(\mathcal{M}, \Omega)$, one can define the dimension vector mapping

$$
\operatorname{dim}: L(\mathcal{M}, \Omega) \rightarrow \mathbb{Q}^{\Gamma}
$$

by setting $\operatorname{dim}(V)=\left(x_{i}\right)$, where $x_{i}=\operatorname{dim}\left(V_{i}\right)_{F_{i}}$ for all $i \in \Gamma$. Dlab and Ringel [1975; 1976] proved that the $k$-species $\mathscr{S}$ is of finite representation type if and only if the corresponding quadratic form is positive definite, that is, the underlying graph is a Dynkin diagram. In particular, we shall quote the following two results:
[Dlab and Ringel 1976, Proposition 1.2]. (a) $(\Gamma, d)$ is a Dynkin diagram if and only if its quadratic form is positive definite.
(b) $(\Gamma, d)$ is an extended Dynkin diagram if and only if its quadratic form is positive semi-definite.
[Dlab and Ringel 1976, Proposition 2.6]. Let $(\mathcal{M}, \Omega)$ be a realization of the valued graph $(\Gamma, d)$.
(a) If $(\Gamma, d)$ is a Dynkin diagram, then the mapping dim provides a one-to-one correspondence between all positive roots of $(\Gamma, d)$ and all indecomposable representations in $L(\mathcal{M}, \Omega)$.
(b) If $(\Gamma, d)$ is an extended Dynkin diagram, then the mapping $\operatorname{dim}$ provides a one-to-one correspondence between all positive roots of $(\Gamma, d)$ of nonzero defect and all indecomposable representations in $L(\mathcal{M}, \Omega)$ of nonzero defect.

The results on the representations of valued graphs can be translated into the representation theory of finite-dimensional associative algebras over a field, or more generally into that of certain classes of artinian rings [Dlab and Ringel 1976]. For any given artinian ring $R$, one can define a valued graph, we will not discuss the detailed construction here. Conversely, for any given $k$-species $\mathscr{S}$ on a given valued graph $(\Gamma, d)$, one can define its associated tensor algebra $\Lambda=T(\mathscr{S})$ by

$$
\Lambda=\bigoplus_{t \geq 0} \Lambda^{(t)}
$$

where

$$
\Lambda^{(0)}=\prod_{i \in \Gamma} F_{i}, \quad \Lambda^{(1)}=\prod_{h \in \Omega} i_{i} M_{j}, \quad \text { and } \quad \Lambda^{(n)}=\Lambda^{(n-1)} \otimes_{\Lambda^{(0)}} \Lambda^{(1)} \quad \text { for } t \geq 2
$$

with the componentwise addition and the multiplication induced by taking tensor products. Note that for an admissible orientation $\Omega$ of ( $\Gamma, d$ ), the tensor algebra $\Lambda$ of $(\Gamma, d, \Omega)$ is a finite-dimensional hereditary $k$-algebra. An algebra $R$ is said to be of finite representation type if there are only finitely many indecomposable finite-dimensional $R$-modules. Each finite-dimensional hereditary $k$-algebra of finite representation type can be identified with the tensor algebra of some $k$ species. It is well known [Dlab and Ringel 1975] that the category $\Lambda$-mod of finitedimensional $\Lambda$-modules is equivalent to the category $\operatorname{rep}(\mathscr{Y})$ of finite-dimensional representations of the $k$-species $\mathscr{S}$ over the field $k$.
[Dlab and Ringel 1975, Theorem C]. A finite-dimensional $k$-algebra $R$ is hereditary of finite representation type if and only if $R$ is Morita equivalent to the tensor algebra $T(\mathscr{Y})$, where $\mathscr{S}$ is a $k$-species of finite representation type.

In the rest of this paper, we will not distinguish between these two categories.
2.2. Two-parameter Ringel-Hall algebra $\boldsymbol{H}_{r, s}(\boldsymbol{\Lambda})$. As above, let $k$ be a finite field. Let $\Lambda$ denote a finite-dimensional associative hereditary algebra over $k$. Denote by $q=|k|$ the cardinality of the base field $k$, and let $v$ be a number such that $v^{2}=q$. We shall also assume that $\Lambda$ is finitary, that is, the cardinality of the extension group $\operatorname{Ext}^{1}\left(S, S^{\prime}\right)$ is finite for any two simple $\Lambda$-modules $S$ and $S^{\prime}$.

It is well known that this finitary condition is satisfied by the algebra $\Lambda$ as long as $\Lambda$ is a finitely generated $k$-algebra over a finite base field $k$. By $\mathscr{P}$, we will denote the set of all isomorphism classes of finite-dimensional $\Lambda$-modules. We set $\mathscr{P}_{1}=\mathscr{P}-0$, where 0 denotes the subset of $\mathscr{P}$ consisting of the only isomorphism class of the zero $\Lambda$-module. For any $\alpha \in \mathscr{P}$, we choose a module representative $u_{\alpha}$ for the isomorphism class $\alpha$. We denote by $a_{\alpha}$ the order of the automorphism group $\operatorname{Aut}_{\Lambda}\left(u_{\alpha}\right)$ of the $\Lambda$-module $u_{\alpha}$. It is easy to see that the number $a_{\alpha}$ is independent of the choices of the representatives $u_{\alpha}$ for any $\alpha \in \mathscr{P}$.

For any given three representatives $u_{\alpha}, u_{\beta}, u_{\gamma}$ of the elements $\alpha, \beta, \gamma \in \mathscr{P}$ respectively, we denote by $g_{\alpha \beta}^{\gamma}$ the number of submodules $N$ of $u_{\gamma}$ satisfying the conditions $N \cong u_{\beta}$ and $u_{\gamma} / N \cong u_{\alpha}$.

For any two given $\Lambda$-modules $M$, $N$, let us set

$$
\langle M, N\rangle=\operatorname{dim}_{k} \operatorname{Hom}(M, N)-\operatorname{dim}_{k} \operatorname{Ext}^{1}(M, N)
$$

Since the algebra $\Lambda$ is hereditary, it is well known that $\langle M, N\rangle$ depends only on the dimension vectors $\operatorname{dim}(M)$ and $\operatorname{dim}(N)$ of the $\Lambda$-modules $M$ and $N$. Thus for any given two elements $\alpha, \beta \in \mathscr{P}$, we can define the notation

$$
\langle\alpha, \beta\rangle=\left\langle u_{\alpha}, u_{\beta}\right\rangle
$$

where $u_{\alpha}$ and $u_{\beta}$ are any chosen representatives of $\alpha$ and $\beta$ respectively. Note that $\langle\cdot, \cdot\rangle$ is a bilinear form that is not necessarily symmetric. However, using $\langle\cdot, \cdot\rangle$, we can also define a symmetric bilinear form $(\cdot, \cdot)$ by setting

$$
(\alpha, \beta)=\langle\alpha, \beta\rangle+\langle\beta, \alpha\rangle
$$

In the rest of this paper, we will be mostly dealing with the form $\langle\cdot, \cdot\rangle$ instead.
Let $\Lambda$-mod denote the category of all finite-dimensional $\Lambda$-modules. Note that there exists a fine symmetry between elements in the category $\Lambda$-mod:
Theorem 2.1 [Green 1995, first formula]. Assume that $\Lambda$ is hereditary and finitary. Let $\alpha, \beta, \alpha^{\prime}, \beta^{\prime} \in \mathscr{P}$. Then
$a_{\alpha} a_{\beta} a_{\alpha^{\prime}} a_{\beta^{\prime}} \sum_{\lambda \in \mathscr{P}} g_{\alpha, \beta}^{\lambda} g_{\alpha^{\prime} \beta^{\prime}}^{\lambda} a_{\lambda}^{-1}=\sum_{\rho, \sigma, \sigma^{\prime}, \tau \in \mathscr{P}} \frac{\left|\operatorname{Ext}^{1}\left(u_{\rho}, u_{\tau}\right)\right|}{\left|\operatorname{Hom}\left(u_{\rho}, u_{\tau}\right)\right|} g_{\rho \sigma}^{\alpha} g_{\rho \sigma^{\prime}}^{\alpha^{\prime}} g_{\sigma^{\prime} \tau}^{\beta} g_{\sigma \tau}^{\beta^{\prime}} a_{\rho} a_{\sigma} a_{\sigma^{\prime}} a_{\tau^{\prime}}$.
Let $\mathfrak{g}$ be a finite-dimensional complex simple Lie algebra of type $A, D$ or $E$; and let $\Lambda$ be the finite-dimensional hereditary algebra associated to $\mathfrak{g}$. As a twoparameter twist of Ringel-Hall algebra, the two-parameter Ringel-Hall algebra
$H_{r, s}(\Lambda)$ was first defined by Reineke [2001] for the purpose of studying the monoid ring of generic extensions. We will first recall some details of its construction.

Since $\mathfrak{g}$ is a finite-dimensional complex simple Lie algebra of type $A, D$ or $E$, we can associate a Dynkin quiver $\vec{\Delta}$ to the Lie algebra $\mathfrak{g}$, so that the path algebra $\Lambda:=k \vec{\Delta}$ of the Dynkin quiver $\vec{\Delta}$ is a finite-dimensional hereditary algebra of finite representation type. Reineke [2001] introduced a two-parameter RingelHall algebra, which was used to realize Takeuchi's two-parameter quantization $U_{r, s}\left(\mathfrak{n}^{+}\right)$, with $\mathfrak{n}^{+}$the maximal nilpotent Lie subalgebra of the Lie algebra $\mathfrak{g}$. To avoid colliding notation, we will denote Reineke's version of the two-parameter Ringel-Hall algebra by $H_{r, s}(\Lambda)$ instead of the original $H(2)$. Reineke proved that the two-parameter Ringel-Hall algebra $H_{r, s}(\Lambda)$ is indeed isomorphic to the twoparameter quantization $U_{r, s}^{+}\left(\mathfrak{n}^{+}\right)$.

It is natural to extend Reineke's construction to finite-dimensional complex simple Lie algebras of other types. This can be done in terms of $k$-species due to the existence of Hall polynomials [Ringel 1990a; 1990c]. We will first write down the details of the formulation of the two-parameter Ringel-Hall algebra $H_{r, s}(\Lambda)$ for any complex simple Lie algebra $\mathfrak{g}$ of other types. During the process, the algebra $\Lambda$ is taken as the tensor algebra of the $k$-species associated to the nonsimply connected simple complex Lie algebra $\mathfrak{g}$. Then we will show that two-parameter Ringel-Hall algebra $H_{r, s}(\Lambda)$ is isomorphic to the two-parameter quantization $U_{r, s}^{+}(\mathfrak{g})$ for any Lie algebra $\mathfrak{g}$, which generalizes Reineke's result of [2001].

From now on, we will always assume that $\mathfrak{g}$ is a finite-dimensional complex simple algebra and let $\Lambda$ be the corresponding hereditary path algebra (or the tensor algebra of the $k$-species for nonsimply connected cases). Note that there exist Hall polynomials $F_{M, N}^{L}(x)$ associated to modules $M, N$ and $L$ in $\Lambda-\bmod$ such that for these $\Lambda$-modules, we have $g_{M, N}^{L}=F_{M, N}^{L}(q)$, where $q$ is the cardinality of the base field $k$. For a detailed account of the existence and calculation of Hall polynomials in $\Lambda$-mod, see [Ringel 1996; 1993].

Recall that $\mathscr{P}$ is the set of isomorphism classes of finite-dimensional $\Lambda$-modules. Let us denote by $H_{r, s}(\Lambda)$ the free $\mathbb{Q}(r, s)$-module generated by the elements of the set $\left\{u_{\alpha} \mid \alpha \in \mathscr{P}\right\}$. In addition, we define a multiplication on the free $\mathbb{Q}(r, s)$-module $H_{r, s}(\Lambda)$ by

$$
u_{\alpha} u_{\beta}=\sum_{\lambda \in \mathscr{P}} s^{-\langle\alpha, \beta\rangle} F_{u_{\alpha} u_{\beta}}^{u_{\lambda}}\left(r s^{-1}\right) u_{\lambda} \quad \text { for any } \alpha, \beta \in \mathscr{P} .
$$

Then it is easy to see that we have the following result:
Proposition 2.1 (see also [Reineke 2001]). If $\Lambda$ is the finite-dimensional corresponding hereditary algebra associated to the Lie algebra $\mathfrak{g}$, then the algebra $H_{r, s}(\Lambda)$ is an associative $\mathbb{Q}(r, s)$-algebra under the multiplication defined above.

The proof is a straightforward verification and we will omit it.
2.3. Ring theoretical properties of $\boldsymbol{H}_{r, s}(\boldsymbol{\Lambda})$. Now we will investigate some ringtheoretic properties of the two-parameter Ringel-Hall algebra $H_{r, s}(\Lambda)$. We first verify some basic identities for $H_{r, s}(\Lambda)$ following along the lines in [Ringel 1996]. These calculations are the same as those done there, with some slight modifications.

First, we introduce a new $\mathbb{Q}(r, s)$-basis for $H_{r, s}(\Lambda)$. For any chosen element $\alpha \in \mathscr{P}$, we have an element $u_{\alpha} \in H_{r, s}(\Lambda)$. We denote by $\epsilon(\alpha)$ the $k$-dimension of the endomorphism ring of the module representative $u_{\alpha}$ corresponding to $\alpha$.

For any given module $M$ of the algebra $\Lambda$, we denote the isomorphism class of $M$ by $[M]$ and by $\operatorname{dim}(M)$ the dimension vector of $M$, which is an element of the Grothendieck group $K_{0}(\Lambda)$ of the category $\Lambda$-mod of all finite $\Lambda$-modules modulo the exact sequences.

According to [Bernšteĭn et al. 1973; Dlab and Ringel 1975; Gabriel 1972], there is a one-to-one correspondence between the set of all positive roots for the Lie algebra $\mathfrak{g}$ and the set of indecomposable modules in $\Lambda$ - $\bmod$ (see Section 2.1). Let $\boldsymbol{a} \in \Phi^{+}$be any positive root; we denote by $M(\boldsymbol{a})$ the indecomposable module corresponding to $\boldsymbol{a}$. For any map $\alpha: \Phi^{+} \rightarrow \mathbb{N}_{0}$, set

$$
M(\alpha)=M_{\Lambda}(\alpha)=\bigoplus_{\boldsymbol{a} \in \Phi^{+}} \alpha(\boldsymbol{a}) M(\boldsymbol{a})
$$

Then it is easy to see there is a bijection between the set $\mathscr{P}$ of isomorphism classes of finite-dimensional $\Lambda$-modules and the set of all maps $\alpha: \Phi^{+} \rightarrow \mathbb{N}_{0}$. We will not distinguish an element $\alpha \in \mathscr{P}$ from the corresponding map associated to $\alpha$, and we may denote both of them by $\alpha$ if no confusion arises.

For any $\alpha \in \mathscr{P}$, let us set $\operatorname{dim} \alpha=\sum_{\boldsymbol{a} \in \Phi^{+}} \alpha(\boldsymbol{a}) \boldsymbol{a}$. Then we have

$$
\operatorname{dim}(M(\alpha))=\operatorname{dim} \alpha
$$

For any given $\alpha \in \mathscr{P}$, we denote by $\operatorname{dim}(\alpha)=\operatorname{dim}\left(u_{\alpha}\right)$ the dimension of the $\Lambda$-module $u_{\alpha}$ as a $k$-vector space. Furthermore, let us set

$$
\left\langle u_{\alpha}\right\rangle=s^{\operatorname{dim}\left(u_{\alpha}\right)-\epsilon(\alpha)} u_{\alpha} .
$$

For convenience, we may sometimes simply denote $u_{\alpha}$ by $\alpha$ for any $\alpha \in \mathscr{P}$ and denote $F_{u_{\alpha} u_{\beta}}^{u_{\lambda}}\left(r s^{-1}\right)$ by $g_{\alpha \beta}^{\lambda}$ if no confusion arises. In particular, we will carry out all the computations in terms of $\alpha$ instead of $u_{\alpha}$ in the rest of this subsection.

Obviously the set $\{\langle\alpha\rangle \mid \alpha \in \mathscr{P}\}$ is also a $\mathbb{Q}(r, s)$-basis for the algebra $H_{r, s}(\Lambda)$. Note that $\left\langle\alpha_{i}\right\rangle=\alpha_{i}$ for any element $\alpha_{i} \in \mathscr{P}$ corresponding to the simple root $\alpha_{i}$. Thus the multiplication in $H_{r, s}(\Lambda)$ can be rewritten in terms of this new basis as

$$
\langle\alpha\rangle\langle\beta\rangle=s^{-\epsilon(\alpha)-\epsilon(\beta)-\langle\operatorname{dim} \alpha, \operatorname{dim} \beta\rangle} \sum_{\lambda \in \mathscr{F}} s^{\epsilon(\lambda)} g_{\alpha \beta}^{\lambda}\langle\lambda\rangle \quad \text { for any } \alpha, \beta \in \mathscr{P} .
$$

Furthermore, let us write
$e(\alpha, \beta)=\operatorname{dim}_{k} \operatorname{Hom}_{\Lambda}(M(\alpha), M(\beta)) \quad$ and $\quad \zeta(\alpha, \beta)=\operatorname{dim}_{k} \operatorname{Ext}_{\Lambda}^{1}(M(\alpha), M(\beta))$.
Then we have the following proposition, similar to the one in [Ringel 1996].
Proposition 2.2. Let $\alpha_{1}, \ldots, \alpha_{t} \in \mathscr{P}$ such that for $i<j$, we have both $\epsilon\left(\alpha_{j}, \alpha_{i}\right)=0$ and $\zeta\left(\alpha_{i}, \alpha_{j}\right)=0$. Then

$$
\left\langle\bigoplus_{i=1}^{t} \alpha_{i}\right\rangle=\left\langle\alpha_{1}\right\rangle \cdots\left\langle\alpha_{t}\right\rangle
$$

Proof. Without of loss of generality, we may assume that $t=2$. Let us set $\alpha_{1}=\alpha$ and $\alpha_{2}=\beta$. Since $\zeta(\alpha, \beta)=0$, we have

$$
\langle\alpha, \beta\rangle=e(\alpha, \beta)-\zeta(\alpha, \beta)=e(\alpha, \beta)
$$

Since $e(\beta, \alpha)=0$, we also have

$$
\begin{aligned}
e(\alpha \oplus \beta) & =e(\alpha, \alpha)+e(\alpha, \beta)+e(\beta, \beta)+e(\beta, \alpha) \\
& =e(\alpha, \alpha)+e(\beta, \beta)+e(\alpha, \beta)
\end{aligned}
$$

Thus

$$
\begin{aligned}
& \epsilon(\alpha \oplus \beta)-\langle\alpha, \beta\rangle-e(\alpha, \alpha)-e(\beta, \beta) \\
& \quad=e(\alpha, \alpha)+e(\beta, \beta)+e(\alpha, \beta)-e(\alpha, \beta)+\zeta(\alpha, \beta)-e(\alpha, \alpha)-e(\beta, \beta)=0
\end{aligned}
$$

Since $\zeta_{\alpha \oplus \beta}(\alpha, \beta)=0$, that $g_{\alpha \beta}^{\gamma} \neq 0$ implies that $\gamma=\alpha \oplus \beta$. Since $e(\beta, \alpha)=0$, we have $g_{\alpha \beta}^{\alpha \oplus \beta}=1$. Therefore, we may finish the proof:

$$
\begin{aligned}
\langle\alpha\rangle\langle\beta\rangle & =s^{\operatorname{dim}(\alpha)+\operatorname{dim}(\beta)-\epsilon(\alpha)-\epsilon(\beta)} \alpha \beta \\
& =s^{\epsilon(\alpha \oplus \beta)-\langle\alpha, \beta\rangle-\epsilon(\alpha)-\epsilon(\beta)} g_{\alpha \beta}^{\alpha \oplus \beta}\langle\alpha \oplus \beta\rangle \\
& =\langle\alpha \oplus \beta\rangle
\end{aligned}
$$

Theorem 2.2. Let $\alpha, \beta \in \mathscr{P}$ such that $e(\beta, \alpha)=0$ and $\zeta(\alpha, \beta)=0$. Then we have

$$
\langle\beta\rangle\langle\alpha\rangle=r^{\langle\alpha, \beta\rangle} s^{-\langle\beta, \alpha\rangle}\langle\alpha\rangle\langle\beta\rangle+\sum_{\gamma \in J(\alpha, \beta)} c_{\gamma}\langle\gamma\rangle
$$

where the coefficients $c_{\gamma}$ are in $\mathbb{Z}\left[r^{ \pm 1}, s^{ \pm 1}\right]$ and $J(\alpha, \beta)$ is the set of all elements $\lambda \in \mathscr{P}$ that are different from $\alpha \oplus \beta$ and $g_{\alpha \beta}^{\lambda} \neq 0$.
Proof. First, by Proposition 2.2, we have $\langle\alpha\rangle\langle\beta\rangle=\langle\alpha \oplus \beta\rangle$.
Note that $\langle\beta\rangle\langle\alpha\rangle=\sum_{\gamma} c_{\gamma}^{\prime} \gamma$. Thus we have the relationship $c_{\gamma}^{\prime}=s^{\operatorname{dim}(\gamma)-\epsilon(\gamma)} c_{\gamma}$ between the coefficients $c_{\gamma}$ and $c_{\gamma}^{\prime}$. By [Ringel 1996], we also have

$$
g_{\beta \alpha}^{\alpha \oplus \beta}=\left(r s^{-1}\right)^{e(\alpha, \beta)}
$$

Note that $\epsilon(\alpha \oplus \beta)=\epsilon(\alpha)+\epsilon(\beta)+e(\alpha, \beta)$. Thus

$$
\begin{aligned}
c_{\alpha \oplus \beta}^{\prime} & =s^{\operatorname{dim}(\beta)-\epsilon(\beta)+\operatorname{dim}(\alpha)-\epsilon(\alpha)} s^{-\langle\beta, \alpha)} g_{\beta \alpha}^{\alpha \oplus \beta} \\
& =s^{\operatorname{dim}(\alpha \oplus \beta)-\epsilon(\alpha)-\epsilon(\beta)+\zeta(\beta, \alpha)}\left(r s^{-1}\right)^{e(\alpha, \beta)} \\
& =s^{\operatorname{dim}(\alpha \oplus \beta)-\epsilon(\alpha)-\epsilon(\beta)+\zeta(\beta, \alpha)-e(\alpha, \beta)} r^{e(\alpha, \beta)} \\
& =r^{e(\alpha, \beta)} s^{\zeta(\beta, \alpha)} s^{\operatorname{dim}(\alpha \oplus \beta)-\epsilon(\alpha \oplus \beta)}=r^{\langle\alpha, \beta\rangle} s^{-\langle\beta, \alpha\rangle} s^{\operatorname{dim}(\alpha \oplus \beta)-\epsilon(\alpha \oplus \beta)} .
\end{aligned}
$$

Finally, we have $c_{\alpha \oplus \beta}^{\prime} \alpha \oplus \beta=r^{\langle\alpha, \beta\rangle} s^{-\langle\beta, \alpha\rangle}\langle\alpha \oplus \beta\rangle$.
According to the representation theory of finite-dimensional hereditary algebras of finite representation type [Bernšteĭn et al. 1973; Dlab and Ringel 1976], we can give a total ordering on the set of positive roots of the Lie algebra $\mathfrak{g}$. Following Ringel [1996], we will order all positive roots in a way $\boldsymbol{a}_{1}, \boldsymbol{a}_{2}, \ldots, \boldsymbol{a}_{m}$ so that $\operatorname{Hom}\left(M\left(\boldsymbol{a}_{i}\right), M\left(\boldsymbol{a}_{j}\right)\right) \neq 0$ implies $i \leq j$, where $M\left(\boldsymbol{a}_{i}\right)$ is the indecomposable module corresponding to the positive root $\boldsymbol{a}_{i}$. Such an ordering will be called $\vec{\Delta}$-admissible.
Lemma 2.1 [Ringel 1996]. A total ordering $\boldsymbol{a}_{1}, \ldots, \boldsymbol{a}_{m}$ of all the positive roots is $\vec{\Delta}$-admissible if and only if $\left\langle\boldsymbol{a}_{i}, \boldsymbol{a}_{j}\right\rangle>0$ implies $i \leq j$. Such an ordering has the additional property that $\left\langle\boldsymbol{a}_{i}, \boldsymbol{a}_{j}\right\rangle<0$ implies $i>j$.

From now on, we will always fix such a $\vec{\Delta}$-admissible ordering on the set of all positive roots.
Proposition 2.3. For any $\alpha \in \mathscr{P}$, we have $\langle\alpha\rangle=\left\langle\alpha\left(\boldsymbol{a}_{1}\right) \boldsymbol{a}_{1}\right\rangle \cdots\left\langle\alpha\left(\boldsymbol{a}_{m}\right) \boldsymbol{a}_{m}\right\rangle$.
Proof. Since the ordering of the positive roots $\boldsymbol{a}_{i}$ is admissible, $e\left(\boldsymbol{a}_{j}, \boldsymbol{a}_{i}\right)=0$ for any $i<j$. In addition, we also have $\zeta\left(\boldsymbol{a}_{i}, \boldsymbol{a}_{j}\right)=0$. Note that, as a module, $\alpha=\bigoplus_{i=1}^{m} \alpha\left(\boldsymbol{a}_{i}\right) M\left(\boldsymbol{a}_{i}\right)$; then the result follows from Proposition 2.2.

Now let us consider the divided powers of $\langle\boldsymbol{a}\rangle$ by setting

$$
\langle\boldsymbol{a}\rangle^{(t)}=\frac{1}{[t]_{\epsilon(\boldsymbol{a})}^{!}}\langle\boldsymbol{a}\rangle^{t}, \quad \text { where }[t]_{\epsilon(\boldsymbol{a})}^{!}=\prod_{i=1}^{t} \frac{r^{i \epsilon(\boldsymbol{a})}-s^{i \epsilon(\boldsymbol{a})}}{r^{\epsilon(\boldsymbol{a})}-s^{\epsilon(a)}}
$$

Lemma 2.2. Let a be a positive root and $t \geq 0$ be an integer. Then $\langle\boldsymbol{t} \boldsymbol{a}\rangle=\langle\boldsymbol{a}\rangle^{(t)}$.
Proof. The proof is adapted from [Ringel 1996]. Let $\mathscr{S}$ be a reduced $k$-species, where $k$ is a finite field. Then the number of filtrations

$$
t M_{\varphi}(\boldsymbol{a})=M_{0} \supset M_{1} \cdots \supset M_{t}=0
$$

of the module $t M_{\mathscr{C}}(\boldsymbol{a})$ with composition factors isomorphic to the module $M_{\varphi}(\boldsymbol{a})$ is given by evaluating the following polynomial in $x$ at the number $|k|=r s^{-1}$ :

$$
\frac{\left.\left(x^{\epsilon(\boldsymbol{a}) t}-1\right)\left(x^{\epsilon(\boldsymbol{a})(t-1)}-1\right) \cdots\left(x^{\epsilon(\boldsymbol{a})}-1\right)\right)}{\left.\left(x^{\epsilon(\boldsymbol{a})}\right)-1\right)^{t}}
$$

Since $\zeta(\boldsymbol{a}, \boldsymbol{a})=0$, we have

$$
\boldsymbol{a}^{t}=s^{-\epsilon(\boldsymbol{a})\binom{t}{2}}[t]!_{\epsilon(\boldsymbol{a})} s^{-\epsilon(\boldsymbol{a})\binom{t}{2}} t \boldsymbol{a}=s^{-\epsilon(\boldsymbol{a}) t(t-1)}[t]!_{\epsilon(\boldsymbol{a})} t \boldsymbol{a} .
$$

Therefore,

$$
\begin{aligned}
\langle\boldsymbol{a}\rangle^{(t)} & =\frac{1}{[t]!_{\epsilon(\boldsymbol{a})}}\langle\boldsymbol{a}\rangle^{t}=\frac{s^{-\epsilon(\boldsymbol{a}) t(t-1)}[t]!_{\epsilon(\boldsymbol{a})} s^{t(\operatorname{dim}(\boldsymbol{a})-\epsilon(\boldsymbol{a}))}}{[t]!{ }_{\epsilon(\boldsymbol{a})}} \boldsymbol{a}^{t} \\
& =s^{-\epsilon(\boldsymbol{a}) t(t-1)+t(\operatorname{dim}(\boldsymbol{a})-\epsilon(\boldsymbol{a}))} t \boldsymbol{a} \\
& =s^{t \operatorname{dim}(\boldsymbol{a})-\epsilon(\boldsymbol{a}) t(t-1+1)} t \boldsymbol{a}=s^{t \operatorname{dim}(\boldsymbol{a})-\epsilon(\boldsymbol{a}) t^{2}}=s^{t \operatorname{dim}(\boldsymbol{a})-\epsilon(t \boldsymbol{a})} t \boldsymbol{a}=\langle t \boldsymbol{a}\rangle .
\end{aligned}
$$

For each positive root $\boldsymbol{a}_{i}$, let us define the symbol $X_{i}=\left\langle\boldsymbol{a}_{i}\right\rangle$.
Proposition 2.4. Let $\alpha \in \mathscr{P}$. Then $\alpha$ can be regarded as a map $\alpha: \Phi^{+} \rightarrow \mathbb{N}_{0}$. Setting $\alpha(i)=\alpha\left(\boldsymbol{a}_{i}\right)$, we have

$$
\langle\alpha\rangle=X_{1}^{(\alpha(1))} \cdots X_{m}^{(\alpha(m))}=\left(\prod_{i=1}^{m} \frac{1}{[\alpha(i)]_{\epsilon\left(a_{i}\right)}^{!}}\right) X_{1}^{\alpha(1)} \cdots X_{m}^{\alpha(m)} .
$$

Proof. By Proposition 2.3, we have $\langle\alpha\rangle=\left\langle\alpha(1) \boldsymbol{a}_{1}\right\rangle \cdots\left\langle\alpha(m) \boldsymbol{a}_{m}\right\rangle$. By Lemma 2.2, we also have $\left\langle\alpha(i) a_{i}\right\rangle=X_{i}^{(\alpha(i))}$. Thus the first equality holds. The second equality can be proved by using the divided powers.
Theorem 2.3. The monomials $X_{1}^{\alpha(1)} \cdots X_{m}^{\alpha(m)}$ with $\alpha(1), \ldots, \alpha(m) \in \mathbb{N}_{0}$ form a $\mathbb{Q}(r, s)$-basis of $H_{r, s}(\Lambda)$, and for $i<j$, we have
$X_{j} X_{i}=r^{\left\langle\operatorname{dim} X_{i}, \operatorname{dim} X_{j}\right\rangle} s^{-\left\langle\operatorname{dim} X_{j}, \operatorname{dim} X_{i}\right\rangle} X_{i} X_{j}$

$$
+\sum_{I(i, j)} c\left(a_{i+1}, \ldots, a_{j-1}\right) X_{i+1}^{a_{i+1}} \cdots X_{j-1}^{a_{j-1}}
$$

with coefficients $c\left(a_{i+1}, \ldots, a_{j-1}\right)$ in $\mathbb{Q}(r, s)$. Here the index set $I(i, j)$ is the set of sequences $\left(a_{i+1}, \cdots a_{j-1}\right)$ of natural numbers such that $\sum_{t=i+1}^{j-1} a_{t} \boldsymbol{a}_{t}=\boldsymbol{a}_{\boldsymbol{i}}+\boldsymbol{a}_{\boldsymbol{j}}$. Proof. Given $\alpha(1), \ldots, \alpha(m) \in \mathbb{N}_{0}$, define an element $\alpha \in \mathscr{P}$ by setting $\alpha\left(\boldsymbol{a}_{i}\right)=\alpha(i)$. According to the previous proposition, we have $\langle\alpha\rangle=X_{1}^{(\alpha(1))} \cdots X_{m}^{(\alpha(m))}$. Thus the monomials given in the theorem are exactly nonzero scalar multiples of the elements in $\mathscr{P}$. Therefore, these monomials form a $\mathbb{Q}(r, s)$-basis of $H_{r, s}(\Lambda)$.

Let $i<j$. We can apply Theorem 2.2 to the positive roots $\boldsymbol{a}_{i}$ and $\boldsymbol{a}_{j}$. We need to show that for any $\beta \in J(i, j)$, the element $\beta$ is a scalar multiple of some monomials $X_{i+1}^{a_{i+1}} \cdots X_{j}^{a_{j}}$ with $\sum_{t=i+1}^{j-1} a_{t} \boldsymbol{a}_{t}=\boldsymbol{a}_{i}+\boldsymbol{a}_{j}$.

Let $\beta \in J(i, j)$, and let $\beta(t)=\beta\left(\boldsymbol{a}_{t}\right)$. Since $g_{\boldsymbol{a}_{j} \boldsymbol{a}_{i}}^{\beta} \neq 0$, there is an exact sequence

$$
0 \rightarrow M\left(\boldsymbol{a}_{i}\right) \rightarrow \bigoplus_{t=1}^{m} \beta(t) M\left(\boldsymbol{a}_{t}\right) \rightarrow M\left(\boldsymbol{a}_{j}\right) \rightarrow 0
$$

Let us write $f=\left(f_{t}\right)_{t}$ with $f_{t}: M\left(\boldsymbol{a}_{i}\right) \rightarrow \beta(t) M\left(\boldsymbol{a}_{t}\right)$. The exact sequence does not split; otherwise, $\beta=\boldsymbol{a}_{i} \oplus \boldsymbol{a}_{j}$, which contradicts the assumption that $\beta \in J(i, j)$. Let us consider some $t$ with $\beta(t)>0$. We claim that $f_{t} \neq 0$. Otherwise, the cokernel of $f$ would split off $\beta(t)$ copies of $M\left(\boldsymbol{a}_{t}\right)$; and since the cokernel of $f$ is indecomposable, this would mean that the exact sequence splits. Since $\operatorname{Hom}\left(\boldsymbol{a}_{i}, \boldsymbol{a}_{j}\right) \neq 0$, it follows that $i \leq t$. In addition, we can exclude the case $i=t$, since in this case, $f_{t}$ and therefore $f$ would be a split monomorphism. Altogether, we have $i<t$. The dual argument applied to $g$ shows that $t<j$. According to Proposition 2.2, we know that $\langle\beta\rangle$ is a scalar multiple of $X_{i+1}^{a_{i+1}} \cdots X_{j}^{a_{j}}$. The exact sequence exhibited above shows that $\sum_{t=i+1}^{j-1} a_{t} \boldsymbol{a}_{t}=\boldsymbol{a}_{i}+\boldsymbol{a}_{j}$.

Now we define some algebra automorphisms and skew derivations on $H_{r, s}(\Lambda)$. Namely, for any $d \in \mathbb{Z}^{n}$, there is an algebra automorphism $l_{d}$ of $H_{r, s}(\Lambda)$ defined by $l_{d}(w)=r^{\langle\operatorname{dim} w, d\rangle} s^{-\langle d, \operatorname{dim} w\rangle} w$, where $w$ is any homogeneous element of $H_{r, s}(\Lambda)$.

Lemma 2.3 [Ringel 1996]. Let $R$ be a ring and let $l$ be an endomorphism of $R$. For any $r \in R$, we define a map $\delta_{r}: R \rightarrow R$ by

$$
\delta_{r}(x)=r x-l(x) r \quad \text { for any } x \in R
$$

Then the map $\delta_{r}$ is an l-derivation.
Proof from [Ringel 1996]. First, the map $\delta_{r}$ is additive. In addition, for any $x, y \in R$, we have

$$
\begin{aligned}
\delta_{r}(x y)=r x y-l(x y) r & =r x y-l(x) r y+l(x) r y-l(x) l(y) r \\
& =(r x-l(x) r) y+l(x)(r y-l(y) r) \\
& =\delta_{r}(x) y+l(x) \delta_{r}(y) .
\end{aligned}
$$

Thus the map $\delta_{r}$ is an $l$-derivation of $R$.
Definition 2.1. Let $R$ be a domain with $1 \neq 0$, let $\sigma_{1}: R \rightarrow R$ be a ring homomorphism and let $\delta_{1}: R \rightarrow R$ be a $\sigma_{1}$-derivation, so that for all $a, b \in R$, we have

- $\sigma_{1}(a+b)=\sigma_{1}(a)+\sigma_{1}(b)$,
- $\sigma_{1}(a b)=\sigma_{1}(a) \sigma_{1}(b)$,
- $\delta_{1}(a+b)=\delta_{1}(a)+\delta_{1}(b)$,
- $\delta_{1}(a b)=\delta_{1}(a) b+\sigma_{1}(a) \delta_{1}(b)$.

Then the skew polynomial ring $R\left[X_{1}, \sigma_{1}, \delta_{1}\right]$ is the set of noncommutative polynomials $R\left[X_{1}\right]$ with addition defined as commutative polynomials, and with multiplication defined distributively over addition and by the commutator rule

$$
X_{1} a=\sigma_{1}(a) X_{1}+\delta_{1}(a)
$$

valid for all $a \in R$. We set $R_{1}=R\left[X_{1}, \sigma_{1}, \delta_{1}\right]$, and let $\sigma_{2}$ be a ring homomorphism of $R_{1}$ and $\delta_{2}$ be a $\sigma_{2}$-derivation of the ring $R_{1}$. Then we can define another skew polynomial ring $R_{2}=R_{1}\left[X_{2}, \sigma_{2}, \delta_{2}\right]$. Similarly, we can iterate this process to define $R_{n}$ for any $n \geq 2$. These rings $R_{n}$ are called iterated skew polynomial rings.

Let $H_{j}$ denote the $\mathbb{Q}(r, s)$-subalgebra of $H_{r, s}(\Lambda)$ generated by the generators $X_{1}, \ldots, X_{j}$. Thus we have $H_{0}=\mathbb{Q}(r, s)$ and for any $0 \leq j \leq m$, we have

$$
H_{j}=H_{j-1}\left[X_{j}, l_{j}, \delta_{j}\right]
$$

with the automorphism $l_{j}$ and the $l_{j}$-derivation $\delta_{j}$ of $H_{j-1}$. The automorphism $l_{j}$ can be explicitly defined by

$$
l_{j}\left(X_{i}\right)=r^{\left\langle\operatorname{dim} X_{i}, \operatorname{dim} X_{j}\right\rangle} s^{-\left\langle\operatorname{dim} X_{j}, \operatorname{dim} X_{i}\right\rangle} X_{i} \quad \text { for } i<j
$$

The skew derivation $\delta_{j}$ can be defined by

$$
\delta_{j}\left(X_{i}\right)=X_{j} X_{i}-l_{j}\left(X_{i}\right) X_{j}=\sum_{I(i, j)} c\left(a_{i+1}, \ldots, a_{j-1}\right) X_{i+1}^{a_{i+1}} \cdots X_{j_{1}}^{a_{j-1}}
$$

Theorem 2.4. The automorphism $l_{j}$ and the skew derivation $\delta_{j}$ satisfy the relation

$$
l_{j} \delta_{j}=r^{\left\langle\boldsymbol{a}_{j}, a_{j}\right\rangle} s^{-\left\langle\boldsymbol{a}_{j}, \boldsymbol{a}_{j}\right\rangle} \delta_{j} l_{j}
$$

Proof. Suppose $i<j$. Then $l_{j}\left(X_{i}\right)=r^{\left\langle\boldsymbol{a}_{i}, \boldsymbol{a}_{j}\right\rangle} s^{-\left\langle\boldsymbol{a}_{j}, \boldsymbol{a}_{i}\right\rangle} X_{i}$. Thus, we have

$$
\delta_{j} l_{j}\left(X_{i}\right)=r^{\left\langle\boldsymbol{a}_{i}, \boldsymbol{a}_{j}\right\rangle} S^{-\left\langle\boldsymbol{a}_{j}, \boldsymbol{a}_{i}\right\rangle} \delta_{j}\left(X_{i}\right)
$$

Let us write $\boldsymbol{d}=\boldsymbol{a}_{i}+\boldsymbol{a}_{j}$. Note that $\delta_{j}\left(X_{i}\right)$ is a linear combination of monomials of the form

$$
X_{i+1}^{a_{i+1}} \cdots X_{j-1}^{a_{j-1}} \quad \text { where } \sum_{t=i+1}^{j-1} a_{t} \boldsymbol{a}_{t}=\boldsymbol{a}_{i}+\boldsymbol{a}_{j}=\boldsymbol{d}
$$

Thus we know that $\delta_{j}\left(X_{i}\right)$ belongs to $H_{r, s}(\Lambda)$. Since we have

$$
\begin{aligned}
& \left\langle\boldsymbol{d}, \boldsymbol{a}_{j}\right\rangle=\left\langle\boldsymbol{a}_{i}+\boldsymbol{a}_{j}, \boldsymbol{a}_{j}\right\rangle=\left\langle\boldsymbol{a}_{i}, \boldsymbol{a}_{j}\right\rangle+\left\langle\boldsymbol{a}_{j}, \boldsymbol{a}_{j}\right\rangle, \\
& \left\langle\boldsymbol{a}_{j}, \boldsymbol{d}\right\rangle=\left\langle\boldsymbol{a}_{j}, \boldsymbol{a}_{i}+\boldsymbol{a}_{j}\right\rangle=\left\langle\boldsymbol{a}_{j}, \boldsymbol{a}_{i}\right\rangle+\left\langle\boldsymbol{a}_{j}, \boldsymbol{a}_{j}\right\rangle,
\end{aligned}
$$

it follows that

$$
\begin{aligned}
l_{j} \delta_{j}\left(X_{i}\right) & =r^{\left\langle\boldsymbol{d}, \boldsymbol{a}_{j}\right\rangle} s^{-\left\langle\boldsymbol{d}, \boldsymbol{a}_{j}\right\rangle} \delta_{j}\left(X_{i}\right) \\
& =r^{\left\langle\boldsymbol{a}_{i}, \boldsymbol{a}_{j}\right\rangle+\left\langle\boldsymbol{a}_{j}, \boldsymbol{a}_{j}\right\rangle} S^{-\left\langle\boldsymbol{a}_{j}, \boldsymbol{a}_{j}\right\rangle-\left\langle a_{j}, \boldsymbol{a}_{j}\right\rangle} \delta_{j}\left(X_{i}\right) \\
& =r^{\left\langle\boldsymbol{a}_{j}, \boldsymbol{a}_{j}\right\rangle} s^{-\left\langle\boldsymbol{a}_{j}, \boldsymbol{a}_{j}\right\rangle} \delta_{j} l_{j}\left(X_{i}\right) .
\end{aligned}
$$

Theorem 2.5. The two-parameter Ringel-Hall algebra $H_{r, s}(\Lambda)$ can be presented as an iterated skew polynomial ring.

Proof. The proof follows from the previous theorem.

Let $R$ be a ring. Recall that an ideal $P \subset R$ is said to be prime if $P \neq R$ and if whenever the product $A B$ of two ideals $A$ and $B$ of $R$ is contained in $P$, at least one of $A$ and $B$ is contained in $P$. An ideal $P \subset R$ is called completely prime if $P \neq R$ and if whenever the product $a b$ of two elements of $R$ is contained in $P$, at least one of the elements $a$ and $b$ is contained in $P$. In the case of commutative rings, prime ideals are exactly completely prime ideals. In the case of noncommutative rings, a completely prime ideal is a prime ideal, but a prime ideal is not necessarily a completely prime ideal. Concerning prime ideals, we have the following result for the algebra $H_{r, s}(\Lambda)$.

Corollary 2.1. Suppose the multiplicative group generated by $r$ and $s$ is torsionfree. Then any prime ideal of $H_{r, s}(\Lambda)$ is completely prime.

Proof. The proof follows directly from a result on prime ideals of iterated skew polynomial rings, due to Goodearl and Letzter [2000].
2.4. An algebra isomorphism from $\boldsymbol{U}_{r, s}^{+}(\mathfrak{g})$ onto $\boldsymbol{H}_{r, s}(\boldsymbol{\Lambda})$. In this subsection, we introduce an algebra isomorphism from the two-parameter quantized enveloping algebra $U_{r, s}^{+}(\mathfrak{g})$ onto the two-parameter Ringel-Hall algebra $H_{r, s}(\Lambda)$. Via this isomorphism, all results established in the previous subsection on $H_{r, s}(\Lambda)$ will be transferred to the two-parameter quantized enveloping algebra $U_{r, s}^{+}(\mathfrak{g})$. For the convenience of this paper, we will awkwardly denote the nontwisted Hall algebra multiplication by $\circ$ in the one-parameter nontwisted generic Ringel-Hall algebra $H_{v}(\Lambda)$ (which can be defined due to the existence of Hall polynomials). Recall also that $v^{2}=q$.

First, we need an important lemma on a two-parameter version of the quantum Serre relations, which was proved to hold in the case of one-parameter nontwisted Ringel-Hall algebra $H_{v}(\Lambda)$.

Lemma 2.4. Let $\alpha_{i} \in \mathscr{P}$ correspond to the simple module $S_{i}$. Then we have the identities

$$
\sum_{k=0}^{1-a_{i j}}(-1)^{k}\binom{1-a_{i j}}{k}_{r_{i} s_{i}^{-1}} c_{i j}^{(k)} u_{\alpha_{i}}^{1-a_{i j}-k} u_{\alpha_{j}} u_{\alpha_{i}}^{k}=0 \quad \text { for } i \neq j
$$

in $H_{r, s}(\Lambda)$, where $c_{i j}^{(k)}=\left(r_{i} s_{i}^{-1}\right)^{k(k-1) / 2} r^{k\langle j, i\rangle} s^{-k\langle i, j\rangle}$ for $i \neq j$.
Proof. The idea of the proof is to reduce these identities to those that have been proved in [Ringel 1990b] to hold for the one-parameter nontwisted generic RingelHall algebra $H_{v}(\Lambda)$. Though this reduction is straightforward, we will provide the details. For convenience, we shall set $m=1-a_{i j}$ in the rest of this proof.

First, we assume that $i<j$. Then we have $\langle i, j\rangle=d_{i} a_{i j}$ and $\langle j, i\rangle=0$. Therefore,

$$
\begin{aligned}
& \sum_{k=0}^{m}(-1)^{k}\binom{m}{k}_{r_{i} s_{i}^{-1}} c_{i j}^{(k)} u_{\alpha_{i}}^{m-k} u_{\alpha_{j}} u_{\alpha_{i}}^{k} \\
= & \sum_{k=0}^{m}(-1)^{k}\binom{m}{k}_{r_{i} s_{i}^{-1}}\left(r_{i} s_{i}^{-1}\right)^{k(k-1) / 2} r^{k\langle j, i\rangle} s^{-k\langle i, j\rangle} u_{\alpha_{i}}^{m-k} u_{\alpha_{j}} u_{\alpha_{i}}^{k} \\
= & \sum_{k=0}^{m}(-1)^{k}\binom{m}{k}_{r_{i} s_{i}^{-1}}\left(r_{i} s_{i}^{-1}\right)^{k(k-1) / 2} r^{k\langle j, i\rangle} s^{-k\langle i, j\rangle} s^{-(m(m-1) / 2(i, i\rangle+(m-k)\langle i, j\rangle+k\langle j, i\rangle)} \\
= & s^{-\left(\langle i, i\rangle m^{2}-m / 2+m\langle i, j\rangle\right)} \sum_{k=0}^{m}(-1)^{k}\binom{m}{k}_{r_{i} s_{i}^{-1}}\left(r_{i} s_{i}^{-1}\right)^{k(k-1) / 2} u_{\alpha_{i}}^{\circ(m-k)} \circ u_{\alpha_{j}} \circ u_{\alpha_{i}}^{\circ(k-k)} \circ u_{\alpha_{j}} \circ u_{\alpha_{i}}^{\circ(k)}
\end{aligned}
$$

Note that the following result was proved for the nontwisted generic Ringel-Hall algebra $H_{v}(\Lambda)$ in [Ringel 1990b]:

$$
\sum_{k=0}^{m}(-1)^{k}\binom{m}{k}_{q^{i}}\left(q^{i}\right)^{k(k-1) / 2} u_{\alpha_{i}}^{\circ(m-k)} \circ u_{\alpha_{j}} \circ u_{\alpha_{i}}^{\circ(k)}=0
$$

Due to the existence of Hall polynomials [Ringel 1990a; 1990c], we can set $r s^{-1}=q$. Thus we have proved that the statement is true for $i<j$, as desired.

Now let us assume that $i>j$. Then $\langle i, j\rangle=0$ and $\langle j, i\rangle=d_{j} a_{j i}=d_{i} a_{i j}=$ $d_{i}(1-m)$. Furthermore, we have

$$
\begin{aligned}
& (-1)^{m} \sum_{k=0}^{m}(-1)^{k}\binom{m}{k}_{r_{i} s_{i}^{-1}} c_{i j}^{(k)} u_{\alpha_{i}}^{m-k} u_{\alpha_{j}} u_{\alpha_{i}}^{k} \\
= & \sum_{k=0}^{m}(-1)^{k}\binom{m}{k}_{r_{i} s_{i}^{-1}}\left(r_{i} s_{i}^{-1}\right)^{(m-k)(m-k-1) / 2} r^{(m-k)\langle j, i\rangle} s^{-(m-k)\langle i, j\rangle} u_{\alpha_{i}}^{k} u_{\alpha_{j}} u_{\alpha_{i}}^{m-k} \\
= & \sum_{k=0}^{m}(-1)^{k}\binom{m}{k}_{r_{i} s_{i}^{-1}}\left(r_{i} s_{i}^{-1}\right)^{(m-k)(m-k-1) / 2} r^{(m-k)\langle j, i\rangle} \\
= & r^{\frac{1}{2}\left(m-m^{2}\right)\langle i, i\rangle} \sum_{k=0}^{m}(-1)^{k}\binom{m}{k}_{r_{i} s_{i}^{-1}}\left(r_{i} s_{i}^{-1}\right)^{k(k-1) / 2} u_{\alpha_{i}}^{\circ(k)} \circ u_{\alpha_{j}} \circ u_{\alpha_{i}}^{\circ(m-k)} .
\end{aligned}
$$

The following result was proved for the nontwisted generic Ringel-Hall algebra $H_{v}(\Lambda)$ in [Ringel 1990b]:

$$
\sum_{k=0}^{m}(-1)^{k}\binom{m}{k}_{q^{i}}\left(r^{i}\right)^{k(k-1) / 2} u_{\alpha_{i}}^{\circ(k)} \circ u_{\alpha_{j}} \circ u_{\alpha_{i}}^{\circ(m-k)}=0
$$

Once again, thanks to the existence of Hall polynomials, we can set $r s^{-1}=q$ and thus the result follows as desired.

The next result was first proved by Reineke for the case of a finite-dimensional complex simple Lie algebra $\mathfrak{g}$ of type $A, D$ or $E$ in [Reineke 2001], and we show that the result holds for all finite-dimensional complex simple Lie algebras $\mathfrak{g}$. The proof is more or less the same as the one used in [Reineke 2001].
Theorem 2.6 (see also [Reineke 2001]). With the multiplication defined above, $H_{r, s}(\Lambda)$ is an associative $\mathbb{Q}(r, s)$-algebra. In particular, the map

$$
\eta: e_{i} \rightarrow \alpha_{i}
$$

extends to a $\mathbb{Q}(r, s)$-algebra isomorphism

$$
\eta: U_{r, s}^{+}(\mathfrak{g}) \rightarrow H_{r, s}(\Lambda)
$$

Proof. First, note that the quantum Serre relations of $U_{r, s}^{+}(\mathfrak{g})$ are preserved by the map $\eta$. Thus the map $\eta$ indeed defines an algebra homomorphism from the twoparameter quantized enveloping algebra $U_{r, s}^{+}(\mathfrak{g})$ into the two-parameter RingelHall algebra $H_{r, s}(\Lambda)$. It only remains to show that the map $\eta$ is a bijection.

We first show that the map $\eta$ is surjective by verifying that the algebra $H_{r, s}(\Lambda)$ is generated by the elements $u_{i}$ that correspond to the simple modules $S_{i}$ of the algebra $\Lambda$. Let $u_{\alpha}$ be any element in $H_{r, s}(\Lambda)$. Then we have

$$
u_{\alpha}=\left(\prod_{i=1}^{m} \frac{1}{[\alpha(i)]_{\epsilon\left(\boldsymbol{a}_{i}\right)}^{!}}\right) u_{\boldsymbol{a}_{1}}^{\alpha\left(\boldsymbol{a}_{1}\right)} \cdots u_{\boldsymbol{a}_{m}}^{\alpha\left(\boldsymbol{a}_{m}\right)}
$$

Now it suffices to prove that $u_{\alpha}$ is generated by $u_{i}$ for any $\alpha$ corresponding to an indecomposable module. We prove this claim by using induction. Note that $\zeta(\alpha, \alpha)=0$. Thus, we have

$$
u_{\alpha}=u_{1}^{d_{1}} \cdots u_{n}^{d_{n}}-\sum_{\substack{\beta \neq \alpha \\ \operatorname{dim} \beta=\operatorname{dim} \alpha}} s^{\langle\beta, \beta\rangle} u_{\beta}
$$

However, one sees that the dimension of the module $u_{\beta}$ is less than that of the module $u_{\alpha}$. Thus by induction on the dimension, we can reduce to the case where $\operatorname{dim}\left(u_{\alpha}\right)=1$. In this case, the only possibility is that $u_{\alpha}=u_{i}$ for some $i$. Thus we have proved the statement that every $u_{\alpha}$ is generated by $u_{i}$, which further implies that the map $\eta$ is a surjective map. We also note that the map $\eta$ is a graded map.

Finally, we show that the map $\eta$ is injective. Let $B:=\mathbb{Q}[r, s]_{(r-1), s-1)}$ denote the localization of the polynomial ring $\mathbb{Q}[r, s]$ at the maximal ideal $(r-1, s-1)$. Then we know that $B=\mathbb{Q}[r, s]_{(r-1, s-1)}$ is a local ring with residue field $\mathbb{Q}$ and fractional field $\mathbb{Q}(r, s)$. Let $U_{B}^{+}$denote the free $B$-algebra generated by the generators $e_{i}$
subject to the quantum Serre relations holding in $U_{r, s}^{+}(\mathfrak{g})$. Also let $U_{\mathbb{Q}}^{+}(\mathfrak{g})$ denote the universal enveloping algebra of $\mathfrak{n}^{+}$defined over the base field $\mathbb{Q}$. Then we have

$$
U_{r, s}^{+}(\mathfrak{g})=\mathbb{Q}(r, s) \otimes_{B} U_{B}^{+} \quad \text { and } \quad U_{\mathbb{Q}}^{+}(\mathfrak{g})=\mathbb{Q} \otimes_{B} U_{B}^{+} .
$$

For any $\beta \in \mathbb{N}^{n}$, we have the following result via Nakayama's lemma:

$$
\begin{aligned}
\operatorname{dim}_{\mathbb{Q}} U_{\mathbb{Q}}^{+}(\mathfrak{g})_{\beta} & \left.=\operatorname{dim}_{\mathbb{Q}}\left(\mathbb{Q} \otimes_{B} U_{B}^{+}\right)\right)_{\beta} \\
& \geq \operatorname{dim}_{\mathbb{Q}(r, s)}\left(\mathbb{Q}(r, s) \otimes_{B} U_{B}^{+}\right)_{\beta}
\end{aligned}=\operatorname{dim}_{\mathbb{Q}(r, s)} U_{r, s}^{+}(\mathfrak{g})_{\beta} .
$$

Using [Ringel 1993, Corollary 2] and the PBW-theorem, we also have

$$
\operatorname{dim}_{\mathbb{Q}} U_{\mathbb{Q}}^{+}(\mathfrak{g})_{\beta}=\operatorname{dim}_{\mathbb{Q}(r, s)} H_{r, s}(\Lambda)_{\beta} .
$$

Thus we have proved that the map $\eta$ is injective. Therefore, the map $\eta$ is an algebra isomorphism from $U_{r, s}^{+}(\mathfrak{g})$ onto $H_{r, s}(\Lambda)$, as desired.

Based on the previous theorem, the following corollary is in order:
Corollary 2.2. The algebra $U_{r, s}^{+}(\mathfrak{g})$ has a $\mathbb{Q}(r, s)$-basis parameterized by the isomorphism classes of finite-dimensional representations of the algebra $\Lambda$.

Theorem 2.7. All prime ideals of $U_{r, s}^{+}(\mathfrak{g})$ are completely prime under the condition that the multiplicative group generated by $r$ and $s$ is torsion-free.

Proof. This follows since $U_{r, s}(\mathfrak{g})$ is isomorphic to $H_{r, s}(\Lambda)$ as an algebra and since all prime ideals of $H_{r, s}(\Lambda)$ are completely prime under the condition.

## 3. The extended two-parameter Ringel-Hall algebras $\overline{\boldsymbol{H}_{r, s}(\boldsymbol{\Lambda})}$

In the one-parameter quantum group case, the torus part was added to the RingelHall algebra for the purpose of realizing the Borel subalgebra $U_{q}^{\geq 0}(\mathfrak{g})$ of the oneparameter quantum group $U_{q}(\mathfrak{g})$. In the two-parameter case, we can do the same. Here, we spell out the details. In particular, we will first define the extended Ringel-Hall algebra $\overline{H_{r, s}(\Lambda)}$ by adding the torus part. Then we propose a Hopf algebra structure on this extended two-parameter Ringel-Hall algebra $\overline{H_{r, s}(\Lambda)}$. As an application, we will prove that $U_{r, s}^{\geq 0}(\mathfrak{g})$ is isomorphic to the extended twoparameter Ringel-Hall algebra $\overline{H_{r, s}(\Lambda)}$ as a Hopf algebra. The approach used here is very similar to those in [Ringel 1996; Green 1995; Xiao 1997]. In addition, an analogous result is obtained for the algebra $U_{r, s}^{\leq 0}(\mathfrak{g})$. By patching them together via the triangular decomposition of $U_{r, s}(\mathfrak{g})$, we derive a PBW-basis of $U_{r, s}(\mathfrak{g})$.
3.1. Extended Ringel-Hall algebras $\overline{\boldsymbol{H}_{r, s}(\boldsymbol{\Lambda})}$. To realize the Borel subalgebras $U_{r, s}^{\geq 0}(\mathfrak{g})$ and $U_{r, s}^{\leq 0}(\mathfrak{g})$ of the two-parameter quantum group $U_{r, s}(\mathfrak{g})$, we need to enlarge the Ringel-Hall algebras $H_{r, s}(\Lambda)$ defined in the previous section. We are going to enlarge $H_{r, s}(\Lambda)$ by adding the torus part to it. Namely, we will define $\overline{H_{r, s}(\Lambda)}$ to be the free $\mathbb{Q}(r, s)$-module with the basis

$$
\left\{k_{\alpha} u_{\lambda} \mid \alpha \in \mathbb{Z}[I], \lambda \in \mathscr{P}\right\}
$$

In addition, we are going to define an algebra structure for $\overline{H_{r, s}(\Lambda)}$ by

$$
\begin{array}{ll}
u_{\alpha} u_{\beta}=\sum_{\lambda \in \mathscr{P}} s^{-\langle\alpha, \beta\rangle} F_{u_{\alpha}, u_{\beta}}^{u_{\lambda}}\left(r s^{-1}\right) u_{\lambda} & \text { for any } \alpha, \beta \in \mathscr{P}, \\
k_{\alpha} u_{\beta}=r^{\langle\beta, \alpha\rangle} s^{-\langle\alpha, \beta\rangle} u_{\beta} k_{\alpha} & \text { for any } \alpha \in \mathbb{Z}[I], \beta \in \mathscr{P}, \\
k_{\alpha} k_{\beta}=k_{\beta} k_{\alpha} & \text { for any } \alpha, \beta \in \mathbb{Z}[I] .
\end{array}
$$

Lemma 3.1. For any elements $x, y, z \in \mathbb{Z}[I]$ and $\alpha, \beta, \gamma \in \mathscr{P}$, we have

$$
\left[\left(k_{x} u_{\alpha}\right)\left(k_{y} u_{\beta}\right)\right]\left(k_{x} u_{\alpha}\right)=\left(k_{x} u_{\alpha}\right)\left[\left(k_{y} u_{\beta}\right)\left(k_{z} u_{\gamma}\right)\right]
$$

In particular, the multiplication defined in $\overline{H_{r, s}(\Lambda)}$ is associative.
Proof. First, we have

$$
\begin{aligned}
& \left(u_{\alpha} u_{\beta}\right) u_{\gamma}=\left(\sum_{\lambda \in \mathscr{P}} s^{-\langle\alpha, \beta\rangle} g_{\alpha \beta}^{\lambda} u_{\lambda}\right) u_{\gamma}=\sum_{\lambda^{\prime} \in \mathscr{P}} s^{-\langle\alpha, \beta\rangle-\langle\alpha+\beta, \gamma\rangle} g_{\alpha \beta \gamma}^{\lambda^{\prime}} u_{\lambda^{\prime}} \\
& u_{\alpha}\left(u_{\beta} u_{\gamma}\right)=u_{\alpha}\left(\sum_{\lambda \in \mathscr{P}} s^{-\langle\beta, \gamma\rangle} g_{\beta \gamma}^{\lambda} u_{\lambda}\right)=\sum_{\lambda^{\prime} \in \mathscr{P}} s^{-\langle\alpha, \beta+\gamma\rangle-\langle\beta, \gamma\rangle} g_{\alpha \beta \gamma}^{\lambda^{\prime}} u_{\lambda^{\prime}}
\end{aligned}
$$

So we have just proved that $\left(u_{\alpha} u_{\beta}\right) u_{\gamma}=u_{\alpha}\left(u_{\beta} u_{\gamma}\right)$. In addition, we have the results

$$
\begin{aligned}
{\left[\left(k_{x} u_{\alpha}\right)\left(k_{y} u_{\beta}\right)\right]\left(k_{z} u_{\gamma}\right) } & =r^{-\langle\alpha, y\rangle-\langle\alpha+\beta, z\rangle} s^{\langle y, \alpha\rangle+\langle z, \alpha+\beta\rangle} k_{x+y+x} u_{\alpha} u_{\beta} u_{\gamma} \\
\left(k_{x} u_{\alpha}\right)\left[\left(k_{y} u_{\beta}\right)\left(k_{z} u_{\gamma}\right)\right] & =r^{-\langle\alpha, y+z\rangle-\langle\beta, z\rangle} s^{\langle y+z, \alpha\rangle+\langle z, \beta\rangle} k_{x+y+z} u_{\alpha} u_{\beta} u_{\gamma}
\end{aligned}
$$

Also, we have $\left(k_{x} u_{\alpha}\right)\left[\left(k_{y} u_{\beta}\right)\left(k_{z} u_{\gamma}\right)\right]=\left[\left(k_{x} u_{\alpha}\right)\left(k_{y} u_{\beta}\right)\right]\left(k_{z} u_{\gamma}\right)$, which further implies that the multiplication is associative.
Proposition 3.1. With the above defined multiplication, $\overline{H_{r, s}(\Lambda)}$ is an associative $\mathbb{Q}(r, s)$-algebra.
Proof. This follows directly from the previous lemma.
Theorem 3.1. The map $\eta$ extends to a $\mathbb{Q}(r, s)$-algebra isomorphism from $U_{r, s}^{\geq 0}(\mathfrak{g})$ onto $\overline{H_{r, s}(\Lambda)}$ via the map $\eta\left(w_{i}\right)=k_{i}$ and $\eta\left(e_{i}\right)=u_{\alpha_{i}}$.
Proof. The proof is straightforward.
Corollary 3.1. The set $\boldsymbol{B}^{+}=\left\{w_{\alpha} \eta^{-1}\left(u_{\lambda}\right) \mid \alpha \in \mathbb{Z}[I], \lambda \in \mathscr{P}\right\}$ is $a \mathbb{Q}(r, s)$-basis of $U_{r, s}^{\geq 0}(\mathfrak{g})$.
3.2. A Hopf algebra structure on $\overline{\boldsymbol{H}_{r, s}(\mathbf{\Lambda )}}$. Now we are going to introduce a Hopf algebra structure on the extended two-parameter Ringel-Hall algebra $\overline{H_{r, s}(\Lambda)}$.

Theorem 3.2. The algebra $\overline{H_{r, s}(\Lambda)}$ is a Hopf algebra with the Hopf algebra structure defined as follows.
(1) Multiplication:

$$
\begin{array}{ll}
u_{\alpha} u_{\beta}=\sum_{\lambda \in \mathscr{P}} s^{-\langle\alpha, \beta\rangle} g_{\alpha \beta}^{\lambda} u_{\lambda} & \text { for any } \alpha, \beta \in \mathscr{B}, \\
k_{\alpha} u_{\beta}=r^{\langle\beta, \alpha\rangle} s^{-\langle\alpha, \beta\rangle} u_{\beta} k_{\alpha} & \text { for any } \alpha \in \mathbb{Z}[I], \beta \in \mathscr{P}, \\
k_{\alpha} k_{\beta}=k_{\beta} k_{\alpha} & \text { for any } \alpha, \beta \in \mathbb{Z}[I] .
\end{array}
$$

(2) Comultiplication:

$$
\begin{array}{ll}
\Delta\left(u_{\lambda}\right)=\sum_{\alpha, \beta \in \mathscr{P}} r^{\langle\alpha, \beta\rangle}\left(a_{\alpha} a_{\beta} / a_{\lambda}\right) g_{\alpha \beta}^{\lambda} u_{\alpha} k_{\beta} \otimes u_{\beta} & \text { for any } \lambda \in \mathscr{P}, \\
\Delta\left(k_{\alpha}\right)=k_{\alpha} \otimes k_{\alpha} & \text { for any } \alpha \in \mathbb{Z}[I] .
\end{array}
$$

(3) Counit: $\epsilon\left(u_{\lambda}\right)=0$ for all $\lambda \neq 0$ and $\epsilon\left(k_{\alpha}\right)=1$ for any $\alpha \in \mathscr{P}$.
(4) Antipode:

$$
\begin{aligned}
\sigma\left(u_{\lambda}\right)=\delta_{\lambda, 0}+ & \sum_{m \geq 1}(-1)^{m} \\
& \times \sum_{\pi \in \mathscr{P}, \lambda_{1}, \lambda_{2}, \ldots, \lambda_{m} \in \mathscr{P}_{1}}\left(r s^{-1}\right)^{\sum_{i<j}\left(\lambda_{i}, \lambda_{j}\right)} \frac{a_{\lambda_{1}} \cdots a_{\lambda_{m}}}{a_{\lambda}} g_{\lambda_{1} \cdots \lambda_{m}}^{\lambda} g_{\lambda_{1} \cdots \lambda_{m}}^{\pi} k_{-\lambda} u_{\pi}
\end{aligned}
$$

for any element $\lambda \in \mathscr{P}$ and $\sigma\left(k_{\alpha}\right)=k_{-\alpha}$ for any $\alpha \in \mathbb{Z}[I]$.
The proof of this theorem consists of two lemmas.
Lemma 3.2. The comultiplication $\Delta$ is an algebra endomorphism of $\overline{H_{r, s}(\Lambda)}$.
Proof. First, $\Delta\left(k_{x} k_{y}\right)=\Delta\left(k_{x+y}\right)=k_{x+y} \otimes k_{x+y}$. Thus, $\Delta\left(k_{x} k_{y}\right)=\Delta\left(k_{x}\right) \Delta\left(k_{y}\right)$. To prove that $\Delta$ is an algebra homomorphism of $H_{r, s}(\Lambda)$, it suffices to show that $\Delta\left(u_{\alpha} u_{\beta}\right)=\Delta\left(u_{\alpha}\right) \Delta\left(u_{\beta}\right)$. Since

$$
u_{\alpha^{\prime}} u_{\beta^{\prime}}=\sum_{\lambda \in \mathscr{P}} s^{-\left\langle\alpha^{\prime}, \beta^{\prime}\right\rangle} g_{\alpha^{\prime} \beta^{\prime}}^{\lambda} u_{\lambda},
$$

we have

$$
\begin{aligned}
\Delta\left(u_{\alpha^{\prime}} u_{\beta^{\prime}}\right) & =\Delta\left(\sum_{\lambda \in \mathscr{P}} s^{-\langle\alpha, \beta\rangle} g_{\alpha^{\prime} \beta^{\prime}}^{\lambda} u_{\lambda}\right) \\
& =\sum_{\lambda \in \mathscr{P}} s^{-\left\langle\alpha^{\prime}, \beta^{\prime}\right\rangle} g_{\alpha^{\prime} \beta^{\prime}}^{\lambda} \Delta\left(u_{\lambda}\right) \\
& =\sum_{\lambda, \alpha, \beta \in \mathscr{P}} s^{-\left\langle\alpha^{\prime}, \beta^{\prime}\right\rangle} r^{\langle\alpha, \beta\rangle} g_{\alpha^{\prime} \beta^{\prime}}^{\lambda} g_{\alpha \beta}^{\lambda} \frac{a_{\alpha} a_{\beta}}{a_{\lambda}} u_{\alpha} k_{\beta} \otimes u_{\beta}
\end{aligned}
$$

and

$$
\begin{aligned}
& \Delta\left(u_{\alpha^{\prime}}\right) \Delta\left(u_{\beta^{\prime}}\right)=\left(\sum_{\rho, \sigma \in \mathscr{P}} r^{\langle\rho, \sigma\rangle} \frac{a_{\rho} a_{\sigma}}{a_{\alpha^{\prime}}} g_{\rho \sigma}^{\alpha^{\prime}} u_{\rho} k_{\sigma} \otimes u_{\sigma}\right) \\
& \times\left(\sum_{\rho^{\prime}, \sigma^{\prime} \in \mathscr{P}} r^{\left\langle\rho^{\prime}, \sigma^{\prime}\right\rangle} \frac{a_{\rho^{\prime}} a_{a_{\sigma^{\prime}}}}{a_{\beta^{\prime}}} g_{\rho^{\prime} \sigma^{\prime}}^{\beta^{\prime}} u_{\rho^{\prime}} k_{\sigma^{\prime}} \otimes u_{\sigma^{\prime}}\right) \\
&=\sum_{\rho, \sigma, \rho^{\prime}, \sigma^{\prime} \in \mathscr{P}} r^{\langle\rho, \sigma\rangle+\left\langle\rho^{\prime}, \sigma^{\prime}\right\rangle} \frac{a_{\rho} a_{\sigma} a_{\rho^{\prime}} a_{\sigma^{\prime}}}{a_{\alpha^{\prime}} a_{\beta^{\prime}}} \times g_{\rho \sigma}^{\alpha^{\prime}} g_{\rho^{\prime} \sigma^{\prime}}^{\beta^{\prime}} u_{\rho} k_{\sigma} u_{\rho^{\prime}} k_{\sigma^{\prime}} \otimes u_{\sigma} u_{\sigma^{\prime}} \\
&=\sum_{\rho, \sigma, \rho^{\prime}, \sigma^{\prime} \in \mathscr{P}} r^{\langle\rho, \sigma\rangle+\left\langle\rho^{\prime}, \sigma^{\prime}\right\rangle+\left\langle\rho^{\prime}, \sigma\right\rangle} s^{-\left\langle\sigma, \rho^{\prime}\right\rangle-\left\langle\sigma, \sigma^{\prime}\right\rangle-\left\langle\rho, \rho^{\prime}\right\rangle} \frac{a_{\rho} a_{\sigma} a_{\rho^{\prime}} a_{\sigma}}{a_{\alpha^{\prime}} a_{\beta^{\prime}}} \\
& \times g_{\rho \sigma}^{\alpha^{\prime}} g_{\rho^{\prime} \sigma^{\prime}}^{\beta^{\prime}} g_{\rho \rho^{\prime}}^{\alpha} g_{\sigma \sigma^{\prime}}^{\beta} u_{\alpha} k_{\beta} \otimes u_{\beta} .
\end{aligned}
$$

Note that $\operatorname{dim}\left(u_{\alpha}\right)+\operatorname{dim}\left(u_{\beta}\right)=\operatorname{dim}\left(u_{\lambda}\right)$. Thus, we have

$$
\operatorname{dim}\left(u_{\alpha}\right)+\operatorname{dim}\left(u_{\beta}\right)=\operatorname{dim}\left(u_{\lambda}\right)=\operatorname{dim}\left(u_{\alpha^{\prime}}\right)+\operatorname{dim}\left(u_{\beta^{\prime}}\right)
$$

and

$$
\begin{aligned}
\operatorname{dim}\left(u_{\rho}\right)+\operatorname{dim}\left(u_{\sigma}\right)=\operatorname{dim}\left(u_{\alpha^{\prime}}\right), & \operatorname{dim}\left(u_{\rho^{\prime}}\right)+\operatorname{dim}\left(u_{\sigma^{\prime}}\right)=\operatorname{dim}\left(u_{\beta^{\prime}}\right) \\
\operatorname{dim}\left(u_{\rho}\right)+\operatorname{dim}\left(u_{\rho^{\prime}}\right)=\operatorname{dim}\left(u_{\alpha}\right), & \operatorname{dim}\left(u_{\sigma}\right)+\operatorname{dim}\left(u_{\sigma^{\prime}}\right)=\operatorname{dim}\left(u_{\beta}\right)
\end{aligned}
$$

In addition, we have $k_{\beta}=k_{\sigma} k_{\sigma^{\prime}}$. Thus we have

$$
\begin{aligned}
\langle\alpha, \beta\rangle & =\langle\rho, \sigma\rangle+\left\langle\rho, \sigma^{\prime}\right\rangle+\left\langle\rho^{\prime}, \sigma\right\rangle+\left\langle\sigma, \sigma^{\prime}\right\rangle \\
\left\langle\alpha^{\prime}, \beta^{\prime}\right\rangle & =\left\langle\rho, \rho^{\prime}\right\rangle+\left\langle\rho, \sigma^{\prime}\right\rangle+\left\langle\sigma, \rho^{\prime}\right\rangle+\left\langle\sigma, \sigma^{\prime}\right\rangle
\end{aligned}
$$

Therefore, we only need to show that

$$
\sum_{\lambda \in \mathscr{F}} g_{\alpha \beta}^{\lambda} g_{\alpha^{\prime} \beta^{\prime}}^{\lambda} \frac{a_{\alpha} a_{\beta} a_{\alpha^{\prime}} a_{\beta^{\prime}}}{a_{\lambda}}=\sum_{\rho, \sigma, \rho^{\prime}, \sigma^{\prime} \in \mathscr{P}}\left(r s^{-1}\right)^{-\left\langle\rho, \sigma^{\prime}\right\rangle} g_{\rho \rho^{\prime}}^{\sigma} g_{\sigma \sigma^{\prime}}^{\beta} g_{\rho \sigma}^{\alpha^{\prime}} g_{\rho^{\prime} \sigma^{\prime}}^{\beta^{\prime}} a_{\rho} a_{\sigma} a_{\rho^{\prime}} a_{\sigma^{\prime}}
$$

but this is true according to Green's formula.
Lemma 3.3. For any $\lambda \in \mathscr{P}$, we have

$$
\mu(\sigma \otimes 1) \Delta\left(u_{\lambda}\right)=\delta_{\lambda 0} \quad \text { and } \quad \mu(1 \otimes \sigma) \Delta\left(u_{\lambda}\right)=\delta_{\lambda 0}
$$

Proof. First of all, we have

$$
\Delta\left(u_{\lambda}\right)=\sum_{\lambda^{\prime}, \lambda_{m+1} \in \mathscr{P}} \frac{a_{\lambda^{\prime}} a_{\lambda_{m+1}}}{a_{\lambda}} g_{\lambda^{\prime} \lambda_{m+1}}^{\lambda} u_{\lambda^{\prime}} k_{\lambda_{m+1}} \otimes u_{\lambda_{m+1}}
$$

Thus we further have

$$
\mu(\sigma \otimes 1) \Delta\left(u_{\lambda}\right)=\sum_{\lambda^{\prime}, \lambda_{m+1} \in \mathscr{P}} r^{\left\langle\lambda^{\prime}, \lambda_{m+1}\right\rangle} \frac{a_{\lambda^{\prime}} a_{\lambda_{m+1}}}{a_{\lambda}} g_{\lambda^{\prime} \lambda_{m+1}}^{\lambda} k_{-\lambda_{m+1}} \sigma\left(u_{\lambda^{\prime}}\right) u_{\lambda_{m+1}} .
$$

To prove the first identity, it suffices to prove that

$$
\sigma\left(u_{\lambda}\right)=\delta_{\lambda 0}-\sum_{\lambda^{\prime} \in \mathscr{P}, \lambda_{m+1} \in \mathscr{P}_{1}} r^{\left\langle\lambda^{\prime}, \lambda_{m+1}\right\rangle} \frac{a_{\lambda^{\prime}} a_{\lambda_{m+1}}}{a_{\lambda}} g_{\lambda^{\prime} \lambda_{m+1}}^{\lambda} k_{-\lambda_{m+1}} \sigma\left(u_{\lambda^{\prime}}\right) u_{\lambda_{m+1}}
$$

Since we have

$$
\begin{aligned}
& \sigma\left(u_{\lambda^{\prime}}\right)=\delta_{\lambda^{\prime} 0}-\sum_{m \geq 1}(-1)^{m} \sum_{\pi^{\prime} \in \mathscr{P}, \lambda_{1}, \ldots, \lambda_{m} \in \mathscr{P}_{1}}\left(r s^{-1}\right)^{\sum_{i<j}\left\langle\lambda_{i}, \lambda_{j}\right\rangle} \frac{a_{\lambda_{1}} \cdots a_{\lambda_{m}}}{a_{\lambda^{\prime}}} \\
& \times g_{\lambda_{1} \cdots \lambda_{m}}^{\lambda^{\prime}} g_{\lambda_{1} \cdots \lambda_{m}}^{\pi^{\prime}} k_{-\lambda^{\prime}} u_{\pi^{\prime}},
\end{aligned}
$$

we will have the result

$$
\begin{aligned}
& \sigma\left(u_{\lambda}\right)=\delta_{\lambda 0}-k_{-\lambda} u_{\lambda}-\sum_{\lambda^{\prime}, \lambda_{m+1} \in \mathscr{P}_{1}} r^{\left\langle\lambda^{\prime}, \lambda_{m+1}\right\rangle} \frac{a_{\lambda^{\prime}} a_{\lambda_{m+1}}}{a_{\lambda}} g_{\lambda^{\prime} \lambda_{m+1}}^{\lambda} k_{-\lambda_{m+1}} \\
& \begin{aligned}
\times \sum_{m \geq 1}(-1)^{m} \sum_{\substack{\pi^{\prime} \in \mathscr{F}, \lambda_{1}, \ldots, \lambda_{m} \in \mathscr{P}_{1}}}\left(r s^{-1}\right)^{\sum_{i<j}\left(\lambda_{i}, \lambda_{j}\right)} \frac{a_{\lambda_{1} \cdots} \cdots a_{\lambda_{m}}}{a_{\lambda^{\prime}}} \\
g_{\lambda_{1} \cdots \lambda_{m}}^{\lambda^{\prime}} g_{\lambda_{1} \ldots, \lambda_{m}}^{\pi^{\prime}} \times k_{-\lambda^{\prime}} u_{\pi^{\prime}} u_{\lambda_{m+1}}
\end{aligned} \\
& =\delta_{\lambda 0}-k_{-\lambda} u_{\lambda}-\sum_{m \geq 1}(-1)^{m} \sum_{\substack{\pi^{\prime} \in \mathscr{\mathscr { P }} \\
\lambda^{\prime}, \lambda_{1}, \ldots, \lambda_{m} \in \mathscr{P}_{1}}}\left(r s^{-1}\right)^{\sum_{k<j}\left\langle\lambda_{i}, \lambda_{j}\right\rangle} r^{\left\langle\lambda^{\prime}, \lambda_{m+1}\right\rangle} \\
& \times \frac{a_{\lambda_{1} \cdots a_{\lambda_{m}}} a_{\lambda_{m+1}}}{\lambda} g_{\lambda_{1} \cdots \lambda_{m}}^{\lambda^{\prime}} g_{\lambda^{\prime} \lambda}^{\pi^{\prime}} k_{\lambda_{m+1}} k_{-\lambda^{\prime}} \sum_{\pi \in \mathscr{F}} s^{\left\langle\pi^{\prime}, \lambda_{m+1}\right\rangle} g_{\pi^{\prime} \lambda_{m+1}}^{\pi} u_{\pi} \\
& =\delta_{\lambda 0}-\sum_{m \geq 1}(-1)^{m} \sum_{\substack{\pi \in \mathscr{\mathscr { P }} \\
\lambda_{1}, \ldots, \lambda_{m} \in \mathscr{P}_{1}}} \frac{a_{\lambda_{1}} \cdots a_{\lambda_{m}} a_{\lambda_{m+1}}}{a_{\lambda}} g_{\lambda_{1} \cdots \lambda_{m} \lambda_{m+1}}^{\lambda} k_{-\lambda} u_{\pi} .
\end{aligned}
$$

Since $g_{\alpha_{1} \cdots \alpha_{i}}^{\lambda} \neq 0$ implies $\operatorname{dim} u_{\lambda}=\operatorname{dim} u_{\alpha_{1}}+\cdots \operatorname{dim} u_{\lambda_{i}}$, we may assume that $\operatorname{dim}\left(u_{\lambda^{\prime}}\right)=\operatorname{dim}\left(u_{\lambda_{1}}\right)+\cdots+\operatorname{dim}\left(u_{\lambda_{m}}\right), \quad \operatorname{dim}\left(u_{\lambda^{\prime}}\right)+\operatorname{dim}\left(u_{\lambda_{m+1}}\right)=\operatorname{dim}\left(u_{\lambda}\right)$, $\operatorname{dim}\left(u_{\pi^{\prime}}\right)=\operatorname{dim}\left(u_{\lambda_{1}}\right)+\cdots+\operatorname{dim}\left(u_{\lambda_{m}}\right), \quad \operatorname{dim}\left(u_{\pi^{\prime}}\right)+\operatorname{dim}\left(u_{\lambda_{m+1}}\right)=\operatorname{dim}\left(u_{\pi}\right)$.

Therefore, we have the result

$$
\begin{aligned}
& \sigma\left(u_{\lambda}\right)= \delta_{\lambda 0}-k_{-\lambda} u_{\lambda}+\sum_{m \geq 2}(-1)^{m} \\
& \sum_{\substack{\pi \in \mathscr{P} \\
\lambda_{1}, \ldots, \lambda_{m} \in \mathcal{P}_{1}}}\left(r s^{-1}\right)^{\sum_{i<j}\left\langle\lambda_{i}, \lambda_{j}\right\rangle} \frac{a_{\lambda_{1}} \cdots a_{\lambda_{m}}}{a_{\lambda}} g_{\lambda_{1} \cdots \lambda_{m}}^{\lambda} g_{\lambda_{1} \cdots \lambda_{m}}^{\pi} k_{-\lambda} u_{\pi} \\
&= \delta_{\lambda 0}+\sum_{m \geq 1}(-1)^{m} \sum_{\substack{\pi \in \mathscr{G} \\
\lambda_{1}, \ldots, \lambda_{m} \in \mathscr{P}_{1}}}\left(r s^{-1}\right)^{\sum_{i<j}\left\langle\lambda_{i}, \lambda_{j}\right\rangle} \frac{a_{\lambda_{1}} \cdots a_{\lambda m}}{a_{\lambda}} \\
& \quad \times g_{\lambda_{1} \cdots \lambda_{m}}^{\lambda} g_{\lambda_{1} \cdots \lambda_{m}}^{\pi} k_{-\lambda} u_{\pi} .
\end{aligned}
$$

So we have proved the statement by the definition of $\sigma$. Similarly, we can verify that $\mu(1 \otimes \sigma) \Delta\left(u_{\lambda}\right)=\delta_{\lambda 0}$.

Remark 3.1. The proofs of the two lemmas above are slightly modified versions of those in [Xiao 1997].
3.3. A Hopf algebra isomorphism from $\boldsymbol{U}_{\boldsymbol{r}, \boldsymbol{s}}^{\geq 0}(\mathfrak{g})$ onto $\overline{\boldsymbol{H}_{r, s}(\Lambda)}$. Here we prove that the Borel subalgebras $U_{r, s}^{\geq 0}(\mathfrak{g})$ and $U_{r, s}^{\leq 0}(\mathfrak{g})$ of the two-parameter quantum group $U_{r, s}(\mathfrak{g})$ can be realized as the extended two-parameter Ringel-Hall algebras $\overline{H_{r, s}(\Lambda)}$ and $\overline{H_{s^{-1}, r^{-1}}(\Lambda)}$ as Hopf algebras. As a result, we shall derive a PBWbasis for the algebra $U_{r, s}(\mathfrak{g})$.
Theorem 3.3. We have

$$
U_{r, s}^{\geq 0}(\mathfrak{g}) \cong \overline{H_{r, s}(\Lambda)} \quad \text { and } \quad U_{r, s}^{\leq 0}(\mathfrak{g}) \cong \overline{H_{s^{-1}, r^{-1}}(\Lambda)}
$$

as Hopf algebras.
Proof. Let us define a map $\phi: U_{r, s}^{\geq 0}(\mathfrak{g}) \rightarrow \overline{H_{r, s}(\Lambda)}$ by setting $\phi\left(E_{i}\right)=u_{S_{i}}$ and $\phi\left(w_{i}\right)=k_{i}$. Then it is easy to verify that $\phi$ is a bijection and respects the Hopf algebra structures. Thus it is a Hopf algebra isomorphism. Similarly, we can prove that $U_{r, s}^{\leq 0}(\mathfrak{g})$ is isomorphic to $\overline{H_{s^{-1}, r^{-1}}(\Lambda)}$ as a Hopf algebra.

Let $\boldsymbol{B}^{-}$be the basis constructed for $U_{r, s}^{\leq 0}(\mathfrak{g})$ via the algebra $\overline{H_{s^{-1}, r^{-1}}(\Lambda)}$; then we have the following:
Corollary 3.2. The set $\boldsymbol{B}^{+} \cup \boldsymbol{B}^{-}$is a $\mathbb{Q}(r, s)$-basis for the two-parameter quantum groups $U_{r, s}(\mathfrak{g})$.
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# A NEW PROBABILITY DISTRIBUTION WITH APPLICATIONS 

Minguin Wang


#### Abstract

We introduce a new probability distribution, which is useful in the study of basic hypergeometric series. As applications, we give probabilistic derivations of the $\boldsymbol{q}$-binomial theorem, the $\boldsymbol{q}$-Gauss summation formula, a new multiple identity, and an extension of the Rogers-Ramanujan identities.


## 1. Introduction

The probabilistic method is a useful tool in the study of basic hypergeometric series [Chapman 2005; Evans 2002; Fulman 2001; Rawlings 1997]. In this paper, we introduce a new probability distribution and then demonstrate the applications of this distribution in $q$-series. We begin with recall some definitions, notations and known results in [Andrews et al. 1999; Gasper and Rahman 1990; Liu 2003]. Throughout the paper, we suppose that $0<q<1$. The $q$-shifted factorials are defined as

$$
(a ; q)_{0}=1, \quad(a ; q)_{n}=\prod_{k=0}^{n-1}\left(1-a q^{k}\right), \quad(a ; q)_{\infty}=\prod_{k=0}^{\infty}\left(1-a q^{k}\right)
$$

We also adopt a compact notation for multiple $q$-shifted factorials:

$$
\left(a_{1}, a_{2}, \ldots, a_{m} ; q\right)_{n}=\left(a_{1} ; q\right)_{n}\left(a_{2} ; q\right)_{n} \cdots\left(a_{m} ; q\right)_{n}
$$

where $n$ is an integer or $\infty$. The $q$-binomial coefficient is defined by

$$
\left[\begin{array}{l}
n \\
k
\end{array}\right]=\frac{(q ; q)_{n}}{(q ; q)_{k}(q ; q)_{n-k}}
$$

In 1846, Heine introduced the ${ }_{r+1} \phi_{r}$ basic hypergeometric series, which is defined by

$$
{ }_{r+1} \phi_{r}\left(\begin{array}{c}
a_{1}, a_{2}, \ldots, a_{r+1} \\
b_{1}, b_{2}, \ldots, b_{r}
\end{array} ; q, x\right)=\sum_{n=0}^{\infty} \frac{\left(a_{1}, a_{2}, \ldots, a_{r+1} ; q\right)_{n} x^{n}}{\left(q, b_{1}, b_{2}, \ldots, b_{r} ; q\right)_{n}} .
$$

MSC2000: primary 60E05; secondary 33D15, 05A10.
Keywords: probability distribution, basic hypergeometric series, Andrews-Askey integral,
Al-Salam-Carlitz polynomials, Lebesgue's dominated convergence theorem, Tannery's theorem, Rogers-Ramanujan identities.
F. H. Jackson [1910] defined the $q$-integral by

$$
\begin{equation*}
\int_{0}^{d} f(t) d_{q} t=d(1-q) \sum_{n=0}^{\infty} f\left(d q^{n}\right) q^{n} \tag{1-1}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{c}^{d} f(t) d_{q} t=\int_{0}^{d} f(t) d_{q} t-\int_{0}^{c} f(t) d_{q} t \tag{1-2}
\end{equation*}
$$

The $q$-integrals are important in the theory and application of basic hypergeometric series. For example, the author gives some applications of the $q$-integral in [Wang 2008; 2009b; 2009a; 2010b; 2010a]. The Andrews-Askey [1981] integral is

$$
\begin{equation*}
\int_{c}^{d} \frac{(q t / c, q t / d ; q)_{\infty}}{(a t, b t ; q)_{\infty}} d_{q} t=\frac{d(1-q)(q, d q / c, c / d, a b c d ; q)_{\infty}}{(a c, a d, b c, b d ; q)_{\infty}} \tag{1-3}
\end{equation*}
$$

which can be derived from Ramanujan's ${ }_{1} \psi_{1}$ summation provided that no zero factors occur in the denominator of the integral.

The Al-Salam-Carlitz polynomials $\varphi_{n}^{(a)}(x \mid q)$ are defined by

$$
\varphi_{n}^{(a)}(x \mid q)=\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right] x^{k}(a ; q)_{k},
$$

[Srivastava and Jain 1989] and have the $q$-integral representation [Wang 2009b]

$$
\begin{equation*}
\varphi_{n}^{(a)}(x \mid q)=\frac{(a x, a ; q)_{\infty}}{(1-q)(q, q / x, x ; q)_{\infty}} \int_{x}^{1} \frac{(q t / x, q t ; q)_{\infty} t^{n}}{(a t ; q)_{\infty}} d_{q} t \tag{1-4}
\end{equation*}
$$

provided that no zero factors occur in the denominator.
We frequently use the following well-known theorems:
Theorem (analytic continuation theorem). If $f$ and $g$ are analytic at $z_{0}$ and agree at infinitely many points, which include $z_{0}$ as an accumulation point, then $f=g$.

Theorem (Lebesgue's dominated convergence theorem). Suppose that $\left\{X_{n}, n \geq 1\right\}$ is a sequence of random variables such that $X_{n} \rightarrow X$ pointwise almost everywhere as $n \rightarrow \infty$, and such that $\left|X_{n}\right| \leq Y$ for all $n$, where the random variable $Y$ is integrable. Then $X$ is integrable, and

$$
\lim _{n \rightarrow \infty} E X_{n}=E X
$$

where $E(\cdot)$ denotes expected value.
Tannery's theorem is a special case of Lebesgue's dominated convergence theorem on the sequence space $L^{1}$.

Theorem [Tannery 1904]. If $s(n)=\sum_{k \geq 0} f_{k}(n)$ is a finite sum (or a convergent series) for each $n$,

$$
\lim _{n \rightarrow \infty} f_{k}(n)=f_{k}, \quad\left|f_{k}(n)\right| \leq M_{k}, \quad \text { and } \quad \sum_{k=0}^{\infty} M_{k}<\infty
$$

then

$$
\lim _{n \rightarrow \infty} s(n)=\sum_{k=0}^{\infty} f_{k}
$$

## 2. A new probability distribution

In order to use Lebesgue's dominated convergence theorem to get $q$-identities, we need to find some special probability distributions. In this section, we introduce a useful probability distribution.

The main method of this paper as follows: First, we define a probability distribution by $q$-shifted factorials; its expected value can be easily obtained. Then we construct a sequence of random variables with this probability distribution. Finally, we use Lebesgue's dominated convergence theorem to obtain a $q$-identity.

Lemma 2.1. Suppose $x$ is a real such that $x<0$; then we have

$$
\begin{equation*}
\frac{(-x)^{n}\left(x^{n-1} q^{k+1}, x^{n} q^{k+1} ; q\right)_{\infty} q^{k}}{(q, q / x, x ; q)_{\infty}} \geq 0 \tag{2-1}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{n=0}^{1} \sum_{k=0}^{\infty} \frac{(-x)^{n}\left(x^{n-1} q^{k+1}, x^{n} q^{k+1} ; q\right)_{\infty} q^{k}}{(q, q / x, x ; q)_{\infty}}=1 \tag{2-2}
\end{equation*}
$$

where $n=0,1$ and $k=0,1,2, \ldots$.
Proof. Inequality (2-1) is obvious by the definition of the $q$-shifted factorials and the assumption that $x<0$. We only need to prove (2-2).

Since

$$
\begin{align*}
\text {-3) } & \sum_{n=0}^{1} \sum_{k=0}^{\infty} \frac{(-x)^{n}\left(x^{n-1} q^{k+1}, x^{n} q^{k+1} ; q\right)_{\infty} q^{k}}{(q, q / x, x ; q)_{\infty}}  \tag{2-3}\\
= & \frac{1}{(1-q)(q, q / x, x ; q)_{\infty}} \\
& \quad \times\left((1-q) \sum_{k=0}^{\infty}\left(q^{k+1} / x, q^{k+1} ; q\right)_{\infty} q^{k}-x(1-q) \sum_{k=0}^{\infty}\left(q^{k+1}, x q^{k+1} ; q\right)_{\infty} q^{k}\right),
\end{align*}
$$

using the definition of the $q$-integral gives

$$
(1-q) \sum_{k=0}^{\infty}\left(q^{k+1} / x, q^{k+1} ; q\right)_{\infty} q^{k}=\int_{0}^{1}(q t / x, q t ; q)_{\infty} d_{q} t
$$

and

$$
x(1-q) \sum_{k=0}^{\infty}\left(q^{k+1}, x q^{k+1} ; q\right)_{\infty} q^{k}=\int_{0}^{x}(q t / x, q t ; q)_{\infty} d_{q} t
$$

Consequently, we have

$$
\begin{align*}
& (1-q) \sum_{k=0}^{\infty}\left(q^{k+1} / x, q^{k+1} ; q\right)_{\infty} q^{k}  \tag{2-4}\\
& =\int_{0}^{1}(q t / x, q t ; q)_{\infty} d_{q} t-\int_{0}^{x}(q t / x, q t ; q)_{\infty} d_{q} t=\int_{x}^{1}(q t / x, q t ; q)_{\infty} d_{q} t
\end{align*}
$$

Employing the Andrews-Askey integral (1-3) gives

$$
\begin{equation*}
\int_{x}^{1}(q t / x, q t ; q)_{\infty} d_{q} t=(1-q)(q, q / x, x ; q)_{\infty} \tag{2-5}
\end{equation*}
$$

Substituting (2-4) and (2-5) into (2-3) gives (2-2).
Definition 2.2. A random variable $\xi$ has distribution $W(x ; q)$ if

$$
P\left(\xi=x^{n} q^{k}\right)=\frac{(-x)^{n}\left(x^{n-1} q^{k+1}, x^{n} q^{k+1} ; q\right)_{\infty} q^{k}}{(q, q / x, x ; q)_{\infty}}
$$

where $x<0,0<q<1, n=0,1$ and $k=0,1,2, \ldots$
The distribution $W(x ; q)$ has some applications in the study of basic hypergeometric series.

Before giving applications, we need the following lemmas.
Lemma 2.3. Let $-1<x<0$ and $|a|<1$. Let $\xi$ denote a random variable having with $W(x ; q)$. Then we have

$$
\begin{equation*}
E\left(\frac{\xi^{m}}{(a \xi ; q)_{\infty}}\right)=\frac{1}{(a, a x ; q)_{\infty}} \varphi_{m}^{(a)}(x \mid q) \quad \text { for } m=0,1,2, \ldots \tag{2-6}
\end{equation*}
$$

Proof. Using the definition of the $q$-integral (1-1), (1-2) and the $q$-integral representation of the Al-Salam-Carlitz polynomials (1-4), we have

$$
\begin{aligned}
& E\left(\frac{\xi^{m}}{(a \xi ; q)_{\infty}}\right) \\
& \begin{aligned}
&= \sum_{n=0}^{1} \sum_{k=0}^{\infty} \frac{(-x)^{n}\left(x^{n-1} q^{k+1}, x^{n} q^{k+1} ; q\right)_{\infty} q^{k}}{(q, q / x, x ; q)_{\infty}} \cdot \frac{x^{n m} q^{k m}}{\left(a x^{n} q^{k} ; q\right)_{\infty}} \\
&= \frac{1}{(1-q)(q, q / x, x ; q)_{\infty}}\left((1-q) \sum_{k=0}^{\infty}\left(q^{k+1} / x, q^{k+1} ; q\right)_{\infty} \cdot \frac{q^{k(m+1)}}{\left(a q^{k} ; q\right)_{\infty}}\right. \\
&\left.-x(1-q) \sum_{k=0}^{\infty}\left(q^{k+1}, x q^{k+1} ; q\right)_{\infty} \cdot \frac{x^{m} q^{k(m+1)}}{\left(a x q^{k} ; q\right)_{\infty}}\right) \\
&=\left.\frac{1}{(1-q)(q, q / x, x ; q)_{\infty}}\right) \\
& \quad \times\left(\int_{0}^{1} \frac{(q t / x, q t ; q)_{\infty} t^{m}}{(a t ; q)_{\infty}} d_{q} t-\int_{0}^{x} \frac{(q t / x, q t ; q)_{\infty} t^{m}}{(a t ; q)_{\infty}} d_{q} t\right) \\
&= \frac{1}{(1-q)(q, q / x, x ; q)_{\infty}} \int_{x}^{1} \frac{(q t / x, q t ; q)_{\infty} t^{m}}{(a t ; q)_{\infty}} d_{q} t \\
&= \frac{1}{(a, a x ; q)_{\infty}} \varphi_{m}^{(a)}(x \mid q)
\end{aligned}
\end{aligned}
$$

Lemma 2.4. Let $-1<x<0$ and $|a|<1$. Let $\xi$ denote a random variable having distribution $W(x ; q)$. Then we have

$$
E\left(\frac{1}{(a \xi, b \xi ; q)_{\infty}}\right)=\frac{(a b x, ; q)_{\infty}}{(a, b, a x, b x ; q)_{\infty}}
$$

Proof. Using the definition of the $q$-integral (1-1), (1-2) and the Andrews-Askey integral (1-3), we have

$$
\begin{aligned}
& E\left(\frac{1}{(a \xi, b \xi ; q)_{\infty}}\right) \\
& =\sum_{n=0}^{1} \sum_{k=0}^{\infty} \frac{(-x)^{n}\left(x^{n-1} q^{k+1}, x^{n} q^{k+1} ; q\right)_{\infty} q^{k}}{(q, q / x, x ; q)_{\infty}} \cdot \frac{1}{\left(a x^{n} q^{k}, b x^{n} q^{k} ; q\right)_{\infty}} \\
& =\frac{1}{(1-q)(q, q / x, x ; q)_{\infty}}\left((1-q) \sum_{k=0}^{\infty}\left(q^{k+1} / x, q^{k+1} ; q\right)_{\infty} \cdot \frac{q^{k}}{\left(a q^{k}, b q^{k} ; q\right)_{\infty}}\right. \\
& \left.\quad-x(1-q) \sum_{k=0}^{\infty}\left(q^{k+1}, x q^{k+1} ; q\right)_{\infty} \cdot \frac{q^{k}}{\left(a x q^{k}, b x^{n} q^{k} ; q\right)_{\infty}}\right)
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{1}{(1-q)(q, q / x, x ; q)_{\infty}}\left(\int_{0}^{1} \frac{(q t / x, q t ; q)_{\infty}}{(a t, b t ; q)_{\infty}} d_{q} t-\int_{0}^{x} \frac{(q t / x, q t ; q)_{\infty}}{(a t, b t ; q)_{\infty}} d_{q} t\right) \\
& =\frac{1}{(1-q)(q, q / x, x ; q)_{\infty}} \int_{x}^{1} \frac{(q t / x, q t ; q)_{\infty}}{(a t, b t ; q)_{\infty}} d_{q} t=\frac{(a b x, ; q)_{\infty}}{(a, b, a x, b x ; q)_{\infty}},
\end{aligned}
$$

which completes the proof.
Lemma 2.5. Let $|x|<1$. Then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \varphi_{n}^{(a)}(x \mid q)=\sum_{k=0}^{\infty} \frac{(a ; q)_{k} x^{k}}{(q ; q)_{k}} \tag{2-7}
\end{equation*}
$$

Proof. Let $f_{k}(n)=\left[\begin{array}{l}n \\ k\end{array}\right] x^{k}(a ; q)_{k}$ if $k \leq n$ and $f_{k}(n)=0$ if $k>n$. We have

$$
\varphi_{n}^{(a)}(x \mid q)=\sum_{k=0}^{\infty} f_{k}(n)
$$

Since

$$
\lim _{n \rightarrow \infty} f_{k}(n)=\frac{(a ; q)_{k} x^{k}}{(q ; q)_{k}}, \quad\left|f_{k}(n)\right| \leq \frac{\left|(a ; q)_{k} x^{k}\right|}{(q ; q)_{\infty}}, \quad \sum_{k=0}^{\infty} \frac{\left|(a ; q)_{k} x^{k}\right|}{(q ; q)_{\infty}}<\infty
$$

by Tannery's theorem we know (2-7) holds.

## 3. The $q$-binomial theorem

One of the most important summation formulas for basic hypergeometric series is the $q$-binomial theorem, which was derived by Cauchy in 1843, Heine in 1847, and by other mathematicians. There are many proofs. By using the probability distribution $W(x ; q)$ and the Lebesgue dominated convergence theorem, we give a probabilistic derivation; see also [Andrews et al. 1999; Gasper and Rahman 1990].
Theorem 3.1. $\sum_{n=0}^{\infty} \frac{(a ; q)_{n} x^{n}}{(q ; q)_{n}}=\frac{(a x ; q)_{\infty}}{(x ; q)_{\infty}} \quad$ for $|x|<1$.
Proof. Let $\xi$ be a random variable having distribution $W(x ; q)$, where $-1<x<0$.
We consider the sequence

$$
\left\{\frac{\xi^{n}}{(a \xi ; q)_{\infty}}\right\}_{n=1}^{\infty} \quad \text { for }|a|<1
$$

of random variables (on a probability space). It is easy to see that $\xi^{n}$ converges to $I_{(\xi=1)}$, which has Binomial distribution $B\left(1,1 /(x ; q)_{\infty}\right)$ and

$$
\lim _{n \rightarrow \infty} \frac{\xi^{n}}{(a \xi ; q)_{\infty}}=\frac{I_{(\xi=1)}}{(a ; q)_{\infty}}
$$

where $I_{\Omega}$ is the indicator function defined by

$$
I_{\Omega}(x)= \begin{cases}1 & \text { if } x \in \Omega \\ 0 & \text { if } x \notin \Omega\end{cases}
$$

Since

$$
\left|\frac{\xi^{n}}{(a \xi ; q)_{\infty}}\right| \leq \frac{1}{(|a| ; q)_{\infty}}
$$

using Lebesgue's dominated convergence theorem gives

$$
\begin{equation*}
\lim _{n \rightarrow \infty} E\left(\frac{\xi^{n}}{(a \xi ; q)_{\infty}}\right)=E\left(\frac{I_{(\xi=1)}}{(a ; q)_{\infty}}\right) \tag{3-1}
\end{equation*}
$$

Employing (1-4) and using Tannery's theorem gives

$$
\begin{align*}
\lim _{m \rightarrow \infty} E\left(\frac{\xi^{m}}{(a \xi ; q)_{\infty}}\right) & =\frac{1}{(a, a x ; q)_{\infty}} \lim _{m \rightarrow \infty} \varphi_{m}^{(a)}(x \mid q) \\
& =\frac{1}{(a, a x ; q)_{\infty}} \sum_{m=0}^{\infty} \frac{(a ; q)_{m} x^{m}}{(q ; q)_{m}} \tag{3-2}
\end{align*}
$$

By direct calculation,

$$
\begin{equation*}
E\left(\frac{I_{(\zeta=1)}}{(a ; q)_{\infty}}\right)=\frac{1}{(a, x ; q)_{\infty}} \tag{3-3}
\end{equation*}
$$

Substituting (3-2) and (3-3) into (3-1) gives

$$
\sum_{n=0}^{\infty} \frac{(a ; q)_{n} x^{n}}{(q ; q)_{n}}=\frac{(a x ; q)_{\infty}}{(x ; q)_{\infty}}
$$

where $-1<x<0$ and $|a|<1$. By analytic continuation, we may replace the assumptions $-1<x<0$ by $|a|<1$ by $|x|<1$. Thus, we get Theorem 3.1.

## 4. The $\boldsymbol{q}$-Gauss summation formula

In 1847, Heine derived a $q$-analogue of Gauss's summation formula. We show that this result can be recovered with the probability distribution $W(x ; q)$.
Theorem 4.1. ${ }_{2} \phi_{1}\left(\begin{array}{c}a, b \\ c\end{array} ; q, \frac{c}{a b}\right)=\frac{(c / a, c / b ; q)_{\infty}}{(c, c / a b ; q)_{\infty}}$ for $|c /(a b)|<1$.
Proof. Let $\xi$ and $\eta$ denote two independent random variables having distributions $W(x ; q)$ and $W(y ; q)$, respectively, where we set $-1<x, y<0$. We consider the following sequence of random variables (on a probability space):

$$
\left\{\frac{\eta^{n}}{(a \xi \eta ; q)_{\infty}}\right\}_{n=1}^{\infty} \quad \text { for }|a|<1
$$

Clearly $\eta^{n}$ converges to $I_{(\eta=1)}$ having binomial distribution $B\left(1,1 /\left((y ; q)_{\infty}\right)\right)$ and

$$
\lim _{n \rightarrow \infty} \frac{\eta^{n}}{(a \xi \eta ; q)_{\infty}}=\frac{I_{(\eta=1)}}{(a \xi ; q)_{\infty}}
$$

where $I_{\Omega}$ is the indicator function.
Since

$$
\left|\frac{\eta^{n}}{(a \xi \eta ; q)_{\infty}}\right| \leq \frac{1}{(|a| ; q)_{\infty}}
$$

using Lebesgue's dominated convergence theorem gives

$$
\begin{equation*}
\lim _{n \rightarrow \infty} E\left(\frac{\eta^{n}}{(a \xi \eta ; q)_{\infty}}\right)=E\left(\frac{I_{(\eta=1)}}{(a \xi ; q)_{\infty}}\right) \tag{4-1}
\end{equation*}
$$

Observe that

$$
\begin{aligned}
E\left(\frac{\eta^{n}}{(a \xi \eta ; q)_{\infty}}\right) & =E\left(E\left(\left.\frac{\eta^{n}}{(a \xi \eta ; q)_{\infty}} \right\rvert\, \xi\right)\right) \\
& =E\left(\frac{1}{(a \xi, a y \xi ; q)_{\infty}} \varphi_{n}^{(a \xi)}(x \mid q)\right) \\
& =\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right] y^{k} \cdot E\left(\frac{1}{\left(a \xi q^{k}, a y \xi ; q\right)_{\infty}}\right) \\
& =\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right] y^{k} \cdot \frac{\left(a^{2} x y q^{k} ; q\right)_{\infty}}{\left(a q^{k}, a x q^{k}, a y, a x y ; q\right)_{\infty}} \\
& =\frac{\left(a^{2} x y ; q\right)_{\infty}}{(a, a x, a y, a x y ; q)_{\infty}} \sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right] \cdot \frac{(a, a x ; q)_{\infty} y^{k}}{\left(a^{2} x y ; q\right)_{\infty}}
\end{aligned}
$$

Hence, we get the left hand side of (4-1):

$$
\begin{equation*}
\lim _{n \rightarrow \infty} E\left(\frac{\eta^{n}}{(a \xi \eta ; q)_{\infty}}\right)=\frac{\left(a^{2} x y ; q\right)_{\infty}}{(a, a x, a y, a x y ; q)_{\infty}} \sum_{k=0}^{\infty} \frac{(a, a x ; q)_{\infty} y^{k}}{\left(q, a^{2} x y ; q\right)_{\infty}} \tag{4-2}
\end{equation*}
$$

On the other hand, the right hand side of (4-1) equals

$$
\begin{equation*}
E\left(\frac{I_{(\eta=1)}}{(a \xi ; q)_{\infty}}\right)=p(\eta=1) E\left(\frac{1}{(a \xi ; q)_{\infty}}\right)=\frac{1}{(a, a x, y ; q)_{\infty}} \tag{4-3}
\end{equation*}
$$

Substituting (4-2) and (4-3) into (4-1) gives

$$
\sum_{k=0}^{\infty} \frac{(a, a x ; q)_{\infty} y^{k}}{\left(q, a^{2} x y ; q\right)_{\infty}}=\frac{(a y, a x y ; q)_{\infty}}{\left(a^{2} x y, y ; q\right)_{\infty}}
$$

which is equivalent to the $q$-Gauss theorem, Theorem 4.1, by analytic continuation.

## 5. A multiple identity

Multiple basic hypergeometric series have been investigated by various authors [Milne 1997; Wang 2009a; Zhang 2006; Zhang and Liu 2006]. We will use the distribution $W(x ; q)$ to prove the following multiple identity.

Theorem 5.1. Let $|a|<1$. Then for any positive integers $m$ and $n$, we have

$$
\begin{align*}
& \sum_{y_{1}+\cdots+y_{m} \geq n}\left[\begin{array}{c}
y_{1}+\cdots+y_{m} \\
n
\end{array}\right] q^{y_{2}+2 y_{3}+\cdots+(m-1) y_{m}} a^{y_{1}+\cdots+y_{m}}  \tag{5-1}\\
&=\frac{a^{n}}{(a ; q)_{n+m}}\left[\begin{array}{c}
n+m-1 \\
n
\end{array}\right] .
\end{align*}
$$

Proof. Let $\xi$ denote a random variable with distribution $W(x ; q)$, where $-1<x<0$. For any positive integer $m$, we consider the sequence

$$
\left\{\frac{\left(1-(a \xi)^{n}\right)\left(1-(a q \xi)^{n}\right) \cdots\left(1-\left(a q^{m-1} \xi\right)^{n}\right)}{(a \xi ; q)_{\infty}}\right\}_{n=1}^{\infty} \quad \text { for }|a|<1
$$

of random variables (on a probability space). It is easy to see that

$$
\lim _{n \rightarrow \infty} \frac{\left(1-(a \xi)^{n}\right)\left(1-(a q \xi)^{n}\right) \cdots\left(1-\left(a q^{m-1} \xi\right)^{n}\right)}{(a \xi ; q)_{\infty}}=\frac{1}{(a \xi ; q)_{\infty}}
$$

Since $\left|\left(1-(a \xi)^{n}\right)\left(1-(a q \xi)^{n}\right) \cdots\left(1-\left(a q^{m-1} \xi\right)^{n}\right) /(a \xi ; q)_{\infty}\right| \leq 1 /(|a| ; q)_{\infty}$, using Lebesgue's dominated convergence theorem gives
(5-2) $\lim _{n \rightarrow \infty} E\left(\frac{\left(1-(a \xi)^{n}\right)\left(1-(a q \xi)^{n}\right) \cdots\left(1-\left(a q^{m-1} \xi\right)^{n}\right)}{(a \xi ; q)_{\infty}}\right)=E\left(\frac{1}{(a \xi ; q)_{\infty}}\right)$.
Employing (2-6), we get the right hand side of (5-2):

$$
\begin{equation*}
E\left(\frac{1}{(a \xi ; q)_{\infty}}\right)=\frac{1}{(a, a x ; q)_{\infty}} \tag{5-3}
\end{equation*}
$$

On the other hand, observing that

$$
\begin{aligned}
& \frac{\left(1-(a \xi)^{n}\right)\left(1-(a q \xi)^{n}\right) \cdots\left(1-\left(a q^{m-1} \xi\right)^{n}\right)}{(a \xi ; q)_{\infty}} \\
& \quad=\frac{1-(a \xi)^{n}}{1-a \xi} \cdot \frac{1-(a q \xi)^{n}}{1-a q \xi} \cdots \frac{1-\left(a q^{m-1} \xi\right)^{n}}{1-a q^{m-1} \xi} \cdot \frac{1}{\left(a q^{m} \xi ; q\right)_{\infty}} \\
& \quad=\sum_{y_{1}=0}^{n-1}(a \xi)^{y_{1}} \cdot \sum_{y_{2}=0}^{n-1}(a q \xi)^{y_{2}} \cdots \sum_{y_{m}=0}^{n-1}\left(a q^{m-1} \xi\right)^{y_{m}} \cdot \frac{1}{\left(a q^{m} \xi ; q\right)_{\infty}} \\
& \quad=\sum_{0 \leq y_{1}, \ldots, y_{m} \leq n-1} q^{y_{2}+2 y_{3}+\cdots+(m-1) y_{m}} a^{y_{1}+\cdots+y_{m}} \cdot \frac{\xi^{y_{1}+\cdots+y_{m}}}{\left(a q^{m} \xi ; q\right)_{\infty}}
\end{aligned}
$$

we have

$$
\begin{aligned}
& E\left(\frac{\left[1-(a \xi)^{n}\right]\left[1-(a q \xi)^{n}\right] \cdots\left[1-\left(a q^{m-1} \xi\right)^{n}\right]}{(a \xi ; q)_{\infty}}\right) \\
&= \sum_{0 \leq y_{1}, \ldots, y_{m} \leq n-1} q^{y_{2}+2 y_{3}+\cdots+(m-1) y_{m}} a^{y_{1}+\cdots+y_{m}} E\left(\frac{\xi^{y_{1}+\cdots+y_{m}}}{\left(a q^{m} \xi ; q\right)_{\infty}}\right) \\
&= \frac{1}{\left(a q^{m}, a x q^{m} ; q\right)_{\infty}} \\
& \quad \times \sum_{0 \leq y_{1}, \ldots, y_{m} \leq n-1} q^{y_{2}+2 y_{3}+\cdots+(m-1) y_{m}} a^{y_{1}+\cdots+y_{m}} \varphi_{y_{1}+\cdots+y_{m}}^{\left(a q^{m}\right)}(x \mid q) .
\end{aligned}
$$

Hence, we get the left hand side of (5-2):

$$
\begin{align*}
& \lim _{n \rightarrow \infty} E\left(\frac{\left[1-(a \xi)^{n}\right]\left[1-(a q \xi)^{n}\right] \cdots\left[1-\left(a q^{m-1} \xi\right)^{n}\right]}{(a \xi ; q)_{\infty}}\right)  \tag{5-4}\\
& \quad=\frac{1}{\left(a q^{m}, a x q^{m} ; q\right)_{\infty}} \\
& \quad \times \sum_{y_{1}, \ldots, y_{m} \geq 0} q^{y_{2}+2 y_{3}+\cdots+(m-1) y_{m}} a^{y_{1}+\cdots+y_{m}} \varphi_{y_{1}+\cdots+y_{m}}^{\left(a q^{m}\right)}(x \mid q)
\end{align*}
$$

Substituting (5-3) and (5-4) into (5-2) gives

$$
\begin{equation*}
\sum_{y_{1}, \ldots, y_{m} \geq 0} q^{y_{2}+2 y_{3}+\cdots+(m-1) y_{m}} a^{y_{1}+\cdots+y_{m}} \varphi_{y_{1}+\cdots+y_{m}}^{\left(a q^{m}\right)}(x \mid q)=\frac{1}{(a, a x ; q)_{m}} \tag{5-5}
\end{equation*}
$$

Using Theorem 3.1 with $a=q^{m}$ and $x=a x$ gives

$$
\sum_{k=0}^{\infty}\left[\begin{array}{c}
m+k-1  \tag{5-6}\\
k
\end{array}\right] a^{k} x^{k}=\frac{1}{(a x ; q)_{m}}
$$

Substituting (5-6) into (5-5) and comparing the coefficients of $x^{n}$ gives (5-1).

## 6. An extension of the Rogers-Ramanujan identities

The well-known Rogers-Ramanujan identities are

$$
\begin{align*}
& \sum_{m=0}^{\infty} \frac{q^{m^{2}}}{(q ; q)_{m}}=\frac{1}{\left(q, q^{4} ; q^{5}\right)_{\infty}}  \tag{6-1}\\
& \sum_{m=0}^{\infty} \frac{q^{m^{2}+m}}{(q ; q)_{m}}=\frac{1}{\left(q^{2}, q^{3} ; q^{5}\right)_{\infty}} \tag{6-2}
\end{align*}
$$

There are many proofs of this beautiful pair of identities. Baxter's [1982] is based on the statistical mechanics, and the proof of Lepowsky and Milne [1978]
uses the character formula on an infinite dimensional Lie algebra. We use our probability distribution to derive an extension of the Rogers-Ramanujan identities.

Theorem 6.1. We have

$$
\begin{aligned}
& \sum_{m=n}^{\infty} \frac{q^{m^{2}}}{(q ; q)_{m-n}}=\frac{1}{(q ; q)_{\infty}} \\
& \times\left(q^{n}+\sum_{k=1}^{\infty} \sum_{l=0}^{n}\left[\begin{array}{l}
n \\
l
\end{array}\right] \frac{(-1)^{k}\left(q^{k} ; q\right)_{l}(q ; q)_{2 k}}{\left(1-q^{k}\right)(q ; q)_{2 k+1-l}} q^{5\binom{k}{2}+k(n+2-l)}\left(1-q^{2 k}+q^{4 k+1}\right)\right. \\
& \left.\quad-\sum_{k=1}^{\infty} \sum_{l=0}^{n}\left[\begin{array}{l}
n \\
l
\end{array}\right] \frac{(-1)^{k}\left(q^{k} ; q\right)_{l}(q ; q)_{2 k}}{\left(1-q^{k}\right)(q ; q)_{2 k+1-l}} q^{5\binom{k}{2}+k(n+4-l)+1-l}\right)
\end{aligned}
$$

Proof. By Watson's $q$-Whipple transformation formula [Watson 1929],

$$
\begin{array}{r}
{ }_{8} \phi_{7}\left(\begin{array}{c}
a, q \sqrt{a},-q \sqrt{a}, b, c, d, e, q^{-n} \\
\sqrt{a},-\sqrt{a}, q a / b, q a / c, q a / d, q a / e, q^{n+1} a
\end{array} ; q, \frac{q^{2+n} a^{2}}{b c d e}\right) \\
=\frac{(q a, q a / b c ; q)_{n}}{(q a / b, q a / c)_{n}} 4 \phi_{3}\left(\begin{array}{c}
q^{-n}, b, c, q a / d e \\
q a / d, q a / e, q^{-n} b c / a
\end{array} ; q, q\right) .
\end{array}
$$

Letting $b, c, d, e, n \rightarrow \infty$ in this equation gives

$$
\begin{aligned}
& \sum_{m=0}^{\infty} \frac{q^{m^{2}} a^{m}}{(q ; q)_{m}}=\frac{1}{(a q ; q)_{\infty}}+\sum_{k=1}^{\infty} \frac{(-1)^{k} q^{5\binom{k}{2}+2 k}}{(q ; q)_{k}} \cdot \frac{a^{2 k}}{\left(a q^{k} ; q\right)_{\infty}} \\
&-\sum_{k=1}^{\infty} \frac{\left.(-1)^{k} q^{5(k)} \begin{array}{l}
k \\
2
\end{array}\right)+4 k}{(q ; q)_{k}} \cdot \frac{a^{2 k+1}}{\left(a q^{k} ; q\right)_{\infty}} \quad \text { for }|a| \leq 1
\end{aligned}
$$

Then letting $a=\xi$ gives

$$
\begin{aligned}
\sum_{m=0}^{\infty} \frac{q^{m^{2} \xi^{m}}}{(q ; q)_{m}}=\frac{1}{(\xi q ; q)_{\infty}}+\sum_{k=1}^{\infty} \frac{(-1)^{k} q^{5\binom{k}{2}+2 k}}{(q ; q)_{k}} & \cdot \frac{\xi^{2 k}}{\left(\xi q^{k} ; q\right)_{\infty}} \\
& -\sum_{k=1}^{\infty} \frac{(-1)^{k} q^{5\binom{k}{2}+4 k}}{(q ; q)_{k}} \cdot \frac{\xi^{2 k+1}}{\left(\xi q^{k} ; q\right)_{\infty}}
\end{aligned}
$$

where $\xi$ is a random variable with distribution $W(x ; q)$ and $-1<x<0$. Applying the expectation operator $E$ to both sides of the above, we get

$$
\begin{align*}
E\left(\sum_{m=0}^{\infty} \frac{q^{m^{2} \xi^{m}}}{(q ; q)_{m}}\right)=E\left(\frac{1}{(\xi q ; q)_{\infty}}\right) & +E\left(\sum_{k=1}^{\infty} \frac{(-1)^{k} q^{5\binom{k}{2}+2 k}}{(q ; q)_{k}} \cdot \frac{\xi^{2 k}}{\left(\xi q^{k} ; q\right)_{\infty}}\right)  \tag{6-3}\\
& -E\left(\sum_{k=1}^{\infty} \frac{(-1)^{k} q^{5\binom{k}{2}+4 k}}{(q ; q)_{k}} \cdot \frac{\xi^{2 k+1}}{\left(\xi q^{k} ; q\right)_{\infty}}\right)
\end{align*}
$$

Since $\left|q^{m^{2}} \xi^{m} /(q ; q)_{m}\right| \leq q^{m^{2}} /(q ; q)_{m}$ and the series $\sum_{m=0}^{\infty} q^{m^{2}} /(q ; q)_{m}$ converges absolutely, using Lebesgue's dominated convergence theorem and (2-6) gives the left hand side of (6-3):

$$
\begin{equation*}
E\left(\sum_{m=0}^{\infty} \frac{q^{m^{2}} \xi^{m}}{(q ; q)_{m}}\right)=\sum_{m=0}^{\infty} \frac{q^{m^{2}} E\left\{\xi^{m}\right\}}{(q ; q)_{m}}=\sum_{m=0}^{\infty} \frac{q^{m^{2}} h_{m}(x \mid q)}{(q ; q)_{m}} \tag{6-4}
\end{equation*}
$$

On the other hand, using (2-6) gives

$$
\begin{equation*}
E\left(\frac{1}{(\xi q ; q)_{\infty}}\right)=\frac{1}{(q, q x ; q)_{\infty}} \tag{6-5}
\end{equation*}
$$

$$
\begin{align*}
& E\left(\frac{\xi^{2 k}}{\left(\xi q^{k} ; q\right)_{\infty}}\right)=\frac{1}{\left(q^{k}, q^{k} x ; q\right)_{\infty}} \varphi_{2 k}^{\left(q^{k}\right)}(x \mid q)  \tag{6-6}\\
& E\left(\frac{\xi^{2 k+1}}{\left(\xi q^{k} ; q\right)_{\infty}}\right)=\frac{1}{\left(q^{k}, q^{k} x ; q\right)_{\infty}} \varphi_{2 k+1}^{\left(q^{k}\right)}(x \mid q) \tag{6-7}
\end{align*}
$$

It is easy to see that

$$
\left|\frac{(-1)^{k} q^{5\binom{k}{2}+4 k}}{(q ; q)_{k}} \cdot \frac{\xi^{2 k+1}}{\left(\xi q^{k} ; q\right)_{\infty}}\right| \leq\left|\frac{(-1)^{k} q^{5\binom{k}{2}+2 k}}{(q ; q)_{k}} \cdot \frac{\xi^{2 k}}{\left(\xi q^{k} ; q\right)_{\infty}}\right| \leq \frac{q^{5\binom{k}{2}+2 k}}{(q ; q)_{k}(q ; q)_{\infty}}
$$

and the series $\sum_{k=0}^{\infty} q^{5\binom{k}{2}+2 k} /\left((q ; q)_{k}(q ; q)_{\infty}\right)$ is converges absolutely. Using Lebesgue's dominated convergence theorem and (6-5), (6-6) and (6-7) gives the right hand side of (6-3):

$$
\begin{aligned}
& E\left(\frac{1}{(\xi q ; q)_{\infty}}\right)+E\left(\sum_{k=1}^{\infty} \frac{\left.(-1)^{k} q^{5} \begin{array}{l}
k \\
2
\end{array}\right)+2 k}{(q ; q)_{k}} \cdot \frac{\xi^{2 k}}{\left(\xi q^{k} ; q\right)_{\infty}}\right) \\
&-E\left(\sum_{k=1}^{\infty} \frac{(-1)^{k} q^{5\binom{k}{2}+4 k}}{(q ; q)_{k}} \cdot \frac{\xi^{2 k+1}}{\left(\xi q^{k} ; q\right)_{\infty}}\right) \\
&=E\left(\frac{1}{(\xi q ; q)_{\infty}}\right)+\sum_{k=1}^{\infty} \frac{(-1)^{k} q^{5}\binom{k}{2}+2 k}{(q ; q)_{k}} E\left(\frac{\xi^{2 k}}{\left(\xi q^{k} ; q\right)_{\infty}}\right) \\
&-\sum_{k=1}^{\infty} \frac{(-1)^{k} q^{5\binom{k}{2}+4 k}}{(q ; q)_{k}} E\left(\frac{\xi^{2 k+1}}{\left(\xi q^{k} ; q\right)_{\infty}}\right) \\
&=\frac{1}{(q, q x ; q)_{\infty}}+\sum_{k=1}^{\infty} \frac{(-1)^{k} q^{5}\binom{k}{2}+2 k}{(q ; q)_{k}} \frac{1}{\left(q^{k}, q^{k} x ; q\right)_{\infty}} \varphi_{2 k}^{\left(q^{k}\right)}(x \mid q) \\
&-\sum_{k=1}^{\infty} \frac{(-1)^{k} q^{5\binom{k}{2}+4 k}}{(q ; q)_{k}} \frac{1}{\left(q^{k}, q^{k} x ; q\right)_{\infty}} \varphi_{2 k+1}^{\left(q^{k}\right)}(x \mid q)
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{1}{(q, q x ; q)_{\infty}} \\
& \quad \quad+\frac{1}{(q, x ; q)_{\infty}} \sum_{k=1}^{\infty} \frac{(-1)^{k}(x ; q)_{k}}{1-q^{k}} q^{5\binom{k}{2}+2 k}\left(\varphi_{2 k}^{\left(q^{k}\right)}(x \mid q)-q^{2 k} \varphi_{2 k+1}^{\left(q^{k}\right)}(x \mid q)\right) .
\end{aligned}
$$

Substituting this and (6-4) into (6-3) gives

$$
\begin{aligned}
& \sum_{m=0}^{\infty} \frac{q^{m^{2}} h_{m}(x \mid q)}{(q ; q)_{m}}=\frac{1}{(q, q x ; q)_{\infty}} \\
& \quad+\frac{1}{(q, x ; q)_{\infty}} \sum_{k=1}^{\infty} \frac{(-1)^{k}(x ; q)_{k}}{1-q^{k}} q^{5\binom{k}{2}+2 k}\left(\varphi_{2 k}^{\left(q^{k}\right)}(x \mid q)-q^{2 k} \varphi_{2 k+1}^{\left(q^{k}\right)}(x \mid q)\right)
\end{aligned}
$$

where $-1<x<0$. By analytic continuation, we may replace the assumption $-1<x<0$ by $|x|<1$.

Substituting the expansion

$$
\frac{1}{(z ; q)_{\infty}}=\sum_{l=0}^{\infty} \frac{z^{l}}{(q ; q)_{l}}
$$

into the last, we have

$$
\begin{aligned}
& \sum_{m=0}^{\infty} \frac{q^{m^{2}} h_{m}(x \mid q)}{(q ; q)_{m}}=\frac{1}{(q ; q)_{\infty}} \sum_{l=0}^{\infty} \frac{q^{l} x^{l}}{(q ; q)_{l}} \\
& \quad+\frac{1}{(q ; q)_{\infty}} \sum_{k=1}^{\infty} \sum_{l=0}^{\infty}\left(\frac{q^{k l} x^{l}}{(q ; q)_{l}} \cdot \frac{(-1)^{k} q^{5(k)+2 k}}{1-q^{k}}\left(\varphi_{2 k}^{\left(q^{k}\right)}(x \mid q)-q^{2 k} \varphi_{2 k+1}^{\left(q^{k}\right)}(x \mid q)\right)\right) .
\end{aligned}
$$

Comparing the coefficients of $x^{n}$ in this identity gives

$$
\begin{aligned}
& \sum_{m=n}^{\infty} \frac{q^{m^{2}\left[\begin{array}{l}
m \\
n
\end{array}\right]}(q ; q)_{m}}{(q)} \frac{q^{n}}{(q ; q)_{\infty}(q ; q)_{n}} \\
& \quad+\frac{1}{(q ; q)_{\infty}} \sum_{k=1}^{\infty} \sum_{l=0}^{n} \frac{(-1)^{k}\left(q^{k} ; q\right)_{l}}{\left(1-q^{k}\right)(q ; q)_{n-l}} q^{5\binom{k}{2}+k(n+2-l)}\left(\left[\begin{array}{c}
2 k \\
l
\end{array}\right]+q^{2 k}\left[\begin{array}{c}
2 k+1 \\
l
\end{array}\right]\right)
\end{aligned}
$$

which can be written as Theorem 6.1.
The Rogers-Ramanujan identities are special cases of Theorem 6.1. Letting $n=0$ and then applying the Jacobi triple product identity [Andrews et al. 1999]

$$
\sum_{n=-\infty}^{\infty}(-1)^{n} q^{\binom{n}{2}} x^{n}=(q, x, q / x ; q)_{\infty}
$$

leads to the Rogers-Ramanujan identity (6-1). In fact, when $n=0$, we have

$$
\begin{aligned}
\sum_{m=0}^{\infty} \frac{q^{m^{2}}}{(q ; q)_{m}} & =\frac{1}{(q ; q)_{\infty}}\left(1+\sum_{k=1}^{\infty}(-1)^{k}\left(1+q^{k}\right) q^{5\binom{k}{2}+2 k}\right) \\
& =\frac{1}{(q ; q)_{\infty}} \sum_{k=-\infty}^{\infty}(-1)^{k} q^{5\binom{k}{2}+2 k} \\
& =\frac{\left(q^{5}, q^{2}, q^{3} ; q^{5}\right)_{\infty}}{(q ; q)_{\infty}}=\frac{1}{\left(q, q^{4} ; q^{5}\right)_{\infty}}
\end{aligned}
$$

Similarly, the case $n=1$ of Theorem 6.1 results in another identity due to Rogers and Ramanujan:

$$
\begin{aligned}
\sum_{m=0}^{\infty} \frac{q^{m^{2}+m}}{(q ; q)_{m}} & =\sum_{m=0}^{\infty} \frac{q^{m^{2}}}{(q ; q)_{m}}-\sum_{m=1}^{\infty} \frac{q^{m^{2}}}{(q ; q)_{m-1}} \\
& =\frac{1}{(q ; q)_{\infty}}\left(1+\sum_{k=1}^{\infty}\left(1-q^{2 k+1}\right) q^{5\binom{k}{2}+4 k}\right) \\
& =\frac{1}{(q ; q)_{\infty}} \sum_{k=-\infty}^{\infty}(-1)^{k} q^{5\binom{k}{2}+4 k} \\
& =\frac{\left(q, q^{4}, q^{5} ; q^{5}\right)_{\infty}}{(q ; q)_{\infty}}=\frac{1}{\left(q^{2}, q^{3} ; q^{5}\right)_{\infty}}
\end{aligned}
$$

## References

[Andrews and Askey 1981] G. E. Andrews and R. Askey, "Another $q$-extension of the beta function", Proc. Amer. Math. Soc. 81:1 (1981), 97-100. MR 81j:33001 Zbl 0471.33001
[Andrews et al. 1999] G. E. Andrews, R. Askey, and R. Roy, Special functions, Encyclopedia of Mathematics and its Applications 71, Cambridge University Press, 1999. MR 2000g:33001 Zbl 0920.33001
[Baxter 1982] R. J. Baxter, Exactly solved models in statistical mechanics, Academic Press, London, 1982. MR 86i:82002a Zbl 0538.60093
[Chapman 2005] R. Chapman, "A probabilistic proof of the Andrews-Gordon identities", Discrete Math. 290:1 (2005), 79-84. MR 2005i:11145 Zbl 1081.11066
[Evans 2002] S. N. Evans, "Elementary divisors and determinants of random matrices over a local field", Stochastic Process. Appl. 102:1 (2002), 89-102. MR 2004c:15041 Zbl 1075.15500
[Fulman 2001] J. Fulman, "A probabilistic proof of the Rogers-Ramanujan identities", Bull. London Math. Soc. 33:4 (2001), 397-407. MR 2002b:11146 Zbl 1040.11074
[Gasper and Rahman 1990] G. Gasper and M. Rahman, Basic hypergeometric series, Encyclopedia of Mathematics and its Applications 35, Cambridge University Press, 1990. MR 91d:33034 Zbl 0695.33001
[Jackson 1910] F. H. Jackson, "On q-definite integrals", Quart. J. Pure and Appl. Math 41 (1910), 101-112. JFM 41.0317.04
[Lepowsky and Milne 1978] J. Lepowsky and S. Milne, "Lie algebraic approaches to classical partition identities", Adv. in Math. 29:1 (1978), 15-59. MR 82f:17005 Zbl 0384.10008
[Liu 2003] Z.-G. Liu, "Some operator identities and $q$-series transformation formulas", Discrete Math. 265:1-3 (2003), 119-139. MR 2004c:33034 Zbl 1021.05010
[Milne 1997] S. C. Milne, "Balanced ${ }_{3} \phi_{2}$ summation theorems for $\mathrm{U}(n)$ basic hypergeometric series", Adv. Math. 131:1 (1997), 93-187. MR 99d:33025 Zbl 0886.33014
[Rawlings 1997] D. Rawlings, "Absorption processes: models for $q$-identities", Adv. in Appl. Math. 18:2 (1997), 133-148. MR 98b:05010 Zbl 0867.05003
[Srivastava and Jain 1989] H. M. Srivastava and V. K. Jain, "Some multilinear generating functions for $q$-Hermite polynomials", J. Math. Anal. Appl. 144:1 (1989), 147-157. MR 91g:33024a Zbl 0665.33008
[Tannery 1904] J. Tannery, Introduction à la théorie des fonctions d'une variable, I: Nombres irrationnels, ensembles, limites, fonctions élémentaires, dérivées, 2nd ed., A. Hermann, Paris, 1904. JFM 35.0374.01
[Wang 2008] M. Wang, "A remark on Andrews-Askey integral", J. Math. Anal. Appl. 341:2 (2008), 1487-1494. MR 2009e:33056 Zbl 1142.33006
[Wang 2009a] M. Wang, "Generalizations of Milne's $\mathrm{U}(n+1) q$-binomial theorems", Comput. Math. Appl. 58:1 (2009), 80-87. MR 2010f:33027
[Wang 2009b] M. Wang, " $q$-integral representation of the Al-Salam-Carlitz polynomials", Appl. Math. Lett. 22:6 (2009), 943-945. MR 2523611 Zbl 1173.33305
[Wang 2010a] M. Wang, "An extension of the $q$-beta integral with applications", J. Math. Anal. Appl. 365:2 (2010), 653-658. MR 2587068 Zbl 05676137
[Wang 2010b] M. Wang, "A recurring $q$-integral formula", Appl. Math. Lett. 23:3 (2010), 256-260. MR 2565186 Zbl 1183.33036
[Watson 1929] G. N. Watson, "A new proof of the Rogers-Ramanujan identities", J. London Math. Soc. 4 (1929), 4-9. JFM 55.0219.09
[Zhang 2006] Z. Zhang, "Operator identities and several $U(n+1)$ generalizations of the KalninsMiller transformations", J. Math. Anal. Appl. 324:2 (2006), 1152-1167. MR 2008b:33043 Zbl 1113.33020
[Zhang and Liu 2006] Z. Zhang and M. Liu, "Applications of operator identities to the multiple $q$ binomial theorem and $q$-Gauss summation theorem", Discrete Math. 306:13 (2006), 1424-1437. MR 2007f:33025 Zbl 1095.05002

Received February 21, 2009. Revised December 12, 2009.
Minguin Wang
Department of Applied Mathematics
Changzhou University
Changzhou 213164
China
wmj@cczu.edu.cn

## Guidelines for Authors

Authors may submit manuscripts at pjm.math.berkeley.edu/about/journal/submissions.html and choose an editor at that time. Exceptionally, a paper may be submitted in hard copy to one of the editors; authors should keep a copy.

By submitting a manuscript you assert that it is original and is not under consideration for publication elsewhere. Instructions on manuscript preparation are provided below. For further information, visit the web address above or write to pacific@ math.berkeley.edu or to Pacific Journal of Mathematics, University of California, Los Angeles, CA 90095-1555. Correspondence by email is requested for convenience and speed.

Manuscripts must be in English, French or German. A brief abstract of about 150 words or less in English must be included. The abstract should be self-contained and not make any reference to the bibliography. Also required are keywords and subject classification for the article, and, for each author, postal address, affiliation (if appropriate) and email address if available. A home-page URL is optional.

Authors are encouraged to use $\mathrm{LAT}_{\mathrm{E}} \mathrm{X}$, but papers in other varieties of $\mathrm{T}_{\mathrm{E}} \mathrm{X}$, and exceptionally in other formats, are acceptable. At submission time only a PDF file is required; follow the instructions at the web address above. Carefully preserve all relevant files, such as ${ }^{\mathrm{ET}} \mathrm{T}_{\mathrm{E}} \mathrm{X}$ sources and individual files for each figure; you will be asked to submit them upon acceptance of the paper.

Bibliographical references should be listed alphabetically at the end of the paper. All references in the bibliography should be cited in the text. Use of BibTEX is preferred but not required. Any bibliographical citation style may be used but tags will be converted to the house format (see a current issue for examples).

Figures, whether prepared electronically or hand-drawn, must be of publication quality. Figures prepared electronically should be submitted in Encapsulated PostScript (EPS) or in a form that can be converted to EPS, such as GnuPlot, Maple or Mathematica. Many drawing tools such as Adobe Illustrator and Aldus FreeHand can produce EPS output. Figures containing bitmaps should be generated at the highest possible resolution. If there is doubt whether a particular figure is in an acceptable format, the authors should check with production by sending an email to pacific@math.berkeley.edu.

Each figure should be captioned and numbered, so that it can float. Small figures occupying no more than three lines of vertical space can be kept in the text ("the curve looks like this:"). It is acceptable to submit a manuscript will all figures at the end, if their placement is specified in the text by means of comments such as "Place Figure 1 here". The same considerations apply to tables, which should be used sparingly.

Forced line breaks or page breaks should not be inserted in the document. There is no point in your trying to optimize line and page breaks in the original manuscript. The manuscript will be reformatted to use the journal's preferred fonts and layout.

Page proofs will be made available to authors (or to the designated corresponding author) at a website in PDF format. Failure to acknowledge the receipt of proofs or to return corrections within the requested deadline may cause publication to be postponed.

## PACIFIC JOURNAL OF MATHEMATICS

## Volume 247 No. $1 \quad$ September 2010

Classification results for easy quantum groups ..... 1
Teodor Banica, Stephen Curran and Roland Speicher
Batalin-Vilkovisky coalgebra of string topology ..... 27
Xiaojun Chen and Wee Liang Gan
Invariant Finsler metrics on polar homogeneous spaces ..... 47
Shaoqiang Deng
A proof of the Concus-Finn conjecture ..... 75
Kirk E. Lancaster
The existence and monotonicity of a three-dimensional transonic shock in a ..... 109
finite nozzle with axisymmetric exit pressure
Jun Li, Zhouping Xin and Huicheng Yin
Bi-Hamiltonian flows and their realizations as curves in real semisimple ..... 163 homogeneous manifoldsGloria Marí Beffa
Closed orbits of a charge in a weakly exact magnetic field ..... 189
Will J. Merry
Ringel-Hall algebras and two-parameter quantized enveloping algebras ..... 213 Xin Tang
A new probability distribution with applications ..... 241
Minguin Wang


[^0]:    MSC2000: primary 46L65; secondary 20F55, 46L54.
    Keywords: quantum group, noncrossing partition.
    Banica was supported by the ANR grants "Galoisint" and "Granma". Speicher was supported by a Discovery grant from NSERC.

[^1]:    MSC2000: 22E46, 53C12, 53C60.
    Keywords: polar actions, Minkowski representations, generalized rank, Berwald spaces, Randers metrics.
    Supported by NSFC of China (grant 10971104).

[^2]:    ${ }^{1}$ In this proof, we refer to [Simon 1980] as [S].

[^3]:    ${ }^{2}$ Here [JL] stands for [Jeffres and Lancaster 2007].

[^4]:    MSC2000: primary 35L65, 35L67, 35L70; secondary 76N15.
    Keywords: steady Euler system, multidimensional transonic shock, axisymmetric, first order elliptic system.
    Li Jun and Yin Huicheng are supported by the National Natural Science Foundation of China grants 10871096 and 10931007 and the National Basic Research Program of China grant 2006CB805902. Xin Zhouping is supported in part by Hong Kong RGC Earmarked Research grants CUHK4042/08P and CUHK4028/04P, and a Focus Area Grant from The Chinese University of Hong Kong. Huicheng Yin is the corresponding author.

[^5]:    MSC2000: primary $37 \mathrm{~K} 10,37 \mathrm{~K} 25,37 \mathrm{~K} 30$; secondary 53A55.
    Keywords: invariant curve evolutions, Poisson structures, differential invariants, moving frames, homogeneous spaces.

[^6]:    MSC2000: 37J45, 70 H 12.
    Keywords: magnetic flow, twisted geodesic flow, periodic orbits, Mañé critical value.

[^7]:    ${ }^{1}$ If $\tilde{\sigma}$ does not admit any bounded primitives, $S_{k}$ is only defined on $\Lambda_{0} \times \mathbb{R}^{+}$, where $\Lambda_{0} \subseteq \Lambda_{M}$ is the subset of contractible loops.

[^8]:    MSC2000: 17B37.
    Keywords: two-parameter quantized enveloping algebras, two-parameter Ringel-Hall algebras, skew polynomial rings, completely prime ideals.
    Partially supported by Fayetteville State University Faculty Development Research Grant.

