A polynomial \( f \in \mathbb{C}[z] \) is unimodular if all its coefficients have unit modulus. Let \( \mathcal{U}_n \) denote the set of unimodular polynomials of degree \( n-1 \), and let \( \mathcal{U}_n^* \) denote the subset of reciprocal unimodular polynomials, which have the property that \( f(z) = \omega z^{n-1} \overline{f(1/z)} \) for some complex number \( \omega \) with \( |\omega| = 1 \). We study the geometric and arithmetic mean values of both the normalized Mahler’s measure \( M(f)/\sqrt{n} \) and \( L_p \) norm \( \|f\|_p/\sqrt{n} \) over the sets \( \mathcal{U}_n \) and \( \mathcal{U}_n^* \), and compute asymptotic values in each case. We show for example that both the geometric and arithmetic mean of the normalized Mahler’s measure approach \( e^{-\gamma/2} = 0.749306 \ldots \) as \( n \to \infty \) for unimodular polynomials, and \( e^{-\gamma/2}/\sqrt{2} = 0.529839 \ldots \) for reciprocal unimodular polynomials. We also show that for large \( n \), almost all polynomials in these sets have normalized Mahler’s measure or \( L_p \) norm very close to the respective limiting mean value.

1. Introduction

Mahler’s measure of a polynomial \( f(z) \in \mathbb{C}[z] \), denoted \( M(f) \), is defined by

\[
\log M(f) = \int_0^1 \log |f(e(t))| \, dt,
\]

where \( e(t) \) denotes the function \( e^{2\pi i t} \). If \( f(z) = a_{n-1} \prod_{k=1}^{n-1} (z - \alpha_k) \), then it follows from Jensen’s formula that

\[
M(f) = |a_{n-1}| \prod_{k=1}^{n-1} \max\{1, |\alpha_k|\}.
\]
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Mahler’s measure is also equal to the limit as \( p \) approaches zero of the integral defining the \( L_p \) norm of \( f \) over the unit circle,

\[
M(f) = \lim_{p \to 0^+} \|f\|_p,
\]

where \( \|f\|_p \) is defined for \( p > 0 \) by

\[
\|f\|_p = \left( \int_0^1 |f(e(t))|^p dt \right)^{1/p}.
\]

Of course, this is only a norm for \( p \geq 1 \), but the restriction \( p > 0 \) is more natural in this article.

We say a polynomial

\[ f(z) = \sum_{k=0}^{n-1} a_k z^k \in \mathbb{C}[z] \]

is unimodular if \( |a_k| = 1 \) for \( 0 \leq k < n \), and we call \( f \) a Littlewood polynomial if in fact \( a_k = \pm 1 \) for each \( k \). Let \( \mathcal{U}_n \) denote the set of unimodular polynomials of degree \( n - 1 \), and let \( \mathcal{L}_n \) denote the set of Littlewood polynomials of degree \( n - 1 \). Note that by Parseval’s formula, if \( f \in \mathcal{U}_n \) then \( \|f\|_2 = \sqrt{n} \).

Littlewood posed a number of problems regarding the behavior of unimodular and Littlewood polynomials on the unit disk; see, for instance, [Littlewood 1968, problem 19]. He asked, for example, if there exist positive constants \( c_1 \) and \( c_2 \) and a sequence of polynomials \( \{f_n\} \) with \( f_n \in \mathcal{U}_n \) (or, more strictly, \( f_n \in \mathcal{L}_n \)) such that \( c_1 \sqrt{n} \leq |f_n(z)| \leq c_2 \sqrt{n} \) for every \( z \) with modulus 1. Kahane [1980] proved this for unimodular polynomials, showing in fact that one may choose \( c_1 \) and \( c_2 \) arbitrarily close to 1 for sufficiently large \( n \). Further, Beck [1991] showed that constants \( c_1 \) and \( c_2 \) exist for the set of polynomials whose coefficients are 1200th roots of unity. The problem for Littlewood polynomials however remains open — the Rudin–Shapiro polynomials satisfy the upper bound, and no sequence is known that satisfies the lower bound. Erdős [1962] conjectured that the constant \( c_2 \) must remain bounded away from 1 for large \( n \) for the case of the Littlewood polynomials.

Littlewood’s problem has been investigated by using \( L_p \) norms and Mahler’s measure. Since \( \|f\|_2 < \|f\|_p < \|f\|_\infty \) when \( 2 < p < \infty \) and \( f \) is not a monomial, Erdős’ conjecture regarding \( c_2 \) would follow if one could establish for some such \( p \) that \( \|f\|_p/\|f\|_2 \) is bounded away from 1, for every Littlewood polynomial \( f \) of positive degree. The special case \( p = 4 \) is equivalent to the well-known merit factor problem of Golay [Borwein et al. 2008b]. In the same way, one may ask for unimodular or Littlewood polynomials \( f \) whose normalized Mahler’s measure \( M(f)/\|f\|_2 \) or \( L_p \) norm \( \|f\|_p/\|f\|_2 \) with \( p < 2 \) is especially large. For the case of the measure, Mahler [1963] proved that the maximum value of the measure of a polynomial with fixed degree having all its coefficients in the closed unit disk is
attained by a unimodular polynomial. Fielding [1970] reported that

\[ \lim_{n \to \infty} \sup_{f \in U_n} \frac{M(f)}{\sqrt{n}} = 1, \]

attributing the proof to an anonymous referee. Beller and Newman [1973] also obtained a stronger version of this result.

For Littlewood polynomials, the problem of determining whether there exists a positive number \( \epsilon \) such that \( M(f)/\|f\|_2 < 1 - \epsilon \) for every \( f \in L \) with \( \deg(f) > 0 \) is commonly known as Mahler’s problem [Borwein 2002], and it remains open.

The largest known value of \( M(f)/\|f\|_2 \) for a Littlewood polynomial of positive degree is 0.98636 . . . , achieved by \( f(x) = x^{12} + x^{11} + x^{10} + x^9 + \ldots - x^6 + x^5 + x^4 - x^3 + x^2 - x + 1 \). The best known asymptotic result in Mahler’s problem is due to Erdélyi and Lubinsky [2007], who proved that the Fekete polynomials, defined by \( f_q(x) = \sum_{k=1}^{q-1} (\frac{k}{q}) x^{k-1} \), where \( q \) is a prime number and \( (\cdot) \) denotes the Legendre symbol, satisfy

\[ \frac{M(f_q)}{\sqrt{q - 1}} > \frac{1}{2} - \epsilon, \]

for arbitrarily small \( \epsilon > 0 \) when \( q \) is sufficiently large.

Statistical properties of \( L_p \) norms and Mahler’s measure are also of interest for the unimodular and Littlewood polynomials. Newman and Byrnes [1990] determined the mean value of the \( L_4 \) norm of a Littlewood polynomial, proving that

\[ \text{mean}_{f \in L_n} \|f\|^4_4 = 2n^2 - n. \]

Borwein and Choi [2007] found similar formulas for the average value of the \( L_6 \) and \( L_8 \) norms, showing that

\[ \text{mean}_{f \in L_n} \|f\|^6_6 = 6n^3 - 9n^2 + 4n \]

and

\[ \text{mean}_{f \in L_n} \|f\|^8_8 = 24n^4 - 66n^3 + 58n^2 - 9n + 3((-1)^n - 1). \]

Borwein and Lockhart [2001] investigated the asymptotic behavior of the mean value of normalized \( L_p \) norms of Littlewood polynomials for arbitrary \( p > 0 \). Using the Lindeberg Central Limit Theorem and dominated convergence, they proved that

\[ \lim_{n \to \infty} \text{mean}_{f \in L_n} \frac{\|f\|_p^p}{n^{p/2}} = \Gamma \left( 1 + \frac{p}{2} \right). \]

Their result in fact holds for any class of polynomials whose coefficients are independent, identically distributed random variables with mean 0, variance 1, and
finite $m$-th moment for each $m > 2$, so this holds for the set of unimodular polynomials as well. By identifying a polynomial $f \in U_n$ by its vector of coefficients, we may consider $U_n$ as an $n$-dimensional torus, and we let $\mu_n$ denote Haar measure on this space, normalized so that $\int_{U_n} d\mu_n = 1$. Using this notation, Borwein and Lockhart thus established that

$$\lim_{n \to \infty} \int_{U_n} \frac{\|f\|_p^p}{n^{p/2}} \, d\mu_n = \Gamma\left(1 + \frac{p}{2}\right),$$

for $p > 0$.

Fielding [1970] established a lower bound on the expected value of the normalized Mahler’s measure for unimodular polynomials, proving that

$$\int_{U_n} \frac{M(f)}{\sqrt{n}} \, d\mu_n \geq e^{-\gamma/2} \left(1 + O\left(n^{-1/4+\epsilon}\right)\right)$$

for arbitrary $\epsilon > 0$ and sufficiently large $n$, where $\gamma$ denotes Euler’s constant. Fielding’s proof in fact established the precise limiting value for the geometric mean of the normalized Mahler’s measure:

$$\int_{U_n} \log\left(\frac{M(f)}{\sqrt{n}}\right) \, d\mu_n = -\frac{\gamma}{2} + O\left(n^{-1/4+\epsilon}\right).$$

In this paper, we strengthen (1.4) by proving that the limiting value of the arithmetic mean of the normalized measure of unimodular polynomials of fixed degree is precisely $e^{-\gamma/2} = 0.749306\ldots$. We also recover (1.3) and (1.5) by using a different method, and we establish the asymptotic value of the geometric mean of certain $L_p$ norms of the unimodular polynomials as well. We prove the following theorem in Section 2.

**Theorem 1.** Let $U_n$ denote the set of unimodular polynomials of degree $n-1$. Then

$$\lim_{n \to \infty} \int_{U_n} \log\left(\frac{M(f)}{\sqrt{n}}\right) \, d\mu_n = -\frac{\gamma}{2},$$

and for any even positive integer $p$,

$$\lim_{n \to \infty} \int_{U_n} \log\left(\frac{\|f\|_p}{\sqrt{n}}\right) \, d\mu_n = \frac{1}{p} \log \Gamma\left(1 + \frac{p}{2}\right).$$

Also,

$$\lim_{n \to \infty} \int_{U_n} \frac{M(f)}{\sqrt{n}} \, d\mu_n = e^{-\gamma/2},$$

and for any positive real number $p$,

$$\lim_{n \to \infty} \int_{U_n} \frac{\|f\|_p^p}{n^{p/2}} \, d\mu_n = \Gamma\left(1 + \frac{p}{2}\right).$$
A polynomial \( f(z) \in \mathbb{C}[z] \) of degree \( d \) is said to be reciprocal if \( f(z) = \omega^d \overline{f(1/z)} \), for some complex number \( \omega \) of modulus 1. Reciprocal polynomials often arise in a natural way in problems involving Mahler’s measure. For example, Smyth [1971] proved that if \( f(z) \in \mathbb{Z}[z] \) is nonreciprocal and \( f(0) \neq 0 \), then

\[
M(f) \geq M(z^3 - z - 1) = 1.32471 \ldots
\]

Let \( \mathcal{U}^*_n \) denote the set of reciprocal unimodular polynomials of degree \( n - 1 \), and let \( \mathcal{L}^*_n \) denote the set of reciprocal Littlewood polynomials of degree \( n - 1 \). Borwein and Choi [2007] determined the expected value of the \( L_4 \) norm of a polynomial \( f \in \mathcal{L}^*_n \), showing that

\[
\text{mean} \int_{\mathcal{L}^*_n} \| f \|^4 \geq \frac{3n^2 - 3n + 1 - (-1)^n}{2}.
\]

In this article, we prove that both the geometric mean and the arithmetic mean of the normalized Mahler’s measure of the reciprocal unimodular polynomials approach

\[
e^{-\gamma/2} = 0.529839 \ldots,
\]

and we determine limiting values for the mean normalized \( L_p \) norms of these polynomials. Since \( \mathcal{U}^*_n \) can be identified with a \((1 + \lfloor n/2 \rfloor)\)-dimensional real torus, we let \( \mu^*_n \) denote Haar measure on the set \( \mathcal{U}^*_n \), normalized so that \( \int_{\mathcal{U}^*_n} d\mu^*_n = 1 \). In Section 3 we prove the following theorem.

**Theorem 2.** Let \( \mathcal{U}^*_n \) denote the set of reciprocal unimodular polynomials of degree \( n - 1 \). Then

\[
\lim_{n \to \infty} \int_{\mathcal{U}^*_n} \log \left( \frac{M(f)}{\sqrt{n}} \right) d\mu^*_n = -\frac{\gamma + \log 2}{2},
\]

and for any even positive integer \( p \),

\[
\lim_{n \to \infty} \int_{\mathcal{U}^*_n} \log \left( \frac{\| f \|_p}{\sqrt{n}} \right) d\mu^*_n = \frac{1}{2} \log(2\pi^{1/p}) + \frac{1}{p} \log \Gamma \left( \frac{p+1}{2} \right).
\]

Also,

\[
\lim_{n \to \infty} \int_{\mathcal{U}^*_n} \frac{M(f)}{\sqrt{n}} d\mu^*_n = \frac{1}{\sqrt{2e^\gamma}},
\]

and for any positive number \( p \),

\[
\lim_{n \to \infty} \int_{\mathcal{U}^*_n} \frac{\| f \|_p^p}{n^{p/2}} d\mu^*_n = \frac{2^{p/2}}{\sqrt{\pi}} \Gamma \left( \frac{p+1}{2} \right).
\]

We may obtain more information on the distribution of values of \( L_p \) norms and the Mahler measure by studying their moments, and to this end we establish the following result in Section 4.
Theorem 3. Let \( p \geq 2 \) be an even integer and \( m \) a positive integer. Then

\[
\lim_{n \to \infty} \int_{\Omega_n} \left( \frac{\|f\|_p^p}{n^{p/2}} \right)^m d\mu_n = \left( \lim_{n \to \infty} \int_{\Omega_n} \frac{\|f\|_p^p}{n^{p/2}} d\mu_n \right)^m
\]

and

\[
\lim_{n \to \infty} \int_{\Omega_n} \left( \frac{M(f)}{\sqrt{n}} \right)^m d\mu_n = \left( \lim_{n \to \infty} \int_{\Omega_n} \frac{M(f)}{\sqrt{n}} d\mu_n \right)^m.
\]

Also, (1-6) holds for all positive real numbers \( p \) when \( m = 2 \). The same statements hold for the set \( \Omega_n^* \).

Theorem 3 establishes that the limiting value of the variance of each distribution approaches 0 as the degree grows large. It follows that the normalized Mahler’s measure or \( L_p \) norm (with \( p \geq 2 \) an even integer) of a polynomial in one of these sets lies arbitrarily close to the corresponding mean value, with probability approaching 1 as the degree grows large. We thus obtain the following corollary regarding convergence in probability of the measure and \( L_p \) norms. (The result on \( L_p \) norms for \( \Omega_n \) was also obtained by Borwein and Lockhart [2001] for all \( p > 0 \).)

Corollary 4. For any \( \epsilon > 0 \) and \( \delta > 0 \), there exists a positive integer \( N = N(\epsilon, \delta) \) such that if \( n \geq N \), then

\[
\Pr\left( f \in \Omega_n : \left| \frac{M(f)}{\sqrt{n}} - e^{-\gamma/2} \right| > \delta \right) < \epsilon,
\]

and, if \( p \geq 2 \) is an even integer, then

\[
\Pr\left( f \in \Omega_n : \left| \frac{\|f\|_p^p}{n^{p/2}} - \Gamma(1 + \frac{p}{2}) \right| > \delta \right) < \epsilon.
\]

Analogous statements hold for the set \( \Omega_n^* \).

Section 5 adds some remarks on related problems.

2. Unimodular polynomials

We require the following notation. Let \( Q_{n,k} \) denote the set of all sequences of length \( k \) selected without repetition from the set \( \{0, 1, \ldots, n - 1\} \), so \( |Q_{n,k}| = \frac{n!}{(n-k)!} \) for \( 0 \leq k \leq n \). Let \( R_{n,k} \) denote the set of such sequences if repetition is allowed, so \( |R_{n,k}| = n^k \). For two sequences \( I \) and \( J \) in \( R_{n,k} \), we write \( I \sim J \) if \( I \) is a permutation of \( J \). Let \( P_k \) denote the set of permutations of \( \{1, 2, \ldots, k\} \), so \( |P_k| = k! \). Finally, for a vector \( t \in \mathbb{R}^k \), let \( N_t \) denote the number of permutations of \( P_k \) that fix \( t \), so

\[
N_t = |\{\pi \in P_k : t_\ell = t_{\pi(\ell)} \text{ for } 1 \leq \ell \leq k\}|.
\]
Lemma 1. Let $t = (t_1, \ldots, t_k)$ denote a point in $[0,1)^k$. If $Q_{n,k}$ and $N_t$ are defined as above, then

$$\sum_{\substack{I,J \in Q_{n,k} \atop I \sim J}} \prod_{\ell=1}^k e(t_\ell (i_\ell - j_\ell)) = n^k N_t + O(n^{k-1}),$$

where the implicit constant may depend on $k$ and $t$ but is independent of $n$.

Proof. We compute

$$\sum_{\substack{I,J \in Q_{n,k} \atop I \sim J}} \prod_{\ell=1}^k e(t_\ell (i_\ell - j_\ell)) = \sum_{\pi \in P_k} \sum_{I \in Q_{n,k}} \prod_{\ell=1}^k e\left(t_\ell (i_\ell - i_{\pi(\ell)})\right)$$

$$= \sum_{\pi \in P_k} \sum_{I \in R_{n,k}} \prod_{\ell=1}^k e\left((t_\ell - t_{\pi^{-1}(\ell)}) i_\ell\right) + O(n^{k-1})$$

$$= \sum_{\pi \in P_k} \sum_{I \in R_{n,k}} e\left((t_\ell - t_{\pi^{-1}(\ell)}) i_\ell\right) + O(n^{k-1}).$$

If $\alpha$ is an integer, then certainly

$$\sum_{0 \leq j < n} e(\alpha j) = n,$$

and if $\alpha$ is not an integer, then

$$\sum_{0 \leq j < n} e(\alpha j) \ll \frac{1}{\|\alpha\|},$$

where $\|\alpha\|$ denotes the distance from $\alpha$ to the nearest integer, $\|\alpha\| = \min_{n \in \mathbb{Z}} |\alpha - n|$. Thus

$$\sum_{\substack{I,J \in Q_{n,k} \atop I \sim J}} \prod_{\ell=1}^k e(t_\ell (i_\ell - j_\ell)) = n^k N_t + O(n^{k-1}).$$

In particular, suppose $m_1, \ldots, m_r$ are positive integers, and let $M_j = \sum_{i=1}^j m_i$ for each $j$ with $0 \leq j \leq r$. Suppose also that $t_{M_1}, \ldots, t_{M_r}$ are distinct real numbers in $[0,1)$, and that for each $j$ with $1 \leq j \leq r$, we have

$$t_{M_j-1+i} = t_{M_j},$$
for $1 \leq i < m_j$. Let $M = M_r$. Then by Lemma 1, we have

\[(2-2) \sum_{I,J}^r \prod_{\ell=1}^M e(t_{\ell}(i_{\ell} - j_{\ell})) = n^M \prod_{\ell=1}^r m_\ell! + O(n^{M-1}).\]

We use this to establish the following result regarding the mean value of a particular expression over the set of unimodular polynomials.

**Lemma 2.** Suppose $t_1, \ldots, t_r$ are distinct real numbers in $[0, 1)$, and $m_1, \ldots, m_r$ are positive integers. Then

\[
\int_{\mathbb{H}_n} \prod_{\ell=1}^r \frac{|f(e(t_{\ell})))|^{2m_\ell}}{n^{m_\ell}} d\mu_n = \prod_{\ell=1}^r m_\ell! + O\left(\frac{1}{n}\right),
\]

where the implicit constant may depend on the $m_\ell$ and the $t_\ell$ but is independent of $n$. Thus,

\[
\lim_{n \to \infty} \int_{\mathbb{H}_n} \prod_{\ell=1}^r \frac{|f(e(t_{\ell})))|^{2m_\ell}}{n^{m_\ell}} d\mu_n = \prod_{\ell=1}^r m_\ell!.
\]

**Proof.** For clarity, first consider the case $r = 1$. Write $m$ in place of $m_1$, let $f(z) = \sum_{k=0}^n a_k z^k$, and let $I = (i_1, \ldots, i_m)$ and $J = (j_1, \ldots, j_m)$. Then

\[
\int_{\mathbb{H}_n} \frac{|f(e(t)))|^{2m}}{n^m} d\mu_n = \frac{1}{n^m} \int_{\mathbb{H}_n} \sum_{k=1}^n a_k e(kt) \left|^{2m} d\mu_n
\]

\[
= \frac{1}{n^m} \sum_{I,J}^r \prod_{\ell=1}^m |a_i a_{i_k} a_{j_k} - k| \int_{\mathbb{H}_n} \prod_{k=1}^m |a_i a_{i_k} a_{j_k} - k| d\mu_n
\]

\[
= \frac{1}{n^m} \sum_{I,J}^r 1
\]

\[
= \frac{1}{n^m} \sum_{I,J}^r 1 + O\left(\frac{1}{n}\right)
\]

\[
= m! + O\left(\frac{1}{n}\right).
\]

The general case is similar. Let $M = \sum_{\ell=1}^r m_\ell$. We find

\[
\int_{\mathbb{H}_n} \prod_{\ell=1}^r \frac{|f(e(t_{\ell})))|^{2m_\ell}}{n^{m_\ell}} d\mu_n = \frac{1}{n^M} \sum_{I,J}^r \prod_{\ell=1}^r e(t_{\ell}(i_{\ell,k} - j_{\ell,k}))
\]

where $I_\ell = (i_{\ell,1}, \ldots, i_{\ell,m_\ell})$ and $J_\ell = (j_{\ell,1}, \ldots, j_{\ell,m_\ell})$. Next, restricting from $R_{m,\ell}$ to $Q_{n,\ell}$ changes the value here by $O(1/n)$, since the terms in the sum over $I_\ell$ and
For real numbers \( J_{\ell} \) having repeated elements possess fewer degrees of freedom and contribute only \( O(n^{m_{\ell}-1}) \). Thus

\[
\int_{\mathbb{U}} \prod_{\ell=1}^{r} \frac{|f(e(t_{\ell}))|^{2m_{\ell}}}{n^{m_{\ell}}} \, d\mu_n = \frac{1}{n^M} \sum_{I_1, \ldots, I_r \in \mathbb{Q}_n, m_{\ell}} \prod_{\ell=1}^{r} e(t_{\ell} \sum_{k=1}^{m_{\ell}} (i_{\ell,k} - j_{\ell,k})) + O\left(\frac{1}{n}\right),
\]

where the implicit constant depends on the \( t_{\ell} \) and the \( m_{\ell} \). Similarly, we may restrict further to the case where the sequences \( I_1, \ldots, I_r \) are disjoint, so by (2-2),

\[
\int_{\mathbb{U}} \prod_{\ell=1}^{r} \frac{|f(e(t_{\ell}))|^{2m_{\ell}}}{n^{m_{\ell}}} \, d\mu_n = \frac{1}{n^M} \sum_{I_1, \ldots, I_r, I_{\sim} \in \mathbb{Q}_n, M} \prod_{\ell=1}^{r} \prod_{k=1}^{m_{\ell}} e(t_{\ell} (i_{\ell,k} - j_{\ell,k})) + O\left(\frac{1}{n}\right)
\]

\[
= \prod_{\ell=1}^{r} m_{\ell}! + O\left(\frac{1}{n}\right). \quad \square
\]

The next lemma establishes another mean value over the unimodular polynomials.

**Lemma 3.** Let \( t_1, \ldots, t_r \) be distinct real numbers in \([0, 1]\), and let \( s_1, \ldots, s_r \) be complex numbers satisfying \( \Re(s_{\ell}) > 0 \) for \( 1 \leq \ell \leq r \). Then

\[
\lim_{n \to \infty} \int_{\mathbb{U}} \exp\left( -\sum_{\ell=1}^{r} s_{\ell} \frac{|f(e(t_{\ell}))|^2}{n} \right) \, d\mu_n = \prod_{\ell=1}^{r} \frac{1}{1 + s_{\ell}}.
\]

**Proof.** Let \( F(s_1, \ldots, s_r) \) denote the function

\[
F(s_1, \ldots, s_r) = \lim_{n \to \infty} \int_{\mathbb{U}} \exp\left( -\sum_{\ell=1}^{r} s_{\ell} \frac{|f(e(t_{\ell}))|^2}{n} \right) \, d\mu_n,
\]

so this defines an analytic function on the region

\[
\{(s_1, \ldots, s_r) \in C^r : \Re(s_{\ell}) > 0 \text{ for } 1 \leq \ell \leq r\}.
\]

For real numbers \( x_1, \ldots, x_r \) in \([0, 1]\), use Lemma 2 to compute

\[
F(x_1, \ldots, x_r) = \lim_{n \to \infty} \int_{\mathbb{U}} \prod_{\ell=1}^{r} \sum_{m_{\ell} \geq 0} \frac{(-x_{\ell})^{m_{\ell}} |f(e(t_{\ell}))|^{2m_{\ell}}}{n^{m_{\ell} m_{\ell}!}} \, d\mu_n
\]

\[
= \sum_{m_{\ell} \geq 0} \left( \prod_{1 \leq \ell \leq r} \frac{(-x_{\ell})^{m_{\ell}}}{m_{\ell}!} \right) \lim_{n \to \infty} \int_{\mathbb{U}} \prod_{\ell=1}^{r} \frac{|f(e(t_{\ell}))|^{2m_{\ell}}}{n^{m_{\ell}}} \, d\mu_n
\]

\[
= \prod_{\ell=1}^{r} \sum_{m_{\ell} \geq 0} (-x_{\ell})^{m_{\ell}} = \prod_{\ell=1}^{r} \frac{1}{1 + x_{\ell}}.
\]

The statement then follows by analytic continuation. \( \square \)
Next, recall that a sequence of random variables \( \{X_n\} \) is uniformly integrable if

\[
\lim_{c \to \infty} \sup_n \int_{|X_n|>c} |X_n| d\mu_n = 0. \tag{2-3}
\]

For a fixed real number \( t \in [0,1) \), let \( U_{t,n} \) denote the random variable whose value is \( |f(e(t)))^2/n \), where each coefficient of \( f \) is selected uniformly over the unit circle. For convenience, let \( U_n \) denote the random variable \( U_{0,n} \). We show that the sequence of random variables \( X_n = \log U_{t,n} \) has the property (2-3).

**Lemma 4.** Let \( t \) be a fixed real number with \( 0 \leq t < 1 \). The sequence of random variables \( \{\log U_{t,n}\} \), with \( n \geq 1 \), is uniformly integrable.

**Proof.** By symmetry, we may assume that \( t = 0 \). Let \( c \) be a positive real number, let \( F_n(x) \) denote the distribution function of \( U_n \), and let \( G_n(x) = 1 - F_n(x) \). Certainly \( U_n \) is supported on \([0,n]\), so \( F_n(x) = 1 \) for \( x \geq n \). Thus

\[
\int_{U_n > e^c} \log U_n d\mu_n = \int_{e^c}^{\infty} \log x dF_n(x)
= \log n - c F_n(c) - \int_{e^c}^{\infty} \frac{F_n(x)}{x} dx
= c G_n(e^c) + \int_{e^c}^{\infty} \frac{G_n(x)}{x} dx.
\]

By Markov’s inequality, we have \( G_n(x) \leq E(U_n)/x = 1/x \), so

\[
\int_{U_n > e^c} \log U_n d\mu_n \leq (c + 1)e^{-c}.
\]

For \( U_n < e^{-c} \), we require some additional information. Using a result of Kluyver [1906] on the distribution of the modulus of sums of complex numbers of unit modulus, Fielding [1970] determined an asymptotic formula for the density function of the random variable \( Y_n \) that measures the value of \( |f(1)| \), for a randomly selected polynomial \( f \in \mathcal{U}_n \). This random variable is well-approximated by a Weibull distribution with shape parameter \( 2 \) and scale parameter \( \sqrt{n} \); its density function is

\[
h_n(y) = \begin{cases} 
\frac{2y}{n} e^{-y^2/n} + O\left(\frac{\sqrt{y}}{n^{7/4-\epsilon}}\right), & \text{if } 0 \leq y \leq n, \\
0, & \text{if } y > n.
\end{cases}
\]

Since \( U_n = Y_n^2/n \), it follows that \( U_n \) has approximately an exponential distribution, with density function

\[
u_n(x) = \begin{cases} 
e^{-x} + O\left(x^{-1/4}n^{-1+\epsilon}\right), & \text{if } 0 \leq x \leq n, \\
0, & \text{if } x > n.
\end{cases}
\]
Thus
\[
\int_{U_n < e^{-c}} |\log U_n| d\mu_n = \int_0^{e^{-c}} (e^{-x} + O(x^{-1/4} n^{-1+\epsilon})) |\log x| \, dx
\]
\[
\leq \int_0^{e^{-c}} |\log x| \, dx + O\left(\frac{1}{n^{1-\epsilon}} \int_0^{e^{-c}} \frac{|\log x|}{x^{1/4}} \, dx\right)
\]
\[
= (c + 1)e^{-c} + O\left(\frac{ce^{-3c/4}}{n^{1-\epsilon}}\right),
\]
and so
\[
\sup_n \int_{U_n < e^{-c}} |\log U_n| d\mu_n \ll ce^{-3c/4}.
\]
□

The final three lemmata record results about certain integrals.

**Lemma 5.** If \(t_1, \ldots, t_r\) are real numbers in \([0, 1)\), then
\[
\int \prod_{\ell=1}^r \left|\log \left(\frac{(|f(e(t_\ell)))^2}{n}\right)\right| \, d\mu_n < \infty.
\]

**Proof.** Let \(\| \cdot \|_r\) denote the \(L_r\) norm with respect to the measure \(\mu_n\), so
\[
\| f \|_r = \left( \int \| f \|^r \, d\mu_n \right)^{1/r}.
\]

Using the arithmetic-geometric mean inequality, followed by the triangle inequality for \(\| \cdot \|_r\), we obtain
\[
\int \prod_{\ell=1}^r \left|\log \left(\frac{(|f(e(t_\ell)))^2}{n}\right)\right| \, d\mu_n \leq \int \left( \frac{1}{r} \sum_{\ell=1}^r \left|\log \left(\frac{(|f(e(t_\ell)))^2}{n}\right)\right| \right)^r \, d\mu_n
\]
\[
= \frac{1}{r^r} \left( \sum_{\ell=1}^r \left|\log \left(\frac{(|f(e(t_\ell)))^2}{n}\right)\right| \right)^r
\]
\[
\leq \frac{1}{r^r} \left( \sum_{\ell=1}^r \left|\log \left(\frac{(|f(e(t_\ell)))^2}{n}\right)\right| \right)^r
\]
\[
= E(\| \log U_n \|^r).
\]

From (2-4), we have
\[
E(\| \log U_n \|^r) = \int_0^n |\log x|^r (e^{-x} + O(x^{-1/4} n^{-1+\epsilon})) \, dx.
\]

We compute
\[
\int_0^1 |\log x|^r e^{-x} \, dx \leq \int_0^1 |\log x|^r \, dx = r!,
\]
\[
\int_1^\infty |\log x|^r e^{-x} \, dx \leq \int_1^\infty (x - 1)^r e^{-x} \, dx = \frac{r!}{e},
\]
\[
\int \prod_{\ell=1}^r \left|\log \left(\frac{(|f(e(t_\ell)))^2}{n}\right)\right| \, d\mu_n < \infty.
\]
and
\[ \frac{1}{n^{1-\epsilon}} \int_{0}^{n} \frac{\log x}{x^{1/4}} \, dx \ll r n^{-1/4+2\epsilon}, \]
where the symbol \( \ll \) indicates that the implicit constant depends on \( r \).

**Lemma 6.** If \( y > 0 \), then \( \log y = \int_{0}^{\infty} \frac{1}{x} (e^{-x} - e^{-xy}) \, dx \).

**Proof.** The left side is \( \int_{1}^{y} \int_{0}^{\infty} e^{-xt} \, dt \, dx \); the right side is \( \int_{0}^{\infty} \int_{1}^{y} e^{-xt} \, dt \, dx \).

**Lemma 7.** If \( t_1, \ldots, t_r \) are real numbers in \([0, 1] \), then
\[ \int_{\Omega_n} \prod_{\ell=1}^{r} \int_{0}^{\infty} \frac{1}{x^\ell} \left| e^{-x^\ell} - e^{-x^\ell|f(e(t))^2/n}| \, dx^\ell \, d\mu_n < \infty. \]

**Proof.** Using a strategy similar to that of the proof of Lemma 5, and adopting the notation used there, we find
\[
\int_{\Omega_n} \prod_{\ell=1}^{r} \int_{0}^{\infty} \frac{1}{x^\ell} \left| e^{-x^\ell} - e^{-x^\ell|f(e(t))^2/n}| \, dx^\ell \, d\mu_n \\
\leq \left\| \frac{1}{r} \sum_{\ell=1}^{r} \int_{0}^{\infty} \frac{1}{x^\ell} \left| e^{-x^\ell} - e^{-x^\ell|f(e(t))^2/n}| \, dx^\ell \right\|_r^r \\
\leq \left( \frac{1}{r} \sum_{\ell=1}^{r} \left\| \int_{0}^{\infty} \frac{1}{x^\ell} \left| e^{-x^\ell} - e^{-x^\ell|f(e(t))^2/n}| \, dx^\ell \right\|_r \right)^r \\
= \left\| \int_{0}^{\infty} \frac{1}{x} \left| e^{-x} - e^{-x|f(e(1))^2/n}| \, dx \right\|_r^r = E\left( |\log U_n|^r \right) \right.
\]
by Lemma 6, and \( E\left( |\log U_n|^r \right) < \infty \) from the proof of Lemma 5.

We now prove our first main result on unimodular polynomials.

**Proof of Theorem 1.** For distinct real numbers \( t_1, \ldots, t_r \) in \([0, 1) \), let \( W_{t,n} \) denote the random variable whose value is \( (1/n^r) \prod_{\ell=1}^{r} |f(e(t))^2| \), where \( f \in \Omega_n \) is selected at random. Selecting \( m_1 = \cdots = m_r = m \) in Lemma 2, we see that the limiting value of the \( m \)-th moment of \( W_{t,n} \) as \( n \) grows large is
\[
(2-5) \quad \lim_{n \to \infty} E(W_{t,n}^m) = (m!)^r.
\]
Since \( \sum_{m \geq 1} m!^{-r/2m} = \infty \) for \( r = 1 \) or \( 2 \), by Carleman’s test [Shiryaev 1996, p. 296] there is a unique distribution function \( F_r \) having these moments, and it also follows from [Chung 1974, Theorem 4.5.5] that \( W_{t,n} \) converges in distribution to a
random variable $V_r$ with distribution function $F_r$ as $n \to \infty$. It is straightforward to verify that the density function of $V_r$ is

$$v_r(x) = \begin{cases} e^{-x} & \text{if } r = 1, \\ \int_0^1 \frac{1}{t} e^{-x/t} \, dt & \text{if } r = 2, \end{cases}$$

up to a set of measure zero. Note that $v_2(x) = 2K_0(2\sqrt{x})$, where $K_0(x)$ is the modified Bessel function of the second kind.

In particular, for $r = 1$ (and writing $t$ for $t_1$) it follows from [Chung 1974, Theorem 4.5.2] that

$$\lim_{n \to \infty} \int_{[0,1]} \left( \frac{|f(e(t))|}{\sqrt{n}} \right)^p \, d\mu_n = \int_0^\infty x^{p/2} e^{-x} \, dx = \Gamma\left(1 + \frac{p}{2}\right)$$

for each $t$. The density function for $U_{t,n}$ is independent of $t$, so this convergence is uniform in $t$. Therefore

$$\lim_{n \to \infty} \int_{[0,1]} \frac{\|f\|_p^p}{n^{p/2}} \, d\mu_n = \Gamma\left(1 + \frac{p}{2}\right).$$

This establishes the asymptotic value for the arithmetic mean of the normalized $L_p$ norm of the unimodular polynomials.

For the geometric mean of the normalized measure, the sequence of random variables $\{\log U_{t,n}\}_{n \geq 1}$ is uniformly integrable by Lemma 4, so $E(\log U_{t,n}) \to E(\log V_1)$ as $n \to \infty$ for each $t$. Therefore

$$\lim_{n \to \infty} E(\log \sqrt{U_{t,n}}) = \int_0^\infty e^{-x} \log \sqrt{x} \, dx = -\frac{\gamma}{2},$$

and so

$$\lim_{n \to \infty} \int_{[0,1]} \log \left( \frac{M(f)}{\sqrt{n}} \right) \, d\mu_n = -\frac{\gamma}{2}.$$

To calculate the arithmetic mean for the measure, we first observe that

$$\lim_{n \to \infty} \int_{[0,1]} \frac{M(f)}{\sqrt{n}} \, d\mu_n = \lim_{n \to \infty} \int_{[0,1]} \exp\left( \int_0^1 \log \left( \frac{|f(e(t))|}{\sqrt{n}} \right) \, dt \right) \, d\mu_n$$

$$= \lim_{n \to \infty} \int_{[0,1]} \sum_{r \geq 0} \frac{1}{r!} \left( \int_0^1 \log \left( \frac{|f(e(t))|}{\sqrt{n}} \right) \, dt \right)^r \, d\mu_n$$

$$= \lim_{n \to \infty} \sum_{r \geq 0} \frac{1}{r!} \left( \int_0^1 \cdots \int_0^1 \int_{\mathbb{R}^r} \prod_{\ell=1}^r \log \left( \frac{|f(e(t_\ell))|}{\sqrt{n}} \right) \, d\mu_n \, dt_1 \cdots dt_r \right)$$

$$= \sum_{r \geq 0} \frac{1}{r!} \left( \int_0^1 \cdots \int_0^1 \lim_{n \to \infty} \int_{\mathbb{R}^r} \prod_{\ell=1}^r \log \left( \frac{|f(e(t_\ell))|}{\sqrt{n}} \right) \, d\mu_n \, dt_1 \cdots dt_r \right).$$
The validity of switching the order of integration follows from Lemma 5 and Fubini’s theorem. Next, using Lemmata 3, 6, and 7, and uniformity in $t$, and noting that the subset of $[0, 1]^n$ where the $t_1, \ldots, t_r$ are not distinct forms a set of measure 0 in $\mathcal{U}_n$ and so does not affect the integral, we find that

$$\lim_{n \to \infty} \int_{\mathcal{U}_n} \prod_{\ell=1}^{r} \log \left( \frac{|f(e(t_{\ell}))|}{\sqrt{n}} \right) d\mu_n = \frac{1}{2r} \int_{[0, 1]^r} \prod_{\ell=1}^{r} \frac{1}{x_{\ell}} \left( e^{-x_{\ell}} - e^{-x_{\ell} |f(e(t_{\ell}))|^2 / n} \right) dx_{\ell} d\mu_n$$

$$= \frac{1}{2r} \int_0^{\infty} \cdots \int_0^{\infty} \prod_{\ell=1}^{r} \frac{1}{x_{\ell}} \left( e^{-x_{\ell}} - e^{-x_{\ell} |f(e(t_{\ell}))|^2 / n} \right) d\mu_n dx_1 \cdots dx_r$$

$$= \frac{1}{2r} \left( \int_0^{\infty} \frac{1}{x} \left( e^{-x} - \frac{1}{1+x} \right) dx \right)^r = \left( -\frac{\gamma}{2} \right)^r.$$

Therefore, from (2-8) we conclude that

$$\lim_{n \to \infty} \int_{\mathcal{U}_n} \frac{M(f)}{\sqrt{n}} \text{ } d\mu_n = \sum_{r=0}^{\infty} \frac{1}{r!} \int_0^1 \cdots \int_0^1 \left( -\frac{\gamma}{2} \right)^r dt_1 \cdots dt_r = e^{-\gamma/2}.$$

For the geometric mean of the $L_p$ norm when $p$ is an even integer, we use a similar strategy and (2-5) to obtain

$$\lim_{n \to \infty} \int_{\mathcal{U}_n} \log \left( \int_0^{1} \frac{|f(e(t_{\ell}))|^p}{n^{p/2}} \text{ } dt \right) d\mu_n$$

$$= \lim_{n \to \infty} \int_{\mathcal{U}_n} \int_0^{\infty} \frac{1}{x} \left( \exp(-x) - \exp \left( -x \int_0^1 \frac{|f(e(t_{\ell}))|^p}{n^{p/2}} \text{ } dt \right) \right) dx d\mu_n$$

$$= \lim_{n \to \infty} \int_{\mathcal{U}_n} \int_0^{\infty} \frac{1}{x} \left( \exp(-x) - \sum_{r \geq 0} \frac{(-x)^r}{r!} \prod_{\ell=1}^{r} \left( \int_0^1 \frac{|f(e(t_{\ell}))|^p}{n^{p/2}} \text{ } dt_{\ell} \right) \right) dx d\mu_n$$

$$= \int_0^{\infty} \frac{1}{x} \left( \exp(-x) - \sum_{r \geq 0} \frac{(-x)^r}{r!} \left( \int_0^1 E(W_{t_{\ell}, n}^{p/2}) dt_{\ell} \right) \right) dx$$

$$= \int_0^{\infty} \frac{1}{x} \left( \exp(-x) - \sum_{r \geq 0} \frac{(-x)^r}{r!} \Gamma \left( 1 + \frac{p}{2} \right) \right) dx$$

$$= \int_0^{\infty} \frac{1}{x} \left( e^{-x} - e^{-x \Gamma \left( 1 + \frac{p}{2} \right)} \right) dx = \log \Gamma \left( 1 + \frac{p}{2} \right). \quad \Box$$
The limiting distribution of $W_{t,n}$ for $r \geq 3$ does not follow from the computation of the moments in (2-5), since in this case the sum $\sum_{m \geq 1} m^{1-r/2m}$ converges, and so Carleman’s criterion is not satisfied. In fact, Berg [2005] has shown that for any fixed $r \geq 3$, the sequence of the moments $\{m!r\}_{m \geq 1}$ does not determine a unique distribution function. We suspect that the density function $v_r(x)$ in question is given by

$$v_r(x) = \int_0^\infty \ldots \int_0^\infty \exp(-x \prod_{\ell=1}^{r-1} \frac{x_{\ell-1}}{x_{\ell}}) \prod_{\ell=1}^{r-1} \frac{e^{-x_{\ell}}}{x_{\ell}} dx_1 \ldots dx_{r-1},$$

although we are unable to prove this.

3. Reciprocal polynomials

We use a similar strategy to prove Theorem 2. For a fixed positive integer $n$, for convenience we say that two nonnegative integers $i$ and $j$ are complementary if $i + j = n - 1$. Thus, if $f(x) = \sum_k a_k x^k \in \mathcal{U}_n$ and $i$ and $j$ are complementary, then the coefficients $a_i$ and $a_j$ of $f$ satisfy $a_i = \omega a_j$, where $\omega$ is a fixed complex number of modulus 1. Also, for an odd integer $2k - 1$, let $(2k - 1)!!$ denote the product $1 \cdot 3 \cdot 5 \ldots (2k - 1) = (2k)!/2^k k!$.

**Lemma 8.** Suppose $t_1, \ldots, t_r$ are distinct real numbers in $(0, 1)$, and $m_1, \ldots, m_r$ are positive integers. Let $M = \sum_{\ell=1}^r m_\ell$. Then

$$\int_{\mathcal{U}_n} \prod_{\ell=1}^r \frac{|f(e(t_\ell))|^{2m_\ell}}{n^{m_\ell}} d\mu_n^* = \prod_{\ell=1}^r (2m_\ell - 1)!! + O\left(\frac{1}{n}\right);$$

the implicit constant may depend on the $m_\ell$ and the $t_\ell$ but is independent of $n$. Thus,

$$\lim_{n \to \infty} \int_{\mathcal{U}_n} \prod_{\ell=1}^r \frac{|f(e(t_\ell))|^{2m_\ell}}{n^{m_\ell}} d\mu_n^* = \prod_{\ell=1}^r (2m_\ell - 1)!!.$$

**Proof.** We compute

$$\int_{\mathcal{U}_n} \prod_{\ell=1}^r \frac{|f(e(t_\ell))|^{2m_\ell}}{n^{m_\ell}} d\mu_n^* = \frac{1}{n^M} \int_{\mathcal{U}_n} \prod_{\ell=1}^r \left| \sum_{k=0}^{n-1} a_{k_\ell} e^{k_\ell t_\ell} \right|^{2m_\ell} d\mu_n^*$$

$$= \frac{1}{n^M} \sum_{I_\ell, J_\ell \in \mathcal{R}_{n,m_\ell}} \prod_{1 \leq \ell \leq r} e \left( t_\ell \sum_{k=1}^{m_\ell} \frac{i_{\ell,k} - j_{\ell,k}}{a_{i_{\ell,k}} a_{j_{\ell,k}}} \right) \int_{\mathcal{U}_n} \prod_{\ell=1}^r \prod_{k=1}^{m_\ell} a_{i_{\ell,k}} a_{j_{\ell,k}} d\mu_n^*$$

$$= \frac{1}{n^M} \sum_{I_\ell, J_\ell \in \mathcal{R}_{n,m_\ell}} \prod_{1 \leq \ell \leq r} e \left( t_\ell \sum_{k=1}^{m_\ell} (i_{\ell,k} - j_{\ell,k}) \right).$$
Here $\sum^*$ denotes the sum over only those $2M$-tuples $(I_1, \ldots, I_r, J_1, \ldots, J_r)$ where the value of each index $i_{\ell, k}$ or $j_{\ell, k}$ either matches that of some other index $i_{\ell, k'}$ or $j_{\ell, k'}$, or complements the value of some other such index. We again restrict our consideration to those terms where $(I_1, \ldots, I_r, J_1, \ldots, J_r)$ can be grouped into $M$ distinct pairs such that each grouping consists of some number $s \equiv M \mod 2$ of pairs $(i_{\ell, k}, j_{\ell, k'})$ of matching integers, together with $(M-s)/2$ pairs $(i_{\ell, k}, i_{\ell, k'})$ and $(M-s)/2$ pairs $(j_{\ell, k}, j_{\ell, k'})$ of complementary integers. This way, we have

$$\prod_{k=1}^{m_\ell} a_{i_{\ell, k}} a_{j_{\ell, k}} = 1$$

for each $\ell$. The number of possible pairings is $\prod_{\ell=1}^r (2m_\ell - 1)!!$, and the statement follows in the same way as Lemma 2. \qed

We now prove our main result on reciprocal unimodular polynomials.

**Proof of Theorem 2.** It is well known that the $2m$-th moment of the standard normal distribution is $(2m-1)!!$, so

$$\sqrt{\frac{2}{\pi}} \int_0^\infty x^{2m} e^{-x^2/2} \, dx = (2m-1)!!.$$ 

Therefore,

$$\frac{1}{\sqrt{2\pi}} \int_0^\infty y^{m - 1/2} e^{-y/2} \, dy = (2m-1)!!,$$

so by Carleman’s test the limiting density function as $n \to \infty$ for the random variables $|f(e(t))|^2/n$ on $\mathfrak{U}_n^*$ for $t \neq 0$ is

$$\rho_t(x) = \frac{e^{-x/2}}{\sqrt{2\pi x}}$$

for almost every $x$ in $[0, \infty)$. Thus, for $t \neq 0$, we have

$$\lim_{n \to \infty} \int_{\mathfrak{U}_n^*} \log \left( \frac{|f(e(t))|}{\sqrt{n}} \right) d\mu_n^* = \int_0^\infty \frac{e^{-x/2}}{\sqrt{2\pi x}} \log \sqrt{x} \, dx = -\frac{\gamma + \log 2}{2}$$

and

$$\lim_{n \to \infty} \int_{\mathfrak{U}_n^*} \left( \frac{|f(e(t))|}{\sqrt{n}} \right)^p d\mu_n^* = \int_0^\infty \frac{x^{p/2} e^{-x/2}}{\sqrt{2\pi x}} \, dx = \frac{2^{p/2}}{\sqrt{\pi}} \Gamma \left( \frac{p+1}{2} \right),$$

and the results on the geometric mean of the normalized measure and the arithmetic mean of the normalized $L_p$ norm follow as in the proof of Theorem 1. The remaining statements may be proved in the same way as Theorem 1. \qed
4. Moments of the distributions

We now establish the result on the moments of the distributions of the $L_p$ norms and Mahler’s measure of unimodular polynomials.

**Proof of Theorem 3.** For any even integer $p \geq 2$, we compute

$$
\lim_{n \to \infty} \int_{\mathbb{A}_n} \left( \frac{\|f\|_p}{n^{p/2}} \right)^m d\mu_n
= \lim_{n \to \infty} \int_{\mathbb{A}_n} \left( \prod_{\ell=1}^m \int_0^1 \frac{|f(e(t))|^p}{n^{p/2}} dt \right) d\mu_n
= \int_0^1 \cdots \int_0^1 \lim_{n \to \infty} \int_{\mathbb{A}_n} \left( \prod_{\ell=1}^m \frac{|f(e(t_{\ell}))|^p}{n^{p/2}} \right) d\mu_n dt_1 \cdots dt_m
= \int_0^1 \cdots \int_0^1 \Gamma \left( 1 + \frac{p}{2} \right)^m dt_1 \cdots dt_m
= \left( \lim_{n \to \infty} \int_{\mathbb{A}_n} \frac{\|f\|_p^p}{n^{p/2}} d\mu_n \right)^m,
$$

by Lemma 2. The computation for Mahler’s measure is similar. When $m = 2$, we may use the density function (2-6) to determine that

$$
\lim_{n \to \infty} \int_{\mathbb{A}_n} \left( \frac{\|f\|_p^p}{n^{p/2}} \right)^2 d\mu_n
= \lim_{n \to \infty} \int_{\mathbb{A}_n} \int_0^1 \int_0^1 \frac{|f(e(t_1))|^p |f(e(t_2))|^p}{n^{p/2}} \frac{1}{t e^{-t}} dt_1 dt_2 d\mu_n
= \int_0^1 \int_0^1 \lim_{n \to \infty} \int_{\mathbb{A}_n} \frac{|f(e(t_1))|^p |f(e(t_2))|^p}{n^{p/2}} d\mu_n dt_1 dt_2
= \int_0^1 \int_0^1 \int_0^\infty \int_0^\infty \frac{1}{t e^{-t}} e^{-x/t} dt dx dt_1 dt_2
= \Gamma \left( 1 + \frac{p}{2} \right)^2
= \left( \lim_{n \to \infty} \int_{\mathbb{A}_n} \frac{\|f\|_p^p}{n^{p/2}} d\mu_n \right)^2
$$

for $p > 0$. The computations for $\mathbb{A}_n^*$ are similar. (The density function for the case $m = 2$ in this case is $K_0(\sqrt{x})/\pi \sqrt{x}$.)

5. Concluding remarks

It would be of interest to apply this method to determine the expected value in the limit for the normalized Mahler’s measure of the Littlewood polynomials, and to study the reciprocal Littlewood polynomials in the same way. We conjecture that the limiting mean values for the Littlewood polynomials match the ones stated in Theorems 1 and 2 for the unimodular polynomials. (This was established already in [Borwein and Lockhart 2001] for the arithmetic mean of the $L_p$ norms with
Verifying this for Mahler’s measure in $\mathcal{L}_n$ would thus improve the best known result (1-2) in Mahler’s problem. Indeed, by calculating sequences of moments, one may establish analogues of Lemmata 2 and 8 for the Littlewood polynomials. However, the moment sequences are no longer independent of $t$ in this case, as $t = 0$ and $t = 1$ behave differently from other $t \in (0, 1)$.

Lower bounds on Mahler’s measure of noncyclotomic Littlewood polynomials are found in [Borwein et al. 2007; Dubickas and Mossinghoff 2005; Borwein et al. 2004; Garza et al. 2010], and a list of the maximum values of Mahler’s measure for polynomials in $\mathcal{L}_n$ for $n \leq 25$ can be found in [Borwein and Mossinghoff 2008]. Also, the distribution of the values of Mahler’s measure for polynomials with arbitrary real or complex coefficients is studied in [Chern and Vaaler 2001; Sinclair 2004], and average $L_p$ norms of other families of polynomials are considered in [Borwein and Choi 2007; Borwein et al. 2008a; Mansour 2004].

Acknowledgment

We thank Andrew Granville for spurring this research by using some calculations of moments to conjecture that the mean value of the normalized Mahler’s measure of Littlewood polynomials approaches $e^{-\gamma/2}$ as the degree grows large.

References


Received June 14, 2010.
Some dynamic Wirtinger-type inequalities and their applications

RAVI P. AGARWAL, MARTIN BOHNER, DONAL O’REGAN and SAMIR H. SAKER

Splitting criteria for vector bundles on higher-dimensional varieties

PARSA BAKHTARY

Average Mahler’s measure and $L_p$ norms of unimodular polynomials

KWOK-KWONG STEPHEN Choi and MICHAEL J. MOSSINGHOFF

Tate resolutions and Weyman complexes

DAVID A. COX and EVGENY MATEROV

On pointed Hopf algebras over dihedral groups

FERNANDO FANTINO and GASTON ANDRÉS GARCIA

Integral topological quantum field theory for a one-holed torus

PATRICK M. GILMER and GREGOR MASBAUM

Knot 4-genus and the rank of classes in $W(\mathbb{Q}(t))$

CHARLES LIVINGSTON

Roots of Toeplitz operators on the Bergman space

ISSAM LOUHICHI and NAGISETTY V. RAO

Uniqueness of the foliation of constant mean curvature spheres in asymptotically flat 3-manifolds

SHIGUANG MA

On the multiplicity of non-iterated periodic billiard trajectories

MARCO MAZZUCHELLI

A remark on Einstein warped products

MICHELE RIMOLDI

Exceptional Dehn surgery on large arborescent knots

YING-QING WU

Harnack estimates for the linear heat equation under the Ricci flow

XIAORUI ZHU