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We discuss properties of solutions to the following elliptic PDE system in \( \mathbb{R}^n \):

\[
\begin{aligned}
(-\Delta)^{\alpha/2} u &= \lambda_1 u^{p_1} + \mu_1 v^{p_2} + \beta_1 u^{p_3} v^{p_4}, \\
(-\Delta)^{\alpha/2} v &= \lambda_2 u^{q_1} + \mu_2 v^{q_2} + \beta_2 u^{q_3} v^{q_4},
\end{aligned}
\]

where \( 0 < \alpha < n \), \( \lambda_j, \mu_j, \beta_j \ (j = 1, 2) \) are nonnegative constants and \( p_i \) and \( q_i \ (i = 1, 2, 3, 4) \) satisfy some suitable assumptions. It is shown that this PDE system is equivalent to the integral system

\[
\begin{aligned}
u(x) &= \int_{\mathbb{R}^n} \frac{\lambda_1 u^{p_1}(y) + \mu_1 v^{p_2}(y) + \beta_1 u^{p_3}(y) v^{p_4}(y)}{|x - y|^{n-\alpha}} \, dy, \\
v(x) &= \int_{\mathbb{R}^n} \frac{\lambda_2 u^{q_1}(y) + \mu_2 v^{q_2}(y) + \beta_2 u^{q_3}(y) v^{q_4}(y)}{|x - y|^{n-\alpha}} \, dy
\end{aligned}
\]

in \( \mathbb{R}^n \). The radial symmetry, monotonicity and regularity of positive solutions are proved via the method of moving plane in integral forms and a regularity lifting lemma. For the special case with

\[
p_1 = p_2 = q_1 = q_2 = p_3 + p_4 = q_3 + q_4 = \frac{n + \alpha}{n - \alpha},
\]

positive solutions of the integral system (or the PDE system) are classified. Furthermore, our symmetry results, together with some known results on nonexistence of positive solutions, imply that, under certain integrability conditions, the PDE system has no positive solution in the subcritical case.

1. Introduction

In this paper, we study positive solutions of the following higher-order elliptic system in \( \mathbb{R}^n \):

\[
\begin{aligned}
(-\Delta)^{\alpha/2} u &= \lambda_1 u^{p_1} + \mu_1 v^{p_2} + \beta_1 u^{p_3} v^{p_4}, \\
(-\Delta)^{\alpha/2} v &= \lambda_2 u^{q_1} + \mu_2 v^{q_2} + \beta_2 u^{q_3} v^{q_4}.
\end{aligned}
\]
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which is closely related to the maximizer of the best constant in a Hardy–Littlewood–Sobolev (HLS) inequality; see [Chen et al. 2005; Chen and Li 2005].

In recent years many works have been devoted to the study of the special cases of system (1) or system (4). In the case of $\alpha = 2$, under certain assumptions, the existence of bound state solutions and radially symmetric solutions of (3) was studied in [Bartsch et al. 2007; 2010; Busca and Sirakov 2000; Dancer et al. 2010; Liu and Wang 2008; Guo and Liu 2008; Hioe 1999; Lin and Wei 2005; Maia...
et al. 2006; Sirakov 2007; Wei and Weth 2007, 2008]. In particular, for $\alpha = 2$ ($n \geq 3$) and $\lambda_i = \mu_i = 1$, $\beta_i \geq 0$ ($i = 1, 2$), de Figueiredo and Sirakov [2005] proved the nonexistence of positive solutions for system (1) under some subcritical exponent conditions. When $m = n = 1$, system (2) is integrable, and there are many analytical and numerical results on solitary wave solutions of higher-order nonlinear Schrödinger equations (e.g., see Liu et al. 2007; Fu et al. 2009).

In the case of $\alpha = 2m$ ($m = 1, 2, \ldots$) and $\mu_1 = \lambda_2 = 1$, $\lambda_1 = \mu_2 = \beta_1 = \beta_2 = 0$, system (1) becomes
\[
\begin{align*}
(-\Delta)^m u &= v^{p_2}, \\
(-\Delta)^m v &= u^{q_1},
\end{align*}
\]
in $\mathbb{R}^n$. This system is equivalent to the integral system (5) with $\alpha = 2m$ (see Chen and Li 2009b). Guo, Liu and Zhang [Liu et al. 2006; Zhang 2007] proved that any positive solutions of (6) are radially symmetric for critical exponents $p_2 = q_1 = \frac{n+2m}{n-2m}$. Moreover, they also showed that there are no positive solutions of (6) if $p_2, q_1 \geq 1$, but are not both equal to 1, and satisfy the following subcritical exponent condition:
\[
\frac{1}{p_2+1} + \frac{1}{q_1+1} > \frac{n-2m}{n}.
\]

Assuming that $p_2$ and $q_1$ satisfy $\frac{\alpha}{n-\alpha} < p_2, q_1 < \infty$, under natural integrability conditions on $u$ and $v$, Chen, Li and Ou [Chen et al. 2005; Chen and Li 2005] and Hang [2007] discussed the symmetry, monotonicity and regularity of positive solutions of system (5) with the critical exponent condition
\[
\frac{1}{p_2+1} + \frac{1}{q_1+1} = \frac{n-\alpha}{n}.
\]
Furthermore, Chen and Li [2009b] proved the nonexistence of positive solutions of system (5) satisfying some subcritical exponents assumptions.

In [Dou et al. 2011], we studied the symmetry, monotonicity and regularity of positive solutions of integral system (5) with weighted functions for $\max\{1, \frac{\alpha}{n-\alpha}\} < p_2, q_1 < \infty$ and
\[
\frac{1}{p_2+1} + \frac{1}{q_1+1} \geq \frac{n-\alpha}{n}.
\]
In addition, the nonexistence result for positive solutions of system (5) with $0 < p_2, q_1 < \frac{n+\alpha}{n-\alpha}$ was established.

In the case of $\lambda_i = 1, \mu_i = \beta_i = 0$ and $u(x) = v(x)$, system (1) reduces to the single elliptic equation
\[
\begin{align*}
(-\Delta)^{\alpha/2} u &= u^p, & \text{in } \mathbb{R}^n.
\end{align*}
\]
For $p = \frac{n+\alpha}{n-\alpha}$, Chen et al. [2006] and Li [2004] proved that any positive solutions $u$ of Equation (7) are radially symmetric and monotonic about some point. Indeed all
the positive solutions are given by

\[ u(x) = \left( \frac{C \alpha}{d + |x - \bar{x}|^2} \right)^{(n-\alpha)/2}, \]

where \( d > 0 \) is a constant and \( C \alpha = (2^{-\alpha} \Gamma(\frac{n+\alpha}{2}) \Gamma(\frac{n-\alpha}{2})^{-1}d)^{1/2} \). When \( \alpha = 2m \) is any even number, the above result was also proved by Wei and Xu [1999], and they showed that there exist no positive solutions of (7) with \( 0 < \tau < \frac{n+2m}{n-2m} \). Moreover, for \( \alpha = 2 \), the problem is the so-called Yamabe problem, and the radial symmetry of solutions was discussed by Gidas, Ni and Nirenberg [Gidas et al. 1981].

In this paper, we show that system (1) is equivalent to integral system (4). By the discussion of the symmetry, monotonicity and regularity of positive solutions of integral system (4), we are able to perform the classification of positive solutions to system (1).

Throughout the paper, we use the following notation:

\[
\begin{align*}
\Pi_1 &= \{ f(x) | x \in \mathbb{R}^n, f \in L^{s_{11}}(\mathbb{R}^n) \cap L^{s_{21}}(\mathbb{R}^n) \cap L^{k_0}(\mathbb{R}^n) \}, \\
\Pi_2 &= \{ f(x) | x \in \mathbb{R}^n, f \in L^{s_{12}}(\mathbb{R}^n) \cap L^{s_{22}}(\mathbb{R}^n) \cap L^{k_0}(\mathbb{R}^n) \},
\end{align*}
\]

where \( s_{1i} = n(p_i - 1)/\alpha, s_{2i} = n(q_i - 1)/\alpha, i = 1, 2, \) and \( k_0 = n(p_3 + p_4 - 1)/\alpha = n(q_3 + q_4 - 1)/\alpha \) with \( n/(n-\alpha) < p_i, q_i, p_3 + p_4, q_3 + q_4 < \infty \), and \( p_3 + p_4 = q_3 + q_4 \).

We are now in a position to state our main results.

**Theorem 1.1.** Assume that \( \lambda_i, \mu_i, \beta_i \geq 0 \) \((i = 1, 2)\), and they are not equal to zero simultaneously. Let \((u, v)\) be a pair of solutions to system (4) with \( u \in \Pi_1, v \in \Pi_2 \). Then \( u, v \in L^s(\mathbb{R}^n) \cap L^\infty(\mathbb{R}^n) \) for any \( \frac{n}{n-\alpha} < s < \infty \). Furthermore, \( u, v \in C^\infty \).

**Theorem 1.2.** Assume that \( \lambda_i, \mu_i, \beta_i \geq 0 \) \((i = 1, 2)\) and they are not equal to zero at the same time. Let \((u, v)\) \(\in \Pi_1 \times \Pi_2\) be a pair of solutions to system (4). Then \( u \) and \( v \) are radially symmetric and decreasing about some point.

For system (4) with critical exponents, i.e., \( p_1 = p_2 = q_1 = q_2 = p_3 + p_4 = q_3 + q_4 = \frac{n+\alpha}{n-\alpha} \), we have:

**Theorem 1.3.** Let \((u, v)\) \(\in L^{2n/(n-\alpha)}(\mathbb{R}^n) \times L^{2n/(n-\alpha)}(\mathbb{R}^n)\) be a pair of positive solutions to system (4) with \( \lambda_i, \mu_i, \beta_i \geq 0 \) \((i = 1, 2)\) but not equal to zero at the same time. If \( p_1 = p_2 = q_1 = q_2 = p_3 + p_4 = q_3 + q_4 = \frac{n+\alpha}{n-\alpha} \), then \( u, v \in L^s(\mathbb{R}^n) \cap L^\infty(\mathbb{R}^n) \) for any \( \frac{n}{n-\alpha} < s < \infty \), and \( u, v \in C^\infty \). Moreover, \( u \) and \( v \) are radially symmetric and decreasing about some point, and \( u, v \) must be of the following forms:

\[ u(x) = \left( \frac{c_1}{d + |x - \bar{x}|^2} \right)^{(n-\alpha)/2}, \quad v(x) = \left( \frac{c_2}{d + |x - \bar{x}|^2} \right)^{(n-\alpha)/2}, \]

where \( \bar{x} \in \mathbb{R}^n, c_1, c_2 > 0, d > 0 \) and satisfy the conditions.
Then system (1) is equivalent to integral system (4).

Theorem 1.4. System (1) has no positive solutions

Theorem 1.5. (i) Suppose \( n \geq 3, \alpha = 2, \lambda_i = \mu_i = 1 \) and \( \beta_i = 0 \) for \( i = 1, 2, \) and
\[
\frac{n}{n-2} < p_1, q_2 < \frac{n+2}{n-2}, \quad p_2 = \frac{p_1(q_2-1)}{p_1-1}, \quad q_1 = \frac{q_2(p_1-1)}{q_2-1}.
\]
Then system (1) has no positive solutions \( (u, v) \) satisfying \( u \in L^{n(p_1-1)/2}(\mathbb{R}^n) \cap L^{n(q_1-1)/2}(\mathbb{R}^n) \cap L^\infty(\mathbb{R}^n) \) and \( v \in L^{n(p_2-1)/2}(\mathbb{R}^n) \cap L^{n(q_2-1)/2}(\mathbb{R}^n) \cap L^\infty(\mathbb{R}^n) \).

(ii) Assume that \( n \geq 3, \alpha = 2 \) and \( \lambda_i, \mu_i > 0, \beta_i \geq 0, \beta_i \neq 0, \) and \( p_j, q_j \) satisfy
\[
\frac{n}{n-2} < p_1, q_2 < \frac{n+2}{n-2} \quad \text{with} \quad p_2 = \frac{p_1(q_2-1)}{p_1-1}, \quad q_1 = \frac{q_2(p_1-1)}{q_2-1},
\]
and
\[
\frac{p_3}{p_1} + \frac{p_4}{p_2} = \frac{q_3}{q_1} + \frac{q_4}{q_2} = 1
\]
with \( 0 \leq p_3 \leq p_1, \) \( 0 \leq p_4 \leq p_2, \) \( 0 \leq q_3 \leq q_1, \) \( 0 \leq q_4 \leq q_2, \) \( p_3 + p_4 = q_3 + q_4. \)
Then system (1) has no positive solutions \( (u, v) \) satisfying \( u \in \Pi_1 \cap L^\infty(\mathbb{R}^n) \) and \( v \in \Pi_2 \cap L^\infty(\mathbb{R}^n) \).

(iii) Assume that \( n = 3, \alpha = 2, \lambda_2 = \mu_1 = 1, \beta_1 = \beta_2 = -\sqrt{\lambda_1 \mu_2}. \) Then system (1) has no positive solutions \( (u, v) \) satisfying \( u \in \Pi_1 \cap L^\infty(\mathbb{R}^n) \) and \( v \in \Pi_2 \cap L^\infty(\mathbb{R}^n) \), where \( p_1 = q_2 = 3, p_3 = q_4 = 1, p_4 = q_3 = 2. \)

Remark 1.6. We can show that the results above hold for the more general system
\[
\begin{cases}
(-\Delta)^{\alpha/2}u = \lambda_1 u^{p_1} + \mu_1 v^{p_2} + \beta_1 u^{p_3} v^{p_4}, \\
(-\Delta)^{\kappa/2}v = \lambda_2 u^{q_1} + \mu_2 v^{q_2} + \beta_2 u^{q_3} v^{q_4},
\end{cases}
\]
in \( \mathbb{R}^n \), where \( 0 < \alpha, \kappa < n, \lambda_i, \mu_i, \beta_i \geq 0 \) \( (i = 1, 2) \). That is, if
\[
p_1, p_2, p_3+p_4 > \frac{n}{n-\alpha}, \quad q_1, q_2, q_3+q_4 > \frac{n}{n-\kappa}, \quad s_{1i} = \frac{n(p_i-1)}{\alpha}, \quad s_{2i} = \frac{n(q_i-1)}{\kappa}
\]
for \( i = 1, 2, \) and \( u, v \in L^{k_0}(\mathbb{R}^n) \cap L^{k_1}(\mathbb{R}^n) \), where
\[
k_0 = \frac{n(p_3 + p_4 - 1)}{\alpha}, \quad k_1 = \frac{n(q_3 + q_4 - 1)}{\kappa},
\]
then the results of Theorem 1.1, Theorem 1.2, and Theorem 1.4 are still valid.
We remark that a more general system of $m$ equations has been discussed by Chen and Li [2009a]. That is,

$$
\begin{aligned}
\left\{
\begin{array}{l}
 u_j(x) = \int_{\mathbb{R}^n} \frac{f_j(u(y))}{|x-y|^{n-\alpha}} \, dy, \\
 u(x) = (u_1(x), u_2(x), \ldots, u_m(x)),
\end{array}
\right. \\
\text{in } \mathbb{R}^n
\end{aligned}
$$

where $f_j(u) \geq 0$ are continuous real-valued functions and homogeneous of degree $\frac{n+\alpha}{n-\alpha}$, and satisfy $\partial f_i/\partial u_j \geq 0$ for $i = 1, 2, \ldots, m$. System (11) includes only the critical exponent case of system (4). It was shown in [Chen and Li 2009a] any positive solutions of (11) are radially symmetric under the assumptions $u_j \in L^\infty_{\text{loc}}(\mathbb{R}^n)$. Furthermore, based on the Kelvin transformation and the results in [Chen et al. 2006], any positive solutions of (11) must be the form of (8). In our proof of Theorem 1.3, a key calculus lemma due to Li and Zhu [1995] and the Kelvin transformation are used to show that all positive solutions of (4) are given by (9).

The main difficulty in our proof is the lack of a maximum principle for the higher-order fractional Laplace operator. Theorem 1.4 says that system (1) is equivalent to the integral system (4), which is helpful for our discussion since we can use the method of moving planes in integral forms (see [Chen et al. 2006]) to discuss the radial symmetry and monotonicity of positive solution of the integral system (4). Furthermore, the regularity of solutions to system (4) is proved by the regularity lifting lemma introduced in [Chen and Li 2010; Ma et al. 2011].

The paper is organized as follows. In Section 2, we prove the regularity of solutions of system (4) (Theorem 1.1). The radially symmetric property and monotonicity of solutions are studied in Section 3 (Theorem 1.2). In Section 4, positive solutions of system (4) with critical exponents are classified. Namely, Theorem 1.3 is proved. In Section 5, we obtain some nonexistence results by proving Theorems 1.4 and 1.5.

Throughout the paper, we always assume that $\lambda_i, \mu_i, \beta_i \geq 0$ ($i = 1, 2$) and they are not equal to zero simultaneously. Moreover, for convenience of presentation we shall use $c, c_1, C$, etc. for a suitable positive constants unless indicated otherwise.

2. Regularity

In this section, we prove the regularity of solutions to system (4). To this end, we need the following regularity lifting lemma (see [Chen and Li 2010; Ma et al. 2011]). An earlier version was introduced in [Chen and Li 2005].

Let $V$ be a topological vector space. Suppose there are two extended norms (i.e., the norm of an element in $V$ might be infinity) defined on $V$,

$$
\| \cdot \|_X, \| \cdot \|_Y : V \to [0, \infty].
$$
Let
\[ X := \{ f \in V : \| f \|_X < \infty \} \quad \text{and} \quad Y := \{ f \in V : \| f \|_Y < \infty \}. \]

**Lemma 2.1.** Let \( T \) be a contraction map from \( X \) into itself and from \( Y \) into itself. Assume that for any \( f \in X \) there exists a function \( g \in Z := X \cap Y \) such that \( f = Tf + g \) in \( X \). Then \( f \in Z \).

We also need an equivalent form of the HLS inequality (see [Chen and Li 2005; 2010]): let \( C(n, \alpha, p) \) be a uniform positive constant and define
\[ T f(x) = \int_{\mathbb{R}^n} \frac{f(y)}{|x-y|^{n-\alpha}} \, dy. \]
Assume that \( f \in L^p(\mathbb{R}^n) \) for \( \frac{n}{n-\alpha} < p < \infty \). Then
\[ \| T f \|_{L^p(\mathbb{R}^n)} \leq C(n, \alpha, p) \| f \|_{L^{\frac{n}{n-\alpha}}(\mathbb{R}^n)}. \]
Denote
\[ u_R(x) = \begin{cases} u(x), & |u(x)| > R, \\ 0, & |u(x)| \leq R. \end{cases} \]
Assume that \( \phi \in L^r(\mathbb{R}^n), \) \( \varphi \in L^s(\mathbb{R}^n) \) for \( \frac{n}{n-\alpha} < r, s < \infty \). Define
\[ T_1(\phi, \varphi) = \int_{\mathbb{R}^n} \frac{\lambda_1 u^{p-1}_R(y) \phi(y)}{|x-y|^{n-\alpha}} \, dy + \int_{\mathbb{R}^n} \frac{\mu_1 v^{p-1}_R(y) \varphi(y)}{|x-y|^{n-\alpha}} \, dy, \]
\[ T_2(\phi, \varphi) = \int_{\mathbb{R}^n} \frac{\lambda_2 u^{q-1}_R(y) \phi(y)}{|x-y|^{n-\alpha}} \, dy + \int_{\mathbb{R}^n} \frac{\mu_2 v^{q-1}_R(y) \varphi(y)}{|x-y|^{n-\alpha}} \, dy. \]
Let \( u_b(x) = u(x) - u_R(x), \) and
\[ f_R(x) = \int_{\mathbb{R}^n} \frac{\mu_1 v^{p-1}_R(y) + \beta_1 u^{p-1}_R(y) v^{p-1}_R(y)}{|x-y|^{n-\alpha}} v(y) \, dy + \int_{\mathbb{R}^n} \frac{\lambda_1 u^{p-1}_R(y)}{|x-y|^{n-\alpha}} u(y) \, dy, \]
\[ g_R(x) = \int_{\mathbb{R}^n} \frac{\lambda_2 u^{q-1}_R(y) + \beta_2 v^{q-1}_R(y) u^{q-1}_R(y)}{|x-y|^{n-\alpha}} u(y) \, dy + \int_{\mathbb{R}^n} \frac{\mu_2 v^{q-1}_R(y)}{|x-y|^{n-\alpha}} v(y) \, dy. \]
Denote the norm in the cross product space \( L^r(\mathbb{R}^n) \times L^s(\mathbb{R}^n) \) by
\[ \|(u, v)\|_{r \times s} = \|u\|_r + \|v\|_s, \]
and define the mapping \( T : L^r(\mathbb{R}^n) \times L^s(\mathbb{R}^n) \to L^r(\mathbb{R}^n) \times L^s(\mathbb{R}^n) \) by
\[ T(\phi, \varphi) = (T_1(\phi, \varphi), T_2(\phi, \varphi)). \]
Throughout the paper, we use the notation \( \|u\|_s = \|u\|_{L^s(\mathbb{R}^n)}. \)
Consider the equation
\[ (\phi, \varphi) = T(\phi, \varphi) + (f_R, g_R). \]
We first show (i). For any $\theta$ large enough such that
\[
\|u\|_{s} \leq \frac{n}{n-\alpha},
\]
we have
\[
\|u\|_{s} \leq C(n, \alpha, \gamma)(\lambda_1 \|u_R^{p_1-1} \phi\|_{\theta} + \mu_1 \|u_R^{p_2-1} \phi\|_{\theta} + \beta_1 \|u_R^{p_3} v_R^{p_4-1} \phi\|_{\theta}),
\]
where $\theta = \frac{ns}{n+\alpha}$. By the Hölder inequality, we have
\[
\|u_R^{p_1-1} \phi\|_{\theta} \leq \|u_R\|_{s_{11}} \|\phi\|_{s}, \quad \|u_R^{p_2-1} \phi\|_{\theta} \leq \|u_R\|_{s_{12}} \|\phi\|_{s},
\]
where $s_{1j} = n(p_j - 1)/\alpha$, $j = 1, 2$, and
\[
\|u_R^{p_3} v_R^{p_4-1} \phi\|_{\theta} \leq \left( \int_{\mathbb{R}^n} u_R^{p_3 t_1 \phi}(y) dy \right)^{\frac{1}{p_3}} \left( \int_{\mathbb{R}^n} v_R^{(p_4-1) t_2 \phi}(y) dy \right)^{\frac{1}{p_4}} \left( \int_{\mathbb{R}^n} \phi^{t_3 \phi}(y) dy \right)^{\frac{1}{t_3}}.
\]
In the above inequality we have chosen $t_3 = (n+s\alpha)/n > 1$, so we take $1/t_1 + 1/t_2 = s\alpha/(n+s\alpha)$ with
\[
k_0 = t_1 p_3 \theta = t_2 (p_4 - 1) \theta,
\]
and then
\[
\frac{p_3}{k_0} + \frac{p_4-1}{k_0} = \frac{\alpha}{n}.
\]
Substituting (15) and (16) into (14) we deduce that
\[
\|T_1(\phi, \varphi)\|_{s} \leq c\|u_R\|_{s_{11}} \|\phi\|_{s} + c\|u_R\|_{s_{12}} + \|u_R\|_{k_0} \|v_R\|_{k_0} \|\varphi\|_{s}.
\]
Since $u \in L^{s_{11}}(\mathbb{R}^n) \cap L^{k_0}(\mathbb{R}^n)$, $v \in L^{s_{12}}(\mathbb{R}^n) \cap L^{k_0}(\mathbb{R}^n)$, we may choose $R$ large enough such that
\[
\|u_R\|_{s_{11}} \leq \frac{1}{4}, \quad \|v_R\|_{s_{12}} + \|u_R\|_{k_0} \|v_R\|_{k_0} \|\varphi\|_{s} \leq \frac{1}{4}.
\]
Hence, from (17) we obtain
\[
\|T_1(\phi, \varphi)\|_{s} \leq \frac{1}{4} (\|\phi\|_{s} + \|\varphi\|_{s}).
\]
Similarly, we have

\[
\|T_2(\phi, \varphi)\|_s \leq \frac{1}{4}\left(\|\phi\|_s + \|\varphi\|_s\right).
\]

Combining (18) and (19) one obtains

\[
\|T(\phi, \varphi)\|_{s \times s} \leq \frac{1}{2}\left(\|\phi\|_s + \|\varphi\|_s\right).
\]

It turns out that \( T \) is the contracting map from \( L^s(\mathbb{R}^n) \times L^s(\mathbb{R}^n) \) to itself.

(ii) Next we estimate \( f_R \) and \( g_R \). We write

\[
f_R(x) = \int_{\mathbb{R}^n} \mu_1 v_{b}^{p_2 - 1}(y) + \beta_1 u_{b}^{p_3}(y) v_{b}^{p_4 - 1}(y) \frac{|x - y|^{n-\alpha}}{|x - y|^{n-\alpha}} u(y) \, dy + \int_{\mathbb{R}^n} \lambda_1 u_{b}^{p_1 - 1}(y) v(y) \, dy \]
\[
= : J_1 + J_2.
\]

For any \( s > \frac{n}{n-\alpha} \), we apply the HLS inequality, Minkowski inequality and Hölder inequality to get

\[
\|J_1\|_s \leq c \left\| u_{b}^{p_2 - 1} v \right\|_\theta + c \left\| u_{b}^{p_3} v_{b}^{p_4 - 1} v \right\|_\theta \leq c \left\| u_{b} \right\|_{k_1}^{p_2 - 1} \|v\|_{k_2} + c \left\| u_{b} \right\|_{k_3}^{p_3} \|v_{b}\|_{k_4}^{p_4 - 1} \|v\|_{k_5},
\]

and

\[
\|J_2\|_s \leq c \left\| u_{b}^{p_1 - 1} u \right\|_\theta \leq c \left\| u_{b} \right\|_{k_6}^{p_1 - 1} \|u\|_{k_7},
\]

where

\[
p_2 - 1 \frac{k_1}{k_2} + 1 \frac{k_2}{k_3} + p_4 - 1 \frac{k_4}{k_5} + 1 \frac{k_5}{k_6} = p_1 - 1 \frac{k_1}{k_6} + 1 \frac{k_6}{k_7} = \frac{n + \alpha s}{ns} = \frac{1}{s} + \frac{\alpha}{n}.
\]

Since \( v_{b}, u_{b} \) are bounded, \( k_1, k_3, k_4, k_6 \) can be chosen arbitrarily. Notice that \( \frac{n}{n-\alpha} < p_3 + p_4 = q_3 + q_4 \), so it follows that \( k_0 = n(p_3 + p_4 - 1)/\alpha = n(q_3 + q_4 - 1)/\alpha > n/(n - \alpha) \). In view of \( u, v \in L^{k_0}(\mathbb{R}^n) \), we may choose \( k_2 = k_5 = k_7 = k_0 \) such that

\[
\frac{1}{s} = p_2 - 1 \frac{k_1}{k_2} + 1 \frac{k_2}{k_3} + p_4 - 1 \frac{k_4}{k_5} + 1 \frac{k_5}{k_6} = p_1 - 1 \frac{k_1}{k_6} + 1 \frac{k_6}{k_7} = \frac{n - \alpha k_0}{nk_0}.
\]

Now, letting \( k_1, k_3, k_4, k_6 \to \infty \), the previous equation implies that

\[
s \to \frac{nk_0}{n - \alpha k_0}.
\]

We conclude that \( f_R \in L^{nk_0/(n - \alpha k_0) - \epsilon}(\mathbb{R}^n) \) for any small \( \epsilon > 0 \). Obviously, \( nk_0/(n - \alpha k_0) > k_0 \). Similarly, we can show \( g_R \in L^{nk_0/(n - \alpha k_0) - \epsilon}(\mathbb{R}^n) \).
By Lemma 2.1, if \( n \leq \alpha k_0 \), we are done. If \( n > \alpha k_0 \), we repeat the above process, and after a few steps, we obtain

\[
u, v \in L^s(\mathbb{R}^n), \quad \frac{n}{n-\alpha} < s < \infty.
\]

**Step 2.** We show \( u, v \in L^\infty(\mathbb{R}^n) \). We split \( u(x) \) into two parts, i.e., \( u(x) \) can be written as

\[
u(x) = \int_{B_1(x)} \frac{\lambda_1 u^{p_1}(y) + \mu_1 v^{p_2}(y) + \beta_1 u^{p_3}(y)v^{p_4}(y)}{|x-y|^{n-\alpha}} dy + \int_{\mathbb{R}^n \setminus B_1(x)} \frac{\lambda_1 u^{p_1}(y) + \mu_1 v^{p_2}(y) + \beta_1 u^{p_3}(y)v^{p_4}(y)}{|x-y|^{n-\alpha}} dy =: J_3 + J_4.
\]

We estimate \( J_3 \) and \( J_4 \) separately. First consider \( J_4 \). Since \( 1/|x-y|^{n-\alpha} < 1 \), and \( u, v \in L^s(\mathbb{R}^n) \) for any \( \frac{n}{n-\alpha} < s \), according to the assumptions that \( \frac{n}{n-\alpha} < p_1, p_2, p_3 + p_4 \), and using the Hölder inequality, we have

\[
J_4 \leq c \int_{\mathbb{R}^n \setminus B_1(x)} u^{p_1}(y) dy + c \int_{\mathbb{R}^n \setminus B_1(x)} v^{p_2}(y) dy + c \int_{\mathbb{R}^n \setminus B_1(x)} u^{p_3}(y)v^{p_4}(y) dy < \infty.
\]

Next, we compute \( J_3 \):

\[
J_3 \leq c \left( \int_{B_1(x)} \frac{1}{|x-y|^{(n-\alpha)p}} dy \right)^{1/p} \left( \int_{B_1(x)} |u(y)|^{p_1 p/(p-1)} dy \right)^{(p-1)/p} + c \left( \int_{B_1(x)} \frac{1}{|x-y|^{(n-\alpha)p}} dy \right)^{1/p} \left( \int_{B_1(x)} |v(y)|^{p_2 p/(p-1)} dy \right)^{(p-1)/p} + c \left( \int_{B_1(x)} \frac{1}{|x-y|^{(n-\alpha)p}} dy \right)^{1/p} \left( \int_{B_1(x)} |u^{p_3}(y)v^{p_4}(y)|^{p/(p-1)} dy \right)^{(p-1)/p}.
\]

Choose the constant \( p \) such that \( (n-\alpha)p < n \), and then

\[
\left( \int_{B_1(x)} \frac{1}{|x-y|^{(n-\alpha)p}} dy \right)^{1/p} < C.
\]

Since \( u, v \in L^s(\mathbb{R}^n) \) for any \( \frac{n}{n-\alpha} < s < \infty \), we get

\[
\left( \int_{B_1(x)} |u(y)|^{p_1 p/(p-1)} dy \right)^{(p-1)/p} < C, \quad \left( \int_{B_1(x)} |v(y)|^{p_2 p/(p-1)} dy \right)^{(p-1)/p} < C,
\]
and by the Hölder inequality, we obtain
\[
\left( \int_{B_1(x)} |u^{p_3}(y)v^{p_4}(y)|^{\frac{p}{p-1}} \, dy \right)^{\frac{p-1}{p}} \leq \left( \int_{B_1(x)} |u(y)|^{p_3 l_1} \, dy \right)^{\frac{p-1}{l_1p}} \left( \int_{B_1(x)} |v(y)|^{p_4 l_2} \, dy \right)^{\frac{p-1}{l_2p}} < C,
\]
where \( l_1, l_2 > 1 \) and \( 1/l_1 + 1/l_2 = 1 \). (We may choose \( l_1 = (p_3 + p_4)/p_3 \) and \( l_2 = (p_3 + p_4)/p_4 \).) So \( u \in L^\infty(\mathbb{R}^n) \). Arguing as above, it also follows that \( v \in L^\infty(\mathbb{R}^n) \).

**Step 3.** Using the usual bootstrap method, as in [Li 2004], we conclude \( u, v \in C^\infty(\mathbb{R}^n) \).

3. Radial symmetry and monotonicity

In this section, we use the method of moving plane in integral form to prove Theorem 1.2. The moving plane method in integral form used here was introduced by Chen, Li and Ou [2006] and exploits global properties of integral equations instead of using the amount of local properties of differential operators as the traditional moving plane method (e.g., see Guo and Liu 2008, de Figueiredo and Sirakov 2005, Liu et al. 2006, Zhang 2007, Wei and Xu 1999, Gidas et al. 1981).

We first deduce two representation formulas related to \( u(x) \) and \( v(x) \), respectively. Let \( \lambda \) be a real number. Define
\[
\Sigma_\lambda = \{ x = (x_1, \ldots, x_n) \mid x_1 \geq \lambda \},
\]
and set
\[
x^\lambda = (2\lambda - x_1, x_2, \ldots, x_n), \quad u_\lambda(x) = u(x^\lambda) \quad \text{and} \quad v_\lambda(x) = v(x^\lambda).
\]
For convenience, we set \( Q_y(u, v) = \lambda_1 u^{p_1}(y) + \mu_1 v^{p_2}(y) + \beta_1 u^{p_3}(y)v^{p_4}(y) \) and \( K_y(u, v) = \lambda_2 u^{q_1}(y) + \mu_2 v^{q_2}(y) + \beta_2 u^{q_3}(y)v^{q_4}(y) \). In view of (4) we have
\[
\begin{align*}
\quad u_\lambda(x) & = \int_{\mathbb{R}^n} \frac{Q_y(u, v)}{|x^\lambda - y|^{n-\alpha}} \, dy \\
& = \int_{\Sigma_\lambda} \frac{Q_y(u, v)}{|x^\lambda - y|^{n-\alpha}} \, dy + \int_{\mathbb{R}^n \setminus \Sigma_\lambda} \frac{Q_y(u, v)}{|x^\lambda - y|^{n-\alpha}} \, dy \\
& = \int_{\Sigma_\lambda} \frac{Q_y(u, v)}{|x^\lambda - y|^{n-\alpha}} \, dy + \int_{\Sigma_\lambda} \frac{Q_y(u_\lambda, v_\lambda)}{|x^\lambda - y^\lambda|^{n-\alpha}} \, dy.
\end{align*}
\]
We also have
\[
\begin{align*}
\quad v_\lambda(x) & = \int_{\Sigma_\lambda} \frac{K_y(u, v)}{|x^\lambda - y|^{n-\alpha}} \, dy + \int_{\Sigma_\lambda} \frac{K_y(u_\lambda, v_\lambda)}{|x^\lambda - y^\lambda|^{n-\alpha}} \, dy.
\end{align*}
\]
Noting that $|x^\lambda - y^\lambda| = |x - y|$, it is easy to see that

(23) $u_\lambda(x) - u(x)$

$$= \int_{\Sigma_\lambda} \left( \frac{1}{|x-y|^{n-\alpha}} - \frac{1}{|x^\lambda - y^\lambda|^{n-\alpha}} \right) (Q_\lambda(u_\lambda, v_\lambda) - Q_\lambda(u, v)) \, dy$$

$$= \int_{\Sigma_\lambda} \left( \frac{1}{|x-y|^{n-\alpha}} - \frac{1}{|x^\lambda - y^\lambda|^{n-\alpha}} \right) \left[ \lambda_1 (u_\lambda^{p_1}(y) - u^{p_1}(y)) + \mu_1 (v_\lambda^{p_2}(y) - v^{p_2}(y)) + \beta_1 (u_\lambda^{p_3}(y)v_\lambda^{p_4}(y) - u^{p_3}(y)v^{p_4}(y)) \right] \, dy$$

and

(24) $v_\lambda(x) - v(x)$

$$= \int_{\Sigma_\lambda} \left( \frac{1}{|x-y|^{n-\alpha}} - \frac{1}{|x^\lambda - y^\lambda|^{n-\alpha}} \right) (K_\lambda(u_\lambda, v_\lambda) - K_\lambda(u, v)) \, dy$$

$$= \int_{\Sigma_\lambda} \left( \frac{1}{|x-y|^{n-\alpha}} - \frac{1}{|x^\lambda - y^\lambda|^{n-\alpha}} \right) \left[ \lambda_2 (u_\lambda^{q_1}(y) - u^{q_1}(y)) + \mu_2 (v_\lambda^{q_2}(y) - v^{q_2}(y)) + \beta_2 (u_\lambda^{q_3}(y)v_\lambda^{q_4}(y) - u^{q_3}(y)v^{q_4}(y)) \right] \, dy$$

The next lemma shows the plane can start moving from $x_1 = -\infty$ to the right.

**Lemma 3.1.** Let $(u, v) \in \Pi_1 \times \Pi_2$ be a pair of positive solutions of (4). Then, for $\lambda$ sufficiently negative,

(25) $u(x) \geq u_\lambda(x)$ and $v(x) \geq v_\lambda(x)$ for all $x \in \Sigma_\lambda$.

**Proof.** Define

$$\Sigma_\lambda^u = \{ x \in \Sigma_\lambda \mid u(x) < u_\lambda(x) \} \quad \text{and} \quad \Sigma_\lambda^v = \{ x \in \Sigma_\lambda \mid v(x) < v_\lambda(x) \}.$$ 

Let $\Sigma_\lambda^c$ be the complement of $\Sigma_\lambda$. From (23) and the mean value theorem, we have

(26) $u_\lambda(x) - u(x)$

$$= \int_{\Sigma_\lambda} \left( \frac{1}{|x-y|^{n-\alpha}} - \frac{1}{|x^\lambda - y^\lambda|^{n-\alpha}} \right) \left[ \lambda_1 (u_\lambda^{p_1}(y) - u^{p_1}(y)) + \mu_1 (v_\lambda^{p_2}(y) - v^{p_2}(y)) + \beta_1 (u_\lambda^{p_3}(y)v_\lambda^{p_4}(y) - u^{p_3}(y)v^{p_4}(y)) \right] \, dy$$

$$\leq \int_{\Sigma_\lambda} \left( \frac{1}{|x-y|^{n-\alpha}} - \frac{1}{|x^\lambda - y^\lambda|^{n-\alpha}} \right) \left[ p_1 \lambda_1 \phi_1^{p_1-1} (u)(u_\lambda(y) - u(y)) + p_2 \mu_1 \phi_2^{p_2-1} (v)(v_\lambda(y) - v(y)) + p_3 \beta_1 u_\lambda^{p_3}(y) v_\lambda^{p_4}(y) - u^{p_3}(y)v^{p_4}(y) \right] \, dy,$$
where \( u(y) \leq \phi_i(u) \leq u_\lambda(y), \) \( i = 1, 3, \) on \( \Sigma_\lambda^u, \) and \( v(y) \leq \phi_j(v) \leq v_\lambda(y), \) \( j = 2, 4 \) on \( \Sigma_\lambda^v. \) It follows that we can write

\[
u_\lambda(x) - u(x) \leq c(I_1 + I_2 + I_3 + I_4),
\]

where

\[
I_1 := \int_{\Sigma_\lambda^u} \frac{u_\lambda^{p_1-1}(y)}{|x-y|^{n-\alpha}} (u_\lambda(y) - u(y)) \, dy,
\]

\[
I_2 := \int_{\Sigma_\lambda^v} \frac{v_\lambda^{p_2-1}(y)}{|x-y|^{n-\alpha}} (v_\lambda(y) - v(y)) \, dy,
\]

\[
I_3 := \int_{\Sigma_\lambda^v} \frac{u_\lambda^{p_3}(y)v_\lambda^{p_4-1}(y)}{|x-y|^{n-\alpha}} (v_\lambda(y) - v(y)) \, dy,
\]

\[
I_4 := \int_{\Sigma_\lambda^u} \frac{v_\lambda^{p_4}(y)u_\lambda^{p_3-1}(y)}{|x-y|^{n-\alpha}} (u_\lambda(y) - u(y)) \, dy.
\]

Using the HLS inequality and the Hölder inequality, we get

\[
\left( \int_{\Sigma_\lambda^u} \left| I_1 \right|^\gamma \right)^{1/\gamma} \leq C(n, \alpha, \gamma) \| u_\lambda^{p_1-1}(u_\lambda - u) \|_{L^\gamma(\Sigma_\lambda^u)}
\]

for any \( \frac{n}{n-\alpha} < \gamma < \infty \) and \( \theta = \frac{ny}{n+\alpha y}. \) Let \( m_1 = \frac{n+\alpha y}{\alpha y} > 1 \) and \( m_2 = \frac{n+\alpha y}{n} > 1. \) Thus, we invoke the Hölder inequality to obtain

\[
\left( \int_{\Sigma_\lambda^u} \left[ u_\lambda^{p_1-1}(y)(u_\lambda(y) - u(y)) \right]^\theta \, dy \right)^{1/\theta} \leq \left\{ \left[ \int_{\Sigma_\lambda^u} (u_\lambda(y))^{\theta (p_1-1)m_1} \, dy \right]^{1/m_1} \left[ \int_{\Sigma_\lambda^u} (u_\lambda(y) - u(y))^{\theta m_2} \, dy \right]^{1/m_2} \right\}^{1/\theta}
\]

\[
= \| u_\lambda \|_{L^\gamma(\Sigma_\lambda^u)}^{p_1-1} \| u_\lambda - u \|_{L^\gamma(\Sigma_\lambda^u)},
\]

where \( s_{11} = n(p_1 - 1)/\alpha. \) Substituting (28) into (27) we get

\[
\left( \int_{\Sigma_\lambda^u} \left| I_1 \right|^\gamma \right)^{1/\gamma} \leq C(n, \alpha, \gamma) \| u_\lambda \|_{L^{s_{11}}(\Sigma_\lambda^u)}^{p_1-1} \| u_\lambda - u \|_{L^\gamma(\Sigma_\lambda^u)},
\]

Similarly, one has

\[
\| I_2 \|_{L^\gamma(\Sigma_\lambda^v)} \leq C(n, \alpha, \gamma) \| v_\lambda \|_{L^{s_{12}}(\Sigma_\lambda^v)}^{p_2-1} \| v_\lambda - v \|_{L^\gamma(\Sigma_\lambda^v)},
\]

where \( s_{12} = n(p_2 - 1)/\alpha. \)

Next, we estimate \( I_3 \) and \( I_4. \) By the HLS inequality we have

\[
\| I_3 \|_{L^\gamma(\Sigma_\lambda^v)} \leq C(n, \alpha, \gamma) \| u_\lambda \|_{L^{s_{31}}(\Sigma_\lambda^u)}^{p_3} \| v_\lambda \|_{L^{s_{32}}(\Sigma_\lambda^v)}^{p_4-1} \| v_\lambda - v \|_{L^\gamma(\Sigma_\lambda^v)}.
\]

Letting \( 1/t_1 + 1/t_2 + 1/t_3 = 1 \) for \( t_1 > 1, \) it follows that
Arguing as Section 2, we choose $p_3 = (n + \alpha \gamma) / n > 1$, $t_1 = (n + \alpha \gamma)(p_3 + p_4 - 1) / (p_3 \alpha \gamma)$ and $t_2 = (n + \alpha \gamma)(p_3 + p_4 - 1) / ((p_4 - 1) \alpha \gamma)$, satisfying $1 / t_1 + 1 / t_2 + 1 / t_3 = 1$. Then $k_0 = t_1 p_3 \theta = t_2 (p_4 - 1) \theta$. Substituting (32) into (31) we conclude

\begin{equation}
\| I_3 \|_{L^\gamma(\Sigma^u_{\theta}')} \leq C(n, \alpha, \gamma) \| u_\lambda \|_{L^{t_1}_{k_0}(\Sigma^u_{\theta}')} \| v_\lambda \|_{L^{t_1}_{k_0}(\Sigma^u_{\theta}')} \| v_\lambda - v \|_{L^\gamma(\Sigma^u_{\theta}')}.
\end{equation}

In the same way, one has

\begin{equation}
\| I_4 \|_{L^\gamma(\Sigma^u_{\theta}')} \leq C(n, \alpha, \gamma) \| v \|_{L^{t_2}_{k_0}(\Sigma^u_{\theta}')} \| u_\lambda \|_{L^{t_2}_{k_0}(\Sigma^u_{\theta}')} \| u_\lambda - u \|_{L^\gamma(\Sigma^u_{\theta}')}.
\end{equation}

Now, we compute the norm $L^\gamma(\Sigma^u_{\theta}')$ of (26) for any $\frac{n}{n+\alpha \gamma} < \gamma < \infty$. Using the Minkowski inequality and combining (29), (30), (33) and (34) we arrive at

\begin{equation}
\| u_\lambda - u \|_{L^\gamma(\Sigma^u_{\theta}')}
\leq c \| u_\lambda \|_{L^{t_1}_{k_0}(\Sigma^u_{\theta}')} \| u_\lambda - u \|_{L^\gamma(\Sigma^u_{\theta}')},
\end{equation}

Along the same line, noting that $p_3 + p_4 = q_3 + q_4$, we have

\begin{equation}
\| v_\lambda - v \|_{L^\gamma(\Sigma^u_{\theta}')}
\leq c \left( \| u_\lambda \|_{L^{t_2}_{k_0}(\Sigma^u_{\theta}')} \| v \|_{L^{t_2}_{k_0}(\Sigma^u_{\theta}')} \right) \| u_\lambda - u \|_{L^\gamma(\Sigma^u_{\theta}')}
\end{equation}

where $s_{21} = n(q_1 - 1) / \alpha$, $s_{22} = n(q_2 - 1) / \alpha$, $k_0 = n(q_3 + q_4 - 1) / \alpha$. 
By adding (35) and (36) we obtain
\[
\|u_\lambda - u\|_{L^\gamma(\Sigma^\mu_\lambda)} + \|v_\lambda - v\|_{L^\gamma(\Sigma^\mu_\lambda)}
\leq c \left( \|u_\lambda\|_{L^{p_1}(\Sigma^\mu_\lambda)}^{\frac{1}{p_1}} + \|u_\lambda\|_{L^{q_1}(\Sigma^\mu_\lambda)}^{\frac{1}{q_1}} + \|v\|_{L^{p_0}(\Sigma^\mu_\lambda)}^{p_0} \|u_\lambda\|_{L^{q_0}(\Sigma^\mu_\lambda)}^{q_0} + \|v\|_{L^{q_0}(\Sigma^\mu_\lambda)}^{q_0} \right) \times \|u_\lambda - u\|_{L^\gamma(\Sigma^\mu_\lambda)}
+ c \left( \|v_\lambda\|_{L^{p_2}(\Sigma^\mu_\lambda)}^{\frac{1}{p_2}} + \|v_\lambda\|_{L^{q_2}(\Sigma^\mu_\lambda)}^{\frac{1}{q_2}} + \|u_\lambda\|_{L^{p_0}(\Sigma^\mu_\lambda)}^{p_0} \|v_\lambda\|_{L^{q_0}(\Sigma^\mu_\lambda)}^{q_0} + \|u_\lambda\|_{L^{q_0}(\Sigma^\mu_\lambda)}^{q_0} \right) \times \|v_\lambda - v\|_{L^\gamma(\Sigma^\mu_\lambda)}.
\]

Since \(u \in \Pi_1\) and \(v \in \Pi_2\), we can choose \(\lambda\) sufficiently negative such that
\[
c \left( \|u\|_{L^{p_1}(\Sigma^\mu_\lambda)}^{\frac{1}{p_1}} + \|v\|_{L^{q_1}(\Sigma^\mu_\lambda)}^{\frac{1}{q_1}} + \|u\|_{L^{q_0}(\Sigma^\mu_\lambda)}^{q_0} \|u\|_{L^{p_0}(\Sigma^\mu_\lambda)}^{p_0} + \|v\|_{L^{q_0}(\Sigma^\mu_\lambda)}^{q_0} \right) \leq \frac{1}{2},
\]
\[
c \left( \|v\|_{L^{p_2}(\Sigma^\mu_\lambda)}^{\frac{1}{p_2}} + \|v\|_{L^{q_2}(\Sigma^\mu_\lambda)}^{\frac{1}{q_2}} + \|u\|_{L^{q_0}(\Sigma^\mu_\lambda)}^{q_0} \|v\|_{L^{p_0}(\Sigma^\mu_\lambda)}^{p_0} + \|u\|_{L^{q_0}(\Sigma^\mu_\lambda)}^{q_0} \right) \leq \frac{1}{2}.
\]
Hence
\[
\|u_\lambda - u\|_{L^\gamma(\Sigma^\mu_\lambda)} + \|v_\lambda - v\|_{L^\gamma(\Sigma^\mu_\lambda)} \leq \frac{1}{2} \|u_\lambda - u\|_{L^\gamma(\Sigma^\mu_\lambda)} + \frac{1}{2} \|v_\lambda - v\|_{L^\gamma(\Sigma^\mu_\lambda)}.
\]
This implies that \(\|u_\lambda - u\|_{L^\gamma(\Sigma^\mu_\lambda)} = \|v_\lambda - v\|_{L^\gamma(\Sigma^\mu_\lambda)} = 0\), and therefore \(\Sigma^\mu_{\lambda_0}\) and \(\Sigma^\mu_{\lambda_0}\) must be empty. Thus, (25) is proved.

Next we define
\[
\lambda_0 = \sup \{ \lambda \in \mathbb{R} | u_\mu(x) \leq u(x), v_\mu(x) \leq v(x) \text{ for all } \mu \leq \lambda \text{ and all } x \in \Sigma_\mu \}.
\]
By the regularity of positive solutions to system (4) we observe the fact that \(u\) and \(v\) are bounded as \(|x| \to \infty\). Combining this and noting \(u, v > 0\), we conclude \(\lambda_0 < \infty\). Thus, we will move the plane to the limiting position to derive symmetry. That is, we have the following lemma.

**Lemma 3.2.** Under the assumptions of Theorem 1.2 we have
\[
(38) \quad u_{\lambda_0}(x) \equiv u(x) \quad \text{and} \quad v_{\lambda_0}(x) \equiv v(x) \quad \text{for all } x \in \Sigma_{\lambda_0}.
\]
Proof. We use argument by contradiction. Assume that there exists a \( \lambda_0 < 0 \) such that \( u(x) \geq u_{\lambda_0}(x) \), and \( v_\lambda(x) \geq v_{\lambda_0}(x) \), but \( u(x) \neq u_{\lambda_0}(x) \) or \( v_\lambda(x) \neq v_{\lambda_0}(x) \) for any \( x \in \Sigma_{\lambda_0} \).

We show that the plane can be moved further to the right. More precisely, there exists an \( \varepsilon \) depending on \( n, \alpha \), and the solution \((u, v)\) itself such that

\[
u(x) \geq u_\lambda(x) \quad \text{and} \quad v(x) \geq v_\lambda(x), \quad \text{on } \Sigma_\lambda \]

for \( \lambda \in [\lambda_0, \lambda_0 + \varepsilon) \).

In the case of \( v(x) \neq v_{\lambda_0}(x) \) on \( \Sigma_{\lambda_0} \), from (39) and (24) we obtain \( u(x) \neq u_{\lambda_0}(x) \), that is, \( u(x) > u_{\lambda_0}(x) \) in the interior of \( \Sigma_{\lambda_0} \). Let

\[
\Sigma^u_{\lambda_0} = \{ x \in \Sigma_{\lambda_0} \mid u(x) \leq u_{\lambda_0}(x) \} \quad \text{and} \quad \Sigma^v_{\lambda_0} = \{ x \in \Sigma_{\lambda_0} \mid v(x) \leq v_{\lambda_0}(x) \}.
\]

Obviously, \( \Sigma^u_{\lambda_0} \) has measure zero, and \( \lim_{\lambda \to \lambda_0} \Sigma^u_\lambda \subset \Sigma^v_{\lambda_0} \). The same fact holds for that of \( v \). Let \( (\Sigma^u_\lambda)^* \) be the reflection of set \( \Sigma^u_\lambda \) about the plane \( x_1 = \lambda \). Similarly to (37) we have

\[
(39) \quad \|u_\lambda - u\|_{L^\gamma((\Sigma^u_\lambda)^*)} + \|v_\lambda - v\|_{L^\gamma((\Sigma^u_\lambda)^*)} \leq c \left( \|u_\lambda\|_{L^p((\Sigma^u_\lambda)^*)} + \|v_\lambda\|_{L^p((\Sigma^u_\lambda)^*)} + \|u_\lambda\|_{L^q((\Sigma^u_\lambda)^*)} + \|v_\lambda\|_{L^q((\Sigma^u_\lambda)^*)} \right) \]

for any \( \frac{n}{n-\alpha} < \gamma < \infty \). Since \( u \in \Pi_1, v \in \Pi_2 \), we can choose \( \varepsilon \) small enough, such that for all \( \lambda \in [\lambda_0, \lambda_0 + \varepsilon) \), we have

\[
\|u_\lambda - u\|_{L^\gamma((\Sigma^u_\lambda)^*)} + \|v_\lambda - v\|_{L^\gamma((\Sigma^u_\lambda)^*)} \leq \frac{1}{2} \left( \|u_\lambda - u\|_{L^\gamma((\Sigma^u_\lambda)^*)} + \|v_\lambda - v\|_{L^\gamma((\Sigma^u_\lambda)^*)} \right).
\]

This implies that \( \|u_\lambda - u\|_{L^\gamma((\Sigma^u_\lambda)^*)} = \|v_\lambda - v\|_{L^\gamma((\Sigma^u_\lambda)^*)} = 0 \). So \( \Sigma^u_\lambda \) and \( \Sigma^v_\lambda \) must be empty. The proof of (38) is then completed. \( \square \)
Proof of Theorem 1.2 From Lemma 3.1 it follows that \( u(x) \geq u_\lambda(x) \) and \( v(x) \geq v_\lambda(x) \) on \( \Sigma_\lambda \) for \( \lambda \) enough negative. This implies the possibility of moving the plane from near \( x_1 = -\infty \), so we can invoke Step 2: move the plane to the limiting position to derive symmetry. Furthermore, it follows from Lemma 3.2 that if the plane stops at \( x_1 = \lambda_0 \) for some \( \lambda_0 < 0 \), then \( u(x) \) and \( v(x) \) must be symmetric and monotonic about the plane \( x_1 = \lambda_0 \). Otherwise, we can move the plane all the way to \( x_1 = 0 \). Since the direction of \( x_1 \) can be chosen arbitrarily, we deduce that \( u(x) \) and \( v(x) \) must be radially symmetric and monotonically decreasing about some point. This completes the proof of Theorem 1.2.

\[ \square \]

4. Classification of positive solutions to system (4) with critical exponents

In this section, we prove Theorem 1.3. Since we have established the regularity and radial symmetry of solutions to system (4) in previous sections, we may employ a proposition in [Li and Zhu 1995; Li and Zhang 2003] to show the form of radially symmetric solutions of (4) with critical exponents. Throughout this section, we always assume that \( p_1 = p_2 = q_1 = q_2 = p_3 + p_4 = q_3 + q_4 = \frac{n+\alpha}{n-\alpha} \) in system (4) and \((u, v) \in L^{2n/(n-\alpha)}(\mathbb{R}^n) \times L^{2n/(n-\alpha)}(\mathbb{R}^n)\). It is well known that system (4) (or (1)) is invariant with respect to scaling, translation, and inversion transformations with the above exponent conditions.

For \( x \in \mathbb{R}^n \) and \( \lambda > 0 \), consider the Kelvin transformation of \( w \):

\[
w_{x,\lambda}(y) = \left( \frac{\lambda}{|y - x|} \right)^{n-\alpha} w \left( x + \frac{\lambda^2 (y - x)}{|y - x|^2} \right).
\]

To classify solutions, we need the following lemma.

Lemma 4.1. Let \((u, v)\) be a pair of solutions of system (4) with the assumptions of Theorem 1.3 Then there exist \( \lambda > 0 \) and \( x_0 \in \mathbb{R}^n \) such that

\[
\tag{40}
 u_{x_0,\lambda}(y) = u(y),
\]

\[
\tag{41}
 v_{x_0,\lambda}(y) = v(y).
\]

Proof. It suffices to prove (40). The proof of (41) is similar. Consider \( x_0 = 0 \), for otherwise we make a translation transform and a scaling transform on \( u_{x_0,\lambda}(y) \). Let \((u, v)\) be a pair of solutions of (4). By radial symmetry we assume without loss of generality that \( u(x) \) and \( v(x) \) are symmetric about the origin and \( \lim_{|x| \to \infty} |x|^{n-\alpha} u(x) = u_\infty = u(0) \). Let \( \lambda^{n-\alpha} = u_\infty / u(0) \) and \( e \) be any unit vector in \( \mathbb{R}^n \). We define

\[
w(y) = \frac{1}{|y|^{n-\alpha}} u \left( \frac{y}{|y|^2} - e \right).
\]

Then

\[
w(0) = u_\infty \quad \text{and} \quad w(e) = u(0).
\]
Thus, $w$ must be symmetric about $\frac{1}{2}e$.

Now, choosing $y = (\frac{1}{2} - h)e$ for any $h$, as in [Chen et al. 2006], it is easy to see
\[
w((\frac{1}{2} - h)e) = \left(\frac{1}{|\frac{1}{2} - h|}\right)^{n-\alpha} u\left(\frac{1}{2} - h\right)e - e = \left(\frac{1}{|\frac{1}{2} + h|}\right)^{n-\alpha} u\left(\frac{1}{2} + h\right)e,
\]
where
\[
\frac{1}{2} - h\left|\frac{1}{2} - h\right|^2 e - e = e\left(\frac{1}{2} - h - \left(\frac{1}{2} - h\right)^2\right) = e\left(\frac{1}{2} - h\right)\left(1 - \frac{1}{2} + h\right) = e\frac{1}{2} + h\frac{1}{2} - h.
\]

Taking $y = (\frac{1}{2} - h)e$, we have
\[
w((\frac{1}{2} + h)e) = \left(\frac{1}{|\frac{1}{2} + h|}\right)^{n-\alpha} u\left(\frac{1}{2} + h\right)e.
\]

Since $w$ is symmetric about $\frac{1}{2}e$, by scaling we have
\[
\lambda^{(n-\alpha)/2}\left|\frac{1}{2} - h\right|^{n-\alpha} u\left(\frac{1}{2} + h\right)e = \lambda^{(n-\alpha)/2}\left|\frac{1}{2} + h\right|^{n-\alpha} u\left(\frac{1}{2} - h\right)e.
\]

Letting $t = (\frac{1}{2} - h)/(\frac{1}{2} + h)$, it follows that
\[
u\left(\frac{\lambda e}{t}\right) = t^{n-\alpha} u(\lambda te).
\]

Replacing $t, e$ by $\lambda/|x - y|, y - x/|x - y|$, respectively, it follows that $u(y - x) = (\lambda/|y - x|)^{n-\alpha} u(\lambda^2(y - x)/|y - x|^2)$. Furthermore, we can take the translation transform to obtain (40). □

To prove our main result, we also need the following proposition from [Li and Zhang 2003]. Earlier versions with stronger assumptions were first proved by Li and Zhu [1995].

**Proposition 4.2** [Li and Zhang 2003]. Let $f \in C^1(\mathbb{R}^n), \lambda > 0$ and $\mu > 0$. Suppose that for every $x \in \mathbb{R}^n$, there exists $\lambda(x) > 0$ such that
\[
\left(\frac{\lambda}{|y - x|}\right)^\mu f\left(x + \frac{\lambda^2(y - x)}{|y - x|^2}\right) = f(y), \quad y \in \mathbb{R}^n \setminus \{x\}.
\]

Then for some $a \geq 0, d > 0$ and $\tilde{x} \in \mathbb{R}^n$, we have
\[
f(x) \equiv \pm a\left(\frac{1}{d + |x - \tilde{x}|^2}\right)^{\mu/2}.
\]

**Proof of Theorem 1.3** From Lemma 4.1 and Proposition 4.2, we obtain directly that the solution of system (4) must be of the form (9). □
5. Equivalence of system (1) and system (4)

In this section, we show the equivalence of system (1) and the integral system (4). The proof is similar to that in [Chen and Li 2011] which is based on properties and the Fourier transform of the Riesz potential. For completeness and convenience of the reader, the details will be included. However, by choosing a suitable cut-off function, we provide a different approach for the case of even numbers \( \alpha = 2m \).

First, we define a positive solution of (1) in the distribution sense, i.e., \( u, v \in H^{\alpha/2}(\mathbb{R}^n) \), and they satisfy

\[
\int_{\mathbb{R}^n} (-\Delta)^{\alpha/4} u (-\Delta)^{\alpha/4} \phi \, dx = \int_{\mathbb{R}^n} \left( \lambda_1 u^{p_1} + \mu_1 u^{p_2} + \beta_1 u^{p_3} v^{p_4} \right) \phi \, dx, \tag{42}
\]

\[
\int_{\mathbb{R}^n} (-\Delta)^{\alpha/4} v (-\Delta)^{\alpha/4} \phi \, dx = \int_{\mathbb{R}^n} \left( \lambda_2 u^{q_1} + \mu_2 u^{q_2} + \beta_2 u^{q_3} v^{q_4} \right) \phi \, dx \tag{43}
\]

for any \( \phi \in C_c^\infty(\mathbb{R}^n) \) with \( \phi(x) > 0 \). As usual, by the Fourier transform we have

\[
\int_{\mathbb{R}^n} (-\Delta)^{\alpha/4} u (-\Delta)^{\alpha/4} \phi \, dx = c_n \int_{\mathbb{R}^n} |\xi|^{\alpha} \hat{u}(\xi) \hat{\phi}(\xi) \, d\xi, \tag{44}
\]

where \( \hat{u} \) and \( \hat{\phi} \) are the Fourier transforms of \( u \) and \( \phi \), respectively.

For \( \alpha = 2m \), where \( m \) is a positive integer, we prove that every positive solution of PDE system (1) satisfies integral system (4). Here we don’t use the maximum principles for higher-order elliptic operators; the method be used here comes from [Lu and Zhu 2011].

**Lemma 5.1.** Any positive solutions of system (1) with \( \alpha = 2m \) satisfy the integral system (4).

**Proof.** We define the cut-off function on \( B_R(0) \):

\[
\eta(x) = \begin{cases} 
1, & x \in B_1(0), \\
0, & x \not\in B_2(0),
\end{cases}
\]

and \( 0 < \eta^{(i)} < 2 \) on \( B_2(0) \) for \( i = 1, 2, \ldots, 2m \). Let \( \eta_R(x - y) = \eta\left(\frac{|x - y|}{R}\right) \) on \( B_2(x) \) and choose \( \phi(x - y) = \eta_R(x - y)/|x - y|^{n-2m} \). It is easy to check that \( \phi \in C_c^\infty(\mathbb{R}^n) \). Hence, for any \( u, v \in H^m(\mathbb{R}^n) \), by definition (42) and integration by parts, we have

\[
\int_{\mathbb{R}^n} (-\Delta)^{m/2} u (-\Delta)^{m/2} \phi \, dy = \int_{\mathbb{R}^n} u (-\Delta)^m \phi \, dy
= \int_{\mathbb{R}^n} u (-\Delta)^m \left( \eta_R(x - y) \right) \, dy
= \int_{\mathbb{R}^n} Q_y(u, v) \eta_R(x - y) \, dy,
\]
where \( Q_y(u, v) \) is defined in Section 3 Since
\[
(-\Delta)^m \left( \frac{\eta_R(x - y)}{|x - y|^{n-2m}} \right) = (-\Delta)^m \left( \frac{1}{|x - y|^{n-2m}} \right) \eta_R(x - y) + \sum_{i=1}^{2m} c_i |x - y|^{-n+i} \eta_R^{(i)} R^{-i},
\]
one has
\[
(46) \quad \int_{\mathbb{R}^n} u(-\Delta)^m \left( \frac{\eta_R(x - y)}{|x - y|^{n-2m}} \right) dy = \int_{\mathbb{R}^n} u(-\Delta)^m \left( \frac{1}{|x - y|^{n-2m}} \right) \eta_R(x - y) dy + \sum_{i=1}^{2m} c_i \int_{\mathbb{R}^n} R^{-i} u |x - y|^{-n+i} \eta_R^{(i)} dy.
\]
As in [Lu and Zhu 2011], for \( u \in L^{2n/(n-2m)}(\mathbb{R}^n) \), using the Hölder inequality we get
\[
(47) \quad \int_{\mathbb{R}^n} u(x - y)^{-n-i} \eta_R^{(i)} R^{-i} dy \leq c_i R^{-i} \left( \int_{\mathbb{R}^n} u^{2n/(n-2m)} dy \right)^{n-2m} 2n \left( \int_{B_2 \setminus B_R} |x - y|^{2n(i-n)/(n+2m)} dy \right)^{n+2m} 2m \Rightarrow \frac{c_i}{R^i} \int_{R^2} R^{2n(i-n)/(n+2m)} R^{n-1} dr \rightarrow 0,
\]
as \( R \rightarrow \infty \). We also note that
\[
(48) \quad \int_{\mathbb{R}^n} u(-\Delta)^m \left( \frac{\eta_R(x - y)}{|x - y|^{n-2m}} \right) dy = \int_{\mathbb{R}^n} \delta(x - y) u(y) dy = u(x).
\]
Therefore, combining (45) (46) (47) with (48) we have
\[
u(x) = \int_{\mathbb{R}^n} \frac{\lambda_1 u^{p_1}(y) + \mu_1 v^{p_2}(y) + \beta_1 u^{p_3}(y) v^{p_4}(y)}{|x - y|^{n-2m}} dy.
\]
In the same way, we obtain
\[
u(x) = \int_{\mathbb{R}^n} \frac{\lambda_2 u^{q_1}(y) + \mu_2 v^{q_2}(y) + \beta_2 u^{q_3}(y) v^{q_4}(y)}{|x - y|^{n-2m}} dy.
\]
The proof of the lemma is completed. 

Now, we consider the case that \( \alpha \) is not even, that is, system (4) is equivalent to the integral system (4) for any \( \alpha \).

Proof of Theorem 1.4

(i) For any \( \phi \in C^\infty_0(\mathbb{R}^n) \), set
\[
\psi(x) = \int \frac{\phi(x)}{|x - y|^{n-\alpha}} dy,
\]
so that \((-\Delta)^{\alpha/2} \psi = \phi\), and then \(\psi \in H^\alpha(\mathbb{R}^n) \subset H^{\alpha/2}(\mathbb{R}^n)\), and satisfies
\[
\int_{\mathbb{R}^n} (-\Delta)^{\alpha/4} u (-\Delta)^{\alpha/4} \psi \, dx = \int_{\mathbb{R}^n} Q_x(u, v) \psi(x) \, dx.
\]
This implies
\[
\int_{\mathbb{R}^n} u (-\Delta)^{\alpha/2} \psi \, dx = \int_{\mathbb{R}^n} u \phi \, dx = \int_{\mathbb{R}^n} \left\{ \int_{\mathbb{R}^n} \frac{Q_y(u, v)}{|x-y|^{n-\alpha}} \, dy \right\} \phi(x) \, dx
\]
for any nonnegative \(\phi \in C_0^\infty(\mathbb{R}^n)\). Thus, we get
\[
u(x) = \int \frac{\lambda_1 u^{p_1}(y) + \mu_1 v^{p_2}(y) + \beta_1 u^{p_3}(y)v^{p_4}(y)}{|x-y|^{n-\alpha}} \, dy.
\]
Similarly, we have
\[
u(x) = \int \frac{\lambda_2 u^{q_1}(y) + \mu_2 v^{q_2}(y) + \beta_2 u^{q_3}(y)v^{q_4}(y)}{|x-y|^{n-\alpha}} \, dy.
\]
(ii) Now we show that any positive solutions of the integral system (4) satisfy system (1). Assume that \(u, v \in L^{2n/(n-2m)}(\mathbb{R}^n)\) are the solutions of the integral system (4). Invoking the Fourier transform on both sides of the first equation of (4), we have
\[
\hat{u}(\xi) = c_n |\xi|^{-\alpha} \hat{Q}_\xi(u, v).
\]
Then
\[
|\xi|^\alpha \hat{u}(\xi) = c_n \hat{Q}_\xi(u, v)(\xi).
\]
Hence, for any \(\phi \in C_0^\infty(\mathbb{R}^n)\), by (44) one has
\[
\int_{\mathbb{R}^n} (-\Delta)^{\alpha/4} u (-\Delta)^{\alpha/4} \phi \, dx = c_n \int_{\mathbb{R}^n} |\xi|^\alpha \hat{u}(\xi) \phi(\xi) \, d\xi
\]
\[
= c_n \int_{\mathbb{R}^n} \hat{Q}_\xi(u, v) \phi(\xi) \, d\xi
\]
\[
= c_n \int_{\mathbb{R}^n} Q_x(u, v) \phi(x) \, dx.
\]
Similarly, we have
\[
\int_{\mathbb{R}^n} (-\Delta)^{\alpha/4} v (-\Delta)^{\alpha/4} \phi \, dx = c_n \int_{\mathbb{R}^n} |\xi|^\alpha \hat{v}(\xi) \phi(\xi) \, d\xi
\]
\[
= c_n \int_{\mathbb{R}^n} \hat{Q}_\xi(u, v) \phi(\xi) \, d\xi
\]
\[
= c_n \int_{\mathbb{R}^n} Q_x(u, v) \phi(x) \, dx.
\]
This means that \((u, v)\) is a pair of solutions of
\[
\begin{cases}
(-\Delta)^{\alpha/2} u = c_n (\lambda_1 u^{p_1} + \mu_1 v^{p_2} + \beta_1 u^{p_3}v^{p_4}), \\
(-\Delta)^{\alpha/2} v = c_n (\lambda_2 u^{q_1} + \mu_2 v^{q_2} + \beta_2 u^{q_3}v^{q_4}).
\end{cases}
\]
for $x \in \mathbb{R}^n$, in the sense of distributions. This completes the proof of the theorem. □

Now, we can combine Theorems 1.2 and 1.4 to show the nonexistence results.

**Proof of Theorem 1.5.** It suffices to verify the condition for exponents.

(i) and (ii) Under conditions (i) and (ii), respectively, the nonexistence results have been proved in [de Figueiredo and Sirakov 2005]. Combining this with our symmetry results, we find that there exist no nontrivial positive solutions $(u, v)$ with $u \in \Pi_1 \cap L^\infty(\mathbb{R}^n)$, $v \in \Pi_2 \cap L^\infty(\mathbb{R}^n)$ satisfying conditions (i) and (ii), respectively.

(iii) Combining the nonexistence results of Dancer, Wei and T. Weth 2010 and our symmetry results, we conclude that there exist no nontrivial positive solutions $(u, v)$ with $u \in \Pi_1 \cap L^\infty(\mathbb{R}^n)$ and $v \in \Pi_2 \cap L^\infty(\mathbb{R}^n)$ with $p_1 = q_2 = 3$, $p_3 = q_4 = 1$, $p_4 = q_3 = 2$. □

**Acknowledgements**

We would like to thank the anonymous referees for their valuable comments and suggestions. This work was supported by the Chinese National Science Foundation for Distinguished Young Scholars (grant 10925104), National Natural Science Foundation of China (grant 11101319), Foundation of Shaanxi Province Education Department (grant 2010JK549) and Zhejiang Provincial Natural Science Foundation of China (grant Y6110118).

**References**


JINGBO DOU
SCHOOL OF STATISTICS
XI’AN UNIVERSITY OF FINANCE AND ECONOMICS
710100 XI’AN
CHINA
jbdou@xaufe.edu.cn

CHANGZHENG QU
CENTER FOR NONLINEAR STUDIES
NINGBO UNIVERSITY
315211 NINGBO
CHINA
quchangzheng@nbu.edu.cn
Geography of simply connected nonspin symplectic 4-manifolds with positive signature

ANAR AKHMEDOV, MARK C. HUGHES and B. DOUG PARK

Schur–Horn theorems in $\mathbb{II}_\infty$-factors

MARTÍN ARGERAMI and PEDRO MASSEY

Classification of positive solutions for an elliptic system with a higher-order fractional Laplacian

JINGBO DOU and CHANGZHENG QU

Bound states of asymptotically linear Schrödinger equations with compactly supported potentials

MINGWEN FEI and HUICHENG YIN

Type I almost homogeneous manifolds of cohomogeneity one, III

DANIEL GUAN

The subrepresentation theorem for automorphic representations

MARCELA HANZER

Variational characterizations of the total scalar curvature and eigenvalues of the Laplacian

SEUNGSU HWANG, JEONGWOOK CHANG and GABJIN YUN

Fill-ins of nonnegative scalar curvature, static metrics, and quasi-local mass

JEFFREY L. JAUREGUI

Operator algebras and conjugacy problem for the pseudo-Anosov automorphisms of a surface

IGOR NIKOLAEV

Connected sums of closed Riemannian manifolds and fourth-order conformal invariants

DAVID RASKE

Ruled minimal surfaces in the three-dimensional Heisenberg group

HEAYONG SHIN, YOUNG WOOK KIM, SUNG-EUN KOH, HYUNG YONG LEE and SEONG-DEOG YANG

$G$-bundles over elliptic curves for non-simply laced Lie groups and configurations of lines in rational surfaces

MANG XU and JIAJIN ZHANG