
Pacific
Journal of
Mathematics

Volume 263 No. 2 June 2013



PACIFIC JOURNAL OF MATHEMATICS
msp.org/pjm

Founded in 1951 by E. F. Beckenbach (1906–1982) and F. Wolf (1904–1989)

EDITORS

Paul Balmer
Department of Mathematics

University of California
Los Angeles, CA 90095-1555

balmer@math.ucla.edu

Daryl Cooper
Department of Mathematics

University of California
Santa Barbara, CA 93106-3080

cooper@math.ucsb.edu

Jiang-Hua Lu
Department of Mathematics

The University of Hong Kong
Pokfulam Rd., Hong Kong

jhlu@maths.hku.hk

V. S. Varadarajan (Managing Editor)
Department of Mathematics

University of California
Los Angeles, CA 90095-1555

pacific@math.ucla.edu

Don Blasius
Department of Mathematics

University of California
Los Angeles, CA 90095-1555

blasius@math.ucla.edu

Robert Finn
Department of Mathematics

Stanford University
Stanford, CA 94305-2125
finn@math.stanford.edu

Sorin Popa
Department of Mathematics

University of California
Los Angeles, CA 90095-1555

popa@math.ucla.edu

Paul Yang
Department of Mathematics

Princeton University
Princeton NJ 08544-1000
yang@math.princeton.edu

Vyjayanthi Chari
Department of Mathematics

University of California
Riverside, CA 92521-0135

chari@math.ucr.edu

Kefeng Liu
Department of Mathematics

University of California
Los Angeles, CA 90095-1555

liu@math.ucla.edu

Jie Qing
Department of Mathematics

University of California
Santa Cruz, CA 95064

qing@cats.ucsc.edu

PRODUCTION
Silvio Levy, Scientific Editor, production@msp.org

SUPPORTING INSTITUTIONS

ACADEMIA SINICA, TAIPEI

CALIFORNIA INST. OF TECHNOLOGY

INST. DE MATEMÁTICA PURA E APLICADA

KEIO UNIVERSITY

MATH. SCIENCES RESEARCH INSTITUTE

NEW MEXICO STATE UNIV.
OREGON STATE UNIV.

STANFORD UNIVERSITY

UNIV. OF BRITISH COLUMBIA

UNIV. OF CALIFORNIA, BERKELEY

UNIV. OF CALIFORNIA, DAVIS

UNIV. OF CALIFORNIA, LOS ANGELES

UNIV. OF CALIFORNIA, RIVERSIDE

UNIV. OF CALIFORNIA, SAN DIEGO

UNIV. OF CALIF., SANTA BARBARA

UNIV. OF CALIF., SANTA CRUZ

UNIV. OF MONTANA

UNIV. OF OREGON

UNIV. OF SOUTHERN CALIFORNIA

UNIV. OF UTAH

UNIV. OF WASHINGTON

WASHINGTON STATE UNIVERSITY

These supporting institutions contribute to the cost of publication of this Journal, but they are not owners or publishers and have no
responsibility for its contents or policies.

See inside back cover or msp.org/pjm for submission instructions.

The subscription price for 2013 is US $400/year for the electronic version, and $485/year for print and electronic.
Subscriptions, requests for back issues and changes of subscribers address should be sent to Pacific Journal of Mathematics, P.O. Box
4163, Berkeley, CA 94704-0163, U.S.A. The Pacific Journal of Mathematics is indexed by Mathematical Reviews, Zentralblatt MATH,
PASCAL CNRS Index, Referativnyi Zhurnal, Current Mathematical Publications and the Science Citation Index.

The Pacific Journal of Mathematics (ISSN 0030-8730) at the University of California, c/o Department of Mathematics, 798 Evans Hall
#3840, Berkeley, CA 94720-3840, is published monthly except July and August. Periodical rate postage paid at Berkeley, CA 94704,
and additional mailing offices. POSTMASTER: send address changes to Pacific Journal of Mathematics, P.O. Box 4163, Berkeley, CA
94704-0163.

PJM peer review and production are managed by EditFLOW® from Mathematical Sciences Publishers.

PUBLISHED BY

mathematical sciences publishers
nonprofit scientific publishing

http://msp.org/
© 2013 Mathematical Sciences Publishers

http://msp.org/pjm/
mailto:balmer@math.ucla.edu
mailto:cooper@math.ucsb.edu
mailto:jhlu@maths.hku.hk
mailto:pacific@math.ucla.edu
mailto:blasius@math.ucla.edu
mailto:finn@math.stanford.edu
mailto:popa@math.ucla.edu
mailto:yang@math.princeton.edu
mailto:chari@math.ucr.edu
mailto:liu@math.ucla.edu
mailto:qing@cats.ucsc.edu
mailto:production@msp.org
http://msp.org/pjm/
http://www.ams.org/mathscinet
http://www.emis.de/ZMATH/
http://www.inist.fr/PRODUITS/pascal.php
http://www.viniti.ru/math_new.html
http://www.ams.org/bookstore-getitem/item=cmp
http://www.isinet.com/products/citation/wos/
http://msp.org/
http://msp.org/


PACIFIC JOURNAL OF MATHEMATICS
Vol. 263, No. 2, 2013

dx.doi.org/10.2140/pjm.2013.263.257

REALIZATIONS OF BCr -GRADED
INTERSECTION MATRIX ALGEBRAS WITH
GRADING SUBALGEBRAS OF TYPE Br , r ≥ 3

SANDEEP BHARGAVA AND YUN GAO

We study intersection matrix algebras im
(

A[d]
)

that arise from affinizing a
Cartan matrix A of type Br with d arbitrary long roots in the root system
1Br , where r ≥ 3. We show that im

(
A[d]

)
is isomorphic to the universal

covering algebra of so2r+1
(
a, η,C, χ

)
, where a is an associative algebra

with involution η, and C is an a-module with hermitian form χ . We provide
a description of all four of the components a, η, C, and χ .

1. Introduction

Peter Slodowy [1984; 1986] discovered that matrices like

M =


2 −1 0 1
−1 2 −1 1

0 −2 2 −2
1 1 −1 2


encode the intersection form on the second homology group of Milnor fibers for
germs of holomorphic maps with an isolated singularity at the origin. These matrices
were like the generalized Cartan matrices of Kac–Moody theory in that they had
integer entries, 2’s along the diagonal, and Mi j was negative if and only if M j i

was negative. What was new, however, was the presence of positive entries off the
diagonal. Slodowy called such matrices generalized intersection matrices:

Definition 1 [Slodowy 1986]. An n× n integer-valued matrix M is called a gener-
alized intersection matrix (gim) if the following conditions are satisfied. whenever
1≤ i, j ≤ n with i 6= j :

Mi i = 2;
Mi j < 0 ⇐⇒ M j i < 0;
Mi j > 0 ⇐⇒ M j i > 0.

Funding from the National Sciences and Engineering Research Council of Canada is gratefully
acknowledged.
MSC2010: primary 17B65, 17B70, 17B05; secondary 17B67, 16W10.
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Slodowy used these matrices to define a class of Lie algebras that encompassed
all the Kac–Moody Lie algebras:

Definition 2 [Slodowy 1986; Berman and Moody 1992]. Given an n×n generalized
intersection matrix M =

(
Mi j

)
, define a Lie algebra over C, called a generalized

intersection matrix (gim) algebra and denoted by gim(M), with

generators: e1, . . . , en , f1, . . . , fn , h1, . . . hn ,

relations:
(R1) For 1≤ i, j ≤ n,

[hi , e j ] = Mi j e j ,
[hi , f j ] = −Mi j f j ,
[ei , fi ] = hi .

(R2) For Mi j ≤ 0,
[ei , f j ] = 0= [ fi , e j ],
(ad ei )

−Mi j+1 e j = 0= (ad fi )
−Mi j+1 f j .

(R3) For Mi j > 0, i 6= j ,
[ei , e j ] = 0= [ fi , f j ],
(ad ei )

Mi j+1 f j = 0= (ad fi )
Mi j+1e j .

If the M that we begin with is a generalized Cartan matrix, then the 3n generators
and the first two groups of axioms, (R1) and (R2), provide a presentation of the
Kac–Moody Lie algebras [Gabber and Kac 1981; Kac 1990; Carter 2005].

Slodowy [1986] and, later, Berman [1989] showed that the gim algebras are also
isomorphic to fixed point subalgebras of involutions on larger Kac–Moody algebras.
So, in their words, the gim algebras lie both “beyond and inside” Kac–Moody
algebras.

Further progress came in the 1990s as a byproduct of work on the classification
of root-graded Lie algebras [Berman and Moody 1992; Benkart and Zelmanov
1996; Neher 1996], which revealed that some families of intersection matrix (im)
algebras, which are quotient algebras of gim algebras, were universal covering
algebras of well-understood Lie algebras. For instance the im algebras that arise
from multiply affinizing a Cartan matrix of type Ar , with r ≥ 3, are the universal
covering algebras of sl(a), where a is the associative algebra of noncommuting
Laurent polynomials in several variables (the number of indeterminates depends
on how many times the original Cartan matrix is affinized). A handful of other
researchers also began engaging these new algebras. For example, Eswara Rao,
Moody, and Yokonuma [Rao et al. 1992] used vertex operator representations
to show that im algebras were nontrivial. Gao [1996] examined compact forms
of im algebras arising from conjugations over the complex field. Peng [2002]
found relations between im algebras and the representations of tilted algebras via
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Ringel–Hall algebras. Berman, Jurisich, and Tan [Berman et al. 2001] showed
that the presentation of gim algebras could be put into a broader framework that
incorporated Borcherds algebras.

The chief objective of this paper is to continue advancing our understanding
of gim and im algebras. We construct a generalized intersection matrix A[d] by
adjoining d long roots to a base of a root system of type Br , where r ≥ 3. This is
exactly the analogue of the affinization process in which a single root is adjoined
to a Cartan matrix of a finite-dimensional Lie algebra to arrive at a generalized
Cartan matrix and, eventually, an affine Kac–Moody algebra. The matrix A[d] is
used to define a gim algebra gim(A[d]). Since gim(A[d]) may possess roots with
mixed signs, we quotient out by an ideal r that is tailor-made to capture all such
roots. The quotient algebra is called the intersection matrix algebra and is denoted
by im(A[d]).

We show that im(A[d]) is a BCr -graded Lie algebra, which, in turn, allows us to
invoke Allison, Benkart, and Gao’s recognition theorem [Allison et al. 2002] and
relate im(A[d]) to an algebraic structure that is better understood. Combining their
theorem with the knowledge that im(A[d]) is centrally closed, we conclude that, up
to isomorphism, im(A[d]) is the universal covering algebra of so2r+1(a, η,C, χ).
The algebra so2r+1(a, η,C, χ) is like the usual matrix model so2r+1 (C) of a finite-
dimensional Lie algebra of type Br , except that we now replace the field C with an
associative algebra a, which possesses an involution (that is, period two antiautomor-
phism) η, and we involve a right a-module C that has a hermitian form χ :C×C→a.
The defining relations of the generalized intersection matrix algebra and, hence,
the intersection matrix algebra, in concert with the existence of a central, graded,
surjective Lie algebra homomorphism ψ from im(A[d]) to so2r+1(a, η,C, χ) allow
us to understand each of a, η, C , and χ . For example, we get (i) two generators
of a, namely x and x−1, for every long root of the form ±(εi + εi+1), and (ii) four
generators of a, namely y, y−1, z, and z−1, for every other type of long root that we
adjoin. We are also able to study the relations among the generators, determine the
action of the involution η, and discover that C = 0 and χ = 0. Through constructing
a surjective Lie algebra homomorphism ϕ : gim(A[d])→ so2r+1(a, η,C, χ) we
verify that we indeed have a complete description of the “coordinate algebra” a.

Our work continues the line of research initiated by Berman, Moody, Benkart
and Zelmanov. Berman and Moody [1992] were the first to find realizations of
intersection matrix algebras over Lie algebras graded by root systems of types Ar

(r ≥ 2), Dr , E6, E7, and E8. Benkart and Zelmanov [1996] found realizations of
intersection matrix algebras over Lie algebras graded by root systems of types A1,
Br , Cr , F4, and G2. In this paper, we find realizations of intersection matrix algebras
over Lie algebras graded by root systems of type BCr with grading subalgebras of
type Br (r ≥ 3).
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2. Multiply affinizing Cartan matrices

In this paper, we focus on generalized intersection matrix algebras that arise from
multiply affinizing a Cartan matrix of type Br , where r ≥ 3, with long roots in the
root system 1Br .

Consider a root system of type Br . Up to isomorphism, 1Br may be described as

1Br =
{
±εi ± ε j : 1≤ i 6= j ≤ r

}
∪
{
±εi : i = 1, . . . , r

}
.

Once we fix an ordering of the simple roots α1, . . . , αr in a base 5, the Cartan
matrix A is described by

Ai j =
2(αi , α j )Killing

(αi , αi )Killing
for 1≤ i, j ≤ r.

Choose any d long roots in 1Br , say αr+1, . . . , αr+d , and consider the r + d by
r + d matrix A[d] given by

A[d]i j =
2(αi , α j )Killing

(αi , αi )Killing
for 1≤ i, j ≤ r + d,

with respect to the ordering (α1, . . . , αr , αr+1, . . . , αr+d) of the r roots in the
base 5 plus the d “adjoined” roots. The axioms of a root system tell us that all
the entries of A[d] are integers. Moreover, since the Killing form is symmetric, we
have A[d]j i = 0 if A[d]i j = 0, or if A[d]i j and A[d]j i are nonzero, then they share the same
sign. In other words, A[d] is a generalized intersection matrix.

Since the “d-affinized” Cartan matrix A[d] is a generalized intersection matrix,
gim(A[d]) is a generalized intersection matrix algebra.

Note that if we affinize the Cartan matrix A of type Br with the negative of the
highest long root of 1Br then the resulting generalized intersection matrix algebra
gim(A[1]) is the affine Kac–Moody Lie algebra of type B(1)r .

3. Intersection matrix algebras

Fix a Cartan matrix A of type Br (r ≥ 3) with, say, α1, α2, . . . , αr being the simple
roots in a base of 1Br that were used to form A. Let

• �= set of all long roots of the form ±(εi + εi+1) that we adjoin,

• 2= set of all remaining long roots that are adjoined,

• Nµ = the number of copies of the long root µ we have adjoined, and

• d =
∑

µ∈�∪2 Nµ.

Let A[d] be the resulting generalized intersection matrix and gim(A[d]) the cor-
responding generalized intersection matrix algebra.
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We begin a move towards a quotient algebra of gim(A[d]) using a slight general-
ization of the work done by Benkart and Zelmanov [1996]. Let 0 be the integer
lattice generated by the 1, where

1= {±εi ± ε j : 1≤ i 6= j ≤ r} ∪ {±εi ,±2εi : i = 1, . . . , r}

is a root system of type BCr .
We define a 0-grading on gim(A[d]) as follows:

deg ei = αi =− deg fi , deg hi = 0

for i = 1, . . . , r , and

deg eµ,i = µ=− deg fµ,i , deg hµ,i = 0

for µ ∈�∪2 and i = 1, . . . , Nµ.
Next, we define the radical r of gim(A[d]) to be the ideal generated by the

root spaces gim(A[d])γ where γ /∈1∪ {0}. Since the ideal r is homogeneous, the
resulting quotient algebra

im(A[d])= gim(A[d])/r

is also 0-graded. Moreover,

im(A[d])γ = 0 if γ /∈1∪ {0}.

We call im(A[d]) the intersection matrix (im) algebra corresponding to the general-
ized intersection matrix algebra gim(A[d]).

3.1. im(A[d]) is BCr -graded. Allison, Benkart, and Gao gave the following defi-
nition of a Lie algebra graded by a root system of type BC .

Definition 3 [Allison et al. 2002]. Let r be a positive integer greater than or equal
to 3. A Lie algebra L over C is graded by the root system BCr or is BCr -graded
with a grading subalgebra of type Br if

(i) L contains, as a subalgebra, a finite-dimensional simple Lie algebra g whose
root system relative to a Cartan subalgebra h= g0 is 1Br ,

(ii) L =
⊕

µ∈1∪{0} Lµ, where Lµ = {x ∈ L | [h, x] = µ(h)x for all h ∈ h} for
µ ∈1∪ {0}, and 1 is the root system of type BCr , and

(iii) L0 =
∑

µ∈1[Lµ, L−µ].

Proposition 4. The algebra im(A[d]) is BCr -graded with a grading subalgebra of
type Br .
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Proof. The subalgebra in im(A[d]) generated by e1 + r, . . . , hr + r, due to the
relations on these elements induced by the relations on their preimages in gim(A[d]),
is isomorphic to a finite-dimensional simple Lie algebra g of type Br . We have
already shown in Section 3.1 that im(A[d]) is 0-graded with im(A[d])γ = 0 if
γ /∈1∪ {0}. That is,

im(A[d])=
⊕

µ∈1∪{0}

im(A[d])µ.

Finally, our initial degree assignments for the generators of gim(A[d]), the gim

algebra relations like hi =[ei , fi ] and hµ=[eµ, fµ], and the fact that movement into
the 0 root space can only occur by bracketing an element from an im(A[d])µ space
with one from the im(A[d])−µ space all combine to lead us to the conclusion that

im(A[d])0 =
∑
µ∈1

[
im(A[d])µ, im(A[d])−µ

]
. �

3.2. im(A[d]) is centrally closed. Recall that a Lie algebra L is said to be perfect
if it equals its derived algebra, that is, L = [L , L]. Furthermore, if L is perfect and
is its own universal covering then we say that L is centrally closed [Moody and
Pianzola 1995].

Proposition 5. The algebra gim(A[d]) is a perfect Lie algebra.

Proof. Being a Lie algebra, gim(A[d]) is closed under the operation of taking brack-
ets; hence

[
gim(A[d]), gim(A[d])

]
⊂ gim(A[d]). To show the reverse inclusion, it

suffices to show that all of the generators of gim(A[d]) lie in
[
gim(A[d]), gim(A[d])

]
.

But this is indeed the case because the generators ei , fi , hi (for 1≤ i ≤ r ) and the
eµ,i , fµ,i , hµ,i , which arise from adjoining the i-th copy of a long root µ, satisfy
the relations (R1) of Definition 2. �

Our next theorem is Proposition 1.6 in [Benkart and Zelmanov 1996] adapted to
our context.

Theorem 6. The algebra im(A[d]) is centrally closed.

Proof. Let
(
Ũ , φ

)
be the universal covering algebra of im(A[d]). Let g be the

simple finite dimensional subalgebra of type B contained in im(A[d]) with Cartan
subalgebra h whose root space decomposition induces a BC-gradation on im(A[d]).
The preimage φ−1(h) of h contains kerφ. Since φ is a central map, kerφ lies in
the center of Ũ . So

h′ = φ−1(h)/ kerφ

acts on Ũ via the adjoint action. If h′ ∈ h′, φ(h′) = h ∈ h, and µ(t) ∈ C[t] is the
minimal polynomial of adUL (h), then

µ
(
adŨ (h

′)
)(

Ũ
)
⊂ kerφ.
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So adŨ (h
′) satisfies the polynomial tµ(t). Therefore Ũ is a sum of root spaces

with respect to adŨ h′, and Ũγ 6= (0) if and only if γ ∈ 1 ∪ {0}. So φ induces
an isomorphism between the nonzero root spaces of Ũ and those of im(A[d]).
Moreover,

Ũ0 =
∑
γ∈1

[
Ũ−γ , Ũγ

]
+ kerφ implies that

[
Ũ0, Ũ0

]
⊂

∑
γ∈1

[
Ũ−γ , Ũγ

]
.

Since Ũ =
[
Ũ , Ũ

]
, it follows that

Ũ0 =
[
Ũ0, Ũ0

]
+

∑
γ∈1

[
Ũ−γ , Ũγ

]
=

∑
γ∈1

[
Ũ−γ , Ũγ

]
.

Consequently, φ is an isomorphism. �

4. Recognition theorem

The following construction, given in Example 1.23 of [Allison et al. 2002], is a
more general version of the classical construction of so2r+1 (C), the simple Lie
algebra of type Br .

Let r be a positive integer, a be a unital associative algebra over C with an
involution (that is, period two antiautomorphism) η, C be a right a-module with a
hermitian form χ : C ×C→ a, that is a biadditive map χ : C ×C→ a satisfying

χ(c, c′ · a)= χ(c, c′) · a, χ(c · a, c′)= η(a) ·χ(c, c′), χ(c, c′)= η
(
χ(c′, c)

)
,

for c, c′ ∈ C , a ∈ a, and G be the (2r + 1)× (2r + 1) matrix

G =


0 0 · · · 0 1
0 0 · · · 1 0
...
...
. . .

...
...

0 1 · · · 0 0
1 0 · · · 0 0

 .

Also, given any c ∈ C , define χc ∈ C∗ by χc(c′) := χ(c, c′), for any c′ ∈ C , and
given any

c =

c1
...

cn

 ∈ C2r+1, define χc :=

χc1
...

χcn

 ∈ (C∗)2r+1
.

Now set

A(χ) :=
{

N ∈ Enda(C) : χ(Nc, c′)+χ(c, Nc′)= 0 for all c, c′ ∈ C
}
,

A :=

{[
M χc

ct G N

]
: M ∈M2r+1(a), (Mη)t G+G M = 0, c ∈ C2r+1, N ∈ A(χ)

}
.
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It can be checked that A is a Lie algebra that contains a simple Lie algebra

g=

{[
M 0
0 0

]
: M ∈M2r+1(C),M t G+G M = 0

}
,

of type Br . If h denotes the Cartan subalgebra of diagonal matrices in g, then the
adjoint action of h on A induces a root space decomposition

A=
⊕

µ∈1∪{0}

Aµ, where Aµ =
{
T ∈ A : [h, T ] = µ(h) T for all h ∈ h

}
.

The following abbreviated notation helps describe these root spaces:

for v =

 v1
...

v2r+1

 ∈ C2r+1 and c ∈ C, let vc :=

 v1c
...

v2r+1c

 ∈ C2r+1.

Then C2r+1
=
⊕2r+1

i=1 ei C , where e1, . . . , e2r+1 is the standard basis for C2r+1.
Letting B denote the set of skew-symmetric elements of a relative to the involution
η, we have

Aεi−ε j=
{

Ei, j (a)+ E2r+2− j,2r+2−i (−η(a)) : a ∈ a
}
, 1≤ i 6= j ≤ r,

Aεi+ε j=
{

Ei,2r+2− j (a)+ E j,2r+2−i (−η(a)) : a ∈ a
}
, 1≤ i, j ≤ r,

A−εi−ε j=
{

E2r+2−i, j (a)+ E2r+2− j,i (−η(a)) : a ∈ a
}
, 1≤ i, j ≤ r,

Aεi=

{[
0χei c

(e2r+2−i c)t 0

]
: c ∈ C

}
+
{

Ei,r+1(a)+ Er+1,2r+2−i (−η(a)) : a ∈ a
}
, 1≤ i ≤ r,

A−εi =

{[
0 χe2r+2−i c

(ei c)t 0

]
: c ∈ C

}
+
{

Er+1,i (a)+ E2r+2−i,r+1(−η(a)) : a ∈ a
}
, 1≤ i ≤ r,

A0 =

{ r∑
i=1

Ei i (a)+ E2r+2−i,2r+2−i (−η(a)) : a ∈ a
}
+

{[
0 0
0 N

]
: N ∈A(χ)

}

+
{

Er+1,r+1(b) : b ∈ B
}
+

{[
0 χer+1c

(er+1c)t 0

]
: c ∈ C

}
.

The subalgebra

so2r+1(a, η,C, χ) :=
∑
µ∈1

Aµ+
∑
µ∈1

[Aµ,A−µ]
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of A has the root spaces

so2r+1(a, η,C, χ)0 = so2r+1(a, η,C, χ)∩A0,

so2r+1(a, η,C, χ)µ = Aµ for µ ∈1.

In particular,

so2r+1(a, η,C, χ)0 =
∑
µ∈1

[
so2r+1(a, η,C, χ)µ, so2r+1(a, η,C, χ)−µ

]
.

Remark. In [Allison et al. 2002] the notation L is used to refer to the Lie algebra
that we are calling so2r+1(a, η,C, χ).

To shorten the description of elements in so2r+1(a, η,C, χ), we use the following
notation: Given any 1≤ k ≤ r and a ∈ a, let

Ek,r+1(a) := Ek,r+1(a)+ Er+1,2r+2−k(−η(a)),

Er+1,k(a) := Er+1,k(a)+ E2r+2−k,r+1(−η(a)),

and for any 1≤ p, q ≤ r and a ∈ a, let

E p,q(a) := E p,q(a)+ E2r+2−q,2r+2−p(−η(a)),

E p,2r+2−q(a) := E p,2r+2−q(a)+ Eq,2r+2−p(−η(a)),

E2r+2−p,q(a) := E2r+2−p,q(a)+ E2r+2−q,p(−η(a)).

We often also denote the involution η on a by ·̄ . So, for example, we would
write

E2r+2−p,q(a) (above) as E2r+2−p,q(a)+ E2r+2−q,p(−a).

Allison, Benkart, and Gao’s classification results on BCr -graded Lie algebras
[Allison et al. 2002] say the following in our setting:

Theorem 7 [Allison et al. 2002, Theorem 3.10]. Let r ≥ 3. Then L is BCr -graded
with grading subalgebra g of type Br if and only if there exists an associative
algebra a with involution η, and an a-module C with a hermitian form χ such that
L is centrally isogenous to the BCr -graded Lie algebra so2r+1(a, η,C, χ).

Since im(A[d]) is BCr -graded with a grading subalgebra of type Br and is
centrally closed, we have the following result.

Corollary 8. The intersection matrix algebra im(A[d]) is isomorphic to the uni-
versal covering algebra of the Lie algebra so2r+1(a, η,C, χ). In particular, there
exists a graded, central, surjective Lie algebra homomorphism

ψ : im(A[d])→ so2r+1(a, η,C, χ).
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5. Arriving at a “minimal” understanding of a, η, C , and χ

The graded nature of the map ψ : im(A[d])→ so2r+1(a, η,C, χ) along with the
relations among the generating elements of im(A[d]) allow us to study each of
components a, η, C , and χ involved in so2r+1(a, η,C, χ).

Since the elements e1+ r, . . . , er + r, f1+ r, . . . , fr + r, h1+ r, . . . , hr + r in
im(A[d]) generate a subalgebra isomorphic to a simple Lie algebra of type Br , and
since ψ is a graded homomorphism, we may assume without loss of generality that
(after relabeling the ei + r, fi + r, and hi + r as ei , fi , and hi , respectively)

ψ(ei )= Ei,i+1(1) for 1≤ i ≤ r − 1, ψ(er )= Er,r+1(
√

2),

ψ( fi )= Ei+1,i (1) for 1≤ i ≤ r − 1, ψ( fr )= Er+1,r (
√

2),

ψ(hi )= Ei,i (1)+ Ei+1,i+1(−1) for 1≤ i ≤ r − 1, ψ(hr )= Er,r (2).

Remark. Here we are using the notation established in Section 4. The generators
of im(A[d]) coming from a simple root α j ∈5 are denoted by e j , f j , and h j , while
the generators coming from an i-th copy of an adjoined root α ∈1Br are denoted
by eα,i , fα,i , and hα,si .

5.1. Understanding the invertibility of some coordinates of a.

Proposition 9. (i) Let eεp−εq ,i , fεp−εq ,i , hεp−εq ,i be the generators of im(A[d])
that result from adjoining the i-th copy of a long root εp − εq (1 ≤ p, q ≤ r ,
p 6= q). If

ψ(eεp−εq ,i )= E p,q(a)

for some a ∈ a, then a is an invertible element and

ψ( fεp−εq ,i )= Eq,p(a
−1).

(ii) Let eεp+εq ,i , fεp+εq ,i , hεp+εq ,i be the generators of im(A[d]) that result from
adjoining the i-th copy of a long root εp + εq (1≤ p, q ≤ r , p 6= q). If

ψ(eεp+εq ,i )= E p,2r+2−q(b)

for some b ∈ a, then b is an invertible element and

ψ( fεp+εq ,i )= E2r+2−q,p(b
−1).

(iii) Let e−εp−εq ,i , f−εp−εq ,i , h−εp−εq ,i be the generators of im(A[d]) that result
from adjoining the i-th copy of a long root −εp − εq (1≤ p, q ≤ r , p 6= q). If

ψ(e−εp−εq ,i )= E2r+2−p,q(c)
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for some c ∈ a, then c is an invertible element and

ψ( f−εp−εq ,i )= Eq,2r+2−p(c
−1).

Proof. (i) Since ψ is a graded homomorphism,

ψ(eεp−εq ,i )= E p,q(a) and ψ( fεp−εq ,i )= Eq,p(a
′)

for some a, a′ ∈ a. Without loss of generality, assume that p < q. Then[[
ψ(eεp−εq ,i ), ψ( fεp−εq ,i )

]
, ψ(eq)

]
=

{[[
E p,q(a), Eq,p(a

′)
]
, Eq,q+1(1)

]
if q < r,[[

E p,q(a), Eq,p(a
′)
]
, Er,r+1(

√
2)
]

if q = r,

=

{
Eq,q+1(−a′a) if q < r,

Er,r+1(−
√

2 a′a) if q = r.

But since[
eεp−εq ,i , fεp−εq ,i

]
=hεp−εq ,i =

[
hεp−εq ,i , eq

]
=

{
Aεp−εq ,εq−εq+1 eq if q < r,
Aεp−εq ,εr eq if q = r

=−eq

and ψ is a homomorphism,

[[
ψ(eεp−εq ,i ), ψ( fεp−εq ,i )

]
, ψ(eq)

]
=−ψ(eq)=

{
Eq,q+1(−1) if q < r,

Er,r+1(−
√

2) if q = r,

So whether q < r or q = r , we have

(1) a′a = 1.

We show that aa′ also equals 1. Indeed,[[
ψ(eεp−εq ,i ), ψ( fεp−εq ,i )

]
, ψ(ep)

]
=
[[

E p,q(a), Eq,p(a
′)
]
, E p,p+1(1)

]
=

{
E p,p+1(aa′) if q − p ≥ 2,

E p,p+1(aa′+ a′a) if q = p+ 1.

But because[[
eεp−εq ,i , fεp−εq ,i

]
, ep

]
= Aεp−εq ,εp−εp+1ep

= (1+ δq,p+1)ep =

{
ep if q ≥ p+ 2,
2ep if q = p+ 1,
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we have

[[
ψ(eεp−εq ,i ), ψ( fεp−εq ,i )

]
, ψ(ep)=

{
E p,p+1(1) if q ≥ p+ 2,

E p,p+1(2) if q = p+ 1.

So if q ≥ p+2, then aa′= 1. If q = p+1, then aa′+a′a = 2. But, by (1), a′a = 1.
Hence, in either case, aa′ = 1.

(ii) Since ψ is a graded homomorphism,

ψ(eεp+εq ,i )= E p,2r+2−q(b) and ψ( fεp+εq ,i )= E2r+2−q,p(b
′)

for some b, b′ ∈ a. Again without loss of generality, we may assume that p < q.
Then

[[
ψ(eεp+εq ,i ), ψ( fεp+εq ,i )

]
, ψ(eq)

]
equals{[[

E p,2r+2−q(b), E2r+2−q,p(b
′)
]
, Eq,q+1(1)

]
if q < r,[[

E p,2r+2−q(b), E2r+2−q,p(b
′)
]
, Er,r+1(

√
2)
]

if q = r,

=

{
Eq,q+1

(
η(b) η(b′)

)
if q < r,

Er,r+1

(√
2η(b) η(b′)

)
if q = r.

But it also equals

ψ
([[

eεp+εq ,i , fεp+εq ,i
]
, eq

])
= ψ(eq)=

{
Eq,q+1(1) if q < r,

Er,r+1(
√

2) if q = r,

whence η(b) η(b′)= 1. Applying (the antiautomorphism) η to both sides, we get
that

(2) b′b = 1.

To show that bb′ = 1, we first compute that

[[
ψ(eεp+εq ,i ), ψ( fεp+εq ,i )

]
, ψ(ep)

]
=

{
E p,p+1(bb′) if q ≥ p+ 2,

E p,p+1(bb′− η(b) η(b′)) if q = p+ 1.

Since[[
eεp+εq ,i , fεp+εq ,i

]
, ep

]
= Aεp+εq ,εp−εp+1 ep=(1−δq,p+1)ep=

{
ep if q ≥ p+ 2,
0 if q = p+ 1,

we also have

[[
ψ(eεp+εq ,i ), ψ( fεp+εq ,i )

]
, ψ(ep)

]
=

{
E p,p+1(1) if q − p ≥ 2,
0 if q = p+ 1.
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So if q ≥ p+2, then bb′= 1. If q = p+1, then bb′−η(b) η(b′)= 0, which implies,
using (2), that

bb′ = η(b) η(b′)= η(b′b)= η(1)= 1.

In either case, bb′ = 1.

(iii) The proof follows using similar calculations as above. �

5.2. Understanding the involution η on a.

Proposition 10. (i) If

ψ(eεp+εp+1,i )= E p,2r+2−(p+1)(a)

for some 1≤ p ≤ r − 1 and a ∈ a, then η(a)= a.

(ii) If
ψ(e−εp−εp+1,i )= E2r+2−p,p+1(b)

for some 1≤ p ≤ r − 1 and b ∈ a, then η(b)= b.

Proof. We prove (i). The proof of (ii) is similar. Observe that[
ψ(eεp+εp+1,i ), ψ(ep)

]
=
[
E p,2r+2−(p+1)(a), E p,p+1(1)

]
= E p,2r+2−p(a).

But Aεp+εp+1,εp−εp+1 = 0 implies that (ad eεp+εp+1,i )
−0+1ep =

[
eεp+εp+1,i , ep

]
= 0,

which, in turn, implies that
[
ψ(eεp+εp+1,i ), ψ(ep)

]
= 0. So

E p,2r+2−p(a)= E p,2r+2−p(a− η(a))= 0

and thus

(3) η(a)= a. �

5.3. Understanding the relations on generators of a.

Proposition 11. If , as a consequence of adjoining an i-th copy of the long root
εp − εq and a j-th copy of the long root εp + εq , where 1≤ p, q ≤ r with p 6= q ,

ψ(eεp−εq ,i )= E p,q(s) and ψ
(
eεp+εq , j

)
= E p,2r+2−q(t),

for some s, t ∈ a, then:

(a) If |p− q| = 1, the elements s, t , and η(s) in a satisfy the relation

s · t = t · η(s).

(b) If |p− q| ≥ 2, the elements s, t, η(s), and η(t) in a satisfy the relation

s · η(t)= t · η(s).
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Proof. Observe that[
ψ(eεp−εq ,i ), ψ(eεp+εq , j )

]
=
[
E p,q(s), E p,2r+2−q(t)

]
= E p,2r+2−p(−s · η(t))

= E p,2r+2−p(−s · η(t)+ t · η(s))

=

{
E p,2r+2−p(−s · t + t · η(s)) if |p− q| = 1,
E p,2r+2−p(−s · η(t)+ t · η(s)) if |p− q| ≥ 2.

(The division into two cases in the last step follows from the use of (3).) But since
Aεp−εq ,εp+εq = 0, the generalized intersection matrix algebra relations tell us that(

ad eεp−εq ,i
)−0+1eεp+εq , j = 0.

That is,
[
eεp−εq ,i , eεp+εq , j

]
= 0. So we must have

[
ψ(eεp−εq ,i ), ψ(eεp+εq , j )

]
= 0.

This implies that

−s · t + t · η(s)= 0 if |p− q| = 1,

−s · η(t)+ t · η(s)= 0, if |p− q| ≥ 2. �

Similarly:

Proposition 12. If , as a consequence of adjoining an i-th copy of the long root
εp − εq and a j-th copy of the long root −εp − εq , where 1≤ p, q ≤ r with p 6= q ,

ψ(eεp−εq ,i )= E p,q(s) and ψ(e−εp−εq , j )= E2r+2−p,q(t),

for some s, t ∈ a, then:

(a) If |p− q| = 1, the elements s, t , and η(s) in a satisfy the relation

η(s) · t = t · s.

(b) If |p− q| ≥ 2, the elements s, t , η(s), and η(t) in a satisfy the relation

η(s) · t = η(t) · s.

5.4. A description of the module C. Since ψ is a graded, surjective homomor-
phism from im(A[d]) to so2r+1(a, η,C, χ) and we are only adjoining long roots,
we can examine the image of im(A[d]) under ψ to help us understand C .

Proposition 13. The module C is zero.

Proof. The generators of ψ
(
im(A[d])

)
all have the form

[
M 0
0 0

]
, M ∈ M2r+1(a).

Since the matrices of this form in so2r+1(a, η,C, χ) form a subalgebra and since
ψ is surjective, we have C = 0. �
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6. Achieving a “sufficient” understanding of a, η, C, and χ

In the previous section we used the homomorphism

ψ : im(A[d])→ so2r+1(a, η,C, χ),

given by the recognition theorem of [Allison et al. 2002] to get a sense (i) of what
the generators of a ought to be, (ii) of what the involution η on a ought to be, (iii) of
what the relations on the generators of a ought to be, and (iv) that C = 0 and χ = 0.

In this section, we show that the understanding we have arrived at is complete.
We do so as follows:

1. Take the 4-tuple of associative algebra, involution, module, and hermitian form
as we presently understand it. That is:

(i) Let �= the set of all long roots of the form±(εi+εi+1) that we have adjoined,
2= the set of all long roots in 1B which we have adjoined but that are
not in �,

and let

Xe =
⋃
ω∈�

{
xω,1, . . . , xω,Nω

}
, X f =

⋃
ω∈�

{
x−1
ω,1, . . . , x−1

ω,Nω

}
,

Ye =
⋃
θ∈2

{
yθ,1, . . . , yθ,Nθ

}
, Y f =

⋃
θ∈2

{
y−1
θ,1, . . . , y−1

θ,Nθ

}
,

Ze =
⋃
θ∈2

{
zθ,1, . . . , zθ,Nθ

}
, Z f =

⋃
θ∈2

{
z−1
θ,1, . . . , z−1

θ,Nθ

}
,

denote collections of indeterminates indexed by the sets � and 2. Let b be
the unital associative C-algebra generated by the indeterminates in

Xe ∪ X f ∪ Ye ∪ Y f ∪ Ze ∪ Z f ,

subject to the relations

yεp−εq ,i xεp+εq , j = xεp+εq , j zεp−εq ,i ,

yεp−εq ,i zεp+εq , j = yεp+εq , j zεp−εq ,i ,

zεp−εq ,i x−εp−εq ,k = x−εp−εq ,k yεp−εq ,i ,

zεp−εq ,i y−εp−εq ,k = z−εp−εq ,k yεp−εq ,i ,

where i =1, . . . , Nεp−εq for εp−εq ∈2, j =1, . . . , Nεp+εq for εp+εq ∈�∪2,
and k = 1, . . . , N−εp−εq for −εp − εq ∈�∪2.

(ii) Define an involution, which we also call η and sometimes denote by ·̄ , on b by

η(xω,i )= xω,i if ω ∈� and 1≤ i ≤ Nω,
η(yθ,i )= zθ,i if θ ∈2 and 1≤ i ≤ Nθ ,
η(zθ,i )= yθ,i if θ ∈2 and 1≤ i ≤ Nθ .
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(iii) Let C = 0 be the trivial b-module.

(iv) Let χ = 0 be a hermitian form on C .

Remarks. (a) The indeterminates in Xe ∪ X f ∪ · · · ∪ Z f are intended to capture
the elements of the form a, a′, b, b′, c, and c′ of a that we studied in Section 5,
which arose from the images of the map ψ .

(b) In the relations listed above, our use of the indeterminates xεp+εq , j and x−εp−εq , j

signals that we are working with roots in � and, hence, |p− q| = 1 in this
setting. Likewise, our use of the indeterminates yεp+εq , j , zεp+εq , j , y−εp−εq , j ,
and z−εp−εq , j signals that we are working with roots in 2 and p, q such that
|p− q| ≥ 2.

2. Construct a map

ϕ : gim(A[d])→ so2r+1(b, η,C, χ)

sending the generators

e1, . . . , er ,
⋃
ω∈� {eω,1, . . . , eω,Nω},

⋃
θ∈2 {eθ,1, . . . , eθ,Nθ },

f1, . . . , fr ,
⋃
ω∈� { fω,1, . . . , fω,Nω},

⋃
θ∈2 { fθ,1, . . . , fθ,Nθ },

h1, . . . , hr ,
⋃
ω∈� {hω,1, . . . , hω,Nω},

⋃
θ∈2 {hθ,1, . . . , hθ,Nθ },

of gim(A[d]) to

ẽ1, . . . , ẽr ,
⋃
ω∈� {ẽω,1, . . . , ẽω,Nω},

⋃
θ∈2 {ẽθ,1, . . . , ẽθ,Nθ }

f̃1, . . . , f̃r ,
⋃
ω∈� { f̃ω,1, . . . , f̃ω,Nω},

⋃
θ∈2 { f̃θ,1, . . . , f̃θ,Nθ },

h̃1, . . . , h̃r ,
⋃
ω∈� {h̃ω,1, . . . , h̃ω,Nω},

⋃
θ∈2 {h̃θ,1, . . . , h̃θ,Nθ },

respectively, where

ẽi := Ei,i+1(1), 1≤ i ≤ r − 1,

ẽr := Er,r+1(
√

2),

ẽω,i :=

E p,2r+2−(p+1)(xω,i ) if ω = εp + εp+1,

E2r+2−p,p+1(xω,i ) if ω =−εp − εp+1,
for ω ∈� and 1≤ i ≤ Nω,

ẽθ,i :=


E p,q(yθ,i ) if θ = εp − εq ,

E p,2r+2−q(yθ,i ) if θ = εp + εq ,

E2r+2−p,q(yθ,i ) if θ =−εp − εq ,

for θ ∈2 and 1≤ i ≤ Nθ ,
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f̃i := Ei+1,i (1), 1≤ i ≤ r − 1,

f̃r := Er+1,r (
√

2),

f̃ω,i :=

E2r+2−(p+1),p(x
−1
ω,i ) if ω = εp + εp+1,

E p+1,2r+2−p(x
−1
ω,i ) if ω =−εp − εp+1,

for ω ∈� and 1≤ i ≤ Nω,

f̃θ,i :=


Eq,p(y

−1
θ,i ) if θ = εp − εq ,

E2r+2−q,p(y
−1
θ,i ) if θ = εp + εq ,

Eq,2r+2−p(y
−1
θ,i ) if θ =−εp − εq ,

for θ ∈2 and 1≤ i ≤ Nθ ,

h̃i := Ei,i (1)+ Ei+1,i+1, 1≤ i ≤ r − 1,

h̃r := Er,r (2),

h̃ω,i :=

E p,p(1)+ E p+1,p+1(1) if ω = εp + εp+1

E p,p(−1)+ E p+1,p+1(−1) if ω =−εp − εp+1

for ω ∈�, 1≤ i ≤ Nω,

h̃θ,i :=


E p,p(1)+ Eq,q (−1) if θ = εp − εq ,

E p,p(1)+ Eq,q (1) if θ = εp + εq ,

E p,p(−1)+ Eq,q (−1) if θ =−εp − εq ,

for θ ∈2 and 1≤ i ≤ Nθ .

3. We show that ϕ is

(a) a Lie algebra homomorphism (Theorem 14),

(b) that is surjective (Proposition 15), and

(c) graded (Proposition 16).

4. We show that the radical r of gim(A[d]) lies in the kernel of this map ϕ (see just
before Proposition 17), hence inducing a surjective, graded, Lie algebra homomor-
phism

φ : im(A[d])→ so2r+1(b, η,C, χ).

5. Finally, we show that φ is a central map and that b∼= a (Proposition 18).

Theorem 14. The map ϕ : gim(A[d])→ so2r+1(b, η,C, χ) is a Lie algebra homo-
morphism.

Proof. We show that the images in so2r+1(b, η,C, χ) of the generators of gim(A[d]),
under the map ϕ, satisfy the relations (R1)–(R3) of Definition 2 with respect to
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the same (r + d) × (r + d) generalized intersection matrix A[d] as used in the
construction of the algebra gim(A[d]).

While working with the various long roots in our proof, we use labels like u or
v to denote the indeterminates xω,i or yθ,i .

The reason that we can substitute u or v for the actual indeterminates is that the
result of taking a bracket like[

ẽ−εp−εq ,i , ẽ−εk−εl , j
]
=
[
E2r+2−p,q(y−εp−εq ,i ), E2r+2−k,l(y−εk−εl , j )

]
depends primarily on the indices p, q , k, and l rather than on the particular elements
of the algebra b being housed at these sites.

If we agree on this convention of using substitute variables like u, then we must
recognize that

u =
{

xω,i if u = xω,i ,
zθ,i if u = yθ, j .

That is, the involution ·̄ applied to u depends on whether u is substituting for a
variable associated to a root in � or a root in 2.

We show the computations for the interactions between the generators corre-
sponding to the long roots εp − εq and εk − εl . The remaining computations are
similar.

Let 1 ≤ p, q, k, l ≤ r with p 6= q and k 6= l, u, v ∈ {xω,i , xω, j , yθ,i yθ, j }

and u−1, v−1
∈
{

x−1
ω,i , x−1

ω, j , y−1
θ,i y−1

θ, j

}
, where ω ∈ �, θ ∈ 2, and 1 ≤ i, j ≤ Nω

or 1≤ i, j ≤ Nθ .
Using the definition of Aεp−εq ,εk−εl , we see that

Aεp−εq ,εk−εl = δp,k − δp,l − δq,k + δq,l =



0 if p, q /∈ {k, l},
1 if p = k but q 6= l,
−1 if p = l but q 6= k,
−1 if p 6= l but q = k,

1 if p 6= k but q = l,
2 if p = k and q = l,
−2 if p = l and q = k.

A.
[
ẽεp−εq ,i , ẽεk−εl , j

]
=
[
E p,q(u), Ek,l (v)

]
= δq,k E p,l (uv)+ δl,p Ek,q (−vu)

=


Ek,q (−vu) if p = l but q 6= k,

E p,l (uv) if p 6= l but q = k,

E p,p(uv)+ Eq,q (−vu) if p = l and q = k,
0 otherwise.

• If p = l but q 6= k, then
[
E p,q(u), Ek,q (−vu)

]
= 0 because q 6= k and q 6= p.
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• If p 6= l but q = k, then
[
E p,q(u), E p,l (uv)

]
= 0 because q 6= p and l 6= p.

• If p = l and q = k, then[
E p,q(u), E p,p(uv)+ Eq,q (−vu)

]
= E p,q(−uvu)+ E p,q(−uvu)

= E p,q(−2uvu).

So (
ad ẽεp−εq ,i

)1+1ẽεk−εl , j =

{
E p,q(−2uvu) if p = l and q = k,
0 otherwise.

Since
[
E p,q(u), E p,q(−2uvu)

]
= 0, we get

(
ad ẽεp−εq ,i

)2+1ẽεk−εl , j = 0.

B.
[

f̃εp−εq ,i , f̃εk−εl , j
]
=
[
Eq,p(u

−1), El,k (v
−1)
]

= δp,l Eq,k (u
−1v−1)+ δk,q El,p (−v

−1u−1)

=


Eq,k (u

−1v−1) if p = l but q 6= k,

El,p (−v
−1u−1) if p 6= l but q = k,

E p,p(−v
−1u−1)+ Eq,q (u

−1v−1) if p = l and q = k,
0 otherwise.

• If p = l but q 6= k, then
[
Eq,p(u

−1), Eq,k (u
−1v−1)

]
= 0 because p 6= q

and k 6= q .

• If p 6= l but q = k, then
[
Eq,p(u

−1), El,p (−v
−1u−1)

]
= 0 because p 6= l

and p 6= q .

• If p = l and q = k, then[
Eq,p(u

−1), E p,p(−v
−1u−1)+ Eq,q (u

−1v−1)
]

= Eq,p(−u−1v−1u−1)+ Eq,p(−u−1v−1u−1)

= Eq,p
(
−2u−1v−1u−1) .

So(
ad f̃εp−εq ,i

)1+1 f̃εk−εl , j =

{
Eq,p(−2u−1v−1u−1) if p = l and q = k,
0 otherwise.

Since
[
Eq,p(u

−1), Eq,p(−2u−1v−1u−1)
]
= 0, we get that

(ad f̃εp−εq ,i )
2+1 f̃εk−εl , j = 0.
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C.
[
h̃εp−εq ,i , h̃εk−εl , j

]
=
[
E p,p(1)+ Eq,q (−1), Ek,k (1)+ El,l (−1)

]
= δp,k E p,p([1,1])+δp,l E p,p([1,−1])+δq,k Eq,q([−1,1])+δq,l Eq,q([−1,−1])

= δp,k E p,p(0)+ δp,l E p,p(0)+ δq,k Eq,q (0)+ δq,l Eq,q (0)

= 0

D.
[
ẽεp−εq ,i , f̃εk−εl , j

]
=
[
E p,q(u), El,k (v

−1)
]

= δq,l E p,k
(
u v−1)

+ δk,p El,q
(
−v−1 u

)

=


El,q (−v

−1u) if p = k but q 6= l,

E p,k (uv
−1) if p 6= k but q = l,

E p,p(uv
−1)+ Eq,q (−v

−1u) if p = k and q = l,
0 otherwise.

• If p= k but q 6= l, then
[
E p,q(u), El,q (−v

−1u)
]
= 0 because q 6= l and q 6= p.

• If p 6= k but q = l, then
[
E p,q(u), E p,k (uv

−1)
]
= 0 because q 6= p and k 6= p.

• If p = k and q = l, then[
E p,q(u), E p,p(uv

−1)+ Eq,q (−v
−1u)

]
= E p,q(−uv−1u)+ E p,q(−uv−1u)

= E p,q(−2uv−1u).

So (
ad ẽεp−εq ,i

)1+1 f̃εk−εl , j =

{
E p,q(−2uv−1u) if p = k and q = l,
0 otherwise.

Since
[
E p,q(u), E p,q(−2uv−1u)

]
= 0, we get that

(
ad ẽεp−εq ,i

)2+1 f̃εk−εl , j = 0.

E.
[

f̃εp−εq ,i , ẽεk−εl , j
]
=
[
Eq,p(u

−1), Ek,l (v)
]

= δp,k Eq,l (u
−1v)+ δl,q Ek,p (−vu−1)

=


Eq,l (u

−1 v) if p = k but q 6= l,

Ek,p (−v u−1) if p 6= k but q = l,

E p,p(−v u−1)+ Eq,q (u
−1 v) if p = k and q = l,

0 otherwise.

• If p= k but q 6= l, then
[
Eq,p(u

−1), Eq,l (u
−1v)

]
= 0 because p 6= q and l 6= q .
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• If p 6= k but q = l, then
[
Eq,p(u

−1), Ek,p (−v u−1)
]
= 0 because p 6= k

and p 6= q .

• If p = k and q = l, then[
Eq,p(u

−1), E p,p(−vu−1)+Eq,q (u
−1v)

]
= Eq,p(−u−1vu−1)+Eq,p(−u−1vu−1)

= Eq,p(−2u−1vu−1).

So (
ad f̃εp−εq ,i

)1+1ẽεk−εl , j =

{
Eq,p(−2u−1vu−1) if p = k and q = l,
0 otherwise.

Since
[
Eq,p(u

−1), Eq,p(−2u−1vu−1)
]
= 0, we get

(ad f̃εp−εq ,i )
2+1ẽεk−εl , j = 0.

F.
[
h̃εp−εq ,i , ẽεk−εl , j

]
=
[
E p,p(1)+ Eq,q (−1), Ek,l (v)

]
= δp,k E p,l (v)+ δl,p Ek,p (−v)+ δq,k Eq,l (−v)+ δl,q Ek,q (v)

= δp,k Ek,l (v)− δp,l Ek,l (v)− δq,k Ek,l (v)+ δq,l Ek,l (v)

= (δp,k − δp,l − δq,k + δq,l)Ek,l (v)

= Aεp−εq ,εk−εl ẽεk−εl , j .

G.
[
h̃εp−εq ,i , f̃εk−εl , j

]
=
[
E p,p(1)+ Eq,q (−1), El,k (v

−1)
]

= δp,l E p,k (v
−1)+ δk,p El,p (−v

−1)+ δq,l Eq,k (−v
−1)+ δk,q El,q (v

−1)

= δp,l El,k (v
−1)− δp,k El,k (v

−1)− δq,l El,k (v
−1)+ δq,k El,k (v

−1)

=−(δp,k − δp,l − δq,k + δq,l)El,k (v
−1)

=−Aεp−εq ,εk−εl f̃εk−εl , j �

Proposition 15. The map ϕ : gim(A[d])→ so2r+1(b, η,C, χ) is a surjective Lie
algebra homomorphism.

Proof. Let B = Im(ϕ) ⊆ L , where L = so2r+1(b, η,C, χ). We show that B = L
in a sequence of steps.

#1. Let g=
{

M ∈M2r+1(C) : M t G =−G M
}

and

s=
{

M ∈M2r+1(C) : M t G = G M, tr(M)= 0
}
.
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Let A = {a ∈ b : ηa = a} and B = {b ∈ b : ηb =−b}. If 0 6= a ∈ A, then ag is an
irreducible g-submodule of B with highest weight ε1+ ε2. If 0 6= b ∈B, then bs is
an irreducible g-submodule of B with highest weight 2ε1. These g-modules are
not isomorphic.

#2. B is a subalgebra of L containing g, so B is a g-submodule of L .
#3. For 1≤ p, q ≤ 2r + 1, p 6= q , p 6= 2r + 2− q, let

Ipq =
{

x ∈ b : E pq(x)− E2r+2−q,2r+2−p(ηx) ∈B
}
.

Notice that Ipq is a subspace of B.
#4. Ipq is invariant under η. Indeed, let x ∈ Ipq , in which case

X := E pq(x)− E2r+2−q,2r+2−p(ηx) ∈B.

But X = X1+X2, where X1=
1
2(x+ηx)

(
E pq(1)−E2r+2−q,2r+2−p(1)

)
∈ (x+ηx)g

and X2 =
1
2(x − ηx)

(
E pq(1)+ E2r+2−q,2r+2−p(1)

)
∈ (x − ηx)s. Thus, by #1 and

#2, X1, X2 ∈B. So x + ηx, x − ηx ∈ Ipq , which implies that ηx ∈ Ipq .
#5. By #4, Ipq = Ipq ∩ A+ Ipq ∩ B. But by #1 and #2, Ipq ∩ A and Ipq ∩ B are

independent of p, q. So I := Ipq is independent of p, q .
#6. We have[

E12(x)−E2r,2r+1(ηx), E23(y)−E2r−1,2r (ηy)
]
=E13(xy)−E2r−1,2r+1

(
(ηy)(ηx)

)
.

So, by #5, I is a subalgebra of B, and, by #4, I is invariant under η.
#7. The action of ϕ on the generators of gim(A[d]) tells us that I contains the

elements xω,i , x−1
ω,i , yθ,i , y−1

θ,i . So by #6, I =B.
#8. By #7, we have Ag+ Bs ⊆B. But since C = {0}, we have

∑
α∈1 Lα ⊆

Ag+ Bs. So
∑

α∈1 Lα ⊆B. Hence, since B is a subalgebra of L , B= L . �

Continuing our plan laid out on page 273, we next show that ϕ : gim(A[d])→
so2r+1(b, η,C, χ) is a graded homomorphism and that it induces a map from
im(A[d]) to so2r+1(b, η,C, χ).

We saw in Sections 3 and 4, respectively, that gim(A[d]) and so2r+1(b, η,C, χ)
are both 0-graded Lie algebras, where

0 =
⊕
µ∈1

Zαµ.

The map ϕ : gim(A[d])→ so2r+1(b, η,C, χ) is engineered so that, for all α ∈ 0,

ϕ
(
gim(A[d])α

)
⊂ so2r+1(b, η,C, χ)α.

That is, the following result holds by design.

Proposition 16. The map ϕ : gim(A[d]) → so2r+1(b, η,C, χ) is also a graded
homomorphism.
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Moreover, since so2r+1(b, η,C, χ)γ = 0 for γ /∈1∪{0}, we get that the radical r
of gim(A[d]) lies in the kernel of ϕ.

Proposition 17. There exists a surjective, graded Lie algebra homomorphism

φ : im(A[d])→ so2r+1(b, η,C, χ)

given by φ(u+ r)= ϕ(u) for any u+ r ∈ im(A[d]), where u ∈ gim(A[d]).

We now turn to centrality. Let so(a) and so(b) be shorthand for so2r+1(a, η,C, χ)
and so2r+1(b, η,C, χ), respectively.

Since the elements of a satisfy the defining relations of b, by universality, there
exists a surjective associative algebra homomorphism g : b→ a. In particular,
g(xω,i ) = a ∈ a if ψ(eω,i ) = E pq(a)− E2r+2−q,2r+2−p(ηa), and g(yθ,i ) = b ∈ a
if ψ(eθ,i )= E pq(b)− E2r+2−q,2r+2−p(ηb). This algebra homomorphism respects
the involution and induces a surjective Lie algebra homomorphism

g̃ : so(b)→ so(a) such that g̃φ = ψ.

Hence kerφ ⊂ kerψ ⊂ z
(
im(A[d])

)
, where z

(
im(A[d])

)
denotes the center of

im(A[d]). Thus kerφ ⊂ z
(
im(A[d])

)
, implying the following result:

Proposition 18. The map φ : im(A[d])→ so(b) is a central homomorphism.

We also know that ψ : im(A[d])→ so(a) is a universal central extension: so
there exists a Lie algebra homomorphism f̃ : so(a)→ so(b) such that f̃ψ = φ.
Since ψ is surjective, the generators of a are of the form a, a−1, η(a), where a is
the element in a corresponding to the image ψ(eλ,i ) of the i-th copy of a long root
λ in 1B which was adjoined.

Since f̃ψ = φ, the map f̃ induces an associative algebra homomorphism
f : a→ b given by

f (a)=



xω,i if a is the element in a corresponding to
the image ψ(eω,i )= E pq(a)− E2r+2−q,2r+2−p(ηa)
for some 1≤ p, q ≤ 2r + 1 with p 6= q , p 6= 2r + 2− q
and ω ∈�, 1≤ i ≤ Nω,

yθ,i if a is the element in a corresponding to
the image ψ

(
eθ,i
)
= E pq(a)− E2r+2−q,2r+2−p(ηa)

for some 1≤ p, q ≤ 2r + 1 with p 6= q, p 6= 2r + 2− q
and θ ∈2, 1≤ i ≤ Nθ .

We define f (ηa) to be η f (a) so that f preserves the involution.
But then g ◦ f = ida and f ◦ g = idb, that is, a∼= b as associative algebras.
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STABLE FLAGS, TRIVIALIZATIONS
AND REGULAR CONNECTIONS

ELIE COMPOINT AND EDUARDO COREL

We study stalkwise modifications of a holomorphic vector bundle endowed
with a meromorphic connection on a compact Riemann surface. We in-
troduce the notion of Birkhoff–Grothendieck trivialization, in the case of
the Riemann sphere, and show that its computation corresponds to shortest
paths in some local affine Bruhat–Tits building. We use this to compute
how the type of a bundle changes under stalk modifications, and give several
corresponding algorithmic procedures. We finally deduce from these results
some applications to the Riemann–Hilbert problem.

Introduction

The motivation of this article originates in the Riemann–Hilbert problem on a
compact Riemann surface, and the present work follows it as a guideline. The
results presented herein are however not directly related to this problem. The reader
who is exclusively interested in new advances on the Riemann–Hilbert problem
will nevertheless find a couple of improvements on already known results. The real
interest of the present paper in the eyes of its authors consists in translating this
classical problem in a “new” setting (the setting of Bruhat–Tits buildings). In this
new context, the Riemann–Hilbert problem reveals new geometric objects (such as
Birkhoff–Grothendieck trivializations), whose study appears to be interesting by
itself, and seems also promising for the original problem.

The Riemann–Hilbert problem (RHP) has a long and distinguished history, not
even devoid of suspense, for it has been solved several times, using different tools,
in a seemingly complete and positive way. It was finally A. A. Bolibrukh, in a
celebrated series of papers at the beginning of the 1990s, who clarified the situation,
by rigorously defining (and exhibiting a counterexample to) the strongest version of
the RHP, thereby showing that people before him had either committed a mistake,
or solved in reality a weaker problem.
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building, Riemann–Hilbert problem.
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The modern approach to the RHP was initiated by H. Röhrl in the 1950s, who
used the theory of vector bundles in a way that has been conserved since. First,
one constructs a vector bundle E outside the singular points, whose cocycle mimics
the monodromy. We call this the topological RH problem, since the monodromy
is so much encoded in the topology of the constructed bundle, that construction
of the required connection becomes essentially trivial. The second step consists
of extending the bundle (and the connection) to the singular points by means of
a local solution to the inverse monodromy problem. It has been exposed in great
generality in [Deligne 1970] how to extend a holomorphic vector bundle E, defined
over the complement of a divisor D and endowed with a holomorphic connection r
having a prescribed monodromy about D, into a logarithmic connection .E;r/ with
singularities on the divisor.

In this way, we get all logarithmic extensions of E with nonresonant residue
(the Deligne lattices). These two steps are sufficient to solve positively the weak
Riemann–Hilbert problem (i.e., with regular singularities). Note, however, that
in this second level, two different types of problems have been mixed. The con-
nection constructed is essentially unique up to meromorphic equivalence whereas
the holomorphic vector bundle setting already introduces much finer holomorphic
equivalence problems. This fact can contribute to explain some of the confusions
that have surrounded the precise formulation of the RHP.

The strong Riemann–Hilbert problem asks for a logarithmic bundle (with the
prescribed monodromy) which is moreover trivial. So, to solve the Riemann–Hilbert
problem in this way, one must modify the constructed Deligne bundle, over the
support of the singular divisor exclusively (to keep the singular set invariant), while
conserving its logarithmic character, until a trivial bundle is eventually found. Until
Bolibrukh’s celebrated counterexample [1990], it was widely acknowledged that
this was possible, and it is indeed so in several “generic” instances, although some
mistakes in the seemingly general solution by Plemelj had already been pointed out
(e.g., in [Treibich Kohn 1983]).

The counterexample found by Bolibrukh to the strong Riemann–Hilbert problem
requires the knowledge of all the logarithmic extensions of a regular connection, in
order to prove that none is trivial. Despite the production of both counterexamples
and sufficient conditions for a positive answer, no general necessary and sufficient
conditions for the solubility of the strong Riemann–Hilbert problem have been
given in terms of the monodromy representation only, except for the remarkable
case of an irreducible representation [Bolibrukh 1990; Kostov 1992].

As already stated, the strong Riemann–Hilbert problem admits a solution if and
only if the stalks of the Deligne bundle over the singular set can be replaced by
logarithmic lattices in such a way that the resulting bundle is trivial. To tackle this
problem, one should be able to
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(a) determine the set of all logarithmic lattices above a given point, and

(b) get a criterion for the triviality of the modified bundle.

Problem (a) can be considered classical, in the sense that it has been repeatedly
solved, under different guises, going back as far as [Gantmacher 1959], and including
[Levelt 1961; Babbitt and Varadarajan 1983; Bolibrukh 1990; Sabbah 2002]. In
this paper, we give a complete description of the logarithmic lattices in terms
of flags stabilized under the action of the residue of the connection; in a way,
our contribution is to make the solution to problem (a) given in [Sabbah 2002]
completely explicit and effective. We also give a partial answer to problem (b).
In the case of P1.C/, the type of a vector bundle gives such a triviality criterion.
In our approach, starting with the Deligne bundle D, we perform a modification
of a finite number of stalks, resulting in the bundle Dmod. The question is then to
compute the type of the modified bundle Dmod. Generalizing a result by Gabber and
Sabbah (Proposition 28), we show how to determine the type of Dmod from the type
of D. Thus, problem (b) is reduced to computing the type of the Deligne bundle.
In a second step, we show that this problem in turn is reduced to the well-known
problem of connection matrices.

With these problems in mind, we introduce and study in this paper the notion of
Birkhoff–Grothendieck trivialization of a bundle E, which is a pointwise modification
of E such that

(i) the resulting bundle F is holomorphically trivial, and

(ii) the relative elementary divisors of the stalks give the type of the bundle E.

The paper is organized as follows. In a first section, we define the category in
which we will work, and what we precisely mean by “modifying a bundle over one
or several points”. In a second part, we describe the geometry on the local lattices in-
volved. We describe this geometry in terms of the affine Bruhat–Tits building of SLn.

The third part contains the main results of the paper. We use the previously
introduced setting to give an effective method to compute how the type of an arbitrary
bundle E is modified under certain pointwise modifications. This algorithm can also
be applied to compute the type of the bundle E. This third section concludes with
a generalization of an essential result originally due to Bolibrukh, the permutation
lemma, for which we provide an interesting geometric interpretation. This result
allows us to give a quite complete insight into the structure of Birkhoff–Grothendieck
trivializations, which we sum up as follows.

Theorem 1. Let ƒ0 be the set of pointwise modifications over x 2 P1.C/ of a
bundle E that give a trivial bundle. Then M 2 ƒ0 is a Birkhoff–Grothendieck
trivialization of E if and only if M realizes the minimum of the canonical metric
between Ex and ƒ0 in the local affine Bruhat–Tits building of SLn at x.
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The fourth section gives the complete description of the set of logarithmic lattices
in terms of flags which are stable under the action of the residue of the connection
on the Deligne bundle1.

In the last part, we use these tools for study of the Riemann–Hilbert problem.
After recalling the construction of the classical Röhrl–Deligne bundle, we give a
very short proof of Plemelj’s theorem on the Riemann–Hilbert solubility. This well-
known result becomes an immediate consequence of the geometrical interpretations
of the permutation lemma and the set of logarithmic lattices. We describe all
trivializations of the Deligne bundle over an arbitrary point, and we give a concise
proof of the Bolibrukh–Kostov theorem on the solvability of Riemann–Hilbert in
the irreducible case. Finally, we give algorithmically effective procedures that allow
to search the space of weak solutions.

1. Holomorphic vector bundles

Let X be a compact Riemann surface and let � WE!X be a holomorphic vector
bundle of rank n. The sheaf E of holomorphic sections of E is a locally free
sheaf of OX -modules of the same rank n, where OX denotes as usual the sheaf of
holomorphic functions on X . There is a well-known equivalence between these
two categories. However, this equivalence does not hold for subobjects of the same
rank. Therefore we will privilege the sheaf-theoretical formulation.

Meromorphic connections. Let DD
Pp

iD1
mixi be a positive divisor on X . Let OD

be the sheaf of meromorphic functions on X having pole orders bounded by D,
and jDj D fx1; : : : ;xpg be the support of D. For any finite set S D fy1; : : : ;ytg,
let .S/D y1C � � �Cyt .

Let r WE!E˝OX
�1

X
.D/ be a meromorphic connection with singular divisor D

on a vector bundle E of rank n. Sometimes for simplicity we’ll just say “connection”
for the pair .E;r/. If we assume that D is the smallest possible (as we will do), then
the Poincaré rank of r at x 2X is the integer px.r/Dmax.0;mx � 1/. We will
omit r whenever possible. If px D 0, the sheaf E is said to be logarithmic at x. Let
SD jDj be the singular, and Slog D fx 2 S j px D 0g the logarithmic singular sets
of r. If Slog ¤∅, then one can define the residue map Resr 2 End.E=E�.Slog//.
We will specify in parentheses the bundle if necessary.

The meromorphic bundle. Let MX be the sheaf of meromorphic functions on X and
let VD E˝OX

MX be the sheaf of meromorphic sections of E. A meromorphic
connection r on E has a canonical extension to V. Since the sheaf E can be

1Independently, P. Boalch [2011] has taken a similar view on local logarithmic lattices, in terms of
stable filtrations and Bruhat–Tits buildings, albeit on the more general setting of a complex reductive
group. Restricting to GLn and SLn enables us to give however more explicit formulæ; see Sections 3.2
and 3.3.
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embedded into V, we consider from now on the set

HD
˚
F� V

ˇ̌
F

loc:
' On

X

	
of holomorphic vector bundles of V. Each such bundle F 2 H is automatically
endowed with a meromorphic connection induced by r. For simplicity, we won’t
make any notational difference between all these connections.

We say that F 2H is trivial if F' On
X

, or, equivalently, if F is generated by its
global sections, and quasitrivial if there exists a line bundle L such that F˝OX

L

is trivial. Let H0 � H be the subset of trivial holomorphic bundles in V. The
following result is well known (e.g., [Sabbah 2002, p. 134]).

Lemma 2. Let F 2 H0 be a trivial holomorphic vector bundle in .V;r/. The
space F.X /D �.X;F/ of global sections is a C-vector space of dimension n. For
any logarithmic singularity s 2 Slog.F/, the residue ResF

s r induces a well-defined
endomorphism  s 2 EndC.F.X //.

Stalks and lattices. For F2H, the stalk Fx at any x 2X is a free .OX /x-submodule
of rank n (or lattice) of Vx , which is a vector space of dimension n over .MX /x .
Let Ox D

1.OX /x be the formal completion of .OX /x , and Kx D Frac.Ox/ its field
of fractions. Similarly, the formal completion cFx D Fx˝.OX /x Ox is a lattice in
the vector space Vx D Vx ˝.MX /x Kx . This operation is harmless, as ƒ 7! yƒ is
a bijection between the sets of lattices in Vx and Vx (cf. [Malgrange 1996]). We
define an equivalence relation �x on H as

F�x
zF if and only if FjX nfxg D zFjX nfxg:

For simplicity, we will drop the index x as soon as no ambiguity can arise. Let ƒx

be the set of lattices in Vx . Any coset ŒF� of H= �x can be identified with the
set ƒx , by identifying F0 2 ŒF� with its formal stalk cF0x 2 ƒx at x. Since X is
compact, two vector bundles E, F 2H have equal stalks outside a finite set.

Lemma 3. Let E 2 H be a holomorphic vector bundle. For any family of formal
lattices Mx 2 ƒx for x in a discrete set S, there exists a unique vector bundle
EM 2H such that

.EM /x D

�
Ex if x 62 S;

Mx \Vx if x 2 S:

Conversely, for any F2H, there exists a discrete set S and a family .Mx 2ƒx/x2S

of lattices such that FD EM . If E is endowed with a meromorphic connection r,
there is a canonical extension rM of rjX nS as a meromorphic connection on EM .
In particular, a bundle E 2 H is completely determined by its coset ŒE� 2 H= �x

and the lattice cEx 2ƒx .
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The sheaf V is trivial (as a meromorphic bundle), and the group G of (mero-
morphic) automorphisms of the space �.X;V/ is isomorphic to GLn.C.X //. Let
ƒ0

x Dƒx\H0 be the set of trivial bundles in the coset ƒx . The subgroup Gx �G

of automorphisms of �.X;V/ that leave ƒ0
x globally invariant is called the group

of monopole gauge transforms at x. Each element of Gx sends a trivial sheaf F to
a trivial sheaf zF such that FjX nfxg D zFjX nfxg. An element of Gx modifies at most
the stalk Fx .

2. Lattices and the affine building of SLn

2.1. Flags and filtrations. Let V be a vector space over a field K of characteristic 0.
Given a flag F of vector spaces 0DF0�F1�� � ��FsDV , with length jF jDs and
signature �.F /D .n1; : : : ; ns/ where ni D dimK.Fi=Fi�1/, a map u 2 EndK.V /

stabilizes the flag F if u.Fi/ � Fi for all 0 6 i 6 jF j. Let Fl.V / denote the set
of flags of V , and Flu.V / the subset of flags that are stabilized by u. A flag F 0 is
transversal to F if jF 0j D jF j D s and F 0i ˚Fs�i D V for 16 i 6 s. In this case,
the signature of F 0 is equal to ��D .ns; : : : ; n1/. The left action of the permutation
group Sn on a sequence aD .a1; : : : ; an/ is given by �aD .a�.1/; : : : ; a�.n// for
� 2 Sn. Let si be the transposition .i; i C 1/ exchanging i and i C 1. The set
S D fs1; : : : ; sn�1g makes .Sn;S/ into a Coxeter group of type An�1.

Let .e/ be a basis of V , and let � D .n1; : : : ; ns/ be a signature. Let F � .e/ be the
flag with elements F�i .e/Dhe1; : : : ; e�i

i where �i D n1C� � �Cni . The basis .e/ is
said to be adapted to F if any element of the flag is spanned by a subfamily of .e/,
strictly adapted if F D F� .e/, and transversal to F if Fi ˚he�iC1; : : : ; eni D V

for all i . The parabolic subgroup stabilizing a flag F (for the action on a strictly
adapted basis) is the subgroup WF D hsi j i 2 Ii of Sn generated by the generators
corresponding to the missing dimensions I D Œn�nfdimK Fi j 1 6 i 6 ng. These
properties depend in fact only on the K-vector subspaces spanned by the vectors
of .e/. The opposite flag F �.e/ is then defined as the unique flag transversal to F

for which .e/ is adapted. This last notion does not even depend on the order in
which the vectors of .e/ are taken. A flag F 0 is transversal to F if and only if
there is a basis .e/ of V strictly adapted to F such that F 0 D F �.e/. A K-frame is
an unordered set ˆD fL1; : : : ;Lng of one-dimensional K-vector subspaces of V

such that L1C � � �CLn D V . The notions defined in the previous paragraph make
sense for a frame (with a fixed order on the lines for some of them). The relative
position �.F ;F 0/ 2 Sn of two flags F and F 0 is the2 permutation � 2 Sn such that

2Strictly speaking, � is only unique when both flags are complete. Otherwise, we shall a bit
imprecisely consider � either as its double coset in WF 0�WF modulo the parabolic subgroups
attached to F and F 0, or to the unique minimal length representative of this coset (or possibly even to
any such representative).
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there exists a basis .e/ strictly adapted to F for which .�e/D .e�.1/; : : : ; e�.n// is
strictly adapted to F 0.

Similarly, a flag S of length s in Œn� D f1; : : : ; ng is an increasing sequence
S W S0 D ∅ � S1 � � � � � Ss D Œn� of subsets of Œn�, whose signature is the
sequence �.S / D .n1; : : : ; ns/ where ni D jSi j � jSi�1j. For a given signature
� D .n1; : : : ; ns/, the standard ascending flag S%.�/ of signature � is the flag
composed of initial segments of Œn� of lengths n1C � � �C ni for 16 i 6 s.

Given a sequence DD .d1; : : : ; dn/2Zn, let D% be the sequence of the elements
of D arranged in increasing order. Define the ascendent flag S%.D/ of D as the
sequence of subsets of indices corresponding to blocks of equal elements of D%.
Let also .Zn/% denote the set of nondecreasing integer sequences. Finally, let

(1) D ŠD0 if D% D .D0/%:

We denote with a & symbol all similarly defined descending quantities. Note that
D&Dw0.D

%/ where the permutation w0D .n; n�1; : : : ; 1/ is the largest element
of Sn in the Bruhat order.

We further define DC ` D .d1C `; : : : ; dnC `/, D0 D D �min D 2 Nn and
D0 D max D �D 2 Nn. Let Tr D D

Pn
iD1 di and �D D max D �min D, and

finally

kDk D

nX
jD1

�
dj �

Tr D

n

�2

and i.D/D

nX
jD1

.max D� dj / 2 N:

We list some useful and obvious properties in the following lemma.

Lemma 4. For D 2 Zn and ` 2 Z, we have

(i) �.DC `/D�D and i.DC `/D i.D/,

(ii) �.�D/D�D and i.�D/D i.D0/D
Pn

jD1.dj �min D/,

(iii) i.D/C i.D0/D n�D.

An F -admissible sequence is an integer sequence whose ascending flag is equal
to the standard ascendent flag of signature �.F /D .n1; : : : ; ns/; in more concrete
terms, an integer sequence

D D . d1; : : : ; d1„ ƒ‚ …
n1 times

; d2; : : : ; d2„ ƒ‚ …
n2 times

; : : : ; ds; : : : ; ds„ ƒ‚ …
ns times

/ with d1 < � � �< ds:

Let Zn.F / be the set of integer F -admissible sequences, and let

„.V /D f.F ;D/ jF 2 Fl.V / and D 2 Zn.F /g

be the set of F -filtrations of V .
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2.2. Lattices. In the remainder of the section, we fix a point x 2 X and a coset
ƒ2H=�x . We drop the index x for simplicity. The field KD2.MX /x is local, and
endowed with the discrete valuation v D ordx , whose valuation ring and maximal
ideal we denote by O and m. Let V be the K-vector space Vx ˝.MX /x K of
dimension n.

Let L.u/ denote the free O-module spanned by a family .u/ of vectors in V . An
O-module M 2 V is a lattice if there exists a K-basis .e/ of V such that M DL.e/.
Let

vƒ.x/Dmaxfk 2 Z jx 2mkƒg

be the natural valuation of V induced by ƒ. For any lattices M � ƒ in V , we
define the interval ŒM; ƒ� as

ŒM; ƒ�D fN 2ƒ jM �N �ƒg:

Let �ƒ Wƒ!ƒDƒ=mƒ'Cn denote the canonical surjection on the quotient
module.

Elementary divisors. Let z be a uniformizing parameter of K. For any two latticesƒ
and M in V , there exists a unique increasing sequence of integers d1 6 � � �6 dn

(the elementary divisors of M in ƒ) and an O-basis .e1; : : : ; en/ of ƒ such that
.zd1e1; : : : ; z

dnen/ is a basis of M . Such a basis .e/ is called a Smith basis of ƒ
for M . We will write them dƒi .M / if we want to specify the respective lattices,
and we put

EDƒ.M / D
�
dƒ1 .M /; : : : ; dƒn .M /

�
:

Note that dƒ
1
.M /D vƒ.M / and EDƒ.zkM /D EDƒ.M /C k. Let also

Mƒ D z�vƒ.M /M and �ƒ.M /D dimC Mƒ=mƒ:

If P 2 GLn.K/ is a basis change from ƒ to M , the sequence EDƒ.M / D

.d1; : : : ; dn/ can be computed in the following manner. For a subset I � Œn� of
cardinality jI j, let SI D

P
i2I si , and for jI j D jJ j D k, let PI;J denote the

.I;J /-submatrix of P . The sequence .d1; : : : ; dn/ satisfies

(2) dk D ek � ek�1 where ek D min
jI jDjJ jDk

fv.det PI;J /g and e0 D 0:

It is convenient to be a bit more lax in the definition, and allow the elementary
divisors to appear in another order. To avoid ambiguities, we will specify that .e/
is an ascending Smith basis of ƒ for M , if the vectors in .e/ are ordered according
to EDƒ.M /%.

We say that a matrix P is D-parabolic if Pij ¤ 0) di 6 dj for 1 6 i; j 6 n.
For any commutative ring R, put GD.R/ for the group of D-parabolic matrices of
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GLn.R/. The subgroup of GLn.O/ that acts on the set of Smith bases of ƒ for M

is the subgroup of GD-parabolic matrices

GD D fP 2 GLn.O/ j v.Pij /> di � dj g:

Being GD-parabolic is stronger than D-parahoric, which only stabilizes the induced
D-flag in ƒ=mƒ, and weaker than D-parabolic, which stabilizes a K-flag of
signature �.D/. For any sequence DD .d1; : : : ; dn/, let zD be the diagonal matrix
diag.zd1 ; � � � ; zdn/. We will frequently use the following type of diagram:

ƒ W .e/
zD
//

P
��

M W ."/

QP
��

ƒ W .e0/
zD
// M W ."0/

which means that .e/ and .e0/ are two Smith bases ofƒ for M . Note that in this case
P 2 GLn.O/ is GD-parabolic. Since GD.C/� GD holds, the obvious factorization
P DP0PI of a lattice gauge P 2GLn.O/ into a constant term P0DP .0/2GLn.C/

and a term PI D I C zU with U 2 gln.O/ tangent to I satisfies the property

P 2 GD () .P 2GD.C/ and PI 2 GD/:

We can therefore usually assume that P is tangent to I . Note that this also holds
for a right factorization P D P 0

I
P0.

Sometimes, we will find it more convenient to consider the elementary divisors
with their multiplicities. In this case, we will put d1; : : : ;ds for the distinct ele-
mentary divisors of M in ƒ and let ni be their respective multiplicities. The set
Œn�D f1; : : : ; ng of indices of ordinary (simple) elementary divisors is partitioned
into the subsets Ij corresponding to a single value of the elementary divisors:

Ij D f16 `6 n j d` D dj g for 16 j 6 s:

2.3. Relative flag of a lattice. Any lattice M induces a natural flag in ƒDƒ=mƒ.
For any k 2 Z, let

Mk D .m
�kM \ƒ/Cmƒ 2 Œmƒ;ƒ�:

Lemma 5. Let ƒ, M be lattices in V . Let d1; : : : ;ds be the distinct elementary
divisors of M in ƒ. The flag in ƒ

Fƒ.M / W 0� �ƒ.Md1
/� � � � � �ƒ.Mds

/�ƒ

has signature �.EDƒ.M //.

Proof. Let .e/ be a basis of elementary divisors of ƒ for M , and I D f1 6 i 6
njdi 6kg. Then Mk admits .u/ as basis where uiD ei if i 2 I and uiD zei if i … I .
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The spaces Mk are thus embedded lattices, all belonging to the interval Œmƒ;ƒ�,
so they take at most nC 1 different values. Their images M k D �ƒ.Mk/ in the
quotient space ƒ form a flag Fƒ.M /, and it is clear that M k�1 ¨ M k if and
only if k is an elementary divisor of M . If d1; : : : ;ds are the distinct elementary
divisors of M inƒ, with multiplicities ni , the subset of indices corresponding to dj

can be written as

Ij D Œn1C � � �C nj ; n1C � � �C njC1� 1�:

The lattices Mk , M` coincide if and only if there exists i such that di 6 k; `<diC1

(with the conventions d0 D �1 and dsC1 D C1). Therefore the flag Fƒ.M /

has exactly length s, and its signature is equal to the sequence .n1; : : : ; ns/. �
The components of Fƒ.M / can be indexed either as M di

, by the value of the
elementary divisor di to which it is attached (if known), or as M i , by its index in
the flag (here i). In this latter case, we will also use the notation Fƒi .M /. It will
hopefully be always clear which convention we are using.

Lemma 6. Let ƒ, M , N be lattices in V . Let D D EDƒ.M /% and D0 D

EDƒ.N /%. If either

(i) there exists a common Smith basis for ƒ, M and N , or

(ii) the flags Fƒ.N / and Fƒ.M / are transverse,

then we have
EDM .N /ŠD0� �D;

where �D�.Fƒ.N /;Fƒ.M // is the relative position of the induced flags inƒ=mƒ.

A similar formula holds for the descending sequences D&, but with w0�w0

instead of � .

Proof. We summarize the setting by means of the following scheme:

ƒ W .e/
zS%

//

P
��

M W ."/

QP
��

ƒ W .e0/
zT%

// M W ."0/

If there is an apartment containing ƒ, M , N , then one can assume that P is a
permutation matrix, namely …��1 . In the second case, it is possible to choose P D

…w0
.ICzU /with U 2gl.O/. Let QDICzU . Then we have QPij DQij ztj�snC1�i .

According to formula (2), we have d1 Dmin16i;j6n.v.Pij /C tj � snC1�i/. The
minimum of tj � snC1�i is attained for .i; j / D .1; 1/, and by assumption we
have v.P11/D 0. Therefore, we get d1 D t1� sn. Let us prove by induction that
di D ti � snC1�i for all i . Assume that ei D Tf1;:::;ig�SfnC1�i;:::;ng for i 6 k � 1.
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Formula (2) yields ek DminjI jDjJ jDkfv.det PI;J /CTJ �.w0S/I g. The minimum
for TJ � .w0S/I is attained for I D J D f1; : : : ; kg, while by assumption the
principal minor PI;I has valuation 0. Hence ek D TŒk�� .w0S/Œk� and thus dk D

ek � ek�1 D tk � snC1�k for all k. �

For a flag F D .Fi/16i6s of K-vector spaces, and a lattice ƒ, let Fƒ D

.F \ƒ/=mƒ be the flag ..Fi \ƒ/=mƒ/16i6s induced in ƒ=mƒ. The following
result is easily established.

Lemma 7. Let F and F 0 be two K-flags of V . For any basis .e/, adapted for F

and F 0, one has

�.F ;F 0/D �.Fƒ;F
0
ƒ/; where ƒD L.e/:

2.4. The affine building of SL.V /. For this section, good references are [Garrett
1997; Ronan 1989], and especially [Abramenko and Brown 2008]. The affine
building Bn naturally attached to SL.V / is the following .n � 1/-dimensional
simplicial complex. Two lattices ƒ and M are homothetic if there exists ˛ 2K�

such that M D ˛ƒ. Let Œƒ� be the homothety class of the lattice ƒ in V . Two
classes L and L0 are adjacent if and only if there exist representatives ƒ of L

and M of L0 such that mƒ �M � ƒ. Consider a graph whose vertices are the
homothety classes of lattices in V , and edges connect all adjacent vertices. The
affine building Bn is the flag simplicial complex associated with this graph, or in
other terms, its clique complex. A simplex A is a set fL1; : : : ;Lkg of mutually
adjacent vertices, and the face relation B 6A is defined by the inclusion B �A of
these sets.

Lemma 8. Let L, L0, L00 be vertices in Bn. If L0 and L00 are adjacent, then for
any representatives ƒ 2 L, M 2 L0 and N 2 L00, the flags Fƒ.M / and Fƒ.N /

are compatible (in the sense that their components are all pairwise comparable). In
particular, a maximal simplex C induces a complete flag in ƒ=mƒ.

Proof. One can find representativesƒ2L, M 2L0 and N 2L00, and a basis .e/ ofƒ
such that M DL.zDe/ and N DL.zD0e/, and that D0�D2f0; 1gn. Indeed, let .u/
be a basis of M=mM which is adapted to both flags F M .ƒ/ and F M .N /. There
exists a lifting ."/ of .u/ in M which is a Smith basis of M for ƒ. Since M and N

are adjacent, any lifting of .u/ is a Smith basis for N . Then .e/D .zEDM .ƒ/"/ is
a common Smith basis of ƒ for M and N . By definition of adjacency, one can
ensure that the representatives satisfy mM � N �M ; that is, D0 �D 2 f0; 1gn.
Let now Ik D f1 6 i 6 n j di 6 kg and I 0

k
D f1 6 i 6 n j d 0i 6 kg. Then we have

Ik�1 � I 0
k
� Ik for all i . Since Fƒ.M / is spanned by the subfamilies .ei/i2Ik

for k 2 Z, the claim follows. �
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Simplices and chambers. A maximal simplex, or chamber in Bn, is an n-chain C

of vertices L0; : : : ;Ln�1 with representatives ƒi for 06 i 6 n� 1 satisfying

mƒ0 �ƒ1 � � � � �ƒn�1 �ƒ0:

A basis .e/ is a fundamental basis for C at Li if

L.iCj/mod n D ŒL.e1; : : : ; ej ; zejC1; : : : ; zen/� for 06 j 6 n� 1:

Lemma 9. The set of chambers which contain a given vertex L is in bijection with
the set of complete flags in ƒ=mƒ with ƒ 2 L. A basis .e/ is fundamental for C

at L if and only if its image in ƒ=mƒ is strictly adapted to the flag Fƒ.C /.

A (partial) flag F in ƒ=mƒ can be lifted (by ��1
Œƒ�

) to a uniquely defined simplex
in Bn containing the vertex LD Œƒ�.

Definition 10. The graph-theoretic distance, canonical metric and index on Bn are
defined, respectively, by

d.L;L0/D�
�
EDƒ.ƒ0/

�
; d.L;L0/D



EDƒ.ƒ0/


; ŒL WL0�D i

�
EDƒ.ƒ0/0

�
for any representatives ƒ, ƒ0 of L, L0.

Note that d.L;L0/D�vƒ.ƒ
0/� vƒ0 .ƒ/ also holds, and that these three maps

are indeed symmetric. The d metric makes the geometric realization of Bn into a
CAT(0) space [Abramenko and Brown 2008, Theorem 11.16, p. 555].

Apartments. Let ˆD fd1; : : : ; dng be a K-frame of V . The set

Aˆ D fƒD `1C � � �C `n j `i is a lattice in dig

of lattices spanned over multiples of the vectors in ˆ induces a simplicial subcom-
plex in the affine building Bn called the apartment spanned by ˆ. For any lattice
ƒ 2ƒ, a ƒ-basis of the apartment Aˆ is a collection .e/D .e1; : : : ; en/ of vectors
such that ei spans di and vƒ.ei/D 0. Such a family is unique up to permutation
and to multiplication of each ei by a scalar �i 2 O�. The lattice is an element of
the apartment Aˆ if and only if the family .e/D .e1; : : : ; en/ is actually a basis of
the lattice ƒ. Equivalently, and without reference to a basis, this means that

ƒD

nM
iD1

ƒ\ di :

In the general case, the lattice ƒˆ D
Ln

iD1ƒ\ di is the largest sublattice of ƒ in
the apartment Aˆ. The homothety class Lˆ D Œƒˆ� is therefore the closest point
projection of LD Œƒ� on Aˆ, and the map

�ˆ W Bn!Aˆ

ƒ 7!ƒˆ
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is the retract onto Aˆ.

Galleries and type. Two chambers C and C 0 are adjacent if they share n�1 vertices
in common (a so-called panel). A gallery � from C to C 0 of length `.�/D ` is
a sequence of chambers � D .C0 D C;C1; : : : ;C` D C 0/ such that Ci is adjacent
to CiC1. The gallery distance is defined as

`.C;D/Dminf`.�/ j� is a gallery from C to Dg:

The vertices in the building Bn can be labelled by Z=nZ, which we assume given
from now on. Let S D fs0; : : : ; sn�1g. The affine Weyl group W of the building
then has a presentation

W D hS j s2
i D 1 and .sisiC1/

3
D 1i;

where the indices are understood modulo n. Every chamber has exactly one vertex
labelled i , that we denote Mi.C /, for every i 2 Z=nZ. Two chambers are called
i-adjacent when their common panel precisely does not contain those vertices
labelled i . Two i-adjacent chambers C and C 0 are then said to have W -distance
ı.C;C 0/ D si . If � D .C;C1; : : : ;Ct�1;C

0/ is any gallery from C to C 0 lying
inside an apartment, the W -distance ı.C;C 0/ is defined as the product

ı.C;C 0/D ı.C;C1/ � � � ı.Ct�1;C
0/:

There is a bijection between minimal galleries between C and C 0 and minimal
length decompositions of the W -distance ı.C;C 0/ 2W into products of generators
in S . Let Zn

0
be the set of n-tuples of integers summing to 0. A labelling of the

vertices by Z=nZ induces an isomorphism

W
�
' Sn ÌZn

0 given by
�
�.si/ D ..i; i C 1/; 0/ for 16 i 6 n;

�.s0/D ..1; n/; .1; 0; : : : ; 0;�1//:

Let ı D ı.C;C 0/ be the W -distance between two chambers C and C 0. Let
L DM0.C / and L0 DM0.C

0/ be the respective unique vertices of type 0 of C

and C 0. Then �.ı/D .�;K/ is the unique couple such that there exists a fundamental
basis .e/ of C at L for which .zK e� /D .z

k1e�.1/; : : : ; z
kne�.n// is a fundamental

basis of C 0 at L0.

Walls. Let .e/ be a basis of V , and let A be the apartment spanned by .e/. In
the basis .e/, any lattice L in A can be represented by a unique (up to an integer
multiple of .1; : : : ; 1/) n-tuple .x1.L/; : : : ;xn.L// 2 Zn. The set H of walls of V

for W is the set of hyperplanes

(3) H
.k/
i;j D fx 2 Rn

jxi �xj D kg for 16 i < j 6 n and k 2 Z:

Define the corresponding half-spaces
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H
.k/C
i;j D fx 2 Rn

jxi �xj > kg;

H
.k/�
i;j D fx 2 Rn

jxi �xj 6 kg:

For a hyperplane H 2H and a simplex A, let

�H .A/D

8<:
C if A�HCnH�;

� if A�H�nHC;

0 if A�HC\H�:

A wall H separates the simplices A and B if �H .A/�H .B/ D � for the usual
sign product rule. Any simplex A is completely defined by its sign sequence
.�H .A//H2H. However, there is only a finite number of them which are relevant
(i.e., whose defining equations or inequalities are not redundant). If we define
the fundamental chamber as C0 D .L0; : : : ;Ln�1/, where Li D ŒL.e1; : : : ; ei ;

zeiC1; : : : ; zen/�, the (essential) walls of C0 are the hyperplanes H
.0/

i;.i mod n/C1

for 16 i 6 n, and its sign sequence is

�
H
.k/

i;.i mod n/C1

.C0/D

�
C for 16 i 6 n� 1 and k 6 0 or i D n and k > 0;

� for 16 i 6 n� 1 and k > 0 or i D n and k 6 0:

Definition 11. Let A, B be simplices in Bn. The gallery distance `.A;B/ is defined
as minA6C;B6D `.C;D/.

Lemma 12. For two simplices A, B we have

`.A;B/D jfH 2H j �H.A/�H.B/D�gj:

If AD Œƒ� and B D ŒM � are vertices, we have

`.A;B/D
X

16i<j6n

max.0; dj � di � 1/; where .d1; : : : ; dn/D EDƒ.M /%:

Proof. The first assertion is known (see [Abramenko and Brown 2008, p. 32]). Take
a basis .e/ of V where A has coordinates a and B coordinates b. The description (3)
of walls shows that A and B are separated by H

.k/
i;j if and only if ai � aj 6 k � 1

and bi � bj > k C 1. Taking for .e/ a Smith basis of ƒ for M gives a D 0 and
b D .d1; : : : ; dn/. The result is then a straightforward count. �

2.5. Forms. For L 2 Bn, let L D ƒ=mƒ ' Cn for ƒ 2 L. This definition is
independent of the choice ofƒ as there is a canonical isomorphism betweenƒ=mƒ
and mkƒ=mkC1ƒ for any k. For L0 2Bn, let N be the unique representative of L0

such that vƒ.N /D 0, and define

(4) �L.L
0/D .N Cmƒ/=mƒ 2L:

The map �L induces an isomorphism of simplicial complexes between the link lk.L/
of LD Œƒ� and the set E of chains of linear subspaces of L. A form in a latticeƒ is
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a C-vector subspace Y of ƒ spanned by an O-basis .e/ of ƒ. For any x 2ƒ, there
is a unique representative xY of the coset xCmƒ in Y . This induces a well-defined
isomorphism

�Y W Y
'
�!ƒ=mƒ:

We will say that Y �ƒ is a Smith form for M if there is a basis of Y which is a
Smith basis of ƒ for M .

Lemma 13. Let ƒ be a lattice in V and Y be a form in ƒ.

(i) For any basis .e/ of the lattice ƒ, there exists a unique C-basis .eY / of the
form Y whose image in ƒ=mƒ coincides with the image of .e/. We call .eY /

the Y -basis of .e/.

(ii) Given a filtration .F ;D/ in „.ƒ=mƒ/, there exists a unique lattice M D

LY .F ;D/ such that Fƒ.M / D F and EDƒ.M / D D that admits a Smith
basis in Y .

(iii) For any lattice M such that d.ƒ;M /D 1, let .e/ a basis of ƒ=mƒ respecting
�ƒ.M /DM=mƒ. Then the Y -basis .eY / is a Smith basis for M .

Proof. The basis ."/ obtained by putting "i D .ei/Y D �
�1
Y
.�ƒ.ei// obviously

satisfies the conditions of (i). For any C-basis .e/ of Y which respects the flag F ,
put M D

Ln
iD1 zdi ei . Let . Qe/ be another basis of Y and QM D

Ln
iD1 zdi Qei . The

matrix of the change of basis from .zDe/ to .zD Qe/ is equal to P D zDC z�D , where
C 2 GLn.C/ is the matrix of the change of basis from .e/ to . Qe/. By definition
of the parabolic subgroup PF , one has zDC z�D 2 GLn.O/() C 2 PF ; hence
M D QM if and only if .e/ and . Qe/ both respect the flag F . Note that the gauge
from the basis .e/ to its Y -basis is always of the form P D I C zU 2 GLn.O/. Let
W D �ƒ.M / and let

T D

�
0r 0

0 In�r

�
be the elementary divisors of MƒD z�vƒ.M /M with respect toƒ. Assume that .e/
satisfies the assumptions of (iii). Then the Y -basis .eY / is obtained by a gauge
P D I C zU 2 GLn.O/. Putting

U D

�
U11 U12

U21 U22

�
;

we have

Y W .eY /
tT
// Mƒ

zvƒ.M /I// M

ƒ W .e/

ICtU

OO

zT
// Mƒ

QU2GLn.O/

OO
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since
zU D z�T .ICzU /zT

D

�
IrCzU11 z2U12

U21 In�rCzU22

�
:

The basis .eY / is therefore indeed a Smith basis of ƒ for M . �
For any two forms Y and zY in ƒ, the set of gauges between bases of Y and zY is

an element of the double coset GLn.C/nGLn.O/=GLn.C/. Let z be a uniformizing
parameter. With the convention that degz P D 1 if P 2 GLn.O/ngl.CŒz�/, the
following definition makes sense.

Definition 14. Let Y , zY be two forms in ƒ. Define the z-distance as

ız.Y; zY /Dmin.degz P; degz P�1/ 2 N[f1g

for any gauge P from a basis of Y to a basis of zY .

Lemma 15. If t D d.ƒ;M /, then for any form Y of ƒ, and any uniformizing
parameter z, there exists a Smith form zY for M at a z-distance ız.Y; zY /6 t � 1.

Proof. There exists a Smith form Y 0 ofƒ for M . Let P DP0CP1zC� � � 2GLn.O/

be a gauge corresponding to a basis change from Y to Y 0. Let P DP0C� � �CPkzk

for some k > 0, and let zY be the form obtained by this gauge transformation, as
explained in the following scheme:

QY

zD

��

Y
P //Poo Y 0

zD

��
M M

Q
oo

We have QD z�DP�1PzD D . zPij zdj�di /, where zP D P�1P . By construction,
we have zP D P�1.P � .P � P // D I C zkC1U with U 2 gl.O/. As soon as
k > t � 1, we have Q 2 GLn.O/; hence the form zY is a Smith form for M . �

2.6. Shortest paths and elementary splittings. A shortest path is a path � in Bn

such that for any vertices L, L0 2 � , the length of the path between L and L0

induced by � is equal to d.L;L0/. For a path � D .L0; : : : ;Lt / in Bn, and
a representative ƒ0 2 L0, let the ƒ0-normalized sequence of � be the unique
sequence of lattices ƒi 2Li such that vƒ0

.ƒi/D 0.

Lemma 16. Let ƒ, M 2ƒ. The ƒ-normalized sequence .ƒ;ƒ1; : : : ; ƒt DMƒ/

of a shortest path from Œƒ� to ŒM � satisfies ƒ�ƒ1 � � � � �ƒt � ztƒ.

Proof. Let � D .ƒDƒ0; ƒ1; : : : ; ƒt�1;M Dƒt / be a path of minimal length t ,
and let us prove thatƒ�ƒ1� � � ��ƒt by induction on t . For t D 1, this is the very
definition of adjacency in Bn. Assuming that the claim is established for any pair of
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lattices at distance 6 t �1, we have M �ƒ�ƒ1 � � � � �ƒt�1 for the normalized
sequence of � . Since ƒt�1 and M are adjacent, there exists a unique k 2 Z such
that zkƒt�1 �M � zkC1ƒt�1. We know that d.ƒ;ƒt�1/D t �1, and hence we
have ƒ�ƒt�1 � zt�1ƒ; therefore we get

zkƒ� zkƒt�1 �M � zkC1ƒt�1 � ztCkƒ:

If k > 0, then vƒ.M /> k > 0, which was excluded by assumption. But if k < 0,
then d.ƒ;M / < t , which is also excluded. Thus we have k D 0, and the claim is
proved. �

The following result explains how to construct some shortest paths algebraically.

Proposition 17. Let L, L0 2 Bn, and let t D d.L;L0/. For k 2 N, let Lk D

Œƒ0 Cmkƒ�, and Mk D Œƒ\mk�tƒ0 �, where ƒ 2 L and ƒ0 2 L0 are such that
vƒ.ƒ

0/D 0. Then d.Lk ;LkC1/D 1 for 06 k 6 t � 1 and Lt DL0. The paths

�min.L;L
0/D .L0;L1; : : : ;Lt / and �max.L;L

0/D .M0;M1; : : : ;Mt /

are shortest paths from L to L0, respectively called the min- and the max-shortest
path from L to L0. For any ƒ-normalized sequence .N0 Dƒ;N1; : : : ;Nt DM /

of a shortest path � 0 from L to L0, one has

Li �Ni �Mi for 06 i 6 t:

Proof. The existential part of the lemma is easy to verify by using Smith bases of the
representatives ƒ 2L and M 2L0, and is left to the reader. First note that the min-
and max-shortest paths are in correspondence under the duality map ƒ 7!ƒ� D

homK .ƒ;O/, so we only need to prove claims on one type of path. Note that the
shortest path interval is symmetric. Indeed, letting �.L0;L/D .L0

0
;L0

1
; : : : ;L0t /,

we have Lk D ŒMƒC zkƒ� and L0
t�k
D ŒƒM C zt�kM �. By definition we have

ƒMCzt�kMDz�vM.ƒ/ƒCz�vM.ƒ/�vƒ.M /�kMDz�vM.ƒ/�k
�
zkƒCz�vƒ.M /M

�
:

Therefore L0
t�k
DLk .

Now we turn to the proof of ƒi DM Cmiƒ�Ni �ƒ\m
i�tM DMi for the

shortest path � 0 D .N0; : : : ;Nt /, which we will prove by induction on the distance
t D d.L;L0/. For convenience, let any path .Œƒ�DL0;L1; : : : ;Lt�1; ŒM �DLt /

be represented by its ƒ-normalized sequence .ƒ;ƒ1; : : : ; ƒt�1; ƒt D M / of
latticesƒi 2Li such that vƒ.ƒi/D0. The claim is obvious for tD1. Let us assume
it holds for any shortest path between pairs of vertices in Bn whose distance is at
most t �1. Suppose then that d.ƒ;M /D t . Let ƒDƒ0 �ƒ1 � � � � �ƒt�1 �M

be the min-shortest path fromƒ to M and letƒ�ƒ0
1
� � � � �ƒ0

t�1
�M represent

the path � of minimal length. By assumption, d.ƒ;ƒ0
t�1
/ D t � 1, therefore
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we have ƒ � ƒ0
t�1
� zt�1ƒ, and by definition, we have ƒt�1 DM C zt�1ƒ.

Therefore, we get

ƒt�1\ƒ
0
t�1 D .M C zt�1ƒ/\ƒ0t�1

DM C .zt�1ƒ\ƒ0t�1/ .because M �ƒ0t�1/

DM C zt�1ƒ .since zt�1ƒ�ƒ0t�1/

Dƒt�1:

Thusƒt�1�ƒ
0
t�1

holds. On the other hand, Mt�1Dƒ\m
�1M is by construction

the largest lattice containing M , contained in ƒ and adjacent to M . Therefore
ƒt�1 �ƒ

0
t�1
�Mt�1. By the induction assumption, the claim is established. �

If D D .d1; : : : ; dn/ are the elementary divisors of Mƒ in ƒ, then the lattices
ƒk on the (normalized) min-shortest path from ƒ to M have elementary divisors
Dk D .min.d1; k/; : : : ;min.dn; k// in ƒ. The differences �k DDk �Dk�1 are
the intermediate elementary divisors as explained in the following:

(5) ƒ
z�1 // ƒ1

z�2 // ƒ2
// � � �

z�t�1 // ƒt�1
z�t // Mƒ

zvƒ.M /
// M:

Let for simplicity I D .1; : : : ; 1/ and `I D .`; : : : ; `/.

Definition 18. For D D .d1; : : : ; dn/ 2 Zn, let v Dmin D, let t Dmax D and

Di D
�
min.d1� v; i/; : : : ;min.dn� v; i/

�
for 16 i 6 t:

The elementary splitting of D is the unique decomposition DD�0C�1C� � �C�t

where �0 D vI 2 Zn and �k DDk �Dk�1 2 f0; 1g
n for 16 k 6 t .

We write �i.D/ if we need to specify the sequence D. The next straightforward
lemma is left to the reader.

Lemma 19. Let EDƒ.M / D �0 C �1 C � � � C �t be the elementary splitting
of EDƒ.M / for ƒ, M 2 ƒ. Then we have �0 D vƒ.M /I and the following
statements hold:

(i) ıi D Tr�i D �M .ƒi/, where ƒi 2 �min.ƒ;M / as in (5).

(ii) �i.EDM .ƒ//D I ��d�iC1.EDƒ.M // for 16 i 6 t . In other terms,

EDM .ƒ/D .�t � vƒ.M //I C .I ��t /C � � �C .I ��1/

is the elementary splitting of EDM .ƒ/.

(iii) Let AD Œƒ� and B D ŒM �. The gallery distance `.A;B/ is given by

`.A;B/D

t�1X
iD1

.n� ıi/ıiC1:



STABLE FLAGS, TRIVIALIZATIONS AND REGULAR CONNECTIONS 301

Note that the sequence ı1; : : : ; ıt is nonincreasing, and that we also have

ıi D jf16 j 6 n j dj > i C vƒ.M /gj:

3. Birkhoff–Grothendieck trivializations

The central result in the theory of holomorphic vector bundles on P1.C/ is the
Birkhoff–Grothendieck theorem, which states that any such bundle is isomorphic
to a direct sum of line bundles. In this section, we take X D P1.C/, and we
investigate what properties of the vector bundle can be retrieved by considering
only the Bruhat–Tits building at a point x 2X .

3.1. The Birkhoff–Grothendieck property. According to Lemma 3, a holomorphic
vector bundle E 2H is completely described by the coset ƒD ŒE� 2H=�x and the
lattice ƒD Ex 2ƒ. Let us take up the notations of Section 2 again. Let V denote
the formalized meromorphic stalk cVx and let B be the corresponding Bruhat–Tits
building. Let B0 D fŒM � jEM is trivialg be the subset of trivializing lattices of B.

Note 20. Strictly speaking, L2B0 contains exactly one lattice M 2L such that the
extension EM is trivial. Any other QM 2L gives a quasitrivial vector bundle E

QM .
There is no real need to make the difference, since one gets a trivial bundle by
simply tensoring with a line bundle.

Lemma 21. B0 ¤∅ for any x 2X and ƒ 2H=�x .

The existence of an analytic trivialization outside of an arbitrary point is a very
general result on holomorphic bundles over complex analytic manifolds. This
much more restrictive algebraicity statement follows easily from the Birkhoff–
Grothendieck theorem.

Proof. Let E 2 ƒ be a representative of the coset ƒ. Let X � D Xnfxg, and
� a neighborhood of x. The Birkhoff–Grothendieck theorem implies that there
exists a sequence of integers .a1; : : : ; an/ 2 Zn, and linearly independent sections
�1; : : : ; �n 2 �.X

�;E/ and z�1; : : : ; z�n 2 �.�;E/ such that z�i D z�ai�i for a local
coordinate z at x. The section �i admits therefore a meromorphic extension at x,
that we still denote �i . The trivial bundle F 2 H0 spanned by .�1 : : : ; �n/ is a
trivialization of E at x as required. �

We say that any such bundle F is a Birkhoff–Grothendieck trivialization of E at x.
We’ll often write BG for short. Let BGx.E/�H0 for the set of BG trivializations
of E at x. Note that any F 2 BGx.E/ corresponds uniquely to a decomposition
of E as a direct sum of line subbundles (a BG decomposition)

(6) ED

nM
iD1

Li :
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Note 22. A line bundle on P is characterized by its degree. Recall that, for any
decomposition (6), if the integers ai D deg Li satisfy a1 > � � � > an, then the
sequence T .E/D .a1; : : : ; an/ is unique and called the type of E.

In the case where the coset ŒE�Dƒ 2H=�x is fixed, we write

BG.ƒ/D fM 2ƒ0
jEM

2 BGx.E/g;

and T .ƒ/ instead of T .E/. The global sections F.X / of a trivial bundle F 2 ŒE�

induce, by taking stalks at x, a form YM in the corresponding lattice M DFx 2ƒ,
that we call the global form of M . The link between the Birkhoff–Grothendieck
theorem and the algebraic structure of the local lattices is then given by the following
straightforward characterization.

Lemma 23. The trivial lattice M is in BG.ƒ/ if and only if there exists a Smith
basis .e/ of M with respect to ƒ that is simultaneously a C-basis of the global
form YM of M .

In this case, the basis .e/ will be called a BG basis for ƒ. We state now the
following result separately for further reference.

Proposition 24. Let E 2H be a holomorphic vector bundle. For any BG trivializa-
tion F of E at any x 2P1.C/, the type T .E/ of the bundle E is equal to the sequence
of elementary divisors EDƒ.M / of the stalk M D Fx with respect to ƒ D Ex

(viewed as lattices in Vx).

The BG trivializations of a bundle E are as a rule not unique, nor is any trivializa-
tion of E necessarily BG. One of the aims of this section is to prove the following
local characterization of BG trivializations. Recall that the Bruhat–Tits building is
endowed with three distance maps: the graph-theoretical distance d , the canonical
metric d and the gallery distance ` (which is actually a pseudodistance on the
vertices).

Theorem 25. Let ƒD Ex . Let �lex be the lexicographic, and �lexrev the reverse
lexicographic orderings on Zn. Then we have:

(i) T .E/Šmin�lexfEDƒ.M /& jM 2ƒ0g Dmax� lexrevfEDƒ.M /& jM 2ƒ0g.

(ii) If M 2ƒ0 then the following conditions are equivalent:

(a) M 2 BG.ƒ/;
(b) EDƒ.M /Š T .E/;
(c) d.ƒ;M /Dmin QM2ƒ0 d.ƒ; QM /;
(d) `.ƒ;M /Dmin QM2ƒ0 `.ƒ; QM /.

(iii) Moreover, if M 2 BG.ƒ/ then d.ƒ;M /Dmin QM2ƒ0 d.ƒ; QM /.
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In other terms, in the set of elementary divisors on ƒ0 with respect to Ex , ordered
by decreasing values, the minimum by direct lexicographic ordering coincides with
the maximum by reverse lexicographic ordering, and this value is exactly the
type T .E/. Moreover, any trivial lattice having T .E/ as elementary divisors is a
BG trivialization of E. Finally, the BG trivializations of a lattice ƒ are exactly
the geodesic projections of ƒ onto ƒ0 for both metrics d and `. This result will
be proved in two steps: Section 3.2 is dedicated to proving the first item and the
implications (a)) (b), (c), (d), (iii), and Section 3.3 to the converse implications.

3.1.1. Monopoles and BG trivializations. Recall from Section 1 that the group
of monopole gauge transforms at x sends a trivial sheaf F to a trivial sheaf zF
such that FjX nfxg D zFjX nfxg. This group is described by the group of unimodular
polynomial matrices GLn.CŒT �/, that is, matrices of the form

P D P0CP1T C � � �CPkT k where 9˛ 2 C�; det P D ˛:

More precisely, assuming that x D 0, a matrix … is a monopole at x if and only
…D P .1=z/ with P 2 GLn.CŒX �/ and z is the standard coordinate on P1.C/.

A trivial bundle F 2 H0 is a trivialization of E 2 H at x if any basis .�/ D
.�1; : : : ; �n/ of global sections of F spans the stalk Ey over the local ring OyD.OX/y
for every y ¤ x. Any other basis of meromorphic sections .z�/ spans a trivializa-
tion zF of E at x if and only if the gauge … from .�/ to .z�/ is a monopole at x. In
particular, since the group of units of CŒX � is C�, a line bundle L admits a unique
trivialization Lx at x.

Lemma 26. Two BG bases for ƒ are related by a �T .ƒ/-parabolic monopole
gauge.

Proof. Consider two BG trivializations M , QM of ƒ, as in the following diagram,
where D D T .ƒ/:

ƒ

P

��

zD
// YM

…

��
ƒ

zD
// Y QM

Since v.Pij / > 0, the gauge … satisfies v.…ij / > dj � di . Therefore …ij D 0 as
soon as dj > di , which means that … is (�D)-parabolic. �

According to the previous section, F is a BG trivialization of E at x if there
exists a basis .�/D .�1; : : : ; �n/ of global sections of F and an integer sequence
D D .d1; : : : ; dn/, such that .e/D .t�d1�1; : : : ; t

�dn�n/ spans the stalk Ex over
the local ring O D .OX /x , where t is a local coordinate at x. This coordinate t

can be arbitrarily chosen, since the local behavior of E only depends on the local
ring O. If we choose as coordinate t a meromorphic function on X , then the sections
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.e/D .t�d1�1; : : : ; t
�dn�n/ form a basis of global (meromorphic) sections of V.

The OX -module zF spanned by .e/ in this case does coincide with E at x, and differs
from it at most on the support of the divisor of the function t .

When X D P1.C/, we can obviously find a function t with divisor .t/D x�y

for any arbitrary point y ¤ x, that we call a global coordinate at x. In this case,
the bundle zF is a BG trivialization of E at y. It is clearly independent of the
global basis .�/ of F, which is defined up to a .�D/-parabolic constant matrix
C 2GLn.C/, and of the specific meromorphic function t , which is only defined up to
a nonzero constant. We call ty.F/D zF the transport at y of the BG trivialization F

of E at x.
Understood otherwise, this is the description of a nontrivial bundle E by means

of two trivial bundles F and zF coinciding outside fx;yg, and glued along the
cocycle g D tD , where .t/D x�y.

3.1.2. The Harder–Narasimhan flag. The Harder–Narasimhan filtration HN.E/
of E over P1.C/ can be obtained (see [Sabbah 2002, p. 65]) from a BG decom-
position E D

Ln
iD1 Li of E as a direct sum of line bundles Li ' O.ai/ of the

appropriate degree, by
Fk.E/D

M
ijai >k

Li :

Locally, the Harder–Narasimhan filtration can be described as follows. Let .e/ be a
BG basis for ƒD Ex . The Harder–Narasimhan flag HNƒ of V D Vx defined by

(7) Fk
D

M
ijai >k

Kei

is independent of the BG basis for ƒ. For a lattice M , define the residual HN flag

H M
ƒ D .HNƒ\M /=mM and, for simplicity, Hƒ

DHƒ
ƒ :

Lemma 27. Let ƒ 2ƒ and let HNƒ be the HN flag of V .

(i) If M 2 BG.ƒ/, then HM
ƒ
D FM .ƒ/, hence Hƒ is transversal to Fƒ.M /.

(ii) Conversely, for any flag F 0 which is transversal to Hƒ, there exists M 2BG.ƒ/
such that Fƒ.M /D F 0.

Proof. Let T D T .ƒ/D diag.a1In1
; : : : ; asIns

/ with ai > aiC1 be the type of the
lattice ƒ, so that

ƒ
zT

�!M

sends the basis .e/ of ƒ into the global basis ."/ D zT .e/ of YM . Let �i DP
16k6i ni , and let generically x denote the class modulo m of a vector x. The i -th

component of the flag H M
ƒ

is spanned by ."1; : : : ; "�i
/, so H M

ƒ
DF M .ƒ/ indeed
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holds. Conversely, the .n�iC1/-th component of Fƒ.M / is FiDhe�iC1; : : : ; eni

while the i -th component Hi of Hƒ satisfies Hi D he1; � � � ; e�i
i; hence both flags

are transversal to each other. Any other BG trivialization QM is obtained from ."/

by a monopole gauge transform … such that P D zT…z�T 2 GLn.O/. According
to Lemma 26, … is block-upper-triangular with respect to the blocks of equal
elements of T , hence so is P . Let P 2 GT .C/. If z is a global coordinate, the
matrix z�T PzT is a monopole. The orbit of ."/ under the set of the constant
T -parabolic matrices covers the set of all flags in E which are transversal to the
image of HN.E/x in E. �

For any BG trivialization F of E at x, let Y D �.X;F/ be the C-vector space
of global sections of F. The Harder–Narasimhan filtration HN.E/ also induces
a canonical filtration HNƒ.Y / of C-vector spaces of Y . To avoid defining new
concepts, we will also refer to this filtration as the Harder–Narasimhan filtration
of Y . Note that it depends solely on the lattice ƒ 2ƒ.

3.2. Modification of the type. We wish to answer algebraically the following ques-
tion: “what does the type of E become when the stalk Ex Dƒ at x is replaced by
another lattice zƒ?” It turns out that the question can be very explicitly answered
when the lattice zƒ is not too far from ƒ, namely at distance 1 in the graph-theoretic
distance of the Bruhat–Tits building. The following proposition generalizes a result
of Gabber and Sabbah.

Proposition 28. Let E '
Ln

iD1 O.ai/ be a holomorphic vector bundle on X D

P1.C/, with a1 > � � � > an, and let x 2 X . Let zƒ 2 ƒx be a lattice such that
mxEx �

zƒ� Ex . Let E D Ex=mxEx be the local fiber at x, let

H WH0 D 0�H1 � � � � �Hs DE

be the residual HN flag in E, and W D zƒ=mxEx the image of zƒ. Assume that the
type of E is written as

aD . a1; : : : ; a1„ ƒ‚ …
n1 times

; a2; : : : ; a2„ ƒ‚ …
n2 times

; : : : ; as; : : : ; as„ ƒ‚ …
ns times

/:

Then the modified bundle FD E
zƒ has type

QaD . a1; : : : ; a1„ ƒ‚ …
m1 times

; a1� 1; : : : ; a1� 1„ ƒ‚ …
n1�m1 times

; : : : ; as; : : : ; as„ ƒ‚ …
ms times

; as � 1; : : : ; as � 1„ ƒ‚ …
ns�ms times

/

where mi D dimC Hi \W � dimC Hi�1\W .

Proof. This is explained in the following scheme. Let ƒ D Ex , and let t be a
local coordinate at x (that we assume without loss of generality to be 1). Let
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D D diag.a1; : : : ; an/ be the elementary divisors of the BG trivialization M in ƒ
(or, in this case, the type of E).

(8) YM W .y/
t�DP0tD

// Y QM W . Qy/

ƒ W .e/

tD

OO

P0 //

�

��

."/

tD

OO

tT
// . Qe/ W Qƒ

tD�T
ee

E Dƒ=tƒ W .e/
P0 // .u/ WW

ˆ�1
ƒ

99

Let .e/ be a basis of ƒ, such that .�/D .tDe/ is a basis of the form YM . Under
the canonical projection � W ƒ! E D ƒ=tƒ, the HN filtration of ƒ descends
to a flag of C-vector spaces H W 0 D H0 � � � � � Hs D E, and the quotient
basis .e/ is a basis respecting this flag. Let tƒ � zƒ � ƒ be the new lattice,
and let W � E be the subspace it is projected upon by � . Let .u/ be a basis
respecting both W and the flag H , and let P0 be a change of basis from .e/ to
.u/. Consequently, the matrix P0 belongs to the parabolic subgroup PH stabilizing
the flag H ; therefore it is block-upper-triangular, with blocks given by the equal
elements among the ai . Define now the basis ."/ of ƒ as the image of .e/ under
the constant gauge P0. Here is where d.ƒ; zƒ/ 6 1 is important: the basis ."/ is
a Smith basis of zƒ (this would be not necessarily true if the lattices were further
apart). Let T D diag.t1; : : : ; tn/ be the diagonal matrix such that tiD 0 if �."i/2W

and ti D 1 otherwise. Then . Qe/D tT ."/ is a basis of zƒ. Let now .z"/D tD."/ be
the basis of zM deduced from ."/. The matrix of the basis change from zƒ to zM
corresponding to the bases .�/ and .z"/ is equal to QD t�DP0tD D .P0/ij tdj�di .
Now, since P0 2 PH , we have .P0/ij D 0 whenever di � dj < 0. Therefore this
gauge QD 1

tk Qk C � � �CQ0 is a Laurent polynomial in t with only nonpositive
terms, where moreover Q0 2 GLn.C/. Since X D P1.C/, it is possible to choose
as local coordinate at1 a meromorphic function with divisor .1/� .0/, namely
t D 1=z. Accordingly, Q is a polynomial in z, whereas det QD det P0 2C�. Hence
Q 2GLn.CŒz�/ is a monopole gauge. Since .�/ was a basis of global meromorphic
sections of E, then .z"/ also is. Therefore zM 2B0 is a trivializing lattice. Moreover,
zM is a BG trivialization of both E and FD E

zƒ, because the basis .z"/ is a Smith
basis for ƒ and zƒ. Therefore, we can explicitly compute the new elementary
divisors of zƒ in zM , which are given by the matrix D�T . Summing up, we see that
the change of lattice has subtracted 1 from all the elementary divisors corresponding
to the vectors of the basis ."/ whose image under � do not fall into the subspace W .
We obtain the Harder–Narasimhan filtration of the modified bundle by reordering
the type by decreasing values. �
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Proposition 28 generalizes the construction given by Sabbah based on an idea of
O. Gabber in [Sabbah 2002, Proposition 4.11] (where only the case where W is
one-dimensional is tackled). This result is independent of the valuation of zƒ, and
can thus be formulated as follows.

Corollary 29. Let ƒ, zƒ 2 ƒ, and let H D .HNƒ \ƒ/=mƒ be the residual HN
flag and F D Fƒ.zƒ/ D .0 � W � ƒ=mƒ/ the flag induced by zƒ in ƒ=mƒ. If
d.ƒ; zƒ/D 1, then we have

T .zƒ/Š T .ƒ/&� �
�
EDƒ.zƒ/%

�
where � 2 �.F ;H / represents the relative position of F and H . Actually, one can
even say, putting zH D .HN zƒ\ƒ/=mƒ, that

T .zƒ/& D �.H ; zH /T .ƒ/&� �.F ; zH /
�
EDƒ.zƒ/%

�
:

Proof. With the notations of the diagram (8), the basis . Qy/ is a common BG basis for
ƒ and zƒ. Therefore, the HN flags are spanned in . Qy/ over K by the flags of indices
S&.D/ and S&.D�T /, respectively. By applying any representative of the coset
�.H ; zH / to D �T , one gets T .zƒ/&. Therefore, T .zƒ/& D �.H ; zH /T .ƒ/& �

�.H ; zH /�.F ;H /.EDƒ.zƒ/%/. Take as representatives of the cosets �.H , zH /

and �.F ;H / their minimal length element (see, e.g., [Abramenko and Brown 2008,
Proposition 2.23, p. 83]). Since the quotient basis ."/ of ƒ=mƒ is adapted to the
three flags H , zH and F , we get �.H ; zH /�.F ;H /D �.F ; zH / [Abramenko and
Brown 2008, Lemma 5.55, p. 236]. �

Corollary 30. Let ƒ 2ƒ. Then we have

(i) BG.ƒ/¤∅,

(ii) for any adjacent lattice zƒ, we have BG.ƒ/\BG.zƒ/¤∅,

(iii) all the elements in a chamber of Bn have a common BG trivialization.

Proof. According to Proposition 28, if a lattice ƒ admits a BG trivialization, so
does M for any adjacent lattice M . However, according to Proposition 17, two
lattices are always connected by a path of adjacent lattices. Since a trivial lattice
is its own BG trivialization, the two first results are simultaneously established.
The third stems from the fact that any chamber appears as a complete flag in the
quotient space of any representative. According to Bruhat’s lemma, there is a
basis respecting simultaneously two flags, in this case the one corresponding to the
chamber and the one induced by the HN filtration. �

3.2.1. An algorithm to compute a Birkhoff–Grothendieck trivialization. Let x 2X ,
and let ƒD ŒE�x be the �x-equivalence class of E. Let ƒD Ex and M DFx 2ƒ

where F is an arbitrary trivialization of E at x. In this local setting, we “see” the
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global sections of F as the global form Y �M . An arbitrary trivialization of E is
not necessarily BG. The following result is easily established.

Lemma 31. Let M 2 BG.ƒ/. Then we have

(i) M 2 BG.zkƒ/ for k 2 Z,

(ii) M 2 BG.ƒ0/ for any lattice ƒ0 on the shortest path �min.ƒ;M /.

Proposition 28 allows to construct effectively from an arbitrary trivialization M a
BG one, by following shortest paths in the Bruhat–Tits building from M to Ex . The
following result shows how to start the construction. We can assume that vM .ƒ/D0.

Lemma 32. Let M 2ƒ0 be a trivial lattice in Bn. For any lattice ƒ 2ƒ such that
d.ƒ;M / D 1, we have M 2 BG.ƒ/. More precisely, let Y �M be the global
form of M . For any basis .e/ respecting W Dƒ=mM , the Y -basis .eY / is a Smith
basis for ƒ.

Proof. Assume that .e/ satisfies the assumptions of the lemma. Then, accord-
ing to Lemma 13, the Y -basis .eY / is a Smith basis of M for ƒ. Since it is a
basis of the global form of M , the result follows, and in particular, the Harder–
Narasimhan filtration of the corresponding bundle is equal to the Y -lifting of the
flag .0�W �M=mM /. �

If there existed a Smith basis of M for ƒ which spanned simultaneously YM ,
the lattice M would be a BG trivialization of ƒ, and the sequence EDƒ.M / would
represent the type of E.

Theorem 33. Let ƒ 2ƒD ŒE�, and let M 2ƒ0 be an arbitrary trivial lattice. Let
EDƒ.M /D�0C� � �C�t be the elementary splitting of EDƒ.M /. There exists a
sequence of permutations wk 2 Sn such that the type T .ƒ/ satisfies

T .ƒ/Š�0Cw1�1Cw2�2C � � �Cwt�t :

Proof. We prove the result first on the sequence D D EDM .ƒ/ D �EDƒ.M /.
Let � D .M DM0;M1; : : : ;Mt DƒM / be (a normalized representative of) the
min-shortest path from ŒM � to Œƒ�. Let D D EDM .ƒM / D .k1In1

; : : : ;ksIns
/

where 0D k1 < � � �< ks D t . Consider the elementary splitting of D

(9) D D�1C � � �C�t where �i D .0n�mi
; Imi

/

for a nonincreasing sequence .mi/. Recall that

Dk D�1C � � �C�k D EDM .Mk/:

Let .e/ be a Smith basis of M for ƒ, and let .e.k// D zDk .e/ for 0 6 k 6 t

(with D0 D 0 by convention). The induced basis .e.k// of Ek D Mk=mMk

respects both flags F Mk .M / and F Mk .ƒ/. With the help of Proposition 28,
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we construct a BG trivialization QMkC1 of the k-th element Mk of the shortest
path � , which is simultaneously a BG trivialization of ƒM C mMk D ƒM C

m.ƒM CmkM /DMkC1.
Let us describe this in more detail. By assumption, there exists a BG basis .�/

of QMk for Mk . Let

T D ED QMk
.Mk/

% and T 0 D EDMk
.ƒM /%:

Let .y/D zT .�/ be the corresponding basis of Mk , and ."/ a Smith basis of Mk

for ƒM . The gauge U from .y/ to ."/ can be factored as

(10) U D U0.I C tU 0/ with U0 2 GLn.C/:

Since .�/ is a basis of the global form Y QMk
, the basis .y/ of E DMk=mMk is

strictly adapted to the HN flag

H .k/
D .HNMk

\Mk/=mMk :

Similarly, ."/ is strictly adapted to the flag F .k/ D F Mk .ƒM /. Let B be the
standard Borel subgroup of GLn.C/. By the Bruhat decomposition, the group
GLn.C/ is a disjoint union of double cosets:

GLn.C/D
a
w2W

BwB

where W is the Weyl group W DSn. The constant term U0 of the gauge U belongs
to only one such cell: let w 2 Sn be the label of the corresponding Schubert cell.
We have a decomposition U0DQPwQ0�1 with Q, Q0 2B, where Pw is the matrix
representation of the permutation w. Accordingly, the gauge transforms Q and Q0

respect, respectively, the flags H DH .k/ and F D F .k/. In the quotient space E,
we have:

E W .y/

U0

��

Q // E W .y0/

Pw
��

E W ."/
Q0 // E W ."0/

The gauge U0 represents geometrically the change of a basis that spans the Harder–
Narasimhan flag H to one that spans the flag F induced by ƒ; therefore w is a
representative of the relative position �.H ;F /.

Let T 0D�kC1C� � �C�t be the elementary splitting of T 0. Since ."/ respects the
flag F , it will in particular respect the trace of the first element MkC1DƒCmMk

of the shortest path �min.Mk ; ƒ/; therefore any lifting of ."/ will be a Smith basis
of MkC1 with elementary divisors �kC1. Put T 00 D T 0 ��kC1. The previous
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scheme gets thus lifted to the following complete picture.

Y QMk
W .�/

tT

��

tT Qt�T

// Y QMkC1
W .� 0/

tT

��

tTCw�1�kC1

��
Mk W .y/

U

��

U0

��

Q // Mk W .y
0/

Pw

��

tw
�1�kC1 // MkC1

Pw

��
Mk W . Qy/

Q0 //

ICtU 0

��

Mk
t�kC1 //

ICtQ0�1U 0Q0

��

MkC1

QU2GLn.O/

��
Mk W ."/

Q0 //

tT 0

��

Mk W ."
0/

tT 0

��
tT 0

��

t�kC1 // MkC1

tT 00

��
ƒM ƒM ƒM

As a result, the elementary divisors of MkC1 with respect to the common BG
trivialization QMkC1 of Mk and MkC1 are not T C�kC1 (as with respect to QMk),
but T Cw�1�kC1; namely, the elements of �kC1 have been twisted according to
the permutation w�1 D �.F ;H / indexing the Bruhat cell that contains the matrix
U0 2GLn.C/. The resulting matrix zT D T Cw�1�kC1 is not necessarily ordered
by increasing values: therefore we cannot ensure that wkC1 D �.F ;H /, since
the ordered diagonal has the form �T C �w�1�kC1. According to Corollary 29,
however, we know that we can take

� D �.H Mk ;H
MkC1

Mk
/D �.HNMk

;HNMkC1
/:

Thus

zT% D �.HNMk
;HNMkC1

/T C �.H Mk ;H
MkC1

Mk
/�.F .k/;H Mk /�kC1:

Putting Tk D ED zMk
.Mk/

%, we get

(11) TkC1 D �.HNMk
;HNMkC1

/Tk C �
�
F Mk .ƒ/;H

MkC1

Mk

�
�kC1:

At the end of at most t steps, the lattice QMt is a BG trivialization of ƒM , and
thus of ƒ. We have zT D w1�1Cw2�2C � � �Cwt�t such that

QMt
z
zT
// ƒM

zvM .ƒ/
// ƒ:
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Since T .ƒ/D EDƒ. QMt /D� zT � vM .ƒ/, we get

T .ƒ/D��0�w1�1�w2�2� � � � �wt�t

D��0� tI Cw1.I ��1/C .I �w2�2/C � � �C .I �wt�t /

D .��0� tI/Cwt .I ��t /Cwt�1.I ��t�1/C � � �Cw1.I ��1/:

By Lemma 19, the result is established. Note that a similar relation holds for
EDM .ƒ/, and that if T .ƒ/D�0Cw1�1Cw2�2C� � �Cwt�t , then T .ƒk/D

�0CwkC1�kC1C � � � Cwt�t for the normalized elements ƒk of the shortest
path �min.ƒ;M /. �

We can even specify an actual (noneffective) formula for the permutations wi

appearing in T .ƒ/%D�0Cw1�1Cw2�2C� � �Cwt�t , attached to the shortest
path

ƒ
z�1 // ƒ1

z�2 // ƒ2
// � � �

z�t�1 // ƒt�1
z�t // Mƒ

z�0 // M I

namely,

wi D �.HNƒ1
;HNƒ/ � � � �.HNƒi�1

;HNƒi�2
/�
�
Fƒi .ƒ/;H

ƒi�1

ƒi

�
:

The formula cannot be reduced as in Corollary 29 since there is not necessarily an
apartment adapted for three such consecutive flags.

3.2.2. The abacus. Theorem 33 has a nice combinatorial interpretation in terms
of Young diagrams. For any integer sequence D D .d1; : : : ; dn/ 2 Zn, let D D

�0C� � �C�t be the elementary splitting of D. For wD .w1; w2; : : : ; wt /2 .Sn/
t ,

let w.D/ D �0 Cw1�1 Cw2�2 C � � � Cwt�t . The abacus of D is the set of
sequences

ab.D/D fA 2 Zn
j 9w 2 .Sn/

t ;AD w.D/g:

The name comes from the following analogy. Let Y .D/ be the Young diagram
with n rows whose respective lengths are the elements of D0 DD�min D 2 Nn,
assumed to be arranged in increasing order (rows of length 0 are included). Assume
from now on that min D D 0. Let d�i D jf1 6 j 6 n j dj > igj be the number
of boxes in the i-th column of Y .D/. The sequence D� D .d�

1
; : : : ; d�t / where

t Dmax D is the dual sequence of D. The elementary splitting of D is given by
�i D .0n�d�

i
; Id�

i
/. In view of Lemma 19, put

`.D/D

t�1X
iD1

.n� d�i /d
�
iC1:

Any sequence A in the abacus ab.D/ of D 2 Zn comes from a box diagram
obtained from Y .D/ by allowing to move some boxes only vertically inside the
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Figure 1. The Young diagram Y .D/ of the sequence D D

.0; 1; 1; 2; 4; 4/, and an element A D .2; 2; 2; 1; 2; 3/ 2 ab.D/,
featuring the moved boxes (in shades of gray), so that A% D

.1; 2; 2; 2; 2; 3/. The complement (thin gray line) corresponds
to the sequence D0 D .0; 0; 2; 3; 3; 4/, and the bijection from
Lemma 35, to reversing the arrows.

whole corresponding column of length n. The diagram thus obtained, that we call
an abacus diagram, can have nonadjacent boxes (as shown in Figure 1). For any
such diagram, the sequence .a1; : : : ; an/ of number of boxes contained in each of
the n rows is the required element of ab.D/.

Lemma 34. Let DD�1C� � �C�t be the elementary decomposition of D 2 .Zn/%,
and let AD w1�1C � � �Cwt�t 2 ab.D/. There exist w0

1
; : : : ; w0t 2 Sn such that

w01�1C � � �Cw
0
i�i D .w1�1C � � �Cwi�i/

% for all 16 i 6 d:

Proof. We proceed by induction on the number s of columns in Y .D/. Let Y

be the Young diagram for D D .d1; : : : ; dn/ and zY the one obtained from Y by
erasing the last column, i.e., corresponding to the sequence zT D .�1; : : : ; �t�1/.
Let zD D . Qd1; : : : ; Qdn/ be the associated sequence. Then we have di D

Qdi for
16 i 6 n�d�t and di D

QdiC1 for n�d�t C16 i 6 n. An element A2 ab.D/ given
by the permutations w D .w2; : : : ; wt / corresponds uniquely to the pair . zA; wt /

where zA 2 ab. zD/ is given by the restriction zw D .w2; : : : ; wt�1/.
The claim is clear for t D 1, so assume that it is established for any zD such that

� zD6 t�1. We have DD�1C� � �C�tD
zDC�t where zDD�1C� � �C�t�1 is the

elementary decomposition of zD. Let A 2 ab.D/ be described by the number ai of
boxes in the i -th row for 16 i 6n, and let zAD . Qa1; : : : ; Qan/ be the restriction of A to
the t�1 first columns. Let JDfi jaiD QaiC1g. Note that JDwt .fn�d�t C1; : : : ; ng/,
and thus jJj D d�t . According to the assumption, we can find w0

1
; : : : ; w0

t�1
such

thatw0
1
�1C� � �Cw

0
i�iD .w1�1C� � �Cwi�i/

% for all 16 i 6 t�1. In particular,
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we can assume that Qa1 6 � � � 6 Qan. If there exists an index i such that ai > aiC1

holds, then we have necessarily Qai D QaiC1 D aiC1 and ai D Qai C 1, so i 2 J

and i C 1 … J. Exchanging i and i C 1 will not change the resulting sequence A

when reordered, so one can avoid the inversion by putting w0t D .i; i C 1/wt , so
that i … J and i C 1 2 J instead. By repeating this procedure for all the inverted
indices, we get the claimed result for t . �

For an n� t rectangular matrix M D .Mi;j /, define the row sum vector

r.M /D .r1; : : : ; rt /; rj D

nX
iD1

Mi;j ;

and column sum vector

c.M /D .c1; : : : ; cn/; ci D

tX
jD1

Mi;j :

An element A 2 ab.D/ in the abacus of D can also be seen as a .0; 1/ rectangular
n� t matrix A D .Ai;j / where Ai;j D 1 whenever i 2 wj .fn� d�j C 1; : : : ; ng/

holds. This matrix A has row sum vector r.A/ D D�, and column sum vector
c.A/D A. Recall that for two sequences p D .p1; : : : ;pn/ and q D .q1; : : : ; qt /

having the same sum, one says that p dominates q when
Pk

iD1 qi 6
Pk

iD1 pi for
all integers k, where one completes the missing elements with 0. The following
lemma sums up the behavior of the quantities introduced in Section 2.1 under the
abacus transformations.

Lemma 35. Let D 2 Zn.

(i) The maps max, �, i , ` and k � k all attain their maximum over ab.D/ at D.
The map min attains its minimum at D.

(ii) For any sequence A 2 ab.D/, the following hold:

(a) max ADmax D () i.A/D i.D/,
(b) �AD�D () max ADmax D and min ADmin D,
(c) kAk D kDk () `.A/D `.D/ () A% DD%.

Moreover, the map A 7!max D�A is a bijection between ab.D0/ and ab.D0/.

Proof. We will only prove the claims about `.D/ and kDk, since the others are easily
derived from their definitions. Although the assertions are similar, the methods
of proof will be different. Let us start with `. Assume without loss of generality
that min D D 0. According to Lemma 34, one can also assume that ADA% holds.
Define the integers ki by induction as k1Da�

1
�d�

1
and kiDa�i �d�i Cki�1 for i >2.

Since A can be seen as a .0; 1/ matrix A with r.A/DD� and c.A/DA, the Gale–
Ryser theorem [Krause 1996] implies that c.A/� D A� dominates r.A/ D D�.
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Therefore
kX

iD1

d�i 6
kX

iD1

a�i

for all integers k. Hence ki > 0 for all i . Putting k0 D kt D 0, we then have
a�i D d�i � ki�1C ki for 16 i 6 d . According to the definition, we have

`.A/D

t�1X
iD1

.n�a�i /a
�
iC1 D

t�1X
iD1

.n�d�i Cki�1�ki/.d
�
iC1�kiCkiC1/

D

t�1X
iD1

.n�d�i /d
�
iC1C.ki�1�ki/.d

�
iC1�kiCkiC1/�.ki�kiC1/.n�d�i /

D `.D/�

t�1X
iD1

.ki�kiC1/.n�d�i Cd�iC1CkiC1�ki/:

After some algebraic manipulation, we get

`.A/�`.D/D�k1

�
n�d�1Cd�2 �k1Ck2�.d

�
3 �k2Ck3/

�
� � � �

t�2X
iD2

ki

�
d�iC1�kiCkiC1�.d

�
iC2�kiC1CkiC2/Cd�i�1�d�i

�
� � � �kt�1.d

�
t �kt�1CktCd�t�2�d�t�1/

D�k1.n�d�1Ca�2�a�3/ � � � �

t�2X
iD2

ki.a
�
iC1�a�iC2Cd�i�1�d�i /

� � � �kt�1.a
�
t Cd�t�2�d�t�1/:

Since both sequences .d�i / and .a�i / are nonincreasing, we get `.A/6 `.D/. More-
over, if `.A/D `.D/ holds, then all these terms must be zero. Let us prove then
by induction that ki D 0 for all i . If k1 ¤ 0, then one has n D d�

1
and a�

2
D a�

3
.

Since a�
1
> d�

1
, one must therefore have a�

1
D n, so k1 D 0 holds, and hence

we get d�
1
D a�

1
. Assume now that kj D 0 and a�j D d�j hold for j 6 i � 1.

If ki ¤ 0 then one has a�i > d�i and d�
i�1
D d�i (and a�

iC1
D a�

iC2
also). But

then d�
i�1
D d�i D a�

i�1
> a�i > d�i , so we have d�

i�1
D d�i D a�

i�1
D a�i . Thus

ki D a�i � d�i C ki�1 D 0, and so the result for ` is established.
Let us turn now to k � k. We can assume here that w1 D id. We proceed by

induction on the number t of columns in the Young diagram Y .D/. Like in the
proof of the previous result, the restricted column sequence T 0 D .�1; : : : ; �t�1/

corresponds to the Young diagram Y .D0/ of D0 D .d 0
1
; : : : ; d 0n/ with di D d 0i for

1 6 i 6 n� d�t and di D d 0i C 1 for n� d�t C 1 6 i 6 n. By the König–Huygens
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identity, we have

kDk D

nX
iD1

�
di �

Tr D

n

�2

D

nX
iD1

d2
i �

.Tr D/2

n

D

n�d�tX
iD1

.d 0i/
2
C

nX
iDn�d�t C1

.d 0i C 1/2�
.Tr D0C d�t /

2

n

D

nX
iD1

.d 0i/
2
�
.Tr D0/2

n
C d�t C 2

nX
iDn�d�t C1

d 0i �
2d�t Tr D0C .d�t /

2

n

D kD0kC d�t C 2d�t .t � 1/�
2d�t Tr D0C .d�t /

2

n
:

Let ADw.D/ 2 ab.D/ with w D .w2; : : : ; wt / and A0 Dw0.D0/ 2 ab.D0/ where
w0 D .w2; : : : ; wt�1/.

For t D 1, the claim is clear, for kw.D/k D kDk and w.D/% D D for any
w 2 .St /

n. Assume then that for any diagram Y 0 D Y .D0/ with at most t � 1

columns, we have kA0k6 kD0k for A0 2 ab.D0/, and kA0k D kD0k if and only if
.A0/% DD0. Let Y D Y .D/ have t columns. Let A 2 ab.D/ be described by the
number ai of boxes in the i -th row for 16 i 6 n, and let A0 D .a0

1
; : : : ; a0n/ be the

restriction of A to the t � 1 first columns. Let again JD fi j ai D a0i C 1g. Then
one has

kAk D

nX
iD1

a2
i �

.Tr A/2

n
D

X
i2J

.a0i C 1/2C

nX
i…J

.a0i/
2
�
.Tr A0C d�t /

2

n

D

nX
iD1

.a0i/
2
�
.Tr A0/2

n
CjJjC 2

nX
i2J

a0i �
2d�t Tr A0C .d�t /

2

n

D kA0kC d�t �
2d�t Tr A0C .d�t /

2

n
C 2

nX
i2J

a0i :

By construction, we have Tr A0 D Tr D0, so, under the induction assumption, we
get

kAk6 kD0kCd�t �
2d�t Tr D0C .d�t /

2

n
C2

nX
i2J

a0iDkDkC2

�X
i2J

a0i�d�t .t�1/

�
:

Since a0i 6 t�1Dmax D0 holds by construction, and jJj D d�t , we get kAk6 kDk.
Moreover, kAk D kDk can only happen when a0i D t � 1 for i 2 J. In this case,
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we get

kA0k D kDk�

�
d�t C 2d�t .t � 1/�

2d�t Tr D0C .d�t /
2

n

�
D kD0k:

By the induction assumption, we have .A0/% DD0, and by the definition of J, we
get ai D a0iC1D d Dmax D for i 2 J. Therefore, we get d�t elements in A which
are equal to d , and hence A% DD. �

3.2.3. Local criteria for BG trivializations. In this section, we use the fact that the
type T .ƒ/ is an element of ab.EDƒ.M // for any trivial M 2ƒ0 to derive local
criteria satisfied by the BG trivializations. Let d.ƒ;ƒ0/DminM2ƒ0 d.ƒ;M /.

Lemma 36. Let ƒ 2ƒ be a lattice. For any M 2ƒ0, we have

d.ƒ;M /D d.ƒ;ƒ0/() vƒ.M /D max
QM2ƒ0

vƒ. QM / and vM .ƒ/D max
QM2ƒ0

v QM .ƒ/:

If M 2 BG.ƒ/, then ı.ƒ;M /Dmin QM2ƒ0 ı.ƒ; QM / for ı 2 fd;d ; `g.

Proof. Let ƒ0 3 QM
zD

�!ƒ represent the elementary divisors of an arbitrary trivial-
ization QM of ƒ. The BG algorithm of Section 3.2.1 can be applied to QM to obtain
M 2 BG.ƒ/, as in the following scheme, where AD w.D/ 2 ab.D/:

ƒ0 3 QM ƒ
zD
oo zA

// M 2 BG.ƒ/ :

By definition, we have T .ƒ/ Š A. By Lemma 35, for any QM 2 ƒ0, we have
vƒ. QM /Dmin D6min ADvƒ.M / and v QM .ƒ/D�max D6�max ADvM .ƒ/.
This holds for any trivial QM ; hence, for any BG trivialization M 2 BG.ƒ/, we get

vƒ.M /D max
QM2ƒ0

vƒ. QM / and vM .ƒ/D max
QM2ƒ0

.v QM .ƒ//:

On the other hand, we have, for any QM 2ƒ0,

d.ƒ; QM /D�vƒ. QM /�v QM .ƒ/>�vƒ.M /�vM .ƒ/Dd.ƒ;M / for M 2BG.ƒ/:

The rest in a direct consequence of Lemma 35. �
Proposition 37. Let ƒ 2ƒ. Then

T .ƒ/Dmax
� lex
fEDƒ.M /% jM 2ƒ0

g D min
� lexrev
fEDƒ.M /% jM 2ƒ0

g:

Proof. Let M 2 ƒ0, and let D D .d1; : : : ; dn/ D EDƒ.M /%. By Theorem 33,
there exists w D .w1; : : : ; wt / 2 .Sn/

t such that w.D/ Š T .ƒ/, and we can,
by Lemma 34, ensure that w.D/ D T .ƒ/%. Representing D as its Young dia-
gram Y .D/, the sequence T .ƒ/ is given by an abacus diagram A 2 ab.D/ derived
from Y .D/ by moving boxes vertically (downwards), and such that the number
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of boxes ti in row i weakly increases with the row index (i.e., tiC1 > ti). Then
we have d1 D vƒ.M / 6 t1 D max QM2ƒ0 vƒ. QM /. Suppose that d1 D t1, and
assume that d2 > t2 holds. Accordingly some boxes from the second row must be
lowered. Therefore, we necessarily have t1 > d1. This contradicts the maximality
assumption on vƒ.M /. Thus d2 6 t2, and so t2 D maxM2ƒ0;vƒ.M /Dt1

dƒ
2
.M /.

Let i D maxfj j dk D tk for k 6 j g and assume that diC1 > tiC1 holds. The
same argument holds and shows that diC1 6 tiC1. Therefore we have proved
that ti DmaxM2ƒ0;dƒ

k
.M /Dtk ;16k6i�1 dƒi .M /. A similar argument starting from

dn D�max vM .ƒ/ proves the second relation. �

This result establishes the first part of Theorem 25. The proof will be complete
when we prove that M is indeed a BG trivialization of ƒ if and only if M 2ƒ0

and EDƒ.M /Š T .ƒ/. This will be established in the next section.

3.3. The permutation lemma. In the previous section, we showed how to construct
a lattice M whose global form YM contains a Smith basis for a given lattice ƒ.
The following result allows us to give a fairly complete geometric view of the set
of BG trivializations. We recall that a principal minor of a matrix A 2 gln.C/ is a
minor AI;I where I � Œn� obtained by deleting rows and columns whose indices
are not elements of I .

Proposition 38 (permutation lemma). Let D D .d1; : : : ; dn/ 2 Zn be an integer
sequence and P 2 GLn.CŒŒt ��/ a lattice gauge.

(1) (Bolibrukh) There exist a permutation � 2 Sn and a lattice gauge QP 2
GLn.CŒŒt ��/ such that

…D t�DP�1t�D QP 2 GLn.CŒt
�1�/;

where tD D diag.td1 ; : : : ; tdn/ and �D D .d�.1/; : : : ; d�.n//.

(2) There exists moreover a lattice gauge Q 2 GLn.O/ such that tD…DQtD .

(3) Furthermore, one can choose � D 1 in item (1) if and only if all principal
minors of P .0/ indexed by the elements of the ascending flag D% are nonzero.

We will give a self-contained proof of this result, following for the first item, due
to Bolibrukh, the same lines as the proof of this lemma given in [Ilyashenko and
Yakovenko 2007]. Item (2) is, up to our knowledge, new, as well as the necessity
statement in (3) (sufficiency appears in the cited work). The proof proceeds by
induction, using the following simple lemma.

Lemma 39. Let d 6 n and

T D

�
Id 0

0 0n�d

�
:
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Let H D
�

A
C

B
D

�
2GLn.CŒŒt ��/ be a lattice gauge matrix, decomposed as a 2�2-block

matrix according to the blocks of T . If det A.0/¤ 0, then there exists a monopole
gauge matrix

…D

�
Id t�1 z…

0 In�d

�
with z… a constant matrix, such that zH D t�T HtT… is a lattice gauge matrix; that
is, zH 2 GLn.O/.

Proof. For simplicity, put M0 DM.0/ for a holomorphic matrix M . One checks
that putting z…D�A�1

0
B0, we have

zH D t�T HtT…D

�
A zB

tC zD

�
;

where
zB D t�1.BCA z…/ and zD DDCC z…:

By construction, the residue of zB is equal to B0 �A0A�1
0

B0 D 0, and hence zB
is holomorphic; therefore zH also is. To check that zH 2 GLn.O/, it is sufficient to
check the invertibility of

zH0 D

�
A0

zB0

0 D0�C0A�1
0

B0

�
:

By assumption A0 is invertible, and it is well-known that the Schur complement
D�CA�1B is invertible when

�
A B
C D

�
2 GLn.C/ and A both are so. �

Note that the upper-left block of H appears unchanged in zH . Note also that

H D tT…D

�
tId

z…

0 In�d

�
:

Geometrically, we can summarize the construction of Lemma 39 as the following
scheme.

ƒ
H //

tT

��

ƒ
tT

//

H
��

M

…
||

Qƒ
QH // Qƒ

We need two technical lemmata before giving the actual proof of the permutation
lemma. Let D denote the integer sequence

. d1; : : : ; d1„ ƒ‚ …
n1 times

; : : : ; ds; : : : ; ds„ ƒ‚ …
ns times

/
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with di > diC1. We say that a matrix H is strongly D-parabolic if it has the form

H D

0B@td1In1
� � � Pij

td2In2

:::

0 tds Ins

1CA ;
where Pij is a ni�nj polynomial matrix in t satisfying deg Pij <di and v.Pij />dj .

Lemma 40. Let H be strongly D-parabolic, and let

H 0 D

�
tIm

z…

0 In�m

�
;

where z… is a constant matrix and m 6 n1. Then the product HH 0 is strongly
D0-parabolic, where D0 D . d1C 1; : : : ; d1C 1„ ƒ‚ …

m times

; d1; : : : ; d1„ ƒ‚ …
n1�m times

; : : : ; ds; : : : ; ds„ ƒ‚ …
ns times

/.

Proof. Let D D . d2; : : : ; d2„ ƒ‚ …
n2 times

; : : : ; ds; : : : ; ds„ ƒ‚ …
ns times

/. The matrix H can be written as

H D

�
td1In1

P

0 H

�
;

where H is strongly D-parabolic, and P D .P2 � � � Ps/where the blocks Pi satisfy
deg Pi < d1 and v.Pi/> di . Then, if mD n1, the product HH 0 is simply

HH 0 D

�
td1C1In1

td1 z…CP

0 H

�
:

Otherwise, we split the matrices in 3� 3-blocks, as

HH 0 D

0@tmIm 0 P1

0 td1In1�m P2

0 0 H

1A0@tIm
z…1

z…2

0 In1�m 0

0 0 In�n1

1A
D

0@td1C1Im td1 z…1 td1 z…1CP1

0 td1In1�m P2

0 0 H

1A :
In both cases, we see that the product HH 0 is strongly D0-parabolic as requested. �

In the following lemma, we prove that the factorization in Proposition 38 exists
if and only if the condition on the minors of the constant term holds.

Lemma 41. Let P , Q 2 GLn.O/, and let

D D . d1; : : : ; d1„ ƒ‚ …
n1 times

; : : : ; ds; : : : ; ds„ ƒ‚ …
ns times

/
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with di > diC1. Assume that … D z�DPzDQ 2 gln.CŒŒ1=z��/. Decomposing a
matrix M in blocks Mi;j according to the multiplicities .n1; : : : ; ns/ of D, let

Pi D

0B@Pi;i � � � Pi;s

:::
: : :

:::

Ps;i � � � Ps;s

1CA and z…i D

0BB@
…
.0/
i;1
� � � …

.0/
i;s

:::
: : :

:::

…
.0/
s;1
� � � …

.0/
s;s

1CCA :
Then z…i has maximal rank if and only if Pi.0/; : : : ;Ps.0/ are all invertible.

Proof. We prove this result by induction. We put M D
P
`2Z M .`/z` for a formal

series matrix, with M .`/ D 0 when needed. Let Mi;.j Wk/ D .Mi;j � � � Mi;k/

for j 6 k, and Mi;� DMi;.1Ws/, and put further

zMj D

0BBBBB@
M
.0/

j ;�

M
.0/

jC1;�
:::

M
.0/
s;�

1CCCCCA and M
0.`/

j D

0BBBBB@
M
.`/

j ;�

M
.`Cdj�djC1/

jC1;�
:::

M
.`Cdj�ds/
s;�

1CCCCCA ;

so that

M
0.`/

j D

0@ M
.`/

j ;�

M
0.`Cdj�djC1/

jC1

1A :
Let LP D z�DPzD . By construction, we have LP D . LPi;j / where

LPi;j D Pi;j zdj�di D

X
`>0

P
.`/
i;j z`Cdj�di D

X
`>dj�di

P
.`Cdi�dj /

i;j z`:

Since…D LPQ holds, we have…i;�D
Ps

iD1
LPi;kQk;�, with Qk;�D

P
`>0 Q

.`/

k;�
z`.

After some algebra, we get

(12) …i;� D

X
t60

� sX
kD1

tX
`Ddk�di

P
.`Cdi�dk/

i;k
Q
.t�`/

k;�

�
zt since … 2 gln.CŒŒ1=z��/:

We will establish the main claim (MC) of the lemma by proving simultaneously
the following two additional results. If the assumption of the lemma holds, then we
have

(A) zQj is in the row span of z…j for i 6 j 6 s,

(B) for i 6 j 6 s and ` 6 dj�1 � dj � 1, there exists a matrix Xj` such that
Q
0.`/
j DXj`

zQj .
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Assume first that i D s. According to formula (12), we have

…s;� D

X
t60

� sX
kD1

tX
`Ddk�ds

P
.`Cds�dk/

s;k
Q
.t�`/

k;�

�
zt :

Since dk � ds > 0 for k ¤ s, we have that …s;� is a constant, and the formula
reduces to t D 0 and k D s; thus ….0/s;� D P

.0/
s;s Q

.0/
s;� . Since rk Q

.0/
s;� D ns , we get

rk….0/s;� D ns () det P .0/
s;s ¤ 0;

which establishes (MC) and (A) for i D s. For 0 < t < ds�1 � ds , formula (12)
reduces to

…
.t/
s;� D

tX
`D0

P .`/
s;s Q

.t�`/
s;� D 0

since ….t/ D 0 for t > 0. We can arrange all these equations into the large matrix
equation0BBBB@

P
.0/
s;s 0 � � � 0

P
.1/
s;s P

.0/
s;s

:::
:::

: : :
:::

P
.ds�1�ds�1/
s;s � � � � � � P

.0/
s;s

1CCCCA
0BBBB@

Q
.0/
s;�

Q
.1/
s;�
:::

Q
.ds�1�ds�1/
s;�

1CCCCAD
0BBB@
…
.0/
s;�

0
:::

0

1CCCA :

It follows easily that Q
.`/
s;� is then a left multiple of Q

.0/
s;� for 06 `6 ds�1�ds � 1,

and also for ` < 0, since Q
.`/
s;� D 0, which establishes the claim (B) for i D s.

Assume now that (MC), (A) and (B) hold for iC16 j 6 s and `6 dj�1�dj �1.
Formula (12) gives

…
.t/
j ;� D

sX
kD1

tX
`Ddk�dj

P
.`Cdj�dk/

j ;k
Q
.t�`/

k;�

D

X
`>0

sX
kD1

P
.`/

j ;k
Q
.tCdj�dk�`/

k;�
;

with the convention that Q.`/D0 when `<0. Considering exponents tDdi�djCm

for i 6 j 6 s and 06m6 di�1� di � 1, we get

…
.di�djCm/

j ;� D

X
`>0

sX
kDi

P
.`/

j ;k
Q
.mCdi�dk�`/

k;�

D

X
`>0

P
.`/

j ;.iWs/
Q
0.m�`/
i ;
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since k < i implies mC di � dk < 0. Therefore, we get

…
.di�djCm/

j ;�

D

X
`>0

P
.`/
j ;i Q

.m�`/
i;� CP

.`/

j ;.iC1Ws/
Q
0.mCdi�diC1�`/

iC1

D

mX
`D0

�
P
.`/

j ;i Q
.m�`/
i;� CP

.`/

j ;.iC1Ws/
Q
0.mCdi�diC1�`/

iC1

�
C

X
`>m

P
.`/

j ;.iC1Ws/
Q
0.mCdi�diC1�`/

iC1

D

mX
`D0

P
.`/

j ;.iWs/
Q
0.m�`/
i C

X
`>m

P
.`/

j ;.iC1Ws/
Q
0.mCdi�diC1�`/

iC1
:

According to the induction Q
0.mCdi�diC1�`/

iC1
is a left multiple of zQiC1 for ` >m,

so we have

(13) …
.di�djCm/

j ;� D

mX
`D0

�
P
.`/
j ;i � � � P

.`/
j ;s

�
Q
0.m�`/
i C Œ zQiC1� for i 6 j 6 s;

where we let, for notational simplicity, ADBC ŒQ� mean “there exists a matrix X

such that A�B DXQ”. Assume mD 0 first. The equation for j D i is then

(14) …
.0/
i;� D P

.0/
i;i Q

.0/
i;� C

�
P
.0/
i;iC1

� � � P
.0/
i;s

�
Q
0.di�diC1/

iC1
C Œ zQiC1�:

The remaining equations,

…
.di�dj /

j ;� DP
.0/

j ;i Q
.0/
i;�C

�
P
.0/

j ;iC1
� � � P

.0/
j ;s

�
Q
0.di�diC1/

iC1
CŒ zQiC1�D0; iC16j 6s;

can be rewritten as

P
.0/

iC1
Q
0.di�diC1/

iC1
D�

0BB@
P
.0/
iC1;i
:::

P
.0/

s;i

1CCAQ
.0/
i;�CŒ

zQiC1�; where P
.0/

iC1
D

0BB@
P
.0/

iC1;iC1
� � � P

.0/
iC1;s

:::
: : :

:::

P
.0/

s;iC1
� � � P

.0/
s;s

1CCA
is invertible by the induction assumption. Put

B D
�
P
.0/
i;iC1

� � � P
.0/
i;s

�
and C D

0BB@
P
.0/
iC1;i
:::

P
.0/
s;i

1CCA so that P
.0/
i D

 
P
.0/
i;i B

C P
.0/
iC1

!
:

Thus, we get

Q
0.di�diC1/

iC1
D�

�
P
.0/
iC1

��1
CQ

.0/
i;� CX zQiC1 DX 0 zQi I
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hence Q
0.0/
i is a left multiple of zQi . Moreover, substituting in (14), we get

(15) …
.0/
i;� D

�
P
.0/
i;i �B

�
P
.0/
iC1

��1
C
�
Q
.0/
i;� C Œ

zQiC1�:

By assumption zQiC1 is in the row space of0BB@
…
.0/
iC1;�
:::

…
.0/
s;�

1CCA :
Hence rk….0/i;� D ni if and only if rk

�
P
.0/
i;i � B

�
P
.0/
iC1

��1
C
�
Q
.0/
i;� D ni ; that is,

det
�
P
.0/
i;i �B

�
P
.0/
iC1

��1
C
�
¤ 0. This matrix is the Schur complement of

P
.0/
i D

 
P
.0/
i;i B

C P
.0/
iC1

!
;

which is invertible exactly when P
.0/
iC1

is. Therefore (MC) is established in general,
and by (15), zQi is in the row span of z…i , so claim (A) is proved. Similarly,
for a given 0 6 m 6 di�1 � di � 1, we can stack the remaining equations, (13),
corresponding to i 6 j 6 s,

…
.di�djCm/

j ;� D

mX
`D0

P
.`/

j ;.iWs/
Q
0.m�`/
i C Œ zQiC1�D 0;

to get the relation0BB@
…
.di�djCm/

i;�
:::

…
.di�djCm/
s;�

1CCAD mX
`D0

P
.`/
i Q

0.m�`/
i D

�
z…i if mD 0;

0 otherwise.

Putting for notational simplicity d D di�1� di , we finally get0BBBB@
P
.0/
i 0 � � � 0

P
.1/
i P

.0/
i

:::
:::

: : :
:::

P
.d�1/
s � � � � � � P

.0/
i

1CCCCA

0BBBBBB@
Q
0.0/
i

Q
0.1/
i
:::

Q
0.d�1/
i

1CCCCCCAD
0BBB@
…0i
0
:::

0

1CCCACŒ zQiC1� where …0iD

0BBB@
z…i

0
:::

0

1CCCA :

Accordingly, Q
0.`/
i is a left multiple of Q

0.0/
i for 0 6 ` 6 k � 1. Since we have

established that Q
0.0/
i is a left multiple of zQi , this ends the proof of claim (B). �
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Proof of Proposition 38. Assume for simplicity that D D diag.d1In1
; : : : ; dsIns

/

is written by blocks, and that d1 > d2 > � � � > ds . Then there exist mD d1 � ds

matrices T1; : : : ;Tm of the type

Ti D

�
Ibi

0

0 0n�bi

�
;

where every bi is equal to some n1C � � � C nti
for some decreasing sequence ti ,

such that D D T1C � � �CTm. Secondly, assume that all left-upper square blocks
of P .0/ of sizes bi are invertible. Letting P DH0, according to Lemma 39, there
exists a sequence of monopole matrices

…i D

�
Ibi

t�1 z…i

0 In�bi

�
with a constant matrix z…i , and a sequence of lattice gauge transforms Hi 2GLn.O/

such that

(16) HiC1 D t�Ti Hi t
Ti…i :

Let

H i D tTi…i D

�
tIbi

z…i

0 In�bi

�
:

It follows from Lemma 40 that H DH 1 � � �H m is strongly D-parabolic. It follows
then, as a remarkable consequence, that the diagonal matrix tD can be both factored
from the matrix H on the left as H D tD… with a monopole matrix …, and
simultaneously from the right as H DQtD with a lattice gauge Q2GLn.O/. Since
tDHdC1 D HH holds, we get on the one hand that t�DP�1tDHmC1 D … 2

GLn.CŒt
�1�/ as required for the first claim of the permutation lemma. However,

and this was not stated in [Bolibrukh 1990] or [Ilyashenko and Yakovenko 2007],
we also have the relation tD…DQtD , which yields the second claim.

For the third claim, the sufficiency of the minors condition has just been estab-
lished. For the converse, assume that we have the following diagram, which we have
completed with a monopole … and a lattice gauge Q such that z�DPzDQD…:

ƒ W .e/

P

��

zD
// YM �M

…

&&

ƒ W ."/
zD

// QM
Q // Y QM �

QM

Let QDQ0CQ1zC � � � 2 GLn.O/, and …D…0C � � �C…tz
�t 2 GLn.CŒz

�1�/.
Recall that if… is a monopole, then one must in particular have…02GLn.C/. Then
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Lemma 41 implies that such a factorization only exists if the matrix P0 satisfies
the condition on the minors. �

The following scheme sums up this construction.

ƒ
PDH0 //

tT1

��

ƒ
tT1 //

H 1

��

M1

…1

zz

tT2 // M2 � � � Mm�1
tTm

// Y �M

QM1

tT2

��

H1 // QM1

H 2

��

tT2 // M 2
2

…2

zz

tT3 // � � � � � �
tTm
// Y2 �M 2

m

QM2

tT3
��

H2 // QM2

H 3 ��

tT3 // M 3
3
� � � � � �

…3

zz

tTm
// Y3 �M 3

m

:::
:::

QMm�1

tTm

��

Hm�1 // QMm�1

H m

��

tTm
// Ym�1 �M m�1

m

…m

zz
QMm

Hm // QY � QMm

The first row corresponds to a min-shortest path � D .ƒ;M1; : : : ;M / from ƒ to
a given BG trivialization M . This path � is included in an apartment B, namely
the one spanned by a BG basis .e/ of ƒ corresponding to the trivialization M . By
definition, the apartment B goes through the global form Y of M . The gauge H�1

does not map the shortest path � onto anything special. However, if we call
ADH�1.B/ the image of the apartment spanned by .e/, the permutation lemma
tells us how to construct a shortest path � 0 in A whose end point is also a BG
trivialization of ƒ. Lemma 39 gives the step-by-step modification of the shortest
path � . Row i of the diagram corresponds indeed to a partial shortest path �i D

. QMi ;M
i
i ; : : : ;M

i
m/ whose end-point is a BG trivialization of the i -th element QMi

of the shortest path � 0 D .ƒ; QM1; : : : ; QMm/. Even if the end-point QMm is a BG
trivialization of ƒ, note that the apartment A does not contain the global form zY
of QMm, and that we still need the gauge transform Hm to obtain it.

3.3.1. Consequences of the permutation lemma. As stated in [Ilyashenko and
Yakovenko 2007], one can assume that � D id if all leading principal minors
of P are holomorphically invertible; that is, the corresponding minors of P .0/ are
nonzero. This condition can always be ensured by a permutation of the columns
of P . Actually, as stated in Proposition 38(3), it is sufficient that this condition
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holds only for the leading principal minors of orders n1, n1Cn2, . . . , n1C� � �Cns�1

of P .0/. We then say that P respects the minors condition with respect to D (or to
� D .n1; : : : ; ns/). Recall the following well-known result.

Lemma 42. Let P 2 GLn.C/, let .e/ be the standard basis of Cn and ."/ be the
column vectors of P . Then P respects the minors condition with respect to a
signature � if and only if .e/ is transversal to the flag F � ."/.

Definition 43. Let A be an apartment induced by the K-frame ˆ in V . Consider
ƒ 2A. Let H be the Harder–Narasimhan flag of ƒ in E Dƒ=mƒ. Let W � Sn

be the parabolic subgroup of Sn associated to H , and W 0 be the set of right
cosets W nSn. Let .e/ be a basis of ƒ in the frame ˆ whose image .e/ in E is
transversal to H . The integer

�ƒ.A/D jf� 2W 0 j �.e/ transversal to H gj

is independent of .e/ and is called the transversality index of A with respect to ƒ.

Theorem 44. Let E be a holomorphic vector bundle over X , and let ƒD Ex 2ƒ

be its stalk at x 2X .

(i) For any apartment A in the Bruhat–Tits building B at x such that Œƒ� 2 A,
there exists a BG trivialization of ƒ in A.

(ii) More precisely, the number of BG trivializations of ƒ in A is exactly

jA\BG.ƒ/j D �ƒ.A/:

Proof. Let .e/ be a BG basis of ƒ, and M 2 BG.ƒ/. Let ."/ be a basis of the
lattice ƒ which spans the apartment A. Since A is invariant under Sn, we can
assume that the matrix P 2GLn.O/ of the basis change from ."/ to .e/ has invertible
principal leading minors. According to the permutation lemma, there exists a matrix
QP 2 GLn.O/ such that

…D z�DP�1zD QP 2 GLn.CŒz
�1�/:

The gauge… sends the basis of global sections .�/D .zDe/ of the BG trivialization
of E, given at x by M , into a basis . Qe/ of QM . Since … is a monopole, the basis
. Qe/ is also a global basis of sections, but spans another trivializing bundle, namely
FD E

QM . Therefore the arbitrary apartment A spanned by ."/ indeed contains a
trivial bundle. Now the matrix H D zD… admits a right factorization H DQzD .
As a consequence, if we let .z"/ be the basis of ƒ obtained from .e/ by the matrix
Q, then zD.z"/ is also a basis of Y QM . The following scheme sums up the situation.
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ƒ W .z"/ zD

&&

ƒ W .e/

Q

OO

zD
// YM �M

… // Y QM �
QM

ƒ W ."/

P

OO

zD
// QM

QP

99

Therefore the lattice QM is also a BG trivialization of ƒ.
The monopole gauge … is block-upper-triangular according to D, and its block

matrices …ij satisfy

dj � di 6 v.…ij /6 deg…ij 6 0:

This means that… respects the Harder–Narasimhan filtration HNƒ of V correspond-
ing to the lattice ƒ. Conversely, the lattice gauge Q has a lower D-block-triangular
constant term Q0. Since z�DPQzD 2 GLn.O/, the matrix PQ has an upper D-
block-triangular constant term P0Q0. Therefore, if we put PD , P�

D
for the pair

of opposite D-parabolic standard subgroups of GLn.C/, the matrix P0 satisfies
P0 2 P�

D
PD . This means exactly that P satisfies the minors condition with respect

to D. If we permute the vectors of ."/ with � 2 Sn in such a way that D��1 ¤D,
the permutation lemma ensures that L.zD."� //¤ QM is again a BG trivialization
of ƒ. This establishes the second claim of the theorem. �
Corollary 45. For any apartment A 3 ƒ, there exists an ordered basis ."/ of A

and a BG basis .e/ of ƒ such that the gauge P from .e/ to ."/ has a lower block-
D-triangular unipotent constant term P0, and that the following picture holds.

ƒ W ."/
zD
// M

ƒ W .e/

PDP0Cz zU

OO

zD
// YM

PIDICzU

OO

The number of BG trivializations in A can hence be computed from a matrix
P0 2 GLn.C/ with a simple structure:

P0 D

0B@In1
� � � 0

:::
: : :

:::

Xij � � � Ins

1CA
as the number of permutations not leaving D invariant whose action on the columns
of P0 preserve the minors condition. The following result completes the proof of
Theorem 25.
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Corollary 46. Let ƒ 2ƒ and T D T .ƒ/.

(i) For any basis ."/ of ƒ, let QM D L.zT ."//. Then either QM 2 BG.ƒ/ or
QM …ƒ0.

(ii) For any flag F 0 in ƒ=mƒ transversal to HNƒ, and any form Y in ƒ, the
lattice QM D LY .F

0;T / is a BG trivialization of ƒ.

In particular, if M 2BG.ƒ/, then QM DLY .F
ƒ.M /;T /2BG.ƒ/ for any form Y

in ƒ.

Proof. For (i), if QM is trivial, then, by Lemma 41, the gauge from .e/ to ."/
satisfies the minors condition; hence QM is BG. According to Lemma 27, there
exists M 2 BG.ƒ/ such that F 0 D Fƒ.M /. Let .e/ be a Smith basis of ƒ for
M . The lattice QM is spanned by zT .eY / where .eY / is the Y -basis of .e/. The
gauge P from .e/ to .eY / has invertible principal minors, since it is tangent to I .
Item (ii) follows. �

The permutation lemma is a sort of converse to the Birkhoff–Grothendieck
theorem. It can also be seen as a lifting and factorization lemma. For a standard
parabolic subgroup P � GLn.C/, let

Zn
P D fD 2 Zn

j di < dj )Aij D 0 for all A 2 Pg:

Corollary 47. Let A2GLn.O/. Let P , P� be a pair of opposed standard parabolic
subgroups of GLn.C/. Then we have, for w 2 Sn,

A0 2 PwP�,

�
8D 2 Zn

P
; 9… 2 GLn.CŒz

�1�/; 9B 2 GLn.O/

such that AD zD…Bz�wD :

Moreover, if this holds, then B 2 G�D and … 2 OP hold, where OP stands here for
the subgroup of upper-D-triangular matrices of GLn.CŒz

�1�/.

This result means that there is a cell decomposition of GLn.O/ whose cells
(defined by the right-hand side of the previous relation) are mapped surjectively
(by the canonical surjection GLn.O/ ! GLn.C/) on the Schubert–Bruhat cells
of GLn.C/. Finally, a last consequence of Proposition 38 is that the lattices involved
in the Birkhoff–Grothendieck algorithm given in Section 3.2.1 can be taken inside
a single apartment.

Corollary 48. Letƒ2ƒ. For any M 2ƒ0, let �.M; ƒ/D .ƒ0DM; : : : ; ƒtDƒ/

be the min-shortest path from M to ƒ. For any apartment A 3ƒ, M , there exist
QM1; : : : ; QMt 2A\ƒ0 such that QMi 2 BG.ƒi/ for 16 i 6 t .

Proof. Since A 3ƒ;M , we have ƒi 2A for 16 i 6 t . By Theorem 44, any lattice
in A admits a BG trivialization in A. �
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4. Local meromorphic connections

Let DerC.K/ be the K-vector space of dimension one of C-derivations of K and
� D �1

C
.K/ the dual composed of differentials of K. The valuation v extends

naturally to these spaces by the formulæ v.#/ D v.f / and v.!/ D v.g/ if # D
fd=dz and ! D g dz for any uniformizing parameter z of K. The space � is
naturally filtered by the rank-one free O-modules �.k/D f! 2� j v.!/> �kg.

Let V be a K-vector space of finite dimension n and let �.V /D V ˝K �1
C
.K/.

We fix a meromorphic connection r on V . This is an additive map r W V !�.V /

satisfying the Leibniz rule

r.f v/D v˝ df Cf rv for all f 2K and all v 2 V:

For any basis .e/D .e1; : : : ; en/ of V , the matrix Mat.r; .e// of the connection r
in the basis .e/ is the matrix AD .Aij / 2Mn.�/ such that

rej D�

nX
iD1

ei ˝Aij for all j D 1; : : : ; n:

If the matrix P DMat.idV ; ."/; .e// 2GLn.K/ is the basis change from .e/ to any
other basis ."/, then the matrix of r in ."/ is given by the gauge transform of A:

(17) AŒP � D P�1AP �P�1dP:

For any derivation � 2Der.K=C/, the contraction of r with � induces a differential
operator r� on V . The connection r is regular whenever the set of logarithmic
lattices

ƒlog D fƒ 2ƒ j r.ƒ/�ƒ˝O�.1/g

is nonempty. For any logarithmic lattice ƒ 2 ƒlog, the connection r induces a
well-defined residue endomorphism Resƒr 2 EndC.ƒ=mƒ/. Note that, since the
set ƒlog is closed under homothety and module sums and intersections [Corel
2004, Lemma 2.5], it induces a path-convex subset of the Bruhat–Tits building:
if L, L0 2ƒlog, then every shortest path between L and L0 is a subset of ƒlog. This
applies in particular to both �max.L;L

0/ and �min.L;L
0/.

4.1. The Deligne lattice. As is well known, the choice of a matrix logarithm of the
monodromy corresponds to fixing a special lattice in the space V . More precisely,
let V r � V ˝K H be the C-vector space of horizontal sections on any Picard–
Vessiot extension H of K. Let g D gsgu 2 End.V r/ be the multiplicative Jordan
decomposition of the corresponding local monodromy map. Then the logarithm of
the unipotent part gu is canonically defined (by the Taylor expansion formula for
log.1Cx/), but there are several ways to define the logarithm of the semisimple
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part gs . Namely, one must fix a branch of the complex logarithm for every distinct
eigenvalue of gs .

A well known result (variously attributed to Deligne, Manin, . . . ) says that this
choice uniquely defines a lattice in V . In Deligne’s terms, for any section � of
C! C=Z, there is a unique logarithmic lattice �� such that the eigenvalues of the
residue map Res��r are in the image Im � of � . As a habit, one usually takes
Re.Im �/� Œ0; 1Œ. In fact, such a habit is not as arbitrary as it seems.

Proposition 49. Assume that the connection r admits an apparent singularity (i.e.,
the monodromy map is trivial). Then the matrix Mat.r; .e// is holomorphic if
and only if the lattice spanned by .e/ is equal to the Deligne lattice � attached to
Re.Im �/� Œ0; 1Œ.

Proof. Since the monodromy map is trivial, its normalized logarithm with respect
to � is 0. Hence, there is a basis of � where the connection has matrix 0. In any
other basis .e/ of �, the connection has matrix A D P�1dP with P 2 GLn.O/,
which is holomorphic. Let M be another lattice, and let .e/ be a Smith basis of �
for M . Then the matrix in a basis of M is given by the gauge equation

zAD z�DAzD
� z�Dd.zD/D .Aij zkj�ki /�D

dz

z
:

The nonzero diagonal terms of the matrix D of elementary divisors of M give
necessarily rise to a pole of order 1 in zA. Therefore, � is the only lattice where the
connection has a holomorphic matrix. �

As a result, we will call � the Deligne lattice of V .

4.1.1. Birkhoff forms. According to a very classical result (see, e.g., [Gantmacher
1959, p. 150]), if

�DMat.r; .e//D
X
k>0

Akzk dz

z

is the series expansion in z of the matrix of r in a basis .e/ of �, the gauge
P D

P
k>0 Pkzk 2 GLn.O/ defined recursively by

(18)
�

P0 D I;

Pk Dˆ
�1
A0;A0�kI

.Qk/; where Qk D
Pk

iD1 AiPk�i ;

transforms � into A0dz=z. Here we put ˆU;V .X / D XU � VX . Recall that
the map ˆU;V is an automorphism of gl.C/ when the spectra of U and V are
disjoint. The gauge P thus defined is uniquely determined; moreover, the set of
bases where r has matrix Ldz

z
where L 2 Mn.C/ is a constant matrix spans a

form ‡z of �, that we call the Birkhoff form of the Deligne lattice �. The gauge
transform P sends in fact the basis .e/ to its ‡z-basis, that we denote here for
simplicity by .ez/.
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As it results from the proof of Proposition 49, when the singularity is apparent,
the Birkhoff form is uniquely defined. Otherwise, however, the form ‡z depends
on the choice of the local coordinate z. Two Birkhoff forms are nevertheless
canonically isomorphic.

Lemma 50. Let z, t be two local coordinates, and let ˛ 2 O� such that z D ˛t .
Let Pz and Pt be the gauge transforms that send .e/ to .ez/ and .et /, respectively.
There is a unique gauge transform zP that sends .ez/ to .et /.

Proof. One has dz
z
D udt

t
with uD 1C �t˛

˛
where �t D t d

dt
. Put uD

P1
iD0 ui t

i .
Accordingly, the matrix of the connection in .ez/ satisfies

Mat.r; .ez//DA0

dz

z
DA0

� 1X
iD0

ui t
i

�
dt

t
:

There exists therefore a uniquely defined gauge transform zP D
P1

iD0
zPi t

i that
transforms the expression A0dz=z into A0dt=t , as explained in the following
scheme.

�
Pz //

Pt

��

A0
dz
z
D
P1

iD0 uiA0t i dt
t

zP

vv
A0

dt
t

The matrix series zP is determined recursively by the equations (18) applied to the
series

P1
iD0 A0ui t

i . The coefficients zPi are even polynomials in A0, defined by
the induction rule

zP0 D I; zPk D
1

k

kP
iD1

uiA0
zPk�i : �

4.2. Logarithmic lattices and stable flags. When two lattices ƒ, M are adjacent,
all the relevant information on M can be retrieved from the quotient M=mƒ. This
is also true in presence of a connection.

Lemma 51. Let ƒ 2ƒlog be a logarithmic lattice. For any adjacent lattice M 2

Œmƒ;ƒ�, we have M 2ƒlog if and only if M=mƒ is Resƒr-stable.

Proof. In any basis .e/ of ƒ such that the images of the first mD dim W vectors
span W DM=mƒ, the connection matrix � DMat.r; .e// has a residue of the
form

�
A B
0 C

�
2Mn.C/, where A 2Mm.C/. Putting T D diag.0m; In�m/, the basis

."/D zT .e/ spans M . It is then straightforward that the matrix z�T�zT �T dz
z

of r in ."/ has a simple pole. �
When the lattices are further apart, this correspondence fails. However, there

is also a complete description of the logarithmic lattices as follows. Let � be
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the Deligne lattice, and let ı� D Res�r be the residue C-endomorphism on
DD�=m�. Let ‡ be the Birkhoff form of� attached to a uniformizing parameter
z. Logarithmic lattices can then be characterized as stable flags (as already remarked
in [Sabbah 2002, Theorem III.1.1]).

Proposition 52. The set ƒlog of logarithmic lattices is in bijection with the sub-
set „0.‡/ of filtrations of ‡ which are stable under the residue, namely

„0.‡/D f.F ;D/ 2„.‡/ jF 2 Flı�g:

Proof. According to a classical, although not so well known, result (which can be
found for instance in [Babbitt and Varadarajan 1983; Bolibrukh 1990]), a lattice
ƒ 2ƒ is logarithmic if and only if

(i) there exists a basis .e/ of‡ such that .zDe/ is a basis ofƒ, with DDED�.ƒ/,

(ii) z�DLzD 2Mn.O/, where LDMat.rz d
dz
; .e//.

It results from (ii) that in this case, the matrix L is D-parabolic. Since the
flag F�.ƒ/ induced by ƒ on DD�=m� is spanned by the images of the basis
.e/ in D, it is stable under ı�. Conversely, it is simply a matter of computation to
show that any lattice in the ‡ -fiber of a ı�-stable flag of D is logarithmic. �

A difference between our result and Sabbah’s is that he only states this result
as an equivalence of categories between the set of stable filtrations of D and the
logarithmic lattices, whereas we give the explicit correspondence based on the
lifting of D to a Birkhoff form. Although it would seem that the previous result has
little value to effectively determine all logarithmic lattices, it is always possible to
determine them in finite terms.

Lemma 53. Let M 2 ƒlog and let .F ;D/ D …�.M /. Let Y be a form of �,
and let .e/ be a basis of Y respecting the flag F . Fix a coordinate z, and let
P D I CP1zC � � � be the gauge from .e/ to its ‡z-basis .ez/. Then the Laurent
polynomial gauge Q 2 gl.CŒz; z�1�/ defined by

QD .I C � � �CPd�1zd�1/zD ; where d D d.�;M /;

sends the basis .e/ of � to a basis of M .

Proof. This is an almost direct consequence of Lemma 15. �

Note that the polynomial gauge Q can be explicitly computed from formula (18).
On the other hand, one can also explicitly describe the set „0.‡/. For a linear map
f 2 End.Cn/, say that an apartment Aˆ is a diagonalizing apartment of f if the
frame ˆ is composed of eigenlines of f .
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Lemma 54. Let ı� D dC n be the additive Jordan decomposition of the residue
map ı� D Res�r. The pair .F ;D/ 2„.‡/ is an element of „0.‡/ if and only
if F admits a complete flag refinement OF such OF 2 Fln and there is a diagonalizing
apartment A for d that respects the flag OF .

Proof. F is ı-stable if and only if it is stable under both d and n. It is known that F

is stable under d if and only if every component Fi of F is a direct sum of d-stable
lines, and under n if and only if it admits a complete flag refinement OF 2 Fln. �

5. The Riemann–Hilbert problem

This problem is by now very well-known, so we will just state the necessary
notations and definitions, and refer to the classical paper of Bolibrukh [1990] and
to the account he gives of the construction of the Deligne bundle (see [Sabbah
2002; Ilyashenko and Yakovenko 2007] and also [André and Baldassarri 2001] for
a purely algebraic construction).

Let SDfs1; : : : ; spg be a prescribed set of singular points, z0 …S be an arbitrary
base point, and let � denote a representation

(19) � W �1.XnS; z0/! GLn.C/:

The Riemann–Hilbert problem asks informally for a linear differential system
having � as monodromy representation. In the terms used in this paper, it asks
for a regular meromorphic connection r with singular set S and monodromy �
on a holomorphic vector bundle E. If the bundle is required to be logarithmic
with respect to r one speaks of a weak solution to RH. In its strongest form,
the Riemann–Hilbert problem asks for a differential system Y 0 D A.z/Y having
simple poles on S as only singularities, and whose monodromy representation is
globally conjugate to �. This amounts to asking for a weak solution .E;r/ which
is moreover trivial.

5.1. The Röhrl–Deligne construction. We briefly recall H. Röhrl’s construction
(as presented, for instance, in [Bolibrukh 1990; Bolibrukh et al. 2006]). Let
UD .Ui/i2I be a finite open cover of X �DXnS by connected and simply connected
open subsets Ui � X � such that their intersection has the same property, and all
triple intersections are empty. Consider arbitrary points zi 2 Ui and zij 2 Ui \Uj ,
and paths 
i W z0! zi and 
ij W zi! zij , so that ıij D 
i
ij


�1
ji 


�1
j is a positively

oriented loop around zi having winding number 1. Then the cocycle g D .gij /

defined over U by the constant functions gij D �.Œıij �/ defines a flat vector bundle
F over X �. Define the connection r over Ui by the .0/ matrix in the basis of
sections corresponding to the cocycle g. The r-horizontal sections of F have by
construction the prescribed monodromy behavior. This solves what we called the
topological Riemann–Hilbert problem in our introduction.
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Now add a small neighborhood D of each singular point s 2S to the cover U, in
such a way that Dnfsg is covered by k pairwise overlapping sectors †1DD\Uj1

,
. . . , †k D D \Ujk

. On an arbitrarily chosen sector among the †i , say, †1, let
Qgs1 D zL where z is a local coordinate at s and

LD
1

2i�
log�.ı/;

normalized with eigenvalues having their real part in the interval Œ0; 1Œ. Since the
open subset †1 only intersects †2 and †k , the only necessary cocycle relations
to satisfy are Qgs2 D Qgs1g12 and Qgsk D Qgs1g1k , which we take as definition of the
cocycle elements Qgs2 and Qgsk . Define in this way the remaining elements of the
cocycle Qg on D \Uji

. By construction, the result defines a holomorphic vector
bundle D on the whole of X , and the connection r can be extended as Ldz

z
in the

basis of sections .�/ of D over D chosen to construct Qgs1. The pair .D;r/ is called
the Deligne bundle of �. This construction solves simultaneously the meromorphic
and the weak Riemann–Hilbert problem.

Note 55. The basis .�/ is, in our terms, a basis of the Birkhoff form attached to
the coordinate z at s.

5.2. Weak and strong solutions. The Riemann–Hilbert problem can be seen as
involving three different levels. The topological level is only governed by the
(analytic) monodromy around the prescribed singular set. The meromorphic level is
essentially based on the solution of the local inverse problem. The third one, that we
call holomorphic is global and asks for the existence of a trivial holomorphic vector
bundle. In fact, separating these three aspects is not so easy to do, because the
Röhrl–Deligne construction in fact yields a particular holomorphic vector bundle E

with a connection r that already respects the holomorphic prescribed behavior.
What makes the strong Riemann–Hilbert problem a difficult one is precisely this

third level. The local meromorphic invariants added to the topological solution of the
inverse monodromy specify up to meromorphic equivalence class the connection r
on X . In this respect, the natural category to state this construction is not the
category of holomorphic vector bundles with meromorphic connections, but the
meromorphic vector bundles, that is, pairs .V;r/ where V is locally (but in fact
globally) isomorphic to Mn

X
. This is why we call the second step meromorphic.

The Riemann–Hilbert problem with the given data solved here corresponds to the
very weak Riemann–Hilbert problem (as coined in [Sabbah 2002]): any subsheaf F

of locally free OX -modules contained in the (trivial) meromorphic bundle V is
endowed naturally with the connection r, and therefore is a holomorphic vector
bundle with a regular connection having the prescribed monodromy. As stated by
the next result (and otherwise well known), all solutions to the weak problem are
obtained as local modifications of the Deligne bundle.
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Proposition 56. Let z� W zE! X and zr W zE! zE˝O � be a weak solution to the
Riemann–Hilbert problem. Then there exist a finite set S �X , and local lattices Mx

for x 2 S such that the pair .zE; zr/ is holomorphically isomorphic to .DM ;r/.

The last step of the strong Riemann–Hilbert problem consists of searching the set
of holomorphic vector bundles endowed with the connection r for a bundle which
at the same time has the required holomorphic invariants and is holomorphically
trivial. A negative answer requires to know all the holomorphic vector bundles
with this prescribed logarithmic property. Note that up to this point, the discussion
presented in this section holds over an arbitrary compact Riemann surface.

5.2.1. Plemelj’s theorem. In 1908, the Slovenian mathematician J. Plemelj (see
[Plemelj 1964]) proved a first version of the strong Riemann–Hilbert problem, under
the assumption that at least one monodromy is diagonalizable. Whereas his first
proof used an analytic approach (Fredholm integrals) to construct the actual matrix
of solutions, to thence deduce the differential system and prove that it has only
simple poles, the general framework of vector bundles recalled so far allows to
establish this fact in an amazingly concise way.

Theorem 57 (Plemelj). If one of the elementary monodromy maps from represen-
tation � W �1.XnS; z0/! GLn.C/ is diagonalizable, then the Riemann–Hilbert
problem has a strong solution.

Proof. Let .D;r/ be the Röhrl–Deligne bundle attached to the representation �.
Let, say G D �.
 / around s 2 S, be diagonalizable. Let ‡ be a Birkhoff form at s,
and let .e/ be a basis of ‡ where G is diagonal. According to condition (ii) in
Section 4.2, the whole apartment A spanned by .e/ consists of logarithmic lattices,
whereas Theorem 44 implies that A contains a trivializing lattice M . The vector
bundle DM is therefore both logarithmic and trivial. �

Note 58. Here we have a solution by modifying the Deligne bundle only at one point.
Note that the lattice M corresponds to a BG trivialization of D (see Theorem 59
below). Also note that this result also holds replacing D with any other weak
solution to Riemann–Hilbert.

5.2.2. Trivializations of weak solutions. Let E be a weak solution of the Riemann–
Hilbert problem, and let F be a trivialization of E at x … S. In a global basis
of sections .e/ of the bundle F, the connection r is expressed by the matrix of
global meromorphic 1-forms �, which has a simple pole at every s 2 S, and an a
priori uncontrolled pole at x. Assuming for simplicity that x … S is the point at
infinity12 P1.C/, there exist matrices Ai 2Mn.C/ for 16 i 6 p and a matrix

B.z/D B0C � � �CBtz
t
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such that the connection has the matrix

�D

� pX
iD1

Ai

z� si
CB.z/

�
dz:

The most surprising consequence of the permutation lemma, as we state it, concerns
the analytic invariants of the weak solutions to the Riemann–Hilbert problem.

Theorem 59. Let E be a weak solution to the Riemann–Hilbert problem for �.
Then, for any x 62 S, there exists a BG trivialization F of E at x which is also
logarithmic at x. Let Y D �.X;F/ and let  s D ResF

s r 2 End.Y /.

(1) The map‰D
P

s2S  s D�Resxr is semisimple, and has integer eigenvalues,
which are equal to the type of the bundle E.

(2) The image of the Harder–Narasimhan filtration of E in Y is equal to the flag
induced by the eigenspaces of ‰ ordered by increasing values.

Proof. If x … S, the monodromy at x is trivial, and the stalk Ex of E coincides
with Dx . The Birkhoff form‡ of D (which is then unique) is equal to the space V r

of horizontal sections at x. All flags in DDDx=mxDx are stable under ResDxrD 0.
According to Corollary 46, the ‡ -lifting of the flag induced by any BG trivialization
of E at x is a logarithmic BG trivialization of E at x. In a global basis of sections .e/
of F, the connection has the matrix

A D
X

s2Snf1g

As

z� s
C

B

z�x

�
where B D�

P
s2S

As if x ¤1
�

D

X
s2S

As

z� s
if x D1… S;

since r has no other singularities outside S [ fxg. The eigenvalues of �B DP
s2S As are therefore equal to the type of E, and the Harder–Narasimhan filtration

is defined by the blocks of equal eigenvalues ordered by increasing values. �
As a consequence, we deduce the following new sufficient condition for the

solubility of the strong Riemann–Hilbert problem.

Corollary 60. Let E 2 H and let D be the Deligne lattice of .V;r/. Let x 2 X ,
such that Ex D Dx D �. Let D D �=mx�. Let F 2 BGx.E/, and M D Fx . If
the flag F�.M / induced in D is stable under ResDxr 2 End.D/, then there exists
zF 2 BGx.E/ which is moreover logarithmic at x.

Proof. Let QM be the ‡ -lifting of the flag F�.M /, where ‡ is a Birkhoff form of�.
According to Proposition 52, the lattice QM is logarithmic, and by the permutation
lemma, it is a BG trivializing lattice. Therefore, the bundle E

QM satisfies the
conclusions of the corollary. �
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At this point, we would like to sum up our findings about trivial bundles in the
following proposition.

Proposition 61. Let F 2 H0 be a trivial bundle in V, and let Y D F.X / be the
C-vector space of global sections. Let x 2 X , and E 2H such that F �x E. Let
moreover ƒD Ex and M D Fx .

(i) Y has a well-defined flag HNE induced by the Harder–Narasimhan filtration
of E.

(ii) If F2BGx.E/, then T .E/ŠEDƒ.M / and any Smith basis of Y forƒ ordered
according to K& is strictly adapted to HNE.

(iii) If F is additionally logarithmic at x, and the stalk Ex coincides with the
Deligne lattice Dx , then the type T .E/ is given by the integer parts of the
eigenvalues of the residue ResF

xr 2 End.Y /, that is, of the exponents of r
on F at x.

(iv) Finally, if E 2 RH� is moreover a weak solution to Riemann–Hilbert, thenX
x2X

ResF
xr D 0:

When .E;F/ satisfy (i) to (iv), we say that F is a good RH trivialization of E at x.

Let F be a good RH trivialization of E at x … S. Let .�/ be any basis of Y D

�.X;F/. In .�/, the connection has a matrix of the form (21). The identification
of Y to Cn by means of .�/ endows Cn with pC 1 linear maps  s for s 2 S� D

S [ fxg, that we can identify with the matrices zLs for s 2 S and �
P

s2S
zLs

for s D x. With these notations, we set the following definition.

Definition 62. The space Cn, endowed with the maps  s for s 2 S�, is called a
linear Fuchsian model of E.

With this notion, we can reduce some questions about vector bundles to linear
algebra statements. For instance we can give the following computable version
of a criterion due to Gabber for the reducibility of the triviality index originally
appearing in [Sabbah 2002, Corollary I.4.14], that we state here only for the case
of a logarithmic modification.

Corollary 63. Let E 2 RH� be a weak solution, and consider a linear Fuchsian
model at x … S, given by p matrices As for s 2 S such thatX

s2S

As D diag.t1In1
; : : : ; tsIns

/

where the integers ti satisfy ti > tiC1, in such a way that the flag HN is the flag
0 D F0 � F1 � � � � � Fs D Cn having signature .n1; : : : ; ns/ in the canonical
basis of Cn. There exists a weak solution E0 adjacent to E at s 2X and such that



338 ELIE COMPOINT AND EDUARDO COREL

i.E0/ < i.E/ if and only if there exists an As-stable subspace W � Cn such that
W \F1 D .0/.

Proof. Let T D diag.t1In1
; : : : ; tsIns

/ D diag.t1; : : : ; tn/ be the type of E. We
have i.E/ D

Ps
iD1 ni.t1 � ti/. According to Proposition 28, any adjacent weak

solution E0 is given by an As-stable subspace W � Cn. For any basis .e/ of Cn

respecting the flag HN, the bundle E0 has type T 0 D T �K, where ki D 0 when
ei 2 W and ki D 1 otherwise; therefore i.E0/ D

Pn
iD1.max.ti � ki/ � ti C ki/

where ti represent the elements of T without multiplicities. Accordingly, we have

i.E/� i.E0/D

nX
iD1

.t1� ki �max.ti � ki//:

Now, if there exists i such that ti D t1 and ki D 0, then max.ti � ki/ D t1;
thus i.E/� i.E0/D

Pn
iD1�ki < 0 (because we exclude the trivial case W D Cn).

Otherwise we have max.ti�ki/D t1�1, and then i.E/�i.E0/D
Pn

iD1.1�ki/> 0.
Therefore E0 exists if and only if there exists W stable under some As such that
W \F1 D 0. �
Proposition 64. Let F be a BG trivialization of D at x … S. If there exists a flag F

in Y D F.X / which is transversal to HND, and is moreover stable under the action
of one of the maps  s for s 2 S, then the strong Riemann–Hilbert problem has a
solution, which moreover coincides with D outside s.

Proof. Let F be a flag of Y , which is stable under  s . Taking stalks at x of a
C-basis of F , we can see the flag F in DDDs=msDs . According to Lemma 27(ii),
there exists a BG trivialization E of D at x, whose image in D DDs=msDs is F .
Let .e/ be a BG basis of Ds with respect to Es . Consequently, its image in D
respects the flag F . Let ‡ be a Birkhoff form of Ds , and let .e‡ / be the ‡ -basis of
.e/. Since the gauge from .e/ to .e‡ / is tangent to I , the lattice M induced from
.e‡ / by the elementary divisors K of Es in ƒ is also a trivializing BG lattice for
D at s. However, the lattice M is also logarithmic, since by construction it induces
in D the  s-stable flag F , and moreover sits inside an apartment that contains the
Birkhoff form ‡ . Hence, the bundle DM is both trivial and logarithmic. �

We have represented the weak solutions to the Riemann–Hilbert problem as
points in a product of subvarieties of stable flags.

Theorem 65. Let D be the Deligne bundle, and F a BG trivialization at an apparent
singularity x … S. The set of weak solutions to the Riemann–Hilbert problem for �
is parametrized by the set

RH� D f.F s;Ds/s2S jF
s
2 Fl s

.Y /;Ds 2 Zn.F s/g;

where Y D F.X / and  s D ResF
s r 2 EndC.Y / for s 2 S.
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5.3. The type of the Deligne bundle. The strong version of the Riemann–Hilbert
problem would directly have a solution if the Deligne bundle were trivial. However,
this is not the case, unless all singular points are apparent, since the exponents
of r are normalized in such a way that their sum is nonnegative. This means
that the type of the Deligne bundle as a rule is not trivial. We have seen several
ways to characterize this nontriviality. The type characterizes the isomorphism
classes of holomorphic vector bundles, so it would seem possible to work with
this sole information. However, we are not in the right category to do so, since we
consider holomorphic bundles with an embedding in a meromorphic one, denoted
by V. This is the reason for which there are several trivial bundles in V. From
another point of view, it is not possible to determine on the sole basis of the sequence
T D .a1; : : : ; an/, what the effect of changing the stalk of D at x will be. Obviously
the geometry of the Harder–Narasimhan filtration will play a decisive role.

5.3.1. Trivializations of the Deligne bundle. Let us examine in further detail the
case of the Deligne bundle D. Let us say that ıi is an elementary generator of the
homotopy group GD�1.XnS; z0/, if ıi is a closed path based at z0, having winding
number C1 around the singularity si and 0 around the others. Let Gi D �.ıi/ and
Li D

1
2i�

log Gi , normalized as for the Deligne lattice. Let .�i/ be a basis of the
Birkhoff form ‡i at si described in Note 55, such that the connection has locally as
matrix �i DLi

dz
z

, on a neighborhood, say Di of si . On the other hand, let D0 be a
neighborhood of z0, and consider a basis .�0/ of the local Birkhoff form. According
to what precedes, .�0/ is a basis of local r-horizontal sections of D over D0. One
can moreover choose this basis in such a way that the monodromy of .�0/ around
si is exactly given by the matrix Gi .

Assume now for simplicity that x … S is the point at infinity12 P1.C/, and
let F be a trivialization of D at x. In a global basis of sections .e/ of the bundle F,
there exist matrices Bi 2Mn.C/ and a matrix

B.z/D B0C � � �CBtz
t and Ci 2 GLn.C/ for 16 i 6 p

such that the connection has the matrix

�D

� pX
iD1

C�1
i LiCi

z� si
CB.z/

�
dz:

Note 66. If the bundle F is moreover logarithmic at1— which can be achieved,
for example, by Plemelj’s theorem — then B D 0 and the residue at infinity, L1 D

�
Pp

iD1
C�1

i LiCi , is semisimple with integer eigenvalues (ssie). At the cost of a
(harmless) global conjugation, we can already assume that

L1 D diag.b1In1
; : : : ; bsIns

/ with b1 < � � �< bs:
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Note that the sequence B D .b1In1
; : : : ; bsIns

/ coincides with the elementary
divisors of the stalk F1 in D1.

Definition 67. We say that .C1; : : : ;Cp/ 2 GLn.C/
p is a normalizing p-tuple for

� if
Pp

iD1
C�1

i LiCi is ssie for some (and therefore any) normalized logarithms
Li of the generators �.
i/ of the monodromy group.

Normalizing p-tuples always exist. Putting t as the coordinate 1=z at infinity,
the Taylor expansion of r at x D1 has then the nice expression

(20) �D�
X
k>0

pX
iD1

sk
i
zLi t

k dt

t
with zLi D C�1

i LiCi :

We have thus reduced the computation of the type of the Deligne bundle to the
computation of the matrices Ci (the so-called connection matrices, because they
connect the different local expressions of r on the local Birkhoff forms). It is
however well known that the computation of the connection matrices is difficult.
Any other trivialization of D at infinity is given by a monopole gauge (as coined
in [Ilyashenko and Yakovenko 2007]), namely a unimodular polynomial matrix
… 2 GLn.CŒz�/, that is, a matrix satisfying

…D P0CP1zC � � �CPkzk such that det….z/D cst 2 C�:

Proposition 68. Given a family of points s1; : : : ; sp 2 C and invertible matrices
C1; : : : ;Cp 2 GLn.C/, there exists a monopole gauge … 2 GLn.CŒz�/ such that
….si/D Ci for 16 i 6 p.

Proof. The group GLn.R/ on a ring is generated by transformations Tij .�/ D

I C�Eij where � 2R and Eij is the .i; j / element of the canonical basis of the
vector space gln. At the cost of introducing the trivial transformations Tij .0/D I ,
one can assume that all the matrices Ci can be expressed as a product of the same
transformations with different parameters:

Ci D T1.�
i
1/ � � �Ts.�

i
s/ with �i

t 2 C:

Define then �k 2 CŒz� such that �k.si/D �
i
k

for 1 6 i 6 p. By construction, the
product z…D T1.�1/ � � �Ts.�s/ 2 SLn.CŒz�/ indeed interpolates the matrices Ci at
the points si . �

As a consequence of this result, one can find a trivialization E at infinity of the
Deligne bundle such that the residues of the connection r are expressed in a basis
of Y D �.X;E/ as the actual matrices Li (and not conjugated to them). Although
the point at infinity of E is still an apparent singularity, we have no control on the
Poincaré rank of r at1.
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The results of this section also hold (with the adequate modifications) if the
apparent singularity is assumed to be located at z0 62 S[f1g. We will refer to the
trivialization E as an adapted trivialization of D at z0.

5.3.2. A Deligne–Simpson-type problem. We know that there exists a family of
invertible matrices .Ci/ such that

Pp
iD1

C�1
i LiCi is semisimple with integer eigen-

values and that these eigenvalues are equal to the type of the Deligne bundle. This
raises two questions:

(1) Does there exist a logarithmic trivialization of D for any such family .Ci/?

(2) If there exist several families with this property, how do we recognize those
that indeed give the type of the Deligne bundle?

This also raises an interesting computational problem akin to the well-known
Deligne–Simpson problem (see, e.g., [Crawley-Boevey 2003]). Let Ci be the
conjugacy class of Li D

1
2i�

log Gi under GLn.C/.

(DS) Determine all conjugates zLi 2Ci such that
Pp

iD1
zLiD diag.b1; : : : ; bn/2Zn.

5.4. The Bolibrukh–Kostov theorem. The most celebrated recent result on the
Riemann–Hilbert problem is the following fact, proved first independently by
A. Bolibrukh and V. Kostov.

Theorem 69 (Bolibrukh–Kostov). The strong Riemann–Hilbert problem is solvable
for any irreducible monodromy representation �.

We give first an algebraic proof of a classical result of Bolibrukh [Anosov and
Bolibrukh 1994, Proposition 4.2.1].

Proposition 70. If the representation � is irreducible, then for any weak solution
E 2 RH�, the type T .E/D .t1; : : : ; tn/ of E satisfies jti � tj j � ji � j j.p� 2/.

Proof. Assume here for simplicity that x D1… S, and consider again the setting
of Section 5.3.1. Let E be any weak solution to Riemann–Hilbert, and F be a
logarithmic BG trivialization of E at x. Let T D .t1; : : : ; tn/ be the type of E. In a
basis .e/ of global sections of F, there exist constant matrices zLa for a 2 S such
that the connection r has in .e/ the matrix

(21) �D
X
a2S

zLa

z� a
dz D�

d Qz

Qz

X
k>0

�k Qz
k with �k D

X
a2S

ak zLa and Qz D
1

z
:

By Proposition 49, the shearing Qz�T suppresses the singularity at x, since the
basis Qz�T .e/ spans the Deligne lattice. As a consequence, z�D QzT�.Qz/Qz�T CT d Qz

Qz

must satisfy v. z�/� 0. Therefore, the residue matrix B D�
P

a2S
zLa of � at x is

diagonal and equal to �T . We can assume further that

B D diag.b1In1
; : : : ; bsIns

/ with b1 D�t1 < � � �< bs D�ts
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where .t1In1
; : : : ; tsIns

/ represents the type of E with multiplicities. Partition any
matrix M according to the eigenvalue multiplicities of B, as .M`;m/ for 1�`;m�s.
Then the matrix of the connection can be rewritten by blocks as

z�`;m D�`;mt t`�tm CT
d Qz

Qz
D

�
�

X
j�0

�
.j/

`;m
QzjCt`�tm C ı`;mt`In`

�
d Qz

Qz
:

For each .`;m/ block, this series must have strictly positive valuation. The sumP
a2S
zLa D T imposes conditions on all blocks of the residues zLa, while when

` >m we get the following equations:

(22) �
.j/

`;m
D

X
a2S

aj . zLa/`;m D 0 for 0� j � tm� t` when ` >m:

For a fixed pair .`;m/, let k D max.0; tm � t`/, and let Xi 2 Cn`�nm be the
.`;m/-block of the matrix zLsi

, for 1� i � p. For 1� ˛ � n` and 1� ˇ � nm, let
v˛;ˇ 2 Cp be the vector constructed by taking the coefficient of index .˛; ˇ/ of Xi ,
for 1� i � p. Then, the equations (22) can be reformulated as

v˛;ˇ 2 ker Mk.s/ where Mk.s/D

0BBB@
1 � � � 1

s1 � � � sp

:::
:::

sk
1
� � � sk

p

1CCCA :
The matrix Mk.s/ is an upper-left submatrix of a Vandermonde matrix with

coefficients
s D .s1; : : : ; sp/ 2 Cp

n

[
i¤j

fxi ¤ xj g:

Since all the si are distinct, this matrix has always full rank. In particular, as soon
as tm� t` � p� 1, it has a null kernel, and so all the blocks Xi are zero. Due to
the ordering of the ti , we also have tm0 � t`0 > p� 1 for m0 6m and `0 > `; thus
all matrices zLa have a lower-left common zero block. If mD `C 1, this means
that the representation � is reducible. �

Proof of Theorem 69. Consider the Deligne bundle D and an arbitrary singularity
s 2 S. Put � D Ds and let F be a complete flag in �=m� which is stable
under ı D ResDs r. Let D D .0; d; 2d; : : : ; .n � 1/d/. By Proposition 52, the
lattice ƒ obtained by lifting the pair .F ;D/ in the z-Birkhoff form ‡ � � is
logarithmic. Let .e/ be a basis of ‡ respecting the flag F . Since the residue ı
is upper-triangular in .e/, and the elements of D are distinct, the elements of the
matrix �DMat.r; .zDe// outside the diagonal have valuation at least d . Hence
�D .AC zdU /dz

z
where A is diagonal and U holomorphic. By Theorem 44, the
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apartment A spanned by .e/ contains a Birkhoff–Grothendieck trivialization M

of ƒ, as in the following figure:

�
zD
// ƒ 2ƒlog

z
zD
// M 2 BG.ƒ/:

According to Proposition 70, the sequence zD satisfies � zD 6 .n� 1/.p � 2/,
while the Poincaré rank p of r on M satisfies pDmin.0;�v.z� zD�z

zD//. Since
v.z�

zD�z
zD/ > d �� zD holds, it is sufficient to impose d > .n� 1/.p � 2/ to

ensure that pD 0, that is, that the lattice M is logarithmic. Then DM is a strong
solution. �

The previous proof holds in fact for any representation � for which there exists
a constant R such that for any weak solution E of RH for �, the type of E satisfies
�T .E/ 6R. Finally, as a byproduct of the proof of Proposition 70, we have the
following result.

Corollary 71. Let zLi 2 Ci such that
Pp

iD1
zLi D diag.t1; : : : ; tn/ 2 Zn. Then

the sequence T D .t1; : : : ; tn/ represents the type of the Deligne bundle of the
monodromy representation � of the Fuchsian system (with singular locus S D

fs1; : : : ; spg � C)

Y 0 D

pX
iD1

zLi

z� si
Y

if and only if
Pp

iD1
s

j
i .
zLi/`;m D 0 holds for 0� j � km� k` and ` >m.

This gives a partial answer to our question (2) from Section 5.3.2. For any
explicit solution LD .L1; : : : ;Lp/ to the generalized Deligne–Simpson problem,
we can generate nontrivial explicit examples of Deligne bundles (and their Harder–
Narasimhan filtrations) corresponding to monodromy representations which are
locally conjugate to the original one. In the following section, we give the algorith-
mic procedures that can then be used to determine effectively if the corresponding
representation admits or not a strong solution to the Riemann–Hilbert problem.
Note that the equations in Corollary 71 show that the set of singular loci S for
which L corresponds to a logarithmic BG trivialization of a Deligne bundle is an
algebraic (projective) subvariety of Cpn

S
i¤j fxi D xj g.

5.5. Testing the solubility of the Riemann–Hilbert problem. In this section, we
apply the results of this paper to the experimental investigation of the solubility
of the Riemann–Hilbert problem. We present two ways to search the space of
weak solutions, which are completely effective (up to the known problem of con-
nection matrices): one that follows paths of adjacent logarithmic lattices, based
on Lemma 51, the other that uses the characterization as stable flags given in
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Proposition 52. Note that, if any (not necessarily logarithmic) trivial holomorphic
bundle of the meromorphic solution to Riemann–Hilbert is explicitly given, the
procedures that we present, coupled with classical Poincaré rank reduction methods,
implemented on a computer algebra system, allow to make the actual computations.
We however do not know if this bypasses the problem of the connection matrices.

Let D be the Deligne bundle of the representation �. Let x … S, and consider a
logarithmic BG trivialization F of D at x. Let Y D�.X;F/ and choose a basis .�/
of Y in which the residue matrix at x is equal to the diagonal that represents the
type of D:

Mat.ResF
xr; .�//D�D D diag.�k1In1

; : : : ;�ksIns
/ where k1 > � � �> ks:

In the basis .�/, the connection has a matrix of the form (21), and the Harder–
Narasimhan filtration is expressed as the flag HNY of signature .n1; : : : ; ns/ of Y .
Let V D �.X;V/ be the K-vector space of meromorphic sections of V, where
KD �.X;MX / is the field of meromorphic functions on X .

For s 2 S, let t be a coordinate at x with divisor .t/D x� s, and .z�/D t�D.�/.
Recall that t�1 is a coordinate at s. For clarity’s sake, we will put tx D t and
ts D t�1 when we are dealing with local sections. Let zFD ts.F/ be the transport
of F at s and zY D �.X; zF/. We regard Y and zY as sub-C-vector spaces of V ,
spanned respectively by the K-bases .�/ and .z�/ of V . The relation .z�/D t�D.�/

induces a well-defined fixed isomorphism between Y and zY .

Claim 72. The trivial bundle zF is a BG trivialization of D at s.

Claim 73. The flag HN zY is the flag of signature .n1; : : : ; ns/ spanned by .z�/.

Claim 74. The germ .�s/ of the global basis of Y at s is a local basis of Ds .

Indeed, we have the two dual schematic representations, where .�x/ W Ex means
that .�/ is a local basis of E at x and .�/ W Y means that .�/ is a global basis of the
form Y :

.z�x/ WDx

tD
x
�!.�/ W Y and .�s/ WDs

tD
s
�!.z�/ W zY :

5.5.1. Bolibrukh’s first counterexample. Bolibrukh’s first published counterexam-
ple is the 3� 3 system

(23) dX=dz DAX;

AD

0@0 1 0

0 z 0

0 0 �z

1A 1

z2
C

0B@0 1 0

0 �1
6

1
6

0 �1
6

1
6

1CA 1

zC1
C

0B@0 0 1

0 �1
2
�

1
2

0 1
2

1
2

1CA 1

z�1
C

0B@0 �1 �1

0 �1
3

1
3

0 �1
3

1
3

1CA 1

z�1
2

:

Let us show what the different notions introduced in the paper are in this case.
We consider the system (23) to be the expression of the connection r on a trivial
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bundle E, in a basis .�/ of global sections. The singular divisor is DD2�0C1�1C 1
2

and the matrices at 1, �1 and 1
2

are nilpotent. The point at infinity is not singular,
since, putting t D 1=z, we have

(24) �
1

t2
A

�
1

t

�
D

1

2

0@�1 0 �1

�1 0 1

1 0 1

1AC o.1/:

Therefore the stalks Ex for x 2 P1.C/nf0g coincide with the Deligne bundle D

of r: in the terms of Section 1, the bundle E is a trivialization of D at 0. However,
the singular point 0 is not an apparent singularity. The gauge P D diag.1; z; 1=z/
brings the system to the form

AŒP � D
1

z
zA0C

1

zC 1
zA�1C

1

z� 1
zA1C

1

z� 1
2

zA 1
2
CB

where

zA0 D

0@0 1 1

0 0 �1

0 0 0

1A zA�1 D
1

6

0@0 �6 0

0 �1 �1

0 �1 1

1A zA1 D
1

2

0@0 0 2

0 �1 1

0 �1 1

1A ;
zA 1

2
D

1

12

0@0 �6 �24

0 �4 16

0 �1 4

1A and B D
1

2

0@0 0 0

0 0 0

0 1 0

1A ;
The bundle F spanned by the global sections .� 0/D .�1; z�2; �3=z/ is trivial by
construction, and since all residues over S D f0; 1;�1; 1=2g are nilpotent, F is
a trivialization of D at 1. Moreover, the stalk D1 is spanned by .�1/, so the
germ of basis .� 01/ is a Smith basis of D1; hence F is actually a BG trivialization
of the Deligne bundle D at x D 1. In general, such a gauge can be found
explicitly by combining a Poincaré rank reducing method at all finite singularities
(e.g., Gérard–Levelt saturation [1973]) and the BG trivialization algorithm from
Section 3.2.1.

Accordingly, the type of the Deligne bundle is T DT .D/D .1; 0;�1/. However,
an apparent singularity of Poincaré rank 2 appears at 1; hence the BG trivial-
ization F is not logarithmic at1. To get one, we apply the permutation lemma
(Proposition 38). We reorder the basis at 1 as .z�/ D .�3; �1; �2/ according to
the decreasing elements of the type. Putting ƒ D D1 and M D F1, for any
lattice gauge Q 2 GL3.CŒŒt ��/, we can find P 0, zQ 2 GL3.CŒŒt ��/ and a monopole
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… 2 GL3.CŒz�/ as in the following diagram:

ƒ W .z"/ tT

&&

ƒ W .z�/

Q

��

P 0

OO

tT
// YM �M

… // Y QM �
QM

ƒ W ."/
tT

// QM

zQ
99

We will get a BG logarithmic trivialization if ."/ is a basis of the Birkhoff form
‡ of D1. Since1 is a regular point, the gauge Q is a holomorphic fundamental
matrix of solutions of the system (24). Lemma 15 ensures that we can actually
truncate Q at order �T � 1D 1; hence we can take

QD

0@1 0 0

0 1 0

0 0 1

1AC 1

2

0@�1 0 �1

�1 0 1

1 0 1

1A t:

The gauge P 0 is obtained as in the proof of Proposition 38:

P 0 D

0@1 0 � t
2

0 1 0

0 0 1

1A so that …D

0@1 0 � 1
2t

0 1 0

0 0 1

1A :
Finally, we get

AŒP 0tT � D
1

z
A0C

1

zC 1
A�1C

1

z� 1
A1C

1

z� 1
2

A 1
2
;

with A0 D

0@ 0 0 0

1 0 1

�1 0 0

1A ; A�1 D
1

24

0@2 0 �1

0 0 �24

4 0 �2

1A ;
A1 D

1

8

0@ 2 0 1

8 0 �4

�4 0 �2

1A and A 1
2
D

1

3

0@ 2 0 �1

�6 0 0

4 0 �2

1A :
This is a Fuchsian linear model of (23) at xD1, and we check that the eigenvalues
of

A0CA�1CA1CA 1
2
D

0B@1 0 �1
4

0 0 �1
2

0 0 �1

1CA
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give indeed the type of D. The residues As are all nilpotent with maximal rank;
hence there is a unique complete flag F .s/ which is stable by As . In the canonical
basis .e/ of C3, the Harder–Narasimhan filtration corresponds to the coordinate
flag

H W .0/� he1i � he1; e2i � C3

and we have

F .1/
D F . 1

2
/
W .0/� he2i � he2; e1C 2e3i � C3;

F .�1/
W .0/� he2i � he2; e1� 2e3i � C3;

F .0/
W .0/� he2i � he2; e3i � C3:

We see that no stable flag under any As is transversal to H , which is a necessary
condition to be a counterexample (by Proposition 64). However, the condition of
Corollary 63 is satisfied (at each s 2S), which means that there is an adjacent weak
solution E with strictly smaller default i.E/ < i.D/D 3.

5.5.2. Adjacent lattices. In this section, we consider a weak solution E 2 RH�.
In the following proposition, we describe a procedure which allows to read off
at an apparent singularity x … S, fixed once and for all, the effect on the weak
solution E of a change of logarithmic adjacent lattice at any singularity s 2S. More
precisely, let .�/ be a global basis of a logarithmic BG trivialization of E at x,
and � the matrix in Fuchsian form (21) of the connection r in .�/, whose residue
at x gives precisely the type of E. Let M be a logarithmic lattice at s that is adjacent
to Es . We determine explicitly a gauge transform …M which is a monopole at x,
such that �Œ…M � has again Fuchsian form (21). From its semisimple residue at x

we read directly the type of the modified bundle EM , equal to the eigenvalues,
and the Harder–Narasimhan filtration of EM , spanned by the eigenspaces ordered
by increasing values. This procedure is completely effective once the connection
matrices Cs that relate the local residue matrices Ls D

1
2i�

log Gs in the Birkhoff
form at s and the global residue matrices zLs D C�1

s LsCs in the basis .�/ have
been determined.

Let M be a lattice at s that is adjacent to Es . This lattice is uniquely characterized
by its image W DM=msEs , that can be seen as a sub-C-vector space W � Y . It
is logarithmic if and only if W is stable under the map ResE

sr.
According to Proposition 28, a BG trivialization of EM is obtained from a basis

of Es that simultaneously respects the space W and the flag HN. Moreover, we can
choose ."/ in the GLn.C/-orbit of .�/.

Claim 75. There exists a basis ."/ of Y such that tD
s ."/ spans a BG trivialization

of both E and EM at s.
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Claim 76. The matrix P 2 GLn.C/ of the basis change from .�/ to ."/ is .�D/-
parabolic.

Claim 77. The gauge t�D
s PtD

s D tD
x Pt�D

x is a monopole at s and an element
of GLn.Ox/.

.z�/ W zY
t�D
s PtD

s // .z"/ W Y 0

.�/ W Es

tD
s

OO

P //

�

��

."/ W Es

tD
s

OO

tT
s //

�

��

.� 0/ WM

tD�T
s

hh

E D Es=msEs
P // W

Claim 78. The basis .� 0/ generates M at s and Ey at y ¤ x.

Claim 79. The trivial bundle F0 spanned by .� 0/ is a BG trivialization of EM at x.

Claim 80. The gauge transform from .�/ to .� 0/ is PtT
s D Pt�T

x .

Claim 81. The Harder–Narasimhan filtration of EM is given by the flag of Y 0

spanned by .� 0/ according to D�T .

Indeed, the last arrow on the right implies that at x, we have

.z"x/ W Ex D EM
x

tD�T
x // .� 0/ W Y 0 where Y 0 � V is spanned over C by .� 0/:

Therefore the type of EM is, as expected, equal to D�T .

Proposition 82. Assume that S� C and x D1. Let E 2 RH� be a weak solution
to the Riemann–Hilbert problem. Let the connection r have a matrix � of the
form (21) in a basis .�/ of a logarithmic BG trivialization F of E at x. Then,
for any zLs-stable subspace Ws of Cn, there exists a computable monopole gauge
… 2 GLn.CŒz�/, a constant matrix P0 2 GLn.C/ and a diagonal matrix T with
only 0, 1 elements such that �ŒP0.z�s/T…� has again the form (21) corresponding
to the modification EM , where M is the lattice of Vs adjacent to Es canonically
defined by Ws .

Proof. We identify �.X;F/ with Cn by means of the basis .�/. The residue of r
at s is then equal to the matrix LD zLs of formula (21). A logarithmic adjacent
lattice M is uniquely defined by an L-stable subspace W � Cn. Let ."/ be a basis
respecting both W and the Harder–Narasimhan flag H , and let P 2 GLn.C/ be
the basis change from .�/ to ."/. Assume for simplicity that we have ordered
the vectors "1; : : : ; "n in such a way that if "i 2 Hk \W and "iC1 … W then
"iC1 … Hk . Let T D diag.t1; : : : ; tn/ be the diagonal integer matrix defined by
ti D 1 if and only if "i … W . With the simplifying assumption, the type of EM
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is equal to D�T , including the ordering condition, and the Harder–Narasimhan
filtration is exactly obtained by putting together the groups of vectors corresponding
to equal values of D � T . Therefore the basis .� 0/ D .z � s/D�T ."/ spans a
BG trivialization F0 of EM at s, and it is simultaneously a global basis of V .
The transport tx.F

0/ is again a BG trivialization of EM at x, but it needs not
be logarithmic anymore. Since E is a weak solution, we have Ex D EM

x D Dx .
Therefore, there exists a lattice gauge transformation P D I CP1txCP2t2

x C � � �

which sends the basis .� 0/ into its ‡ -basis ."0/, where ‡ is the Birkhoff form at x.
The lattice M 0 spanned by tD�T

x .� 0/ is then necessarily logarithmic, according to
Lemma 15. We can effectively determine M 0 by truncating the gauge P at order
d.M 0;D/� 1D kn� k1� 2, and then applying Gantmacher’s classical recursive
formulæ (18). Then, the permutation lemma yields a monopole gauge transform …

at x so that the resulting trivialization F is both BG and logarithmic. In this last
basis, the connection has again the form (21), where the spectrum of the residue
at x gives the type of the modified logarithmic bundle EM . �

Proposition 56 implies that iterated applications of this procedure describe the
set of all weak solutions to the Riemann–Hilbert problem. The strong problem is
solvable if and only if one of the bundles F has a 0 residue at x in the orbit under
these transformations.

5.5.3. The general case. For an arbitrary weak solution E, we must start with
the Deligne bundle D, for we only have the complete description of the local
logarithmic lattices from the Deligne lattice. According to the description given
in Proposition 52, any logarithmic lattice Ns 2ƒs is given by an admissible pair
.F ;T / where F is a ResDs r-stable flag. If we put ourselves in the situation of
Section 5.5.2, and consider a logarithmic BG trivialization F of D at x, and identify
Y D �.X;F/ to Cn by means of the basis .�/, then the flag F can be viewed as
a flag in Cn stable under the matrix zLs . As exposed in Theorem 65, the bundle
E is then described by an element .F s;Ds/s2S 2 RH� such that F s 2 Fl s

.Y /

and Ds 2 Zn.F s/. In order to actually construct the lattice Ns , one should in
principle reach first a Birkhoff form ‡z in ƒ D Ds . Since the Deligne lattice is
nonresonant, it is possible to do so by a lattice gauge Ps tangent to the identity, as
described in Section 4.1.1. We know from Definition 14 that if we put dsD�Ds�1,
the local gauge Ps can be truncated to ts-degree ds , as remarked in the proof of
Proposition 82. Assume for simplicity that x D1… S. Taking Qs 2 GLn.C/ that
brings .�/ to a basis respecting F s , the local gauge can be written as

Ps DQs

�
I C � � �CP

.s/

ds
.z� s/ds

�
:

Take a rational interpolation Z 2 GLn.C.z// of the local gauges Ps to the
prescribed orders ds , and having only a singularity outside S at x (see, e.g., [van



350 ELIE COMPOINT AND EDUARDO COREL

Barel et al. 1994]). The global basis of sections .z�/ whose matrix in .�/ is P

spans by construction a trivialization zF of E at x. Everything can be seen at x as
explained in the following scheme. Putting ƒDDx D Ex , we have

ƒ W .�x/
Z //

P

��

zY D �.X; zF/

…1

��
ƒ W ."/

Q

��

tD
x // Y QM

…2

��
ƒ W .Q"/

tD
x // Y 0

The effect of having changed the stalks over S is translated in a purely local
fashion by a change in the set ƒ0. Indeed, when ƒ represented the class of ŒD�x ,
the germ .�x/ was a diagonal shift of a global basis. In this scheme however, ƒ
represents the class ŒE�x , and we have now to apply the gauge Z, considered as
an element of GLn.C..tx///, to get a basis of global sections of zY D �.X; zF/.
The monopole …1 corresponds to the construction of a BG trivialization, as in
Section 3.2.1. The second gauge …2, which can be constructed by the enhanced
permutation lemma (Proposition 38), brings the system to an optional logarithmic
BG trivialization, where the system is again Fuchsian.
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ELLIPTIC ALIQUOT CYCLES OF FIXED LENGTH

NATHAN JONES

Silverman and Stange define the notion of an aliquot cycle of length L for a
fixed elliptic curve E over Q, and conjecture an order of magnitude for the
function which counts such aliquot cycles. In the present note, we combine
heuristics of Lang–Trotter with those of Koblitz to refine their conjecture
to a precise asymptotic formula by specifying the appropriate constant. We
give a criterion for positivity of the conjectural constant, as well as some
numerical evidence for our conjecture.

1. Introduction

Let E be an elliptic curve over Q and fix a positive integer L ≥ 2. In analogy
with the classical notion of an aliquot cycle, Silverman and Stange [2011] define
an L-tuple (p1, p2, . . . , pL) of distinct positive integers to be an aliquot cycle of
length L for E if each pi is a prime number of good reduction for E ,

p1 = |E(FpL )| and pi+1 = |E(Fpi )| for all i ∈ {1, 2, . . . , L − 1},

which may be more succinctly written as

(1) pi+1 = |E(Fpi )| for all i ∈ Z/LZ.

When L = 2, an aliquot cycle is also referred to as an amicable pair for E . As
observed in [Silverman and Stange 2011, Remark 1.5], there is an intimate connec-
tion between aliquot cycles for E and elliptic divisibility sequences, which relate
to generalizations of classical index divisibility questions about Lucas sequences
(see also [Gottschlich 2012], which studies some distributional aspects of elliptic
divisibility sequences).

It is of interest to know how common such aliquot cycles are, so we presently
consider the function which counts aliquot cycles of fixed length for a fixed elliptic
curve E over Q. More precisely, define an aliquot cycle (p1, p2, . . . , pL) to be
normalized if p1 =min{pi : 1≤ i ≤ L}, and then write

πE,L(x) :=
∣∣{p1 ≤ x : ∃ a normalized aliquot cycle (p1, p2, . . . , pL) for E

}∣∣.
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The behavior of πE,L(x) for large x depends heavily on whether or not E has
complex multiplication (CM), as the following conjecture indicates.

Conjecture 1.1 (Silverman–Stange). Let E be an elliptic curve over Q and L ≥ 2 a
fixed integer, and assume that there are infinitely many primes p such that |E(Fp)|

is prime. Then, as x→∞, one has

πE,L(x)


�

√
x

(log x)L if E has no CM,

∼ AE
x

(log x)2
if E has CM and L = 2,

where the implied constants in � are both positive and depend only on E and L ,
and AE is a positive constant.

Remark 1.2. We may interpret the case L = 1 of (1) as describing primes p1 for
which p1 = |E(Fp1)|. Such primes are called anomalous primes and have been
considered in [Mazur 1972]. The asymptotic count for anomalous primes up to x is
a special case of a conjecture of Lang and Trotter [1976].

Silverman and Stange [2011] focus on the intricacies of the CM case, proving that
if E has CM, jE 6= 0 and L ≥ 3, then any normalized aliquot cycle (p1, p2, . . . , pL)

for E must have p1 < 5 (so, in particular, πE,L(x) = O(1)). The case jE = 0 is
apparently more complicated, and no proof is given that πE,L(x) = O(1) when
jE = 0 and L > 3.

In this note, we refine Conjecture 1.1 to an asymptotic formula in the non-CM
case. Heuristics will be developed which lead to the following conjecture.

Conjecture 1.3. Let E be an elliptic curve over Q without complex multiplication
and L ≥ 2 a fixed integer. Then there is a nonnegative real constant CE,L ≥ 0
(see (5) below) so that, as x −→∞,

πE,L(x)∼ CE,L

∫ x

2

1
2
√

t(log t)L
dt.

Remark 1.4. It is possible for the constant CE,L to be zero, in which case the limit
limx→∞ πE,L(x) is provably finite. Thus, in case CE,L = 0, let us interpret the
above asymptotic to mean that limx→∞ πE,L(x) <∞.

Remark 1.5. By integration by parts, one has∫ x

2

1
2
√

t(log t)L
dt =

√
x

(log x)L + O
( √

x
(log x)L+1

)
.

Thus, Conjecture 1.3 is consistent with Conjecture 1.1. In practice, the error term∣∣∣∣πE,L(x)−CE,L

∫ x

2

1
2
√

t(log t)L
dt
∣∣∣∣
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E x = 106 x = 108 x = 1010 x = 1012 x = 1013

E1 : y2
+ y = x3

− x 0 1 16 115 332
E2 : y2

= x3
+ 6x − 2 0 5 32 208 564

E3 : y2
= x3
− 3x + 4 0 0 0 0 0

Table 1. Values of πE,2(x).

should be smaller than
∣∣∣πE,L(x)−CE,L

√
x

(log x)L

∣∣∣, just as in the case of the prime
number theorem.

Consider Table 1, which lists the values of πE,2(x) for a few non-CM curves E
and various magnitudes x . Note that πE2,2(x) is larger than πE1,2(x). This difference
is explained by the associated constants appearing in Conjecture 1.3. Indeed, a
computation shows that

CE2,2

CE1,2
≈ 1.714.

Also note that πE3,2(1013)= 0. The additional fact that∣∣{p≤1012
: p is of good reduction for E3 and |E3(Fp)| is prime

}∣∣=715, 698, 540

indicates that there probably are infinitely many primes p for which |E3(Fp)| is
prime, in which case the above data suggests that E3 might be a counterexample
to Conjecture 1.1. We will later see that CE3,2 = 0, and that E3 is indeed a
counterexample, assuming a conjecture of Koblitz on the primality of |E(Fp)|.

Remark 1.6. The heuristics which lead to Conjecture 1.3 are in the style of Koblitz
and Lang–Trotter, whose conjectures have been proven “on average over elliptic
curves E” (see [Balog et al. 2011; David and Pappalardi 1999]). It might be
interesting to see if one could also prove an average version of Conjecture 1.3.

1.1. Positivity of CE,L and a directed graph GE . In the interest of characterizing
the non-CM elliptic curves which have infinitely many aliquot cycles of length L ,
we will state a graph-theoretic criterion for positivity of CE,L . Recall that a di-
rected graph G is a pair (V,E), where V = V(G) is an arbitrary set of vertices
and E = E(G) ⊆ V×V is a subset of directed edges. The sequence of vertices
(v1, v2, v3, . . . , vn) is a closed walk of length n if and only if (vi , vi+1)∈E for each
i ∈ Z/nZ = {1, 2, 3, . . . , n}. Note that closed walks may have repeated vertices.
For instance, if (v, v) ∈ E for some vertex v (i.e., if G has a loop at a vertex v),
then G has closed walks of any length.

We will associate to an elliptic curve E a directed graph GE . First, consider the
n-th division field Q(E[n]) of E , obtained by adjoining to Q the x and y-coordinates
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of the n-torsion E[n] of a given Weierstrass model of E . The extension Q(E[n])
is Galois over Q, and once we fix a basis over Z/nZ of E[n], we may view

(2) Gal(Q(E[n])/Q)⊆ GL2(Z/nZ).

We will now attach to Gal(Q(E[n])/Q) a directed graph GE(n). Viewing Galois
automorphisms as 2× 2 matrices via (2), the vertex set V(n) of our graph GE(n) is

V(n) :=
{
(t, d)∈Z/nZ×(Z/nZ)× :∃g∈Gal(Q(E[n])/Q) with tr g= t, det g=d

}
.

We define the set E(n)⊆V(n)×V(n) of directed edges by declaring that (v1, v2)∈

E(n) if and only if d1+ 1− t1 = d2, where vi = (ti , di ) ∈ V(n).
Let m E denote the torsion conductor of E , which is defined as the smallest

positive integer m for which

Gal(Q(E[n])/Q)= π−1(Gal(Q(E[gcd(m, n)])/Q)
)

for all n ∈ Z>0,

where π : GL2(Z/nZ)→ GL2(Z/ gcd(m, n)Z) is the canonical projection. (The
existence of a torsion conductor m E for a non-CM elliptic curve E is a celebrated
theorem of Serre [1972].) Finally, we define the directed graph GE to be the above
graph at level m E :

GE := GE(m E).

The following version of Conjecture 1.3 states a criterion for positivity of CE,L

in terms of the directed graph GE .

Conjecture 1.7. Let E be an elliptic curve over Q without complex multiplication
and L ≥ 2 a fixed integer. Suppose that the directed graph GE has a closed walk of
length L . Then there are infinitely many aliquot cycles of length L for E . More
precisely, there is a positive constant CE,L > 0 so that, as x −→∞,

πE,L(x)∼ CE,L

∫ x

2

1
2
√

t(log t)L
dt.

Remark 1.8. If GE does not have a closed walk of length L , then CE,L = 0 and
there are at most finitely many aliquot cycles of length L for E (see Proposition 2.6).

In Section 2, we will write down the constant CE,L explicitly as an “almost Euler
product” and discuss its positivity in terms of the graph GE . In Section 3, we will
develop the heuristics which lead to Conjecture 1.3. In Section 4, we will provide
some numerical evidence for Conjecture 1.3 by examining the order of magnitude

of πE,L(x)−CE,L

∫ x

2

1
2
√

t(log t)L
dt for various elliptic curves E and L ∈ {2, 3}.
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2. The constant

We now describe in detail the constant CE,L . The next lemma allows us to interpret
(1) in terms of the Frobenius automorphisms1 FrobQ(E[n])(pi ) ∈ Gal(Q(E[n])/Q)
attached to the various primes pi . Recall the trace of Frobenius ap(E) ∈ Z, which
satisfies the equation

|E(Fp)| = p+ 1− ap(E)

as well as the Hasse bound

(3) |ap(E)| ≤ 2
√

p.

Lemma 2.1 [Serre 1968, IV-4–IV-5]. For any positive integer n and any prime p
of good reduction for E which does not divide n, p is unramified in Q(E[n]) and,
for any Frobenius automorphism FrobQ(E[n])(p) ∈ Gal(Q(E[n])/Q), we have

tr(FrobQ(E[n])(p))≡ ap(E) mod n and det(FrobQ(E[n])(p))≡ p mod n.

For any subset G ⊆ GL2(Z/nZ), define

GL
ali-cycle :=

{
(g1, g2, . . . , gL) ∈GL

: ∀i ∈ Z/LZ, det(gi+1)= det(gi )+1− tr(gi )
}
.

Note that, by Lemma 2.1, if (p1, p2, . . . , pL) is an aliquot cycle of length L for E ,
then

(4)
(
FrobQ(E[n])(p1),FrobQ(E[n])(p2), . . . ,FrobQ(E[n])(pL)

)
∈ Gal(Q(E[n])/Q)L

ali-cycle.

Next, let φ(x) := 2
π

√
1− x2 be the distribution function of Sato–Tate, which

(assuming E has no CM) conjecturally2 satisfies

lim
x→∞

∣∣{p ≤ x : ap(E)
2
√

p ∈ I ⊆ [−1, 1]
}∣∣

|{p ≤ x}|
=

∫
I
φ(x) dx .

In other words, φ is the density function of ap(E)/2
√

p, viewed as a random
variable. Denote by φL := φ ∗ φ ∗ · · · ∗ φ the L-fold convolution of φ with itself,

1The Frobenius automorphism in

Gal(Q(E[n])/Q)

attached to an unramified rational prime p is only defined up to conjugation in Gal(Q(E[n])/Q).
Here and throughout the paper, we understand FrobQ(E[n])(p) to be any choice of such a Frobenius
automorphism.

2Assuming E has nonintegral j-invariant, the Sato–Tate conjecture is now a theorem of L. Clozel,
M. Harris, N. Shepherd-Barron, and R. Taylor (see [Taylor 2008] and the references therein).
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which (again assuming the Sato–Tate conjecture) is the density function of the
random variable

L∑
i=1

api (E)
2
√

pi
,

provided the various terms api (E)/2
√

pi are “statistically independent.” Since the
primes p1, p2, . . . , pL belonging to an aliquot cycle must be close to one another
(i.e., within ≈ L

√
t of one another where p1 ≈ t , by the Hasse bound (3)), we

are really assuming statistical independence in short intervals of the various terms
api (E)/2

√
pi . Finally, for a positive integer k, put

nk :=
∏
p≤k

pk .

In Section 3, we will develop heuristics which predict Conjecture 1.3, with

(5) CE,L :=
φL(0)

L
· lim

k→∞

nL
k

∣∣Gal(Q(E[nk])/Q)
L
ali-cycle

∣∣∣∣Gal(Q(E[nk])/Q)L
∣∣ .

2.1. The constant as a product. We will presently prove the following proposition,
which gives a more explicit expression of CE,L as a convergent Euler product. Recall
that m E denotes the torsion conductor of E , i.e., the smallest positive integer m for
which

Gal(Q(E[n])/Q)= π−1(Gal(Q(E[gcd(m, n)])/Q)
)

for all n ∈ Z>0,

where π : GL2(Z/nZ)→ GL2(Z/ gcd(m, n)Z) is the canonical projection.

Proposition 2.2. For a positive integer k, let nk :=
∏

p≤k pk . Then one has

lim
k→∞

nL
k

∣∣Gal(Q(E[nk])/Q)
L
ali-cycle

∣∣∣∣Gal(Q(E[nk])/Q)L
∣∣

=
mL

E

∣∣Gal(Q(E[m E ])/Q)
L
ali-cycle

∣∣∣∣Gal(Q(E[m E ])/Q)L
∣∣ ·

∏
l-m E

l L
∣∣GL2(Fl)

L
ali-cycle

∣∣∣∣GL2(Fl)L
∣∣ .

Furthermore,

(6) 0<
l L
∣∣GL2(Fl)

L
ali-cycle

∣∣∣∣GL2(Fl)L
∣∣ = 1+ OL

(
1
l2

)
,

so the infinite product
∏
l-m E

l L
∣∣GL2(Fl)

L
ali-cycle

∣∣∣∣GL2(Fl)L
∣∣ converges absolutely.

The proof of Proposition 2.2 involves the following two lemmas.
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Lemma 2.3. Let n1 and n2 be relatively prime positive integers, and pick any
subgroups G1 ⊆ GL2(Z/n1Z) and G2 ⊆ GL2(Z/n2Z). Then, viewing G1×G2 ⊆

GL2(Z/n1n2Z), one has

(G1×G2)
L
ali-cycle = (G1)

L
ali-cycle× (G2)

L
ali-cycle.

Proof. Let ι : GL2(Z/n1Z)×GL2(Z/n2Z)→ GL2(Z/n1n2Z) be the isomorphism
of the Chinese remainder theorem, and set G := ι(G1 × G2). For each L-tuple
(gi )i ∈ GL , we have

det gi+1 ≡ det gi + 1− tr gi (mod n1n2) for all i ∈ Z/LZ

⇐⇒

{
det gi+1 ≡ det gi + 1− tr gi (mod n1)

det gi+1 ≡ det gi + 1− tr gi (mod n2)

}
for all i ∈ Z/LZ.

This implies the conclusion of Lemma 2.3. �

Lemma 2.4. Let n be a positive integer and n′ any multiple of n such that, for
every prime number l, l | n′⇒ l | n. Let π :GL2(Z/n′Z)→GL2(Z/nZ) denote the
canonical projection and let G ⊆ GL2(Z/nZ) be any subgroup. Then one has

(7)
(n′)L

∣∣(π−1(G))L
ali-cycle

∣∣
|π−1(G)L |

=
nL
∣∣GL

ali-cycle

∣∣
|GL |

.

Proof. By induction, it suffices to check the case n′ = ln, where l is some prime
dividing n. In this case, since |π−1(G)| = l4

|G|, (7) is equivalent to

(8)
∣∣(π−1(G))L

ali-cycle

∣∣= l3L
∣∣GL

ali-cycle

∣∣,
which we now show. Fix an element g = (g1, g2, . . . , gL) ∈ GL

ali-cycle, and note that
any element g′ ∈ π−1(g) has the form

g′ = (g′1, g′2, . . . , g′L)=
(
g̃1(I +n A1), g̃2(I +n A2), . . . , g̃L(I +n AL)

)
∈ π−1(g),

where for each i , g̃i is any fixed lift to GL2(Z/ lnZ) of gi , and Ai ∈ M2×2(Fl) is
arbitrary. We will presently determine the exact conditions on the Ai which force
(g′1, g′2, . . . , g′L) ∈ (π

−1(G))L
ali-cycle. First, since (g1, g2, . . . , gL) ∈ GL

ali-cycle, we
must have

(9) gi (mod l) /∈ {0, I } for each i ∈ Z/LZ

and furthermore, the quantity

γi :=
det g̃i+1− det g̃i − 1+ tr g̃i

n
∈ Fl

is well-defined. One checks that

(10) det g′i+1 ≡ det g′i + 1− tr g′i mod ln

⇐⇒ γi ≡− det gi+1 · tr Ai+1+ det gi · tr Ai − tr(gi Ai ) mod l.
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The condition on the right-hand side is (affine) linear in the coefficients of Ai+1

and Ai . We consider the linear transformation

T : F4L
l ' M2×2(Fl)

L
→ FL

l ,

given by

(Ai )
L
i=1 7→

(
− det gi+1 · tr Ai+1+ det gi · tr Ai − tr(gi Ai )

)L
i=1.

In light of (10), the condition (8) will follow from the surjectivity of the above
linear transformation, which we now verify. Writing coordinates as

gi =:

(xi yi
zi wi

)
and Ai =:

(ai bi
ci di

)
,

we have

T((Ai ))=
(
(det gi−xi )ai+(det gi−wi )di−yi ci−zi bi−det gi+1ai+1−det gi+1di+1

)
.

By (9), at least one of det gi − xi , det gi −wi , yi and zi must be nonzero modulo l,
and so

T
(
{0}×· · ·×{0}×M2×2(Fl)×{0}×· · ·×{0}

)
={0}×· · ·×{0}×Fl×{0}×· · ·×{0},

where the nonzero entries correspond to the same index i . In particular, the linear
transformation in question is surjective and we have verified (8), finishing the proof
of Lemma 2.4. �

Proof of Proposition 2.2. Choose k large enough so that m E | nk , and write
nk = n(1)k ·n

(2)
k , where n(1)k is divisible by primes dividing m E and gcd(m E , n(2)k )= 1.

By definition of m E , we then have

Gal(Q(E[nk])/Q)' π
−1(Gal(Q(E[m E ])/Q)

)
×

∏
lk
‖nk

l -m E

GL2(Z/ lkZ),

where π : GL2(Z/n(1)k Z)→ GL2(Z/m E Z) is the canonical projection. By Lem-
mas 2.3 and 2.4, we have

nL
k

∣∣Gal(Q(E[nk])/Q)
L
ali-cycle

∣∣∣∣Gal(Q(E[nk])/Q)L
∣∣

=
mL

E

∣∣Gal(Q(E[m E ])/Q)
L
ali-cycle

∣∣∣∣Gal(Q(E[m E ])/Q)L
∣∣ ·

∏
l | nk
l -m E

l L
∣∣Gal(Q(E[l])/Q)L

ali-cycle

∣∣∣∣Gal(Q(E[l])/Q)L
∣∣ .

Taking the limit as k→∞, we arrive at the product representation of CE,L stated
in Proposition 2.2. We leave the verification of (6) as an exercise. �
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2.2. Positivity of the constant. We will now discuss the positivity of CE,L . The
following corollary of Proposition 2.2 is immediate.

Corollary 2.5. One has

CE,L > 0 ⇐⇒ Gal(Q(E[m E ])/Q)
L
ali-cycle 6=∅.

We will now prove the following proposition, which allows one to deduce
Conjecture 1.7 from Conjecture 1.3.

Proposition 2.6. For any non-CM elliptic curve E over Q, one has

(11) CE,L > 0 ⇐⇒ GE has a closed walk of length L .

Furthermore, if GE has no closed walks of length L , then there are only finitely
many aliquot cycles (p1, p2, . . . , pL) of length L for E.

Proof. First we prove (11). By Corollary 2.5, we are reduced to showing that

(12) Gal(Q(E[m E ])/Q)
L
ali-cycle 6=∅ ⇐⇒ GE has a closed walk of length L .

The mapping
Gal(Q(E[m E ])/Q)→ V(GE),

g 7→ (tr g, det g)

induces a mapping Gal(Q(E[m E ])/Q)
L
ali-cycle−→{closed walks of length L in GE }.

Thus, if Gal(Q(E[m E ])/Q)
L
ali-cycle 6= ∅ then GE has a closed walk of length L .

Conversely, suppose GE has a closed walk (v1, v2, v3, . . . , vL) of length L . Recall
that V= Z/m E Z× (Z/m E Z)× and write vi = (ti , di ). Choosing any element gi ∈

Gal(Q(E[m E ])/Q) with tr gi = ti and det gi = di , we have then constructed an ele-
ment (g1, g2, . . . , gL)∈Gal(Q(E[m E ])/Q)

L
ali-cycle, so Gal(Q(E[m E ])/Q)

L
ali-cycle 6=

∅. By Corollary 2.5, we conclude the proof of (11).
To see why the nonexistence of closed walks of length L in GE implies that

limx→∞ πE,L(x) <∞, note that, by (12), one has Gal(Q(E[m E ])/Q)
L
ali-cycle =∅.

But then (4) implies that limx→∞ πE,L(x) <∞, and the proof of Proposition 2.6 is
complete. �

3. Heuristics

We will construct a probabilistic model in the style of [Koblitz 1988] and [Lang and
Trotter 1976]. We shall call the L-tuple (p1, p2, . . . , pL) of distinct prime numbers
an aliquot sequence of length L for E if it satisfies

pi+1 = |E(Fpi )| for all i ∈ {1, 2, . . . L − 1}.

Thus, an aliquot cycle of length L is an aliquot sequence of length L which
additionally satisfies p1 = |E(FpL )|. Suppose that (p1, p2, . . . , pL) is an aliquot
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sequence of length L for E . By substituting p2 = p1+1−ap1(E) into the equation
p3= p2+1−ap2(E), one finds that p3= p1+2−(ap1(E)+ap2(E)), and continuing
in this manner one obtains

(13) p1 = |E(FpL )| ⇐⇒

L∑
j=1

ap j (E)= L .

Thus, a given L-tuple (p1, p2, . . . , pL) of positive integers is an aliquot cycle of
length L for E if and only if the following conditions hold:

(1L ) the L-tuple (p1, p2, . . . , pL) is an aliquot sequence of length L for E ;

(2L ) one has
∑L

j=1 ap j (E)= L .

Consider the following condition, which generalizes condition (2L ) above by re-
placing L with an arbitrary fixed integer r :

(2′L ) one has
∑L

j=1 ap j (E)= r .

We now develop the heuristic “probability” that a given L-tuple (p1, p2, . . . , pL)

of positive integers satisfies (1L ) and (2′L ). First, we must gather some notation. Fix
a positive integer n and elements a, b ∈ Z/nZ. For any subset S ⊆GL2(Z/nZ), let

SN=a := {g ∈ S : det(g)+ 1− tr(g)= a} = {g ∈ S : det(I − g)= a},

Sdet=b
:= {g ∈ S : det(g)= b}, Sdet=b

N=a := SN=a ∩ Sdet=b.

Finally, for L ≥ 1 and G ⊆ GL2(Z/nZ), put

GL
ali-sequence :=

{
(g1, g2, . . . , gL) ∈ GL

:

for all i ∈ {1, 2, . . . , L − 1}, det(gi+1)= det(gi )+ 1− tr(gi )
}
.

Note that when L = 1, the defining conditions become empty and we have
GL=1

ali-sequence=G. For a general L≥1, note that any aliquot sequence (p1, p2,. . . , pL)

for E will satisfy(
FrobQ(E[n])(p1),FrobQ(E[n])(p2), . . . ,FrobQ(E[n])(pL)

)
∈ Gal(Q(E[n])/Q)L

ali-sequence.

Finally, for a fixed integer r , define

GL ,
∑

tr= r
ali-sequence :=

{
(g1, g2, . . . , gL) ∈ GL

ali-sequence :

L∑
i=1

tr(gi )≡ r mod n
}
.

We will presently derive an expression for the probability

P(1L ),(2′L )(t) := Prob
(
(p1, p2, . . . , pL) satisfies (1L ) and (2′L ), given that p1 ≈ t

)
.
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Putting P(1L )(t) for the probability that (p1, p2, . . . , pL) satisfies (1L ) above, and
P

given (1L )

(2′L )
(t) for the conditional probability that (p1, p2, . . . , pL) satisfies (2′L ),

given that it satisfies (1L ), we have

(14) P(1L ),(2′L )(t)= P(1L )(t) ·P
given (1L )

(2′L )
(t).

In Section 3.1 below, we will derive the probability formula

(15) P(1L )(t)≈
nL−1
·
∣∣Gal(Q(E[n])/Q)L

ali-sequence

∣∣∣∣Gal(Q(E[n])/Q)L
∣∣ ·

1
(log t)L .

Following this, in Section 3.2, we will derive

(16) P
given (1L )

(2′L )
(t)≈ φL

(
r

2
√

t

)n ·
∣∣Gal(Q(E[n])/Q)L ,

∑
tr= r

ali-sequence

∣∣∣∣Gal(Q(E[n])/Q)L
ali-sequence

∣∣ · 1
2
√

t
.

Before deriving (15) and (16), we will now observe that, taken together, they
lead to Conjecture 1.3. Indeed, using (14), (15) and (16), one concludes

P(1L ),(2′L )(t)≈ φL

(
r

2
√

t

)
·

nL
∣∣Gal(Q(E[n])/Q)L ,

∑
tr= r

ali-sequence

∣∣∣∣Gal(Q(E[n])/Q)L
∣∣ ·

1
2
√

t(log t)L
.

Just as with (13), one verifies that, for each (g1, g2, . . . , gL)∈GL2(Z/nZ)L
ali-sequence,

one has

det(gL)+ 1− tr(gL)= det g1 ⇐⇒

L∑
i=1

tr(gi )≡ L mod n.

It follows that Gal(Q(E[n])/Q)L
ali-cycle =Gal(Q(E[n])/Q)L ,

∑
tr= L

ali-sequence. Thus, putting
r = L , n = nk and taking the limit as k→∞, one arrives at

P(1L ),(2L )(t)≈ φL

(
L

2
√

t

)
· lim

k→∞

nL
k

∣∣Gal(Q(E[nk])/Q)
L
ali-cycle

∣∣∣∣Gal(Q(E[nk])/Q)L
∣∣ ·

1
2
√

t(log t)L
.

Thus, using

πE,L(x)≈
1
L

∫ x

2
P(1L ),(2L )(t) dt,

one arrives at Conjecture 1.3. The reason for the extra factor of L in the denominator
above is that πE,L(x) counts normalized aliquot cycles, whereas the heuristic
probabilities above do not take normalization into account. Also, since L is fixed,
one verifies that the estimation φL(L/(2

√
t))≈φL(0) does not affect the asymptotic.
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3.1. The probability that ( p1, p2, . . . , pL) satisfies (1L). We will now derive a
refined probability formula which implies (15). Fix a vector a= (a2, a3, . . . , aL) ∈

((Z/nZ)×)L−1, and consider the probability

P a
(1L )
(t)

:=Prob
(
(p1, p2, . . . pL) satisfies (1L ) and for all i ∈{2, 3, . . . , L}, pi ≡ai mod n

)
and (for any subset G ⊆ GL2(Z/nZ)) the subset

GL , a
ali-sequence :=

{
(g1, g2, . . . , gL)∈GL

ali-sequence : for all i∈{2, 3, . . . , L}, det(gi )=ai
}
.

In case L = 1, the vector a ∈ ((Z/nZ)×)0 is nonexistent, and as before we interpret
the empty condition as G1, a

ali-sequence = G. Also note the decomposition

(17) GL , a
ali-sequence = GN= a2 ×Gdet= a2

N= a3
×Gdet= a3

N= a4
× · · ·×Gdet= aL−1

N= aL
×Gdet= aL .

Finally, note that if a1 6= a2, then GL , a1
ali-sequence ∩GL , a2

ali-sequence =∅, and so we have a
disjoint union

GL
ali-sequence =

⊔
a∈((Z/nZ)×)L−1

GL , a
ali-sequence.

For similar reasons, we have

P(1L )(t)=
∑

a∈((Z/nZ)×)L−1

P a
(1L )
(t).

Thus, (15) will follow from

(18) P a
(1L )
(t)≈

nL−1
·
∣∣Gal(Q(E[n])/Q)L , a

ali-sequence

∣∣∣∣Gal(Q(E[n])/Q)L
∣∣ ·

1
(log t)L ,

which we will now derive by induction on L .

Base case: L = 1. Suppose that p1 is a positive integer of size about t . One may
interpret the prime number theorem as the probabilistic statement that

P(1L=1)(t)= Prob(p1 is prime)≈
1

log t
,

which is base case L = 1 of (18).

Induction step. Assume now that (18) holds for some fixed L ≥ 1, and fix any
vector a = (a2, a3, . . . , aL+1) ∈ ((Z/nZ)×)L . Since the statement

(p1, p2, . . . , pL+1) satisfies (1L+1) and for all i ∈ {2, 3, . . . , L+1}, pi ≡ ai mod n
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is equivalent to

(p1, p2, . . . , pL) satisfies (1L ) and for all i ∈ {2, 3, . . . , L}, pi ≡ ai mod n,

pL+1 := pL + 1− apL (E) is prime, and pL+1 ≡ aL+1 mod n,

we see that

(19) P
(a2, a3, ..., aL , aL+1)

(1L+1)
(t)= P(a2, a3, ..., aL )

(1L )
(t) ·P(t),

where P(t) is the conditional probability that pL+1 := pL + 1− apL (E) is prime,
and that pL+1≡ aL+1 mod n, given that (1L ) holds. To estimate P(t), let us assume
that (1L ) holds. First note that, by the Hasse bound |ap(E)| ≤ 2

√
p, one has

pL+1 = p1+ L −
L∑

i=1

api (E) ∈
[

p1+ L − 2L
√

pmax, p1+ L + 2L
√

pmax
]
,

where pmax :=max{pi : i = 1, 2, . . . , L}. By induction we have pmax= t+OL(
√

t),
and so pL+1 ≈ t , with an error of OL(

√
t). Now, if pL+1 were a positive integer of

size about t selected independently of (p1, p2, . . . , pL), then

(20) Prob(pL+1 is prime and pL+1 ≡ aL+1 mod n)≈
1

ϕ(n) log t
,

by the prime number theorem in arithmetic progressions. If the positive integer pL+1

were chosen randomly and independently of the previous primes, then the probability
that pL+1≡aL+1 mod n would be 1/n. However, pL+1 is not chosen independently
of (p1, p2, . . . , pL); it is related to pL by the formula pL+1 = pL + 1− apL (E).
Thus, the congruence pL+1 ≡ aL+1 mod n is really the demand that

FrobQ(E[n])(pL) ∈ Gal(Q(E[n])/Q)N= aL+1 .

Since we assume that (1L ) holds, we know that FrobQ(E[n])(pL)∈GL2(Z/nZ)det= aL .
It is thus natural to multiply (20) by the correction factor∣∣Gal(Q(E[n])/Q)det=aL

N=aL+1

∣∣/∣∣Gal(Q(E[n])/Q)det=aL
∣∣

1/n
,

obtaining

(21) P(t)≈

∣∣Gal(Q(E[n])/Q)det=aL
N=aL+1

∣∣/∣∣Gal(Q(E[n])/Q)det=aL
∣∣

1/n
·

1
ϕ(n) log t

=
n
∣∣Gal(Q(E[n])/Q)det=aL

N=aL+1

∣∣
|Gal(Q(E[n])/Q)|

·
1

log t
.
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By (17), we may rewrite (18) as

Pa
(1L )
(t)≈ nL−1

·

∣∣Gal(Q(E[n])/Q)N=a2

∣∣∣∣Gal(Q(E[n])/Q)
∣∣ ·

( L−1∏
i=2

∣∣Gal(Q(E[n])/Q)det=ai
N=ai+1

∣∣∣∣Gal(Q(E[n])/Q)
∣∣

)

·

∣∣Gal(Q(E[n])/Q)det=aL
∣∣∣∣Gal(Q(E[n])/Q)

∣∣ ·
1

(log t)L .

Plugging this expression and (21) into (19), and using the fact that∣∣Gal(Q(E[n])/Q)det=aL
∣∣= ∣∣Gal(Q(E[n])/Q)det=aL+1

∣∣,
one concludes the induction step, completing the derivation of (18), and thus of (15).

Our analysis has motivated the following conjecture, wherein

π
ali-sequence
E,L (x) :=

∣∣{p1 ≤ x : ∃ an aliquot sequence (p1, p2, . . . , pL) for E
}∣∣,

Cali-sequence
E,L := lim

k→∞

nL−1
k ·

∣∣Gal(Q(E[nk])/Q)
L
ali-sequence

∣∣∣∣Gal(Q(E[nk])/Q)L
∣∣ .

Conjecture 3.1. Let E be an elliptic curve over Q without complex multiplication
and L ≥ 2 a fixed integer. Then, as x −→∞, one has

π
ali-sequence
E,L (x)∼ Cali-sequence

E,L

∫ x

2

1
(log t)L dt.

Similarly to Proposition 2.6, one has

Cali-sequence
E,L > 0 ⇐⇒ GE has a (directed) walk of length L .

3.2. The conditional probability that ( p1, p2, . . . , pL) satisfies (2′
L). We will

now derive (16), completing the heuristic derivation of Conjecture 1.3. Suppose that
(p1, p2, . . . , pL) is an aliquot sequence of length L for E , i.e., that it satisfies (1L ).
What is the conditional probability that

∑L
i=1api (E) = r? In the case L = 1,

condition (1L ) is empty, and our question becomes identical to the Lang–Trotter
conjecture for fixed Frobenius trace. In what follows, we will develop a probabilistic
model in the same style as theirs.

Fixing a level n, the number fn(r, p) ≥ 0 will estimate the probability of the
event that

∑L
i=1api (E)= r , given that (p= p1, p2, . . . , pL) is an aliquot sequence

of length L for E . We will model the situation by assuming that the vector

(22)
(
FrobQ(E[n])(p1),FrobQ(E[n])(p2), . . .FrobQ(E[n])(pL)

)
∈ Gal(Q(E[n])/Q)L

ali-sequence

is randomly distributed according to counting measure, and we will assume that the
various api (E)/(2

√
pi ) are independent at infinity, i.e., that φL is the distribution
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function for their sum. We will also assume independence of the random variables∑L
i=1api (E)/(2

√
pi ) and (22). Finally, in order to simplify our model, we will

also regard all of the various primes pi as having the same size, namely p. These
considerations lead us to the following assumptions about the probabilities fn(r, p):

fn(r, p)= 0 if |r |> 2L
√

p,

fn(r, p)= φL

(
r

2
√

p

)
·

n
∣∣Gal(Q(E[n])/Q)L ,

∑
tr=r

ali-sequence

∣∣∣∣Gal(Q(E[n])/Q)L
ali-sequence

∣∣ · cp if |r | ≤ 2L
√

p,

where cp is some constant chosen so that
∑

r∈Z fn(r, p) = 1. Then, similarly to
[Lang and Trotter 1976, pp. 31–32], one concludes that cp ∼

1
2
√

p , as p→∞. This
leads to (16), completing the derivation of Conjecture 1.3.

4. Examples

We will now give some numerical evidence for Conjecture 1.3.

4.1. Elliptic curves with CE,L > 0. Table 2 and Table 3 display some data for four
elliptic curves. In each table, the column labeled “predicted” lists the approximate
values of

CE,L

∫ 1013

2

dt
2
√

t(log t)L
,

“actual” lists the values of πE,L(1013), and “% error” lists as a percentage the
approximate values of

CE,L

∫ 1013

2

dt
2
√

t(log t)L
−πE,L(1013)

CE,L

∫ 1013

2

dt
2
√

t(log t)L

.

The first and third curves were already considered in [Silverman and Stange 2011],
and are included here largely to show the contrast with the second curve. For each
of these curves, a detailed list of the aliquot cycles with p1 ≤ 1013 may be found in
an expanded version of this paper [Jones 2012].

E predicted actual % error

y2
+ y = x3

− x 318.98 332 −4.08%
y2
= x3
+ 6x − 2 546.78 564 −2.97%

y2
+ y = x3

+ x2 318.97 328 −2.83%
y2
+ xy+ y = x3

− x2 318.95 331 −3.78%

Table 2. Data on πE,2(1013) for various E .
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E predicted actual % error

y2
+ y = x3

− x 3.03 3 1.05%
y2
= x3
+ 6x − 2 12.59 12 4.66%

y2
+ y = x3

+ x2 3.04 2 34.10%
y2
+ xy+ y = x3

− x2 3.02 4 −32.48%

Table 3. Data on πE,3(1013) for various E .

The four elliptic curves E under consideration satisfy

(23)
[
GL2(Z/nZ) : Gal(Q(E[n])/Q)

]
≤ 2

for each n ≥ 1 (see [Serre 1972, pp. 309–311; Lang and Trotter 1976, p. 51]). As
shown in [Serre 1972, pp. 310–311], this is the smallest index that one can have for
general n when the elliptic curve E is defined over Q. We call any elliptic curve
E satisfying (23) a Serre curve. Serre curves are thus elliptic curves for which
Gal(Q(E[n])/Q) is “as large as possible for all n,” and it has been shown that,
when ordered by height, almost all elliptic curves are Serre curves (see [Jones 2010;
Radhakrishnan 2008]). One can show that for any Serre curve E , one has CE,L > 0.
In fact, if we define the constant CL by

CL :=
φL(0)

L
· lim

k→∞

nL
k

∣∣GL2(Z/nkZ)L
ali-cycle

∣∣∣∣GL2(Z/nkZ)L
∣∣ =

φL(0)
L
·

∏
l prime

l L
∣∣GL2(Fl)

L
ali-cycle

∣∣∣∣GL2(Fl)L
∣∣ ,

then for any Serre curve E one has that CE,L = CL · fL(1s f (E)), where 1s f (E)
denotes the square-free part of the discriminant of any Weierstrass model of E and
fL is a positive function which approaches 1 as |1s f (E)| approaches infinity. For
L = 2 one has

C2 =
φ2(0)

2
·

∏
l prime

l2
∣∣GL2(Fl)

2
ali-cycle

∣∣∣∣GL2(Fl)2
∣∣ =

8
3π2 ·

∏
l prime

l2(l4
− 2l3

− 2l2
+ 3l + 3)

[(l2− 1)(l − 1)]2

≈ 0.077088124,

whereas for L = 3 one has

C3 =
φ3(0)

3

∏
l prime

l3
∣∣GL2(Fl)

3
ali-cycle

∣∣∣∣GL2(Fl)3
∣∣

=
φ3(0)

3

∏
l prime

l3
[
l6
−3l5
−3l4
+14l3

+(3+χ(l))l2
−(19+3χ(l))l−10−3χ(l)

]
[(l2− 1)(l − 1)]3

≈ 0.019759298,
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E CE,2 CE,3 1s f (E)

y2
+ y = x3

− x ≈ 0.077093 ≈ 0.019841 37
y2
= x3
+ 6x − 2 ≈ 0.132151 ≈ 0.082365 −3

y2
+ y = x3

+ x2
≈ 0.077091 ≈ 0.019861 −43

y2
+ xy+ y = x3

− x2
≈ 0.077088 ≈ 0.019759 −53

Table 4. Values of CE,2, CE,3 and 1s f (E).

where χ(l)=
(
−3
l

)
denotes the character of conductor 3. Table 4 gives the values

of CE,2, CE,3 and 1s f (E) for each of the four curves under consideration. The
reason the second curve has a larger value of CE,L is that |1s f (E)| is smaller for
this curve than for the others.

4.2. An elliptic curve with CE,L = 0. We will now discuss briefly the elliptic curve

(24) E : y2
= x3
− 3x + 4

which was mentioned in the introduction, for which πE,L(x) ≡ 0 and whose as-
sociated graph GE contains no closed walks at all. We will presently describe the
Galois group Gal(Q(E[4])/Q), which is an index 4 subgroup of GL2(Z/4Z). First,
define the subgroup H(4)⊆ GL2(Z/4Z) by

H(4) :=
{(

1 0
0 1

)
,

(
0 1
−1 −1

)
,

(
−1 −1
1 0

)
,

(
−1 −1
0 1

)
,

(
1 0
−1 −1

)
,

(
0 1
1 0

)}
.

We then have

(25) Gal(Q(E[4])/Q)= H(4) ·
(

I + 2
{(

0 0
0 0

)
,

(
1 1
0 1

)
,

(
1 0
1 1

)
,

(
0 1
1 0

)})
.

(To see that the right-hand expression defines a subgroup of GL2(Z/4Z), note that{(
0 0
0 0

)
,

(
1 1
0 1

)
,

(
1 0
1 1

)
,

(
0 1
1 0

)}
⊆ M2×2(Z/2Z)

is closed under addition and under GL2(Z/2Z)-conjugation.)
Even though Gal(Q(E[2])/Q)=GL2(Z/2Z), Gal(Q(E[4])/Q) is a proper sub-

group of GL2(Z/4Z), and so one has 4 |m E . Furthermore, in this case the restriction
map Gal(Q(E[m E ])/Q)� Gal(Q(E[4])/Q) induces a graph morphism

(26) GE = GE(m E)� GE(4),

which is surjective in the sense that it carries the vertex set V(m E) onto V(4) and
likewise carries E(m E) onto E(4).

On the other hand, using (25), one finds that the directed graph GE(4) is:
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(27) (2, 1) (2,−1) (−1, 1) (0,−1)

Infinitely many primes p for which |E(Fp)| is prime. The non-CM case of a con-
jecture of Koblitz (see [Koblitz 1988] and also [Zywina 2011]) expresses (in our
terminology) that for any non-CM elliptic curve E , the existence of a single directed
edge in GE implies the existence of infinitely many primes p for which |E(Fp)| is
prime. Taking E to be the elliptic curve given by (24), we see by the surjectivity
of (26) together with (27) that GE contains at least one directed edge. Thus, assuming
Koblitz’s conjecture, there are infinitely many primes p for which |E(Fp)| is prime.

Finitely many aliquot cycles for E. Continuing with the example (24), by the surjec-
tivity of (26) together with (27), we see that GE contains no closed walks at all. By
Proposition 2.6, there are only finitely many aliquot cycles (p1, p2, . . . , pL) for E .
This particular example may be explained as follows. Whenever p2 = |E(Fp1)| for
some prime p1, we see from (27) that (tr(FrobQ(E[4])(p1)), det(FrobQ(E[4])(p1)))=

(−1, 1) (otherwise, |E(Fp1)| would be even). But then(
tr(FrobQ(E[4])(p2)), det(FrobQ(E[4])(p2))

)
∈ {(0,−1), (2,−1)},

in which case |E(Fp2)| must be even. One deduces that E has no aliquot cycles of
length L ≥ 2, and indeed no aliquot sequences of length L ≥ 3.

Remark 4.1. There is a modular curve X of level 4 and genus 0 with |X (Q)| =
∞, whose noncuspidal Q-rational points correspond to elliptic curves E ′ for
which −1E ′ is a perfect square. For almost all such elliptic curves E ′, one
may find an appropriate twist E of E ′ for which (25) holds, and thus for which
limx→∞ πE,L(x) <∞ for L ≥ 2. The elliptic curve (24) is one such example.
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ASYMPTOTIC L4 NORM OF
POLYNOMIALS DERIVED FROM CHARACTERS

DANIEL J. KATZ

Littlewood investigated polynomials with coefficients in {−1, 1} (Littlewood
polynomials), to see how small their ratio of norms ‖ f ‖4/‖ f ‖2 on the unit
circle can become as deg f →∞. A small limit is equivalent to slow growth
in the mean square autocorrelation of the associated binary sequences of
coefficients of the polynomials. The autocorrelation problem for arrays and
higher dimensional objects has also been studied; it is the natural general-
ization to multivariable polynomials. Here we find, for each n > 1, a fam-
ily of n-variable Littlewood polynomials with lower asymptotic ‖ f ‖4/‖ f ‖2

than any known hitherto. We discover these through a wide survey, infea-
sible with previous methods, of polynomials whose coefficients come from
finite field characters. This is the first time that the lowest known asymptotic
ratio of norms ‖ f ‖4/‖ f ‖2 for multivariable polynomials f (z1, . . . , zn) is
strictly less than what could be obtained by using products f1(z1) · · · fn(zn)

of the best known univariate polynomials.

1. Introduction

1A. History and main result. Littlewood [1966; 1968] pioneered the study of the
L4 norm on the complex unit circle of polynomials whose coefficients lie in {−1, 1},
and in particular wanted to know how small their ratio of norms ‖ f ‖4/‖ f ‖2 can
become as deg f →∞. He suspected, based on calculations of Swinnerton-Dyer,
that this ratio could be made to approach 1 asymptotically, but the smallest limiting
ratio he could find was 4

√
4/3 for the Rudin–Shapiro polynomials [Littlewood 1968].

The L4 norm is of particular interest since it serves as a lower bound for the L∞

norm and is easier to calculate than most other Lr norms. Erdős [1957, Problem 22;
1962] had conjectured that ‖ f ‖∞/‖ f ‖2 is bounded away from 1 for nonconstant
polynomials with complex coefficients of unit magnitude. This was disproved in
[Kahane 1980], but the modified problem where we restrict to coefficients in {−1, 1}
remains open [Newman and Byrnes 1990], and would be solved if one could prove

The author was supported by funding from an NSERC grant awarded to Jonathan Jedwab.
MSC2010: primary 11C08; secondary 11T24, 42A05, 11B83.
Keywords: L4 norm, Littlewood polynomial, character polynomial, Fekete polynomial, character
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that ‖ f ‖4/‖ f ‖2 is bounded away from 1 as deg f →∞. Polynomials in one or
more variables with coefficients in {−1, 1} and small ‖ f ‖4/‖ f ‖2 are equivalent to
binary sequences and arrays (that is, those that simply list the coefficients of the
polynomials) with low mean square aperiodic autocorrelation. Such sequences and
arrays are important in the theory of communications1 [Golay 1977] and statistical
physics [Bernasconi 1987]. Accordingly, we define a Littlewood polynomial in n
variables to have the form

f (z1, . . . , zn)=

s1−1∑
j1=0

· · ·

sn−1∑
jn=0

f j1,..., jn z j1
1 · · · z

jn
n ,

with coefficient f j1,..., jn in {−1, 1}, and our Lr norm for f (z1, . . . , zn) is

‖ f ‖r =
(

1
(2π)n

∫ 2π

0
· · ·

∫ 2π

0

∣∣ f
(
exp(iθ1), . . . , exp(iθn)

)∣∣r dθ1 · · · dθn

)1/r

.

Note that ‖ f ‖22 = s1 · · · sn for our Littlewood polynomial.
For univariate Littlewood polynomials, the lowest asymptotic ratio of norms
‖ f ‖4/‖ f ‖2 found by Littlewood himself [1968] was 4

√
4/3 for the Rudin–Shapiro

polynomials. Two decades later, this was improved to 4
√

7/6 by Høholdt and Jensen
[1988], using modifications of Fekete polynomials. Over two decades later still, in
[Jedwab et al. 2013b], another modification was shown to yield further improvement:

Theorem 1.1 (Jedwab, Katz, Schmidt). There is a family of univariate Littlewood
polynomials that, as deg f →∞, has ‖ f ‖4/‖ f ‖2→ B1, the largest real root of
27x12

− 498x8
+ 1164x4

− 722, which is less than 4
√

22/19.

Prior to this paper, for each n, the lowest known asymptotic ‖ f ‖4/‖ f ‖2 for
n-variable Littlewood polynomials

f (z1, . . . , zn) (in the limit as degz1
f, . . . , degzn

f →∞)

was simply the n-th power of the lowest known ratio for univariate polynomi-
als, based on the fact that if f (z1, . . . , zn) = f1(z1) · · · fn(zn), then ‖ f ‖r =
‖ f1‖r · · · ‖ fn‖r . For bivariate Littlewood polynomials, Schmidt [2011] obtained an
asymptotic ‖ f ‖4/‖ f ‖2 of

√
7/6 in this way (via Høholdt and Jensen’s univariate

polynomials mentioned above), and foresaw the possibility that the asymptotic
‖ f ‖4/‖ f ‖2 could be lowered to B2

1 , contingent upon the conjecture that was later
established as Theorem 1.1. In this paper, we show that one can do better than
this product construction, even when based on the best univariate polynomials now
known (those of Theorem 1.1).

1In this milieu, results are expressed in terms of the merit factor, defined as ‖ f ‖42/(‖ f ‖44−‖ f ‖42).
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Theorem 1.2. For each n>1, there is a family of n-variable Littlewood polynomials
f (z1, . . . , zn) which, as degz1

f, . . . , degzn
f →∞, has ‖ f ‖4/‖ f ‖2 tending to a

value strictly less than Bn
1 .

The lowest known asymptotic ‖ f ‖4/‖ f ‖2 for n-variable Littlewood polynomials
is an algebraic number depending on n, and is specified precisely in Section 1C
after we define in Section 1B the polynomials that are involved.2

1B. Character polynomials. The polynomials used in [Høholdt and Jensen 1988],
[Jedwab et al. 2013b], and the current paper to break previous records for the lowest
known asymptotic ‖ f ‖4/‖ f ‖2 are all character polynomials, that is, polynomials
whose coefficients are given by characters of finite fields. The L4 norms of character
polynomials have already been studied extensively [Høholdt and Jensen 1988;
Jensen and Høholdt 1989; Jensen et al. 1991; Bömer and Antweiler 1993; Borwein
2002; Borwein and Choi 2000; 2002; Jedwab 2005; Høholdt 2006; Jedwab and
Schmidt 2010; Schmidt 2011], but it took the new methods of this paper to discover
and verify the properties of the polynomials of our Theorem 1.2.

The interrelation between the additive and multiplicative structures of finite fields
endow character polynomials with their remarkable qualities: the coefficients of an
additive character polynomial are obtained by applying an additive character of a
finite field to its nonzero elements arranged multiplicatively (listed as successive
powers of a primitive element), while the coefficients of a multiplicative character
polynomial are obtained by applying a multiplicative character of a finite field to its
elements arranged additively (as Z-linear combinations of the generators, arrayed
in a box whose dimensionality equals the number of generators). Thus an additive
character polynomial has the form

(1) f (z)=
∑
j∈S

ψ(α( j + t))z j ,

where ψ : Fq → C is a nontrivial additive character, the support S is a set of the
form {0, 1, . . . , s− 1}, the translation t is an element of Z, and the arrangement α
is a group epimorphism from Z to F∗q . A multiplicative character polynomial has
the form

(2) f (z1, . . . , ze)=
∑

j=( j1,..., je)∈S

χ(α( j + t)) z j1
1 · · · z

je
e ,

where e is a positive integer, χ is a nontrivial complex-valued multiplicative char-
acter of Fq = Fpe with p prime, the support S is S1×· · ·× Se with each Sk a set of

2Gulliver and Parker [2005] have also studied ‖ f ‖4/‖ f ‖2 for multivariable Littlewood polynomi-
als, but in a very different limit: they let the number of variables tend to infinity while keeping the
degree in each variable less than or equal to one.
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the form {0, 1, . . . , sk − 1}, while the translation t = (t1, . . . , te) is in Ze, and the
arrangement α is a group epimorphism from Ze to Fq . We always extend nontrivial
multiplicative characters to take 0 to 0.

We now define the Fekete polynomials and their modifications used in [Høholdt
and Jensen 1988] and [Jedwab et al. 2013b]. For an odd prime p, the p-th Fekete
polynomial is a multiplicative character polynomial using the quadratic character
(Legendre symbol) over the prime field Fp, support S={0, 1, . . . , p−1}, translation
t=0, and arrangement α : Z→Fp given by reduction modulo p. Fekete polynomials
are themselves the subject of many fascinating studies linking number theory and
analysis [Fekete and Pólya 1912; Pólya 1919; Montgomery 1980; Baker and
Montgomery 1990; Conrey et al. 2000; Borwein et al. 2001; Borwein and Choi
2002].

The polynomials used in [Høholdt and Jensen 1988] to obtain asymptotic
‖ f ‖4/‖ f ‖2 of 4

√
7/6 have the same character, support, and arrangement, but the

translations t are chosen such that t/p→ 1/4 as p→∞, and any coefficient of 0
(arising from the extended multiplicative character) is replaced with 1 to obtain
Littlewood polynomials. To obtain asymptotic ‖ f ‖4/‖ f ‖2 less than 4

√
22/19, we

used in [Jedwab et al. 2013b] a different limit for t/p, and allowed the support
S = {0, 1, . . . , s−1} to be of size other than p, and in fact let s/p tend to a number
slightly larger than 1 as p→∞.

The families of character polynomials used here are based on similar asymptotics:
we say that a family { fι}ι∈I of additive character polynomials is size-stable to mean
that if we write Fqι and Sι for the field and support of fι, then {qι : ι ∈ I } is infinite
and |Sι|/(qι−1) tends to a positive real number σ (called the limiting size) as qι→∞.
Likewise, we say that a family of e-variable multiplicative character polynomials
{ fι}ι∈I is size-stable to mean that if we write Fqι = Fpe

ι
and Sι = Sι,1× · · · × Sι,e

for the field and support of fι, then the set of primes {pι : ι ∈ I } is infinite and
for each k ∈ {1, . . . , e}, the ratio |Sι,k |/pι tends to a positive real number σk as
qι→∞. We call σ1, . . . , σe the limiting sizes. And we say that a family of e-variable
multiplicative character polynomials { fι}ι∈I is translation-stable to mean that if
we write Fqι = Fpe

ι
and tι = (tι,1, . . . , tι,e) for the field and translation of fι, then

the set of primes {pι : ι ∈ I } is infinite and for each k ∈ {1, . . . , e}, the ratio tι,k/pι
tends to a real number τk as qι→∞. We call τ1, . . . , τe the limiting translations.

1C. Subsidiary results. We discovered the polynomials of Theorem 1.2 via a
survey, enabled by the methods presented in this paper, of the asymptotic L4 norms
of both additive and multiplicative character polynomials. Quadratic multiplicative
characters behave differently than nonquadratic ones, so we treat them separately:
we have quadratic families in which every character is quadratic, and nonquadratic
families in which none is. We then have three theorems: one for additive characters
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and two for the different types of multiplicative characters, and we express our
limiting norms in terms of the function

(3) �(x, y)=
∑
n∈Z

max(0, 1− |xn− y|)2,

which is defined and continuous on {(x, y) ∈ R2
: x 6= 0}.

Theorem 1.3. Let { fι}ι∈I be a size-stable family, with limiting size σ , of additive
character polynomials over fields {Fqι}ι∈I .

(i) As qι→∞, we have

‖ fι‖44
‖ fι‖42

→−
2
3σ + 2�

( 1
σ
, 0
)
.

(ii) This limit is globally minimized if and only if σ is the unique root in
(
1, 1+ 9

64

)
of x3
− 12x + 12.

Theorem 1.4. Let { fι}ι∈I be a size-stable family, with limiting sizes σ1, . . . , σe, of
e-variable nonquadratic multiplicative character polynomials over fields {Fqι}ι∈I .

(i) As qι→∞, we have

‖ fι‖44
‖ fι‖42

→−
2e

3e

e∏
j=1

σi + 2
e∏

j=1

�
( 1
σ j
, 0
)
.

(ii) This limit is globally minimized if and only if σ1, . . . , σe all equal the unique
root in (1, 1+ 3e+1/22e+4) of

x3e
−

3e

2e−3 (x − 1)(3x2
− 4x + 2)e−1.

Theorem 1.5. Let { fι}ι∈I be a size- and translation-stable family, with limiting
sizes σ1, . . . , σe and limiting translations τ1, . . . , τe, of e-variable quadratic multi-
plicative character polynomials over fields {Fqι}ι∈I .

(i) As qι→∞, we have

‖ fι‖44
‖ fι‖42

→−
2e+1

3e

e∏
j=1

σi + 2
e∏

j=1

�
( 1
σ j
, 0
)
+

e∏
j=1

�
( 1
σ j
, 1+

2τ j

σ j

)
.

(ii) This limit is globally minimized if and only if σ1, . . . , σe all equal the unique
root in (1, 1+ 3e+1/22e+3) of

x3e
−

3e

2e−2 (x − 1)(3x2
− 4x + 2)e−1

−
3e

22e (2x − 1)2e−1,

and τ j ∈ {
1
4(1− 2σ j )+ n/2 : n ∈ Z} for each j ∈ {1, . . . , e}.
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These new theorems are much more general than the compositum of all previous
results on the limiting ratio of L4 to L2 norm for character polynomials [Høholdt
and Jensen 1988; Jensen and Høholdt 1989; Jensen et al. 1991; Borwein and
Choi 2000; Schmidt 2011; Jedwab et al. 2013a; 2013b], and reveal for the first
time the full functional form of the asymptotic ratio of norms as it depends on
choice of character, limiting size, and limiting translation, thus enabling us to find
multivariable Littlewood polynomials with lower asymptotic ‖ f ‖4/‖ f ‖2 than any
known hitherto.

For each e ≥ 1, let Ae (resp., Be) be the minimum asymptotic ratio of norms
for a family of e-variable nonquadratic (resp., quadratic) character polynomials, as
described in Theorem 1.4(ii) (for Ae) and Theorem 1.5(ii) (for Be). Note that A1

is also the minimum asymptotic ratio of norms achievable by a family of additive
character polynomials as described in Theorem 1.3(ii). Rational approximations
of B4

1 , B4
2 , . . . , B4

5 are obtained later in Lemma 7.1, and if desired, a computer
may be used to obtain more accurate approximations of values of various Ae

and Be. For each e ≥ 1, Be is to date the lowest known asymptotic ‖ f ‖4/‖ f ‖2
for a family of e-variable Littlewood3 polynomials f (z1, . . . , ze) in the limit as
degz1

f, . . . , degze
f →∞. For e = 1, this recapitulates Corollary 3.2 of [Jedwab

et al. 2013b], while for e > 1, the ratio obtained here is strictly lower than any
found to date. Until now, the smallest known asymptotic ratio has been whatever
can be obtained from the best univariate polynomials and the product construction
‖ f (z1) · · · f (ze)‖r = ‖ f (z)‖er , and so we are claiming that Be < Be

1 for every
e > 1. This will give our main result, Theorem 1.2, but in fact we prove something
more general: one always obtains a lower asymptotic ratio of norms with a single
optimal family of quadratic character polynomials than one does using the product
construction with two or more families of character polynomials (which could draw
coefficients from {−1, 1} or a larger set, depending on the characters involved).

Theorem 1.6. For each e ≥ 1, let Ae (resp., Be) be the minimum asymptotic
ratio of L4 to L2 norm achievable by families of e-variable nonquadratic (resp.,
quadratic) multiplicative character polynomials, as described in Theorem 1.4(ii)
(resp., Theorem 1.5(ii)).

Then Be < Ae for every e ≥ 1 and Be1+e2 < Be1 Be2 for every e1, e2 ≥ 1.

1D. Organization of this paper. To prove Theorems 1.3–1.5, we first establish
a general theorem for obtaining the L4 norm of a polynomial from its Fourier
interpolation in Section 3, after setting down notational conventions in Section 2.
Our general theorem reduces the problem of computing L4 norms of character

3Quadratic character polynomials are not always Littlewood because the extended quadratic
character χ has χ(0)= 0, so we replace each coefficient of 0 thus produced with a 1, and Corollary A.3
shows that this has no effect on the asymptotic ratio of norms.
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polynomials to a pair of calculations (one for additive and one for multiplicative
characters) involving Gauss sums, which are presented in Section 4. We use these
in Section 5 to prove Theorems 1.3(i), 1.4(i), and 1.5(i). These respectively imply
Theorems 1.3(ii), 1.4(ii), and 1.5(ii), but showing this demands delicate arguments
which are sketched in Section 6. We prove Theorem 1.6 in Section 7. Some
technical results used in Sections 5 and 6 are collected and proved in the Appendix.

2. Notation and conventions

For the rest of this paper p is a prime, and q = pe with e a positive integer. For
any group 0, we use 0̂ to denote the group of characters from 0 into C: thus F̂q is
the group of additive characters from Fq to C and F̂∗q the group of multiplicative
characters from F∗q to C. We extend any nontrivial χ ∈ F̂∗q so that χ(0)= 0.

To write the multiplicative character polynomial (2) compactly, we use the
convention that if j = ( j1, . . . , je)∈Ze, the notation z j is a shorthand for z j1

1 · · · z
je
e .

To make it easier to speak about supports of character polynomials (1) and (2), we
call a finite set of consecutive integers a segment, and a finite Cartesian product
of segments a box. If S is a subset of Zn and t ∈ Zn , then S+ t is the translated
subset {s+ t : s ∈ S}.

3. L4 norms via the Fourier transform

If 0 is a finite abelian group and {Fg}g∈0 is a family of complex numbers, then for
any η ∈ 0̂, we have the Fourier transform

F̂η =
∑
g∈0

Fgη(g),

with inverse

Fg =
1
|0|

∑
η∈0̂

F̂ηη(g).

We express the L4 norm in terms of the Fourier interpolation.

Theorem 3.1. Let 0 be a finite abelian group, {Fg}g∈0 a family of complex numbers,
n a positive integer, and π ∈ Hom(Zn, 0). For any η ∈ 0̂, let η ′ ∈ Ẑn be η ◦π . If
U is a finite subset of Zn and F(z)=

∑
u∈U Fπ(u)zu

∈ C[z1, . . . , zn], then

‖F‖44 =
1
|0|5

∑
a,b,c,d∈U
a+b=c+d

∑
κ,λ,µ,ν∈0̂

κ ′(a)λ′(b)µ ′(c)ν ′(d)H(κ, λ, µ, ν),

where
H(κ, λ, µ, ν)=

∑
ξ∈0̂

F̂ξκ F̂ξλ F̂ξµ F̂ξν .
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Proof. By the definition of the L4 norm, we have

‖F‖44 =
∑

a,b,c,d∈U
a+b=c+d

Fπ(a)Fπ(b)Fπ(c)Fπ(d),

and thus, using the inverse Fourier transform,

‖F‖44 =
1
|0|4

∑
a,b,c,d∈U
a+b=c+d

∑
κ,λ,µ,ν∈0̂

F̂κ F̂λ F̂µ F̂νκ ′(a)λ′(b)µ ′(c)ν ′(d).

Since we are summing κ over all 0̂, we can replace κ by ξκ for any given ξ ∈ 0̂,
and also do likewise with λ, µ, ν to obtain

‖F‖44 =
1
|0|4

∑
a,b,c,d∈U
a+b=c+d

∑
κ,λ,µ,ν∈0̂

F̂ξκ F̂ξλ F̂ξµ F̂ξνκ ′(a)λ′(b)µ ′(c)ν ′(d)

where we have omitted mention of the resulting factor of ξ ′(a)ξ ′(b)ξ ′(c)ξ ′(d),
which equals 1 in view of the constraint in the first summation. Now sum ξ over 0̂
and divide by |0| = |0̂| to finish. �

We apply this general theorem to additive and multiplicative character polynomi-
als in two corollaries below. Such polynomials have Gauss sums as their Fourier
coefficients, so for any ψ ∈ F̂q and χ ∈ F̂∗q , we define the Gauss sum associated
with ψ and χ to be

G(ψ, χ)=
∑
a∈F∗q

ψ(a)χ(a).

Corollary 3.2. If f (z) is an additive character polynomial with character ψ ∈ F̂q ,
support S, translation t , and arrangement α, then

‖ f ‖44 =
1

(q−1)5
∑

a,b,c,d∈S+t
a+b=c+d

∑
κ,λ,µ,ν∈F̂∗q

κ ′(a)λ′(b)µ ′(c)ν ′(d)H(κ, λ, µ, ν)

where for any η ∈ F̂∗q , we let η ′ ∈ Ẑ be η ◦α, and

H(κ, λ, µ, ν)=
∑
ξ∈F̂∗q

G(ψ, ξκ)G(ψ, ξλ)G(ψ, ξµ)G(ψ, ξν).

Proof. Our additive character polynomial f (z)=
∑

s∈S ψ(α(s+ t))zs has the same
Lr norms as F(z) = zt f (z) =

∑
u∈S+t ψ(α(u))z

u , so take 0 = F∗q , Fg = ψ(g),
n = 1, π = α, and U = S + t in Theorem 3.1, and note that for η ∈ F̂∗q we have
F̂η = G(ψ, η). �
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Corollary 3.3. If f (z) is a multiplicative character polynomial with character
χ ∈ F̂∗q , support S, translation t , and arrangement α, then

‖ f ‖44 =
1
q5

∑
a,b,c,d∈S+t

a+b=c+d

∑
κ,λ,µ,ν∈̂Fq

κ ′(a)λ′(b)µ ′(c)ν ′(d)H(κ, λ, µ, ν)

where for any η ∈ F̂q , we let η ′ ∈ Ẑe be η ◦α, and

H(κ, λ, µ, ν)=
∑
ξ ∈̂Fq

G(ξκ, χ)G(ξλ, χ)G(ξµ, χ)G(ξν, χ).

Proof. Our multiplicative character polynomial f (z)=
∑

s∈S χ(α(s+ t))zs has the
same Lr norms as F(z)= zt f (z)=

∑
u∈S+t χ(α(u))z

u , so take 0= Fq , Fg =χ(g),
n = e, π = α, and U = S + t in Theorem 3.1, and note that for η ∈ F̂q we have
F̂η = G(η, χ). �

The key to L4 norms is then the evaluation of the sums H(κ, λ, µ, ν) in the
above two corollaries, which we take up in the next section.

4. Two propositions on summations of Gauss sums

Here we estimate the values of the summations H that appear in Corollaries 3.2
and 3.3. We begin with some basic facts about Gauss sums, which are proved in
Theorems 5.11 and 5.12 of [Lidl and Niederreiter 1997].

Lemma 4.1. If ψ ∈ F̂q and χ ∈ F̂∗q , then

(i) G(ψ, χ)= q − 1 if both characters are trivial,

(ii) G(ψ, χ)= 0 if ψ is trivial and χ is not,

(iii) G(ψ, χ)=−1 if χ is trivial and ψ is not,

(iv) |G(ψ, χ)| =
√

q if both characters are nontrivial, and

(v)
∑

a∈F∗q
ψ(ba)χ(a)= χ(b)G(ψ, χ) for any b ∈ F∗q .

We first estimate the summation H appearing in Corollary 3.2.

Proposition 4.2. Let ψ be a nontrivial character in F̂q , and κ, λ, µ, ν ∈ F̂∗q . If

H =
∑
ξ∈F̂∗q

G(ψ, ξκ)G(ψ, ξλ)G(ψ, ξµ)G(ψ, ξν),

M =
{
(q − 1)3 if {κ, λ} = {µ, ν},
0 otherwise,

then |H −M | ≤ (q − 1)q
√

q.
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Proof. First we consider the case where {κ, λ} = {µ, ν}, wherein

H =
∑
ξ∈F̂∗q

|G(ψ, ξκ)|2|G(ψ, ξλ)|2.

One can work out from parts (iii) and (iv) of Lemma 4.1 that H = (q − 2)q2
+ 1 if

κ = λ= µ= ν and H = (q− 3)q2
+ 2q otherwise. Thus H −M = (q− 1)(q− 2)

or 1− q .
Now we consider the case where {κ, λ} 6= {µ, ν}, wherein

H =
∑
ξ∈F̂∗q

∑
w,x,y,z∈F∗q

ψ(w+ x − y− z)ξ(wxy−1z−1)κ(w)λ(x)µ(y)ν(z)

= (q − 1)
∑

w,x,y,z∈F∗q
wx=yz

ψ(w+ x − y− z)κ(w)λ(x)µ(y)ν(z).

Now reparametrize the sum with w = uy and z = ux to obtain

H = (q − 1)
∑

u,x,y∈F∗q

ψ((u− 1)x)ψ((u− 1)y)κν(u)λν(x)κµ(y),

and since {κ, λ} 6= {µ, ν}, we can restrict to u 6= 1 without changing the value of the
summation. Then Lemma 4.1(v) tells us that when we sum over x and y, we obtain

H = (q − 1)G(ψ, κµ)G(ψ, λν)
∑

u 6=0,1

κλµν(u− 1)κν(u).

Now κλµν and κν cannot both be the trivial character since {κ, λ} 6= {µ, ν}. If
κλµν is trivial, then the sum over u is −1; if κν is trivial, the sum is −κλµν(−1);
otherwise, let ω be a generator of F̂∗q and we can write the sum over u as∑

u 6=0,1

ω((u− 1)aub)

for some nonzero a, b ∈ Z/(q − 1)Z, and use the Weil bound [Weil 1948; Lidl
and Niederreiter 1997, Theorem 5.41] to see that this sum is bounded in mag-
nitude by

√
q. We can use this fact, along with Lemma 4.1(iii), (iv), to see

that |H | ≤ (q − 1)q
√

q . �

Similarly, we estimate the summation H appearing in Corollary 3.3.

Proposition 4.3. Let χ be a nontrivial character in F̂∗q , and κ, λ, µ, ν ∈ F̂q . If

H =
∑
ξ ∈̂Fq

G(ξκ, χ)G(ξλ, χ)G(ξµ, χ)G(ξν, χ)
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and

M =


q3 if {κ, λ} = {µ, ν},
q3 if κ = λ, µ= ν, and χ is the quadratic character,
0 otherwise,

then |H −M | ≤ 3q2√q.

Proof. Let ε be the canonical additive character over Fq . Then for any η ∈ F̂q , there
is a unique y ∈ Fq such that η(z) = ε(yz) for all z ∈ Fq . Let a, b, c, d be chosen
so that κ(z)= ε(az), λ(z)= ε(bz), µ(z)= ε(cz), and ν(z)= ε(dz) for all z ∈ Fq .
Furthermore, we shall parametrize the sum of ξ over F̂q in the definition of H by
a sum over x ∈ Fq , and replace ξ(z) with ε(xz) wherever it occurs. Thus, in view
Lemma 4.1(v) and (ii), we have

H = |G(ε, χ)|4
∑
x∈Fq

χ((x + a)(x + b))χ((x + c)(x + d)),

and |G(ε, χ)| =
√

q by Lemma 4.1(iv). Let m be the order of χ . Then

H = q2
∑
x∈Fq

χ((x + a)m−1(x + b)m−1(x + c)(x + d)).

The magnitude of the Weil sum over x is bounded by 3
√

q unless the polynomial
(x+a)m−1(x+b)m−1(x+c)(x+d) is an m-th power in Fq [x]. (See [Weil 1948; Lidl
and Niederreiter 1997, Theorem 5.41].) It is an m-th power only if {a, b} = {c, d}
or if m = 2, a = b, and c = d, in which cases the Weil sum is either q − 1 (if
a = b = c = d) or q − 2 (if there are two distinct roots). �

5. Asymptotic L4 norm

We prove Theorems 1.3(i), 1.4(i), and 1.5(i) in this section, by using the propositions
from the previous section with Corollaries 3.2 and 3.3.

Proof of Theorems 1.4(i) and 1.5(i). Let χ be a nontrivial character in F̂∗q , let α be an
epimorphism from Ze to Fq , let t ∈Ze, and let S= S1×· · ·×Se be a box where each
S j is a nonempty segment of the form {0, 1, . . . , s j −1}. Recall from Section 2 our
notational convention that zs is shorthand for zs1

1 · · · z
se
e when s = (s1, . . . , se) ∈ Ze.

Let f (z) be the multiplicative character polynomial
∑

s∈S χ(α(s + t))zs . We
shall calculate ‖ f ‖44 first, and then investigate what happens asymptotically to this
quantity in the limits considered in Theorems 1.4(i) and 1.5(i). By Corollary 3.3,
we have

(4) ‖ f ‖44 =
1
q5

∑
a,b,c,d∈U
a+b=c+d

∑
κ,λ,µ,ν∈̂Fq

κ ′(a)λ′(b)µ ′(c)ν ′(d)H(κ, λ, µ, ν),
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where we let U = S+ t , and for any η ∈ F̂q , we let η ′ = η ◦α, and

H(κ, λ, µ, ν)=
∑
ξ ∈̂Fq

G(ξκ, χ)G(ξλ, χ)G(ξµ, χ)G(ξν, χ).

By Proposition 4.3, we can write H(κ, λ, µ, ν)=M(κ, λ, µ, ν)+N (κ, λ, µ, ν)with

M(κ, λ, µ, ν)=


q3 if {κ, λ} = {µ, ν},
q3 if κ = λ, µ= ν, and χ is the quadratic character,
0 otherwise,

and

(5) |N (κ, λ, µ, ν)| ≤ 3q2√q,

for all κ , λ, µ, ν ∈ F̂∗q .
If χ is nonquadratic, when we write out separately the contributions from M

and N to (4), we get ‖ f ‖44 = A+ B− D+ E , where

A = 1
q2

∑
a,b,c,d∈U
a+b=c+d

∑
κ,λ∈̂Fq

κ ′(c− a)λ′(d − b),

B = 1
q2

∑
a,b,c,d∈U
a+b=c+d

∑
κ,λ∈̂Fq

κ ′(d − a)λ′(c− b),

D = 1
q2

∑
a,b,c,d∈U
a+b=c+d

∑
κ∈̂Fq

1,

E = 1
q5

∑
κ,λ,µ,ν∈̂Fq

N (κ, λ, µ, ν)
∑

a,b,c,d∈U
a+b=c+d

κ ′(a)λ′(b)µ ′(c)ν ′(d).

Here A accounts for the value of M when (κ, λ)= (µ, ν), and B accounts for the
value of M when (κ, λ)= (ν, µ), while D corrects for the double counting by A
and B of the case κ = λ= µ= ν.

Note that A = B, and that A counts the number of (a, b, c, d) ∈ U 4 with
c−a=b−d ∈kerα. If we write a= (a1, . . . , ae), b= (b1, . . . , be), c= (c1, . . . , ce),
and d = (d1, . . . , de), then c−a ∈ kerα is equivalent to c1−a1 ≡ · · · ≡ ce−ae ≡ 0
(mod p), because α is an epimorphism from Ze to Fq = Fpe and so factors as
α = γ ◦ β, with β : Ze

→ (Z/pZ)e coordinate-wise reduction modulo p and
γ : (Z/pZ)e → Fq a group isomorphism. Now U = U1 × · · · × Ue with each
U j = {t j , t j +1, . . . , t j +|S j |−1}, so for each n ∈ Z, there are max(0, |S j |− p|n|)
ways for c j −a j to equal pn and the same number of ways for b j −d j to equal pn.
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So

A = B =
e∏

j=1

∑
n j∈Z

max(0, |S j | − p|n j |)
2.

On the other hand, q D counts the number of (a, b, c, d)∈U 4 with c−a= b−d ,
so by the same argument we just used (with modulus 1 instead of p),

q D =
e∏

j=1

∑
n j∈Z

max(0, |S j | − |n j |)
2,

from which we can compute

D =
e∏

j=1

(
2|S j |

3
+ |S j |

3p

)
.

Now we bound E via two bounds: our bound (5) on N , and a technical result,
Lemma A.1 in the Appendix, bounding the inner sum of E . We satisfy the condition
on α demanded by this lemma, since α = γ ◦β with β : Ze

→ (Z/pZ)e coordinate-
wise reduction modulo p and γ : (Z/pZ)e→ Fq a group isomorphism. With these
two bounds, we obtain

(6) |E | ≤ 3 · 64eq
√

q
e∏

j=1

max
(

1,
|S j |

p

)3 e∏
j=1

(1+ log p)3.

Now we divide ‖ f ‖44 = A+ B−D+ E by ‖ f ‖42 and consider the limit where each
|S j |/p→ σ j as q→∞, that is, consider what happens in a size-stable family of
polynomials. Another technical result, Lemma A.2, shows that we can replace the
denominator ‖ f ‖42 with |S|2 without changing the limit. Then recall the definition
(3) of �, and note that A/|S|2 and B/|S|2 tend to

∏e
j=1�(1/σ j , 0), that D/|S|2

tends to
(2

3

)e ∏e
j=1 σ j , and that |E |/|S|2 tends to 0 in this limit.

If χ is quadratic, the proof is done in the same manner, except that there is
now a contribution from M in the case where κ = λ and µ = ν, and so we get
‖ f ‖44 = A+ B+C − 2D+ E , where A, B, D, and E are as defined above, and

C = 1
q2

∑
a,b,c,d∈U
a+b=c+d

∑
κ,µ∈̂Fq

κ ′(−a− b)µ ′(c+ d).

Note that we subtract D twice now because A, B, and C count the case where
κ = λ = µ = ν three times. C counts the number of (a, b, c, d) ∈ U 4 with
a + b = c + d ∈ kerα. Following the method we used to determine A, write
a = (a1, . . . , ae), b = (b1, . . . , be), c = (c1, . . . , ce), and d = (d1, . . . , de), and
note that a + b ∈ kerα is equivalent to a1 + b1 ≡ · · · ≡ ae + be ≡ 0 (mod p).
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Since U =U1× · · · ×Ue with each U j = {t j , t j + 1, . . . , t j + |S j | − 1}, there are
max(0, |S j |−|np−(2t j+|S j |−1)|) ways to obtain a j+b j = np with (a j , b j )∈U 2

j ,
and the same number of ways to obtain c j + d j = np with (c j , d j ) ∈U 2

j , so

C =
e∏

j=1

∑
n j∈Z

max
(
0, |S j | − |pn j − |S j | − 2t j + 1|

)2
,

and if we have both size- and translation-stability, then |S j |/p→ σ j and t j/p→ τ j

as q→∞, so that C/|S|2→
∏e

j=1�
(
1/σ j , 1+ 2τ j/σ j

)
. �

Proof of Theorem 1.3(i). The proof is the same, mutatis mutandis, as for the e = 1
case of Theorem 1.4(i), with the roles of Fq and F∗q exchanged. Corollary 3.2
and Proposition 4.2 replace Corollary 3.3 and Proposition 4.3, and Lemma A.2
becomes unnecessary as ‖ f ‖22 for an additive character polynomial f is always
precisely equal to the cardinality of the support of f . These, and other attendant
minor changes resulting from the exchange of Fq and F∗q , cause (5) to become
|N (κ, λ, µ, ν)| ≤ (q − 1)q

√
q, and (6) to become

|E | ≤ 64q
√

q max
(
1, |S|/(q − 1)

)3(1+ log(q − 1)
)3
,

and any other printed instance of p or q should be replaced with q − 1. �

6. Minimizing the asymptotic ratio of L4 to L2 norm

Here we prove Theorems 1.3(ii), 1.4(ii), and 1.5(ii) by finding the limiting sizes
and (for quadratic multiplicative character polynomials) the limiting translations
that globally minimize the ratio of the L4 to L2 norm.

Proof of Theorem 1.4(ii). In view of Theorem 1.4(i), we are trying to minimize the
limiting ratio of norms, given by the function

K (x1, . . . , xe)=−
2e

3e

e∏
j=1

xi + 2
e∏

j=1

8(x j ),

for x1, . . . , xe positive real numbers (the limiting sizes), where for positive x ,
we define

(7) 8(x)=�
(1

x
, 0
)
=

∑
n∈Z

max
(

0, 1− |n|
x

)2
,

which is differentiable for x 6= 0 and is C∞ for x 6∈ Z.

Step 1. We can assume that each x j > 1 because otherwise the partial derivative of
K with respect to x j would be negative.
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Step 2. We can assume that (x1, . . . , xe) ∈ (1, 3)e: indeed, Lemma A.6 shows that
K (x1, . . . , xe)≥8(x1) · · ·8(xe), and note that 8(x) is increasing for x > 1, that
8(1) = 1, 8(3) = 19

9 > 2, and K (1, . . . , 1) = 2−
( 2

3

)e
< 2. This proves that a

global minimum exists and lies in (1, 3)e: the closure of (1, 3)e is compact and K
is continuous thereupon.

Step 3. Suppose (σ1, . . . , σe) to be global minimizer of K . Then the partial
derivatives of K must vanish there, whence for each k ∈ {1, . . . , e}, we have
2u(σk)

∏e
j=1 U (σ j ) = 1, where u(x) = x8′(x)/8(x) and U (x) = 38(x)/(2x)

for x > 0.

Step 4. Then one can show that U (x) is strictly decreasing on [1, 3], with U (3)= 19
18 .

Thus we must have u(σk)≤
1
2 ·
( 18

19

)e
< 1

2 for all k ∈ {1, . . . , e}. Then examination of
u(x) shows that u(x) strictly increases from 0 to 1

2 for x ∈ [1, 2−
√

2/3], and then
u(x) > 1

2 for x ∈ (2−
√

2/3, 3). This then forces σ1 = · · · = σe < 2−
√

2/3< 6
5 .

Step 5. Now U (σ1) > U
( 6

5

)
> 9

7 , so this forces u(σ1) <
1
2 ·
( 7

9

)e
≤

7
18 , which in

turn forces σ1 <
8
7 . Then U (σ1) >U

( 8
7

)
> 4

3 , so this forces u(σ1) <
1
2 ·
(3

4

)e. Since
u(x)≥ 8(x − 1)/3 for x ∈

[
1, 8

7

]
, this forces σ1 < 1+ 3e+1/22e+4.

Step 6. Now our problem is reduced to the single-variable minimization of

2(x)= K (x, . . . , x)=−
(2x

3

)e
+ 28(x)e

on the interval (1, 1+3e+1/22e+4). It is not hard to see that d2/dx vanishes if and
only if x3e

−(3e/2e−3)(x−1)(3x2
−4x+2)e−1 vanishes. Meanwhile d22/dx2> 0

on our interval: by computing its value and then dropping a nonnegative term, we
can see that d22/dx2 is at least

−e(e− 1)2
exe−2

3e + 8e 3−2x
x4 8(x)e−1

≥−e(e− 1)19e

24e + 2e > 0.

This proves that there is a unique minimum: the unique root ae of

x3e
−

3e

2e−3 (x − 1)(3x2
− 4x + 2)e−1

lying in (1, 1+ 3e+1/22e+4). �

Proof of Theorem 1.3(ii). This is accomplished exactly as the e = 1 case of the
proof of Theorem 1.4(ii) above, save that Lemma A.5 replaces Lemma A.6. �

Proof of Theorem 1.5(ii). In view of Theorem 1.5 (i), we are trying to minimize the
limiting ratio of norms, given by the function

(8) −
2e+1

3e

e∏
j=1

x j + 2
e∏

j=1

�
( 1

x j
, 0
)
+

e∏
j=1

�
( 1

x j
, 1+

2y j

x j

)
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for x1, . . . , xe positive real numbers (the limiting sizes) and y1, . . . , ye arbitrary
real numbers (the limiting translations).

Step 1. We invoke Lemma A.4(i) to see that we can confine our search to x1, . . . , xe

greater than or equal to 1
2 . For as long as x j ≤

1
2 , the lemma shows that we can

always arrange for y j to be such that �(x−1
j , 1+ 2x−1

j y j ) = 0, and we note that
�(x−1

j , 0)= 1 for all x j ∈
(
0, 1

2

]
. Thus we can increase x j to 1

2 to lower (8) through
the term −(2e+1/3e)

∏e
j=1 x j while keeping the other terms constant.

Step 2. Now we invoke Lemma A.4(ii) to see that for fixed x1, . . . , xe, we minimize
the last term of (8) if and only if we arrange that

y j ∈

{1−2x j

4
+

m
2
: m ∈ Z

}
for each j ∈ {1, . . . , e}. The problem is thus reduced to the minimization of

3(x1, . . . , xe)=−
2e+1

3e

e∏
j=1

x j + 2
e∏

j=1

8(x j )+

e∏
j=1

9(x j )

for x1, . . . , xe positive real numbers, where 8(x) is as defined in (7), and

9(x)=
∑
n∈Z

max
(

0, 1− |2n+1|
2x

)2

for x > 0. Note that 9 is differentiable for x 6= 0 and is C∞ for x 6∈ Z+ 1
2 .

Step 3. We can assume that each x j >
1
2 because otherwise the partial derivative of

3 with respect to x j would be negative.

Step 4. We can assume that x1, . . . , xe ∈ (
1
2 , 3): indeed, Lemma A.6 shows that

3(x1, . . . , xe)≥8(x1) · · ·8(xe), and note that 8(x) is nondecreasing for x > 1
2 ,

that 8
( 1

2

)
= 1, 8(3) = 19

9 > 2, and 3(1, . . . , 1) = 2− 2
( 2

3

)e
+
( 1

2

)e
< 2. This

proves that a global minimum exists and lies in
( 1

2 , 3
)e: the closure of

( 1
2 , 3

)e is
compact and 3 is continuous thereupon.

Step 5. Suppose that (σ1, . . . , σe) is a global minimizer of 3. Then the partial
derivatives of 3 must vanish there, whence

(9) u(σk)

e∏
j=1

U (σ j )+
1
2v(σk)

e∏
j=1

V (σ j )= 1,

where u(x) =
x8′(x)
8(x)

, U (x) =
38(x)

2x
, v(x) =

x9 ′(x)
9(x)

, and V (x) =
39(x)

2x
for

x > 1
2 .

Step 6. We can assume σ1, . . . , σe ∈ (1, 3): see (9) and note that u(x) = 0 for
x ∈

( 1
2 , 1

]
, 1

2v(x)V (x) < 1 for x ∈
( 1

2 , 1
]
, and V (x) < 1 for x ∈

( 1
2 , 3

)
.
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Step 7. It is not difficult to show that U (x) strictly decreases and V (x) strictly
increases on [1, 3] with U (3) = 19

18 and V (1) = 3
4 , and that 0 ≤ u(x) < 1 ≤ v(x)

for x ∈ [1, 3]. Thus (9) shows that we must have u(σk) <
(18

19

)e
(1− 3e/22e+1) for

all k. This forces u(σk) <
7

10 for all k, and examination of the function u shows
that u(x)≥ 7

10 for x ∈
[ 5

2 , 3
]
, and so we must have σk <

5
2 for all k.

Now one can repeat the argument on the interval
[
1, 5

2

]
to show that every σk < 2,

then repeat it again on [1, 2] to show σk <
5
4 . Further repetitions give σk <

6
5 ,

σk <
13
11 , and σk <

7
6 . Since U (x) > 4

3 while v(x), V (x)≥ 0 for x ∈
(
1, 7

6

)
, we have

u(σk) <
( 3

4

)e for all k, and since u(x)≥ 8(x − 1)/3 for x ∈
[
1, 7

6

]
, this means that

σk < 1+ 3e+1/22e+3 for all k.

Step 8. So we have 1<σk <min
( 7

6 , 1+3e+1/22e+3
)

for all k. Consider the products
in (9): since each σ j ∈

(
1, 7

6

)
, we have

( 4
3

)e
<

e∏
j=1

U (σ j ) <
( 3

2

)e
, while

( 3
4

)e
<

e∏
j=1

V (σ j ) <
( 7

8

)e
.

We now claim that for a given A ∈
[(4

3

)e
,
( 3

2

)e] and B ∈
[(3

4

)e
,
( 7

8

)e], there is at
most one solution x ∈

(
1, 7

6

)
to Au(x)+ 1

2 Bv(x)= 1, which will force σ1= · · ·=σe.
For if we set w(x)= Au(x)+ 1

2 Bv(x), we can show that w′(x) > 0 for x ∈
(
1, 7

6

)
:

on this interval, we have u(x)= 4(x − 1)/(3x2
− 4x + 2) v(x)= 2/(2x − 1), and

it is not difficult to show that u′(x) > 3
2 and v′(x) >−4, so that

w′(x) > 3
2 A− 2B ≥

( 3
2

)( 4
3

)e
− 2

( 7
8

)e
> 0.

Step 9. Now our problem is reduced to the single-variable minimization of

T (x)=3(x, . . . , x)=−2(2x/3)e+ 28(x)e+9(x)e

for x ∈ (1, 1+ 3e+1/22e+3). It is not hard to see that dT/dx vanishes if and only if

x3e
−

3e

2e−2 (x − 1)(3x2
− 4x + 2)e−1

−
3e

22e (2x − 1)2e−1

does. Meanwhile we claim that the second derivative of T is strictly positive on
our interval: by dropping some nonnegative terms we see that

d2T
dx2 (x)≥−e(e− 1)2

e+1xe−2

3e + e 8(3−2x)
x4 8(x)e−1

+ e 3−4x
x4 9(x)e−1.

Thus for e = 1, the second derivative is at least (27− 20x)/x4, which is strictly
positive on our interval

(
1, 1+ 9

32

)
. For e = 2, we can use the fact that

0≤9(x)≤ 1≤8(x)
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on our interval
(
1, 1+ 27

128

)
to show that the second derivative is at least

−
16
9
+

54−40x
x4 ,

which is strictly positive on our interval. Finally, if e ≥ 3, we have

1+ 3e+1

22e+3 <
7
6
,

and so on our interval (1, 1+ 3e+1/22e+3) we have 8(3− 2x)/x4 > 20
7 , 8(x)≥ 1,

(3− 4x)/x4
≥−1, and 0≤9(x)≤ 1, so that

d2T
dx2 (x)≥−

8
9

( 7
9

)e−2e(e− 1)+ 13
7 e > 0.

This proves that there is a unique global minimum for this single-variable problem:
the unique root be of

x3e
−

3e

2e−2 (x − 1)(3x2
− 4x + 2)e−1

−
3e

22e (2x − 1)2e−1

lying in (1, 1+ 3e+1/22e+3). Thus we have found that global minima are obtained
precisely when σ1 = · · · = σe = be and τ j ∈ {

1
4(1 − 2be) + m/2 : m ∈ Z} for

each j ∈ {1, . . . , e}. �

7. Proof of Theorem 1.6

For Ae and Be as defined in Theorem 1.6, we first show that Be < Ae for each
e ≥ 1. Given the minimizing conditions described in Theorems 1.4(ii) and 1.5(ii),
it suffices to show that

−
2e+1

3e xe
+ 2�

(1
x
, 0
)e
+�

(1
x
,

1
2x

)e
<−

2e

3e xe
+ 2�

(1
x
, 0
)e
.

for x ∈
[
1, 3

2

]
. This follows if �(1/x, 1/2x) < 2x/3, or using the definition (3) of

�, if 4x3
− 12x2

+ 12x − 3> 0 for x ∈
[
1, 3

2

]
, which is routine to show.

Now we show that Be1+e2 < Be1 Be2 for any e1, e2 ≥ 1. We use a technical
Lemma 7.1 below, which provides bounds on the Be. It shows that if e1 ≥ 5 or
e2 ≥ 5, then Be1 Be2 >

4
√

2> Be1+e2 . So we may confine ourselves to the case where
1 ≤ e1 ≤ e2 ≤ 4. If we define B0 = 1, then the bounds in Lemma 7.1 also show
us that

B1
B0
>

B2
B1
>

B3
B2
>

B4
B3
>

B5
B4
.

Thus we note that Be1 Be2 > Be1−1 Be2+1. If e1+e2 > 5, we can repeat this argument
to show that Be1 Be2 is greater than Be1+e2−5 B5, which we have already shown to
exceed Be1+e2 . On the other hand, if e1+ e2 ≤ 5, repetition of the same argument
produces Be1 Be2 > B0 Be1+e2 = Be1+e2 .
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Lemma 7.1. For each e ≥ 1, let Be be the minimum asymptotic ratio of L4 to
L2 norm achievable by a family of e-variable quadratic multiplicative character
polynomials as described in Theorem 1.5(ii). Then

(i) 4
√

103/89< B1 <
4
√

22/19,

(ii) 4
√

86/65< B2 <
4
√

75/56,

(iii) 4
√

142/95< B3 <
4
√

116/77,

(iv) 4
√

100/61< B4 <
4
√

107/65,

(v) 4
√

7/4< B5 <
4
√

128/73, and

(vi) 4
√

7/4< Be <
4
√

2 for all e ≥ 6.

Proof. By Section 6 of the proof of Theorem 1.5(ii) (see page 389), for each e ≥ 1
the quantity B4

e is the minimum of the function

T (x)=−2e+1

3e xe
+ 2�

(1
x
, 0
)e
+�

(1
x
,

1
2x

)e

on the interval (1, 1+3e+1/22e+3), upon which the second derivative of T is shown
to be positive. Thus if we can find x1, x2, x3 in this interval with x1 < x2 < x3 and
T (x2) <min(T (x1), T (x3)), then we will have shown that the minimizing value of
x lies in the interval (x1, x3). Then we can use B4

e ≤ T (x2) for our upper bound
and, by the monotonicity of �(1/x, 0) and �(1/x, 1/(2x)), we can use

B4
e >−

2e+1

3e xe
3 + 2�

( 1
x1
, 0
)e
+�

( 1
x1
,

1
2x1

)e

as a lower bound. We use this technique to prove bounds in (i)–(v). The calculations
done by hand are tedious, so here we simply state choices of the triple (x1, x2, x3)

that establish stricter bounds than the ones we claim above:

for B1 use
( 55

52 ,
128
121 ,

73
69

)
, for B2 use

( 18
17 ,

17
16 ,

16
15

)
, for B3 use

( 21
20 ,

20
19 ,

19
18

)
,

for B4 use
( 26

25 ,
25
24 ,

24
23

)
, and for B5 use

( 36
35 ,

35
34 ,

34
33

)
.

Henceforth assume that e ≥ 6, and let be be the unique value in the interval
(1, 1 + 3e+1/22e+3) such that T (be) = B4

e . Now note that �(1/x, 0) ≥ 1 and
�(1/x, 1/(2x))≥ 1

2 for x ≥ 1, and that 2be/3< (215
+ 37)/(3 · 214) < 1, so that

B4
6 >−2

(215
+37

3·214

)6
+ 2+ 1

26 >
7
4 ,

and if e ≥ 7, then

B4
e >−2

(215
+37

3·214

)7
+ 2> 7

4 .

This proves our lower bound on Be when e ≥ 6.
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To prove our upper bound on Be when e ≥ 6, write be = 1+ ce with 0< ce <

3e+1/22e+3, and use the definition (3) of � and the fact that 1/(1+ ce) > 1− ce to
estimate Be = T (be) as

B4
e <−

2e+1

3e + 2(1+ 2c2
e)

e
+

1
2e (1+ ce)

2e

≤−
2e+1

3e + 2+ 4ec2
e + 2e+3c4

e +
1
2e (1+ ce)

2e,

where the second inequality follows from a crude approximation with the binomial
expansion. Now note that

2e+3c4
e <

34e+4

27e+9 <
2e

6·3e and 4ec2
e < e 32e+2

24e+4 <
5·2e

4·3e ,

so that
B4

e < 2− 7
12
·

2e

3e +
1
2e (1+ ce)

2e,

which will imply B4
e < 2 if we can show that (3(1+ ce)

2/4)e ≤ 7
12 . Given that

ce ≤ 37/215 < 1
10 , the quantity being raised to the e-th power on the left hand side

is less than 1, so it suffices to show that (3(11
10)

2/4)6 ≤ 7
12 . �

Appendix A: Proofs of auxiliary results

Here we collect, for the sake of completeness, technical results used in our proofs.
The first is a bound on a character sum used in the proofs of Theorems 1.3(i), 1.4(i),
and 1.5(i) in Section 5.

Lemma A.1. Let 0 be a finite abelian group, n a positive integer, and

π1, . . . , πn ∈ Hom(Z, 0)

such that imπ1 + · · · + imπn is the internal direct sum of imπ1, . . . , imπn in
0. Let π ∈ Hom(Zn, 0) with π(u1, . . . , un) = π1(u1) + · · · + πn(un) for all
(u1, . . . , un) ∈ Zn , and let U =U1× · · ·×Un be a box in Zn . Then

T =
∑

κ,λ,µ,ν∈0̂

∣∣∣∣ ∑
a,b,c,d∈U
a+b=c+d

κ(π(a))λ(π(b))µ(π(c))ν(π(d))
∣∣∣∣

is no greater than

64n
|0|4

n∏
j=1

max
(

1,
|U j |

|imπ j |

)3 n∏
j=1

(1+ log |imπ j |)
3.

Proof. Write K =
⊕n

j=1 imπ j , so that K̂ =
∏n

j=1 îmπ j . Each character of K
extends to [0 : K ] characters of 0, and for any η ∈ îmπ j , let η′ ∈ Ẑ be η ◦ π j ,
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so that

T = [0 : K ]4
n∏

j=1

∑
κ j ,λ j ,µ j ,ν j∈îmπ j

∣∣∣∣ ∑
a j ,b j ,c j ,d j∈U j
a j+b j=c j+d j

κ ′j (a j )λ
′

j (b j )µ
′

j (c j )ν
′

j (d j )

∣∣∣∣,
and so it suffices to prove the bound when n = 1 and π is surjective. In this case
0 is a finite cyclic group, which we identify with Z/mZ by identifying π(1) with
1 ∈ Z/mZ. Then we set εa = exp(2π ia/m) for every a ∈ Z/mZ, and note that 0̂
is the set of maps a 7→ εxa with x ∈ Z/mZ. Thus,

T =
∑

w,x,y,z∈Z/mZ

∣∣∣∣ ∑
a,b,c,d∈U
a+b=c+d

ε−wa−xb+yc+zd

∣∣∣∣.
U is a set of consecutive integers in Z, and note that translation of U does not
influence the magnitude of the inner sum in T , so without loss of generality, we
assume that U = {0, 1, . . . , |U | − 1}. Then reparametrize the outer sum in T with
x ′ = w− x , y′ = y−w, z′ = z−w, and w to obtain

T = m
∑

x ′,y′,z′∈Z/mZ

∣∣∣∣ ∑
a,b,c,d∈U
a+b=c+d

ε−x ′b+y′c+z′d

∣∣∣∣,
which is not more than 64m max(m, |U |)3(1+ log m)3 by [Jedwab et al. 2013b,
Lemma 2.2]. �

The next result is used in the proofs of Section 5 to understand the asymptotic
behavior of the L2 norm for multiplicative character polynomials.

Lemma A.2. Let { fι}ι∈I be a size-stable family of e-variable multiplicative charac-
ter polynomials with Fqι , Sι, tι, and αι the field, support, translation, and arrange-
ment, respectively, of fι for each ι ∈ I . Then there is a Q and an N such that for all
ι∈ I with qι≥ Q, we have |Sι ∩ (kerαι− tι)| ≤ N. Thus |Sι ∩ ker(αι− tι)|/|Sι|→ 0
and ‖ fι‖22/|Sι| → 1 as qι→∞.

Proof. Suppose that the limiting sizes for our size-stable family { fι}ι∈I of multiplica-
tive character polynomials are σ1, . . . , σe. For each ι∈ I , let χι be the character of fι,
so that fι(z)=

∑
s∈Sι χι(αι(s+ tι))zs , and let pι = qι1/e, which is the characteristic

of the field Fqι of fι. Since αι is an epimorphism, its restriction to each pι×· · ·× pι
cubical box in Ze is a bijection to Fqι , and by the definition of size-stability, there
is some Q such that for every qι ≥ Q, the support Sι = Sι,1 × · · · × Sι,e can be
covered with N =

∏e
j=1

(
bσ jc+ 1

)
such cubes, each of which contains one point

of kerαι− tι, so |Sι ∩ (kerαι− tι)| ≤ N . Since the family is size-stable, |Sι| →∞
as qι → ∞. The squared L2 norm of a polynomial is the sum of the squared
magnitudes of its coefficients, and χι(αι(s+ tι))= 0 for s ∈ Sι ∩ (kerαι− tι) while
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|χι(αι(s+ tι))| = 1 for all other s ∈ Sι. Thus ‖ fι‖22 = |Sιr (Sι ∩ (kerαι− tι))|, and
so ‖ fι‖22/|Sι| → 1 as qι→∞. �

Recall from footnote 3 of Section 1C that we sometimes wish to obtain a Little-
wood polynomial from a quadratic character polynomial f (z)=

∑
s∈S χ(α(s+t))zs ,

but f may have some coefficients equal to 0 because an extended nontrivial multi-
plicative character χ has χ(0)= 0. More generally, if χ is a nontrivial multiplicative
character (not necessarily quadratic), we may wish to obtain from f a polynomial
with coefficients of unit magnitude. So we replace the zero coefficient for each zs

such that s ∈ S ∩ (kerα− t) with a coefficient of unit magnitude. We may choose
each replacement coefficient independently of the others, and any polynomial g
resulting from such replacements is called a unimodularization of f . The following
corollary to Lemma A.2 shows that unimodularizing all the polynomials in a size-
stable family of multiplicative character polynomials does not affect asymptotic
ratio ‖ f ‖4/‖ f ‖2.

Corollary A.3. Let { fι}ι∈I be a size-stable family of multiplicative character poly-
nomials over fields {Fqι}ι∈I , and let gι be a unimodularization of fι for each ι ∈ I .
If r is a real number with r ≥ 2 or if r =∞, then ‖ fι‖r/‖gι‖r → 1 as qι→∞.

Proof. If u ∈ C with |u| = 1 and if s = (s1, . . . , se) ∈ Ze, then Lr norm of
uzs
= uzs1

1 · · · z
se
e is 1. By Lemma A.2 there is an N and a Q such that whenever

qι ≥ Q, the two polynomials fι and gι differ by the sum of N or fewer such
monomials, and so by the Lr triangle inequality, the difference between ‖ fι‖r
and ‖gι‖r cannot be greater in magnitude than N . Now ‖gι‖r ≥ ‖gι‖2 =

√
|Sι| by

monotonicity of Lr norms and the fact that the squared L2 norm of a polynomial is
the sum of the squared magnitudes of its coefficients, and |Sι| →∞ as qι→∞ for
a size-stable family. �

The next result is used in Section 6 to find the limiting translations that globally
minimize the asymptotic ratio of L4 to L2 norm for quadratic character polynomials.

Lemma A.4. Let x be a fixed nonzero value in R and let y vary over R.

(i) If |x | ≥ 2, the function �(x, y), considered as a function of y, achieves a
global minimum value of 0 for y ∈

⋃
m∈Z[m|x |+1, (m+1)|x |−1] and for no

other value of y.

(ii) If 0< |x | ≤ 2, the function �(x, y), considered as a function of y, achieves a
global minimum value of

�
(

x, x
2

)
=

∑
n∈Z

max
(
0, 1−

∣∣(n+ 1
2

)
x
∣∣)2

for y ∈
{

x
(
m+ 1

2

)
: m ∈ Z

}
and for no other value of y.
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Proof. For part (i), note that all the terms of �(x, y) are nonnegative. Since
�(x, y)=�(−x, y), we may assume without loss of generality that x ≥ 2, and then
the term max(0, 1−|xn−y|)2 is nonvanishing if and only if (y−1)/x<n<(y+1)/x .
Thus we can obtain a global minimum value of 0 if we can arrange that no integer
lie in the interval ((y− 1)/x, (y+ 1)/x). If m is the greatest integer lying below
this interval (so that y ≥ mx + 1), then for the next integer m+ 1 to lie above the
interval, it is necessary and sufficient that y ≤ (m+ 1)x − 1.

For part (ii), it is clear from the definition (3) of � that �(−x, y) = �(x, y),
�(x,−y)=�(x, y), and �(x, y)=�(x, y+ x). So without loss of generality we
may restrict our attention to the case where 0< x ≤ 2 and 0≤ y ≤ x/2. In this case

�(x, y)=
∑

d(y−1)/xe≤n≤0

(y− 1− nx)2+
∑

0<n≤b(y+1)/xc

(y+ 1− nx)2,

and we reparametrize the sums to obtain

�(x, y)=
∑

0≤n≤b(1−y)/xc

(y− 1+ nx)2+
∑

0≤n≤b(1+y−x)/xc

(y− x + 1− nx)2,

and calculate
∂

∂y
�(x, y)=

∑
0≤n≤b(1−y)/xc

2(y− 1+ nx)+
∑

0≤n≤b(1+y−x)/xc

2(y− x + 1− nx)

= 2
⌊ y+1

x

⌋
(2y− x)+

∑
b(1+y−x)/xc<n≤b(1−y)/xc

2(y− 1+ nx),

because (1−y)/x is greater than or equal to (1+y−x)/x , and note for the remainder
of this proof that their difference is at most 1. Since 0 ≤ y ≤ x/2 ≤ 1, we can
see that both terms in the last expression for our partial derivative are nonpositive,
with the summation over n strictly negative if y < x − 1, and the other term is
strictly negative if x − 1≤ y < x/2. Thus our partial derivative is strictly negative
for 0≤ y < x/2, and so for our ranges of x and y values, the unique minimum is
obtained when y = x/2. �

The last two results are used in Section 6 to show that a large limiting size will
make the ratio of L4 to L2 norm large.

Lemma A.5. If { fι}ι∈I is a size-stable family, with limiting size σ , of additive
character polynomials over fields {Fqι}ι∈I , then

lim inf
qι→∞

‖ fι‖44
‖ fι‖42

≥�
( 1
σ
, 0
)
.

Proof. For each ι ∈ I , let fι have character ψι, support Sι, translation ti , and
arrangement αι, so that fι(z)=

∑
s∈Sι ψι(αι(s+ ti ))zs . When we confine the values
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of z to the complex unit circle, we have

fι(z)=
∑
s∈Sι

ψι(αι(s+ ti ))z−s .

We can consider fι(z) and fι(z) formally as elements of C[z, z−1
], and view ‖ fι‖44 as

the sum of the squared magnitudes of the coefficients of fι(z) fι(z). The coefficient
of zs in fι(z) fι(z) is ∑

u,v∈Sι
u−v=s

ψι(αι(u+ ti ))ψι(αι(v+ ti )).

Since αι is an epimorphism from Z to F∗qι , we see that ψι(αι(u+ti ))=ψι(αι(v+ti ))
whenever u ≡ v (mod qι − 1). Thus if s ≡ 0 (mod qι − 1), the coefficient of zs

in fι(z) fι(z) is equal to |Sι ∩ (s+ Sι)|. Since ‖ fι‖44 is the sum of the squared
magnitudes of the coefficients of fι(z) fι(z) while ‖ fι‖22 is the coefficient of z0 of
the same, we have

‖ fι‖44
‖ fι‖42

≥

∑
n∈Z |Sι ∩ (n(qι− 1)+ Sι)|2

|Sι|2
,

and then we note that |Sι ∩ (n(qι− 1)+ Sι)| =max(0, |Sι|− |n(qι− 1)|) and apply
the size-stability limit |Sι|/(qι− 1)→ σ as qι→∞. �

Lemma A.6. If { fι}ι∈I is a size-stable family, with limiting sizes σ1, . . . , σe, of
e-variable multiplicative character polynomials over fields {Fqι}ι∈I , then

lim inf
qι→∞

‖ fι‖44
‖ fι‖42

≥

e∏
j=1

�
( 1
σ j
, 0
)
.

Proof. For each ι ∈ I , let fι have character χι, support Sι ⊆ Ze, translation ti ∈ Ze,
and arrangement αι, so that fι(z1, . . . , ze)=

∑
s∈Sι χι(αι(s+ ti ))zs , where we write

zs for zs1
1 · · · z

se
e when s = (s1, . . . , se). Our proof runs the same as that of the

previous lemma for additive character polynomials once we replace ψι with χι,
but we must take care of the fact that χι(αι(s + ti )) = 0 when s ∈ −ti + kerαι;
otherwise, the coefficients are of unit magnitude. And of course the polynomials
are in e variables and the coefficients have periodicity p in each direction. Thus if
we define Vι = Sιr (−ti + kerαι) we have

‖ fι‖44
‖ fι‖42

≥

∑
n∈Ze |Vι ∩ (n pι+ Vι)|2

|Vι|2
,

but Lemma A.2 can be used to show that the ratio |Vι ∩ (n pι+ Vι)|/|Vι| has the
same limit as |Sι ∩ (n pι+ Sι)|/|Sι| as qι→∞. �
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DEGREE-THREE SPIN HURWITZ NUMBERS

JUNHO LEE

Gunningham (2012) calculated all spin Hurwitz numbers in terms of com-
binatorics of the Sergeev algebra. Here we use a spin curve degeneration to
obtain a recursion formula for degree-three spin Hurwitz numbers.

Let D be a complex curve of genus h and N be a theta characteristic on D,
that is, N 2

= K D. The pair (D, N ) is called a spin curve of genus h with parity
p ≡ h0(N ) (mod 2). For i = 1, . . . , k, let mi

= (mi
1, . . . ,mi

`i
) be an odd partition

of d > 0, namely, all components mi
j are odd. Fix k points q1, . . . , qk in D and

consider degree-d maps f :C→ D from possibly disconnected domains C of Euler
characteristic χ that are ramified only over the fixed points q i with ramification
data mi . Observe that the Riemann–Hurwitz formula shows

(0-1) 2d(1− h)−χ +
k∑

i=1

(`(mi )− d)= 0,

where `(mi ) = `i is the length of mi . By the Hurwitz formula, the twisted line
bundle

(0-2) L f = f ∗N ⊗O

(∑
i, j

1
2(m

i
j − 1)x i

j

)
is a theta characteristic on C where f −1(q i )= {x i

j }1≤ j≤`i and f has multiplicity
mi

j at x i
j . We define the parity p( f ) of a map f by

(0-3) p( f )≡ h0(L f ) (mod 2).

Given odd partitions m1, . . . ,mk of d, the spin Hurwitz number of genus h and
parity p is defined as a (weighted) sum of (ramified) covers f satisfying (0-1) with
sign determined by the parity p( f ):

(0-4) H h,p
m1,...,mk =

∑
f

(−1)p( f )

|Aut( f )|

MSC2010: 14N35, 53D45.
Keywords: local Gromov–Witten invariants, spin curve, Schiffer variation.
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Eskin, Okounkov, and Pandharipande [Eskin et al. 2008] calculated the genus h = 1
and odd parity spin Hurwitz numbers in terms of characters of the Sergeev group.
Gunningham [2012] calculated all spin Hurwitz numbers in terms of combinatorics
of the Sergeev algebra.

The trivial partition (1d) of d is a partition whose components are all 1. If
mk
= (1d), f has no ramification points over the fixed point qk and hence we have

(0-5) H h,p
m1,...,mk−1,(1d )

= H h,p
m1,...,mk−1 .

When all partitions mi
= (1d), denote the spin Hurwitz numbers (0-4) by H h,p

d .
These are dimension-zero local GW invariants GT loc,h,p

d of spin curve (D, N )
that give all dimension-zero GW invariants of Kähler surfaces with a smooth
canonical divisor; see [Kiem and Li 2007; 2011; Lee and Parker 2007; Maulik and
Pandharipande 2008]. For notational simplicity, we set H h,p

(3)0 = H h,p
3 and for k ≥ 1

write
H h,p
(3)k

for the spin Hurwitz numbers H h,p
(3),...,(3) with the same k partitions (3). Since there

are two odd partitions (13) and (3) of d = 3, by (0-5) it suffices to compute H h,p
(3)k

for k ≥ 0. The aim of this paper is to use a spin curve degeneration to obtain the
following recursion formula.

Theorem 0.1. If h = h1+ h2 and p ≡ p1+ p2 (mod 2), then, for k1+ k2 = k,

(0-6) H h,p
(3)k = 3!H h1,p1

(3)k1
· H h2,p2

(3)k2
+ 3H h1,p1

(3)k1+1 · H
h2,p2

(3)k2+1 .

One can use Theorem 0.1 and the result of [Eskin et al. 2008] to explicitly
compute the spin Hurwitz numbers of degree d = 3. In Proposition 7.1, we show
that

(0-7) H h,±
(3)k = 32h−2

[(−1)k2k+h−1
± 1],

where + and − denote the even and odd parities. When the degree d is 1 or 2, the
dimension-zero local GW invariants are given by the formulas

GT loc,h,±
1 =±1 and GT loc,h,±

2 =±2h−1
;

see Lemma 2.6 of [Lee 2013]. Since GT loc,h,p
d = H h,p

d as mentioned above, formula
(0-7) shows

GT loc,h,±
3 = 32h−2(2h−1

± 1).

This calculation is, in fact, the main motivation for the paper.
In Section 1, we express the degree-d spin Hurwitz numbers (0-4) in terms of

relative GW moduli spaces. We can then apply a degeneration method for a family
of curves D→1 where the central fiber D0 is a nodal curve and the general fiber
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Dλ (λ 6= 0) is a smooth curve. Section 2 describes the relative moduli space M0 of
maps f into the nodal curve D0. In Section 3, we show that the union over λ ∈1
of relative moduli spaces Mλ of maps into Dλ consists of connected components
Zm, f →1 containing f ∈M0. Here m is the ramification data of f over nodes of
D0 such that d − `(m) is even.

The (ordinary) Hurwitz numbers are sums of (ramified) maps modulo automor-
phism without sign. One can easily obtain a recursion formula for Hurwitz numbers
by counting maps in the general fiber of Zm, f → 1. For spin Hurwitz numbers,
one needs to calculate parities of maps induced from a fixed spin structure on the
family of curves D.

The novelty of our approach is to apply a Schiffer variation for the parity calcula-
tion. The space Zm, f is, in general, not smooth. In Section 4, we construct a smooth
model for Zm, f by Schiffer variation. In Section 5, we use the smooth model to
twist the pullback of the spin structure on D. When the degree d equals 3, the
partition m is odd, either (13) or (3). In this case, a suitable twisting immediately
yields a required parity calculation. We prove Theorem 0.1 in Section 6 and formula
(0-7) in Section 7.

For higher degree d≥ 4, the partition m may not be odd! A new parity calculation
is needed. In [Lee and Parker 2012], we generalized the recursion formula (0-6) for
higher-degree spin Hurwitz numbers by employing additional geometric analysis
arguments for parity calculations.

1. Dimension zero relative GW moduli spaces

In this section, we express the spin Hurwitz numbers (0-4) in terms of dimension-
zero relative GW moduli spaces. We follow the definitions of [Ionel and Parker
2003] for the relative GW theory.

Let D be a smooth curve of genus h and let V = {q1, . . . , qk
} be a fixed set

of points on D. Given partitions m1, . . . ,mk of d, a degree-d holomorphic map
f : C→ D from a possibly disconnected curve C is called V -regular with contact
vectors m1, . . . ,mk if f −1(V ) consists of

∑
`(mi ) contact marked points x i

j (1≤
j ≤ `(mi )) with f (x i

j ) = q i such that f has ramification index (or multiplicity)
mi

j at x i
j . Two V -regular maps ( f,C; {x i

j }) and ( f̃ , C̃; {x̃ i
j }) are equivalent if they

are isomorphic, that is, there is a biholomorphism σ : C→ C̃ with f̃ ◦ σ = f and
σ(x i

j )= x̃ i
j for all i, j . The relative moduli space

(1-1) MV
χ,m1,...,mk (D, d)

consists of equivalence classes of V -regular maps ( f,C; {x i
j }) with the Euler char-

acteristic χ(C)= χ and with contact vectors m1, . . . ,mk . Since no confusion can
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arise, we regard a point in the space (1-1) as a V -regular map ( f,C; {x i
j }). For

simplicity, we often write a V -regular map ( f,C; {x i
j }) simply as f .

The (formal) complex dimension of the space (1-1) is given by the left side of
the Riemann–Hurwitz formula (0-1):

(1-2) 2d(1− h)−χ −
k∑

i=1

(d − `(mi )).

Suppose this dimension is zero. Then, for each V -regular map ( f,C; {x i
j }) in (1-1),

forgetting the contact marked points x i
j gives a (ramified) cover f that is ramified

only over fixed points q i and satisfies (0-1). The automorphism group Aut( f )
of a (ramified) cover f consists of automorphisms σ ∈ Aut(C) with f ◦ σ = f .
The automorphism group Aut( f, V ) of a V -regular map ( f,C; {x i

j }) consists of
automorphisms σ ∈ Aut( f ) with σ(x i

j )= x i
j for all i, j .

For a partition m of d, let Aut(m) be the subgroup of symmetric group S`(m)
permuting equal parts of the partition m.

Lemma 1.1. Let m1, . . . ,mk be as above and suppose the dimension (1-2) is zero.

(a) If mi
= (1d) for some 1≤ i ≤ k, Aut( f, V ) is trivial for all f in (1-1).

(b) If m1, . . . ,mk are all odd partitions,

H h,p
m1,...,mk =

1∏k
i=1 |Aut(mi )|

∑ (−1)p( f )

|Aut( f, V )|

where the sum is over all f in (1-1) and p( f ) is the parity (0-3).

Proof. Let ( f,C; {x i
j }) be a V -regular map in (1-1) and σ ∈Aut( f, V ). If mi

= (1d),
the set of branch points B of f is a subset of V \ {q i

} and the restriction of σ to
C \ f −1(B) is a covering transformation that fixes contact marked points x i

1, . . . , x i
d .

Noting f −1(B) is finite, we conclude that σ is an identity map on C . This proves
(a).

As mentioned above, forgetting contact marked points x i
j gives a (ramified)

cover f satisfying (0-1). Conversely, given a (ramified) cover f satisfying (0-1),
one can mark a point over q i with ramification index mi

j as a contact marked
point x i

j . Such marking gives V -regular maps ( f,C; {x i
j }) in

∏k
i=1 |Aut(mi )| ways.

Observe that ( f,C; {x i
j }) and ( f,C; {σ(x i

j )}) are isomorphic for each σ ∈ Aut( f )
and that Aut( f, V ) is a normal subgroup of Aut( f ). Consequently, the quotient
group G =Aut( f )/Aut( f, V ) acts freely on the set of V -regular maps ( f,C; {x i

j })

obtained by the (ramified) cover f . Its orbits give
∏k

i=1 |Aut(mi )|/|G| points (that
is, equivalence classes of V -regular maps) in the space (1-1), each of which has the
same automorphism group Aut( f, V ). Now (b) follows from counting maps with
the parity of map modulo automorphisms. �
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2. Maps into a nodal curve

Let D0 = D1 ∪ E ∪ D2 be a connected nodal curve of (arithmetic) genus h with
two nodes p1 and p2 such that, for i = 1, 2, E = P1 meets Di at node pi and Di

has genus hi with h1+ h2 = h. In this section, we consider maps into D0 that are
relevant to our subsequent discussion.

Below, we fix d , h, χ , and odd partitions m1, . . . ,mk of d so that the Riemann–
Hurwitz formula (0-1) holds, or equivalently, the dimension formula (1-2) is zero.
For each partition m of d , consider the product space

Pm=MV1
χ1,(1d ),m1,...,mk1 ,m

(D1, d)×MV0
χ0,m,(1d ),m(E, d)×MV2

χ2,m,mk1+1,...,mk ,(1d )
(D2, d)

where

V1={qk+1,q1,. . .,qk1, p1
}, V0={p1,qk+2, p2

}, V2={p2,qk1+1,. . .,qk,qk+3
}

and

(2-1) χ1+χ0+χ2− 4`(m)= χ.

For simplicity, let M1
m,M0

m , and M2
m denote the first, second, and third factors of Pm .

Lemma 2.1. If Pm 6=∅, the spaces M1
m,M0

m , and M2
m have dimension zero. Con-

sequently, χ0 = 2`(m) and d − `(m) is even.

Proof. Each Mi
m (0≤ i ≤ 2) has nonnegative dimension by the Riemann–Hurwitz

formula. The formula (2-1) and our assumption that the dimension (1-2) is zero
thus imply that each Mi

m has dimension zero. The dimension formulas for M0
m

and Mi
m (i = 1, 2) then show that χ0 = 2`(m) and d − `(m) is even because

d − `(mi )=
∑
(mi

j − 1) is even for all 1≤ i ≤ k. �

Let |A| denote the cardinality of a set A.

Lemma 2.2. |M0
m | =

d! |Aut(m)|∏
m j

.

Proof. Let f ∈ M0
m . Since χ0 = 2`(m), the domain of f is a disjoint union of

smooth rational curves E j for 1 ≤ j ≤ `(m), and each restriction f j = f |E j has
exactly one contact marked point over pi (i = 1, 2) with multiplicity m j , so f j has
degree m j .

Consequently, forgetting contact marked points of maps in M0
m gives exactly one

map (as a cover) with automorphism group of order |Aut(m)|
∏

m j . Here the factor
|Aut(m)| appears because we can relabel maps f j in |Aut(m)| ways and the factor∏

m j appears because each restriction map f j (as a cover) has an automorphism
group of order m j . We then argue as in the proof of Lemma 1.1. �
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For each ( f1, f0, f2)∈Pm , by identifying contact marked points over pi
∈Di
∩E

(i = 1, 2), one can glue the domains of fi and f0 to obtain a map f : C → D0

with χ(C) = χ . For notational convenience, we often write the glued map f as
f = ( f1, f0, f2). Denote by

(2-2) Mm,0

the space of such glued maps f = ( f1, f0, f2). Contact marked points are labeled,
but nodal points of C are not labeled. Thus, we have the following.

Lemma 2.3. Pm is a cover of Mm,0 of degree |Aut(m)|2.

3. Limiting and gluing

Following [Ionel and Parker 2004], this section describes limiting and gluing
arguments under a degeneration of target curves. Let D0 = D1 ∪ E ∪ D2 be the
nodal curve with fixed points q1, . . . , qk+3 as in Section 2. In Section 4, we
construct a family of curves together with k+ 3 sections:

(3-1)

D

ρ

��
1

Qi

BB

Here the total space D is a smooth complex surface, 1⊂C is a disk with parameter
λ, the central fiber is D0, the general fiber Dλ (λ 6= 0) is a smooth curve of genus h,
and Qi (0)= q i for 1≤ i ≤ k+3. By Gromov’s convergence theorem, a sequence of
holomorphic maps into Dλ with λ→ 0 has a map into D0 as a limit. For notational
simplicity, for λ 6= 0 we set

(3-2) Mλ =MVλ
χ,m1,...,mk+3(Dλ, d), where Vλ = {Q1(λ), . . . , Qk+3(λ)},

and denote the set of limits of sequences of maps in Mλ as λ→ 0 by

(3-3) lim
λ→0

Mλ.

Lemma 3.1 shows that limit maps in (3-3) lie in the union of spaces (2-2), namely,

(3-4) lim
λ→0

Mλ ⊂
⋃
m

Mm,0

where the union is over all partitions m of d with d − `(m) even.
Conversely, by the gluing theorem of [Ionel and Parker 2004], the domain of

each map in Mm,0 can be smoothed to produce maps in Mλ for small |λ|. Shrinking
1 if necessary, for λ ∈ 1, one can assign to each fλ ∈Mλ a partition m of d by
(3-4). Let Mm,λ be the set of all pairs ( fλ,m). For each f ∈Mm,0, let

(3-5) Zm, f →1
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be the connected component of
⋃
λ∈1 Mm,λ→1 that contains f , and let

(3-6) Zm, f,λ

denote the fiber of (3-5) over λ ∈1. It follows that, for λ 6= 0,

(3-7) Mλ =
⊔

f ∈Mm,0

Zm, f,λ.

For f = ( f1, f0, f2) ∈Mm,0 where m = (m1, . . . ,m`), let yi
j be the node mapped

to pi at which fi and f0 have multiplicity m j . The gluing theorem shows that one
can smooth each node yi

j in m j ways to produce
(∏

m j
)2 maps in Zm, f,λ, so

(3-8) |Zm, f,λ| =
(∏

m j
)2

(λ 6= 0).

In order to prove (3-4), we use the following fact on stable maps. An irreducible
component of a stable holomorphic map f is a ghost component if its image
is a point. Write the domain of f as Cg

∪ C where Cg is a connected curve
whose irreducible components are all ghost components. Then the stability of f
implies that

(3-9) χ(Cg)− `g
− n ≤−1

where `g
= |Cg

∩C | and n is the number of marked points on Cg.

Lemma 3.1. Let Mr and Mm,0 be as above. Then we have

lim
λ→0

Mλ ⊂
⋃
m

Mm,0

where the union is over all partitions m of d with d − `(m) even.

Proof. Let f be a limit map in (3-3). The domain C of f can be written as

(3-10) C = C1 ∪C0 ∪C2 ∪

( k+3⋃
i=1

Cg
i

)
∪Cg

∪ C̃g

where C0 maps to E , C1 and C2 map to D1 and D2, Cg
i is the union of all ghost

components over q i , where i = 1, . . . , k+3, Cg is the union of all ghost components
over points in D0 \ (V1 ∪ V0 ∪ V2), and C̃g is the union of all ghost components
over {p1, p2

}. Let f j = f |C j for j = 0, 1, 2. Observe that f j is V j -regular because
C j has no ghost components. Let m̂i be a contact vector over q i , m̃1 and m̃2 be
contact vectors of f1 and f2 over p1 and p2, and m̃0;1 and m̃0;2 be contact vectors
of f0 over p1 and p2. The Riemann–Hurwitz formulas for f0, f1, and f2 give

(3-11)
2∑

j=0

χ(C j )≤ 2d(1− h)+
k+3∑
i=1

(`(m̂i )− d)+
2∑

i=1

(`(m̃i )+ `(m̃0;i )).
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For i = 1, . . . , k + 3, let `i = |C1 ∪C0 ∪C2 ∩Cg
i | and let ni be the number of

marked points on Cg
i . Since all marked points are limits of marked points, we have

(3-12) `(m̂i )= `(mi )− ni + `i .

For j = 0, 1, 2, let ˜̀ j = |C j ∩ C̃g
|. Counting the number of nodes mapped to p1

and p2 shows

(3-13)
2∑

i=1

(`(m̃i )− ˜̀i )=

2∑
i=1

|Ci ∩C0| =

2∑
i=1

`(m̃0;i )− ˜̀0.

Let `g
= |C1 ∪C0 ∪C2 ∩Cg

|. Since χ(C)= χ , by (3-10) and (3-13) we have

(3-14) χ =

2∑
j=0

χ(C j )+

k+3∑
i=1

(χ(Cg
i )− 2`i )+χ(Cg)− 2`g

+χ(C̃g)− ˜̀−

2∑
i=1

(`(m̃i )+ `(m̃0;i )),

where ˜̀ = ˜̀0+ ˜̀1+ ˜̀2. By our assumption that formula (0-1) holds, it follows from
(3-11), (3-12), and (3-14) that

(3-15) χ ≤ χ +

k+3∑
i=1

(χ(Cg
i )− `i − ni )+χ(Cg)− 2`g

+χ(C̃g)− ˜̀.

Noting that Cg and C̃g have no marked points, by (3-9) and (3-15), we conclude
that the domain C of f has no ghost components. Consequently,

• f j is V j -regular for j = 0, 1, 2,

• m̃i
= m̃0;i for i = 1, 2 (see Lemma 3.3 of [Ionel and Parker 2004]) and m̂i

=mi

for i = 1, . . . , k+ 3.

In particular, the equality in (3-11) holds; otherwise we have a strict inequality in
(3-15). So, we have χ(C0) = `(m̃1)+ `(m̃2). But χ(C0) ≤ 2 min{`(m̃1), `(m̃2)}.
It follows that

• C0 has `(m̃1)= `(m̃2) connected components E j with χ(E j )= 2 for all j ,

• m̃1
j = deg( f0|E j )= m̃2

j for all j , that is, m̃1
= m̃2.

It follows that the Euler characteristics of C0, C1, and C2 satisfy (2-1) by (3-14).
Therefore, f ∈Mm,0 for m = m̃1

= m̃2 and d − `(m) is even by Lemma 2.1. �

4. Smooth model by Schiffer variation

A Schiffer variation of a nodal curve (compare [Arbarello et al. 2011, p. 184]) is
obtained by gluing deformations uv = λ near nodes with the trivial deformation
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away from nodes. In this section, we use the method of Schiffer variation to
construct a smooth model for the space Zm, f in (3-5), which has several branches
intersecting at f unless m is trivial.

In this section, we fix an odd partition m = (n`), that is, m = (m1, . . . ,m`) with

(4-1) m1 = · · · = m` = n, where n = d/` is odd.

Let f = ( f1, f0, f2) be a map in Mm,0 in (2-2). As described in Section 2, the
central fiber of ρ : D→1 is the nodal curve D0 = D1 ∪ E ∪ D2 with two nodes
p1
∈ D1 ∩ E and p2

∈ D2 ∩ E where E = P1. The domain of f is a nodal curve

C = C1 ∪C0 ∪C2, where C0 =
⋃̀
j=1

E`,

with 2` nodes, such that, for i = 1, 2 and j = 1, . . . , `,

• f −1(pi ) consists of the ` nodes yi
j ∈ Ci ∩ E j ,

• Ci is smooth and f |Ci = fi has ramification index m j = n at the node yi
j ,

• E j = P1 and f |E j = f0|E j : E j → E has ramification index m j = n at the
node yi

j .

The following is the main result of this section.

Proposition 4.1. Let f be as above. Then, for each vector ζ = (ζ 1
1 , ζ

2
1 , . . . , ζ

1
` , ζ

2
` ),

where ζ i
j is an nth root of unity, there are a family of curves ϕζ : Cζ → 1, with

smooth total space Cζ , over a disk 1 (with parameter s) and a holomorphic map
Fζ : Cζ → D satisfying:

(a) the central fiber Cζ,0 = C and the restriction map Fζ |C = f ;

(b) the general fiber Cζ,s (s 6= 0) is smooth and, for λ= sn
6= 0,

(4-2)
⋃
ζ

{ fζ,s} = Zm, f,λ,

where the union is over all ζ , fζ,s = Fζ |Cζ,s and Zm, f,λ is the space (3-6).

Proof. The proof consists of four steps.

Step 1. We first show how to construct the family of curves ρ : D→1 with k+ 3
sections. For i = 1, 2, a neighborhood of the node pi

∈ Di ∩ E can be regarded as
the union U i

∪ V i of the two disks

U i
= {ui

∈ C : |ui
|< 1} ⊂ Di and V i

= {vi
∈ C : |vi

|< 1} ⊂ E

with their origins identified. We may assume that the fixed points q1, . . . , qk+3 in
D0 described in (2-1) lie outside these sets. Consider the regions
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Ai
=
{
(ui , vi , λ) ∈U i

× V i
×1 : uivi

= λ
}
,

B =
2⋃

i=1
Gi
∪

[(
D0 \

2⋃
i=1
(U i
∪ V i )

)
×1

]
,

where

Gi
=
{
(ui , λ) ∈U i

×1 : |ui
|>

√
|λ|
}
∪
{
(vi , λ) ∈ V i

×1 : |vi
|>

√
|λ|
}
.

We obtain a smooth complex surface D by gluing A1, A2, and B0 using the maps

(4-3) Gi
→ Ai defined by (ui , λ)→

(
ui ,

λ

ui , λ
)

and (vi , λ)→
(
λ

vi , v
i , λ
)
.

Let ρ :D→1 be the projection to the last factor and define k+3 sections Qi of ρ
by

Qi (λ)= (q i , λ).

Step 2. We can similarly construct a family of curves over a 2`-dimensional
polydisk:

(4-4) ϕ2` : X→12` = {t = (t1
1 , t2

1 , . . . , t1
` , t2

` ) ∈ C2`
: |t i

j |< 1}.

For each node yi
j ∈ Ci ∩ E j , choose a neighborhood obtained from two disks

U i
j = {u

i
j ∈ C : |ui

j |< 1} ⊂ Ci and V i
j = {v

i
j ∈ C : |vi

j |< 1} ⊂ E j

by identifying the origins. Consider the regions

Ai
j =

{
(ui

j , ui
j , t) ∈U i

j × V i
j ×12` : ui

jv
i
j = t i

j
}
,

B2` =
⋃
i, j

Gi
j ∪

[(
C \

⋃
i, j
(U i

j ∪ V i
j )
)
×12`

]
,

where

Gi
j =

{
(ui

j , t) ∈U i
j ×12` : |ui

j |>
√
|t i

j |
}
∪
{
(vi

j , t) ∈ V i
j ×12` : |v

i
j |>

√
|t i

j |
}
.

We can then obtain a smooth complex manifold X of dimension 2`+ 1 by gluing⋃
Ai

j and B2` with the maps

(4-5) Gi
j → Ai

j defined by (ui
j , t)→

(
ui

j ,
t i

j

ui
j
, t
)

and (vi
j , t)→

( t i
j

vi
j
, vi

j , t
)
.

Let ϕ2` : X→1 be the projection to the factor t .

Step 3. Since fi and f0|E j have ramification index m j = n at yi
j , we may assume

(after coordinates change) that on U i
j and V i

j the map f can be written as

(4-6) U i
j →U i by ui

j → (ui
j )

n and V i
j → V i by vi

j → (vi
j )

n.
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For each i, j , define a map

(4-7) Gi
j → Gi by (ui

j , t)→ ((ui
j )

n, (t i
j )

n) and (ui
j , t)→ ((vi

j )
n, (t i

j )
n).

On the other hand, for each i, j , we have a map

(4-8) Ai
j → Ai defined by (ui

j , v
i
j , t)→ ((ui

j )
n, (vi

j )
n, (t i

j )
n).

These two maps (4-7) and (4-8) are glued together under the maps (4-3) and (4-5).
The glued map extends to a holomorphic map ft : Xt → Dλ if and only if

(4-9) (t1
1 )

n
= (t2

1 )
n
= · · · = (t1

` )
n
= (t2

` )
n
= λ.

There are n2` solutions t of (4-9) and the extension map ft is given by

(x, t)→ ( f (x), λ) on Xt −
⋃

Ai
j .

Step 4. For each vector ζ = (ζ 1
1 , ζ

2
1 , . . . , ζ

1
` , ζ

2
` ), where each ζ i

j is an nth root of
unity, define

δζ :1→12` by s→ (ζ 1
1 s, ζ 2

1 s, ζ 1
2 s, ζ 2

2 s, . . . , ζ 1
` s, ζ 2

` s).

The pullback δ∗ζX gives a family of curves:

(4-10)

Cζ = δ
∗

ζX //

ϕζ

��

X

ϕ2`

��
1

δζ // 12`

The central fiber is Cζ,0 = C and the general fiber Cζ,s (s 6= 0) is smooth. A
neighborhood of the node yi

j of C in Cζ can be viewed as

(4-11) Âi
j =

{
(ui

j , v
i
j , s) ∈ C3

: |ui
j |< 1, |vi

j |< 1, ui
jv

i
j = ζ

i
j s
}
.

It follows that the total space Cζ is a complex smooth surface. Noting δζ (s) is a
solution of (4-9) for λ= sn , we obtain a holomorphic map Fζ : Cζ → D given by

(4-12)
(ui

j , v
i
j , s)→ ((ui

j )
n, (vi

j )
n, sn) on Âi

j ,

(x, s)→ ( f (x), sn) on Cζ −
⋃

Âi
j .

Since the restriction Fζ |C = f by (4-6) and (4-12), it remains to show (4-2).
By our choice of fixed points q i on D0, each contact marked point x i

j of f lies in
Cζ −

⋃
Âi

j . Thus, by (4-12), the pullback F∗ζ Qi of the section Qi of ρ gives a
section X i

j of ϕζ given by X i
j (s)= (x

i
j , s). After marking the points X i

j (s) in Cζ,s ,
the restriction map

fζ,s = Fζ |Cζ,s : Cζ,s→ Dλ, where λ= sn
6= 0,
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has contact marked points X i
j (s) over Qi (λ) with multiplicity mi

j . This means that
fζ,s lies in the space Mλ in (3-2) for λ = sn . Therefore, noting that fζ,s → f as
s→ 0 and that |Zm, f,λ| = n2` by (3-8), we conclude (4-2). �

5. Spin structure and parity

The aim of this section is to use a spin structure on a family of nodal curves
[Cornalba 1989] to show the parity calculation in Proposition 5.4. Twisting a bundle
as in (5-6) is a key idea for parity calculation.

We first introduce a spin structure on a family of nodal curves that is relevant to
our discussion. We refer to [Cornalba 1989] for the definition of spin structure and
more details. The relative dualizing sheaf ωρ of the family of curves ρ : D→1

in (3-1) is the canonical bundle KD on the total space D, since D is smooth and
K1 is trivial. For each λ 6= 0, the restriction KD|Dλ

is the canonical bundle K Dλ

on Dλ, and the restriction KD|D0 is the dualizing sheaf ωD0 of the nodal curve
D0 = D1∪ E ∪D2. As described in Section 4, D0 is locally given by uivi

= 0 near
each node pi in Di ∩ E for i = 1, 2. Then the local generators of ωD0 are dui/ui

and dvi/vi with a relation dui/ui
+ dvi/vi

= 0; see [Harris and Morrison 1998,
p. 82]. This implies the restriction ωD0 |Di = K Di ⊗O(pi ). On the other hand, 1/ui

is a local defining function for the divisor −E on D near pi . By restricting 1/ui to
Di , one can see that O(−E)|Di = O(−pi ). Consequently, for i = 1, 2,

(5-1) KD|Di ⊗O(−E)|Di = ωD0 |Di ⊗O(−pi )= K Di .

From Cornalba’s construction [1989, p. 570], there are a line bundle N→D and
a homomorphism 8 : N2

→ ωρ = KD satisfying the following.

• 8 vanishes identically on the exceptional component E and N|E = OE(1).

• Since 8|E ≡ 0, there is an induced homomorphism 8̂ : N2
→ KD⊗O(−E)

such that 8 is the composition of 8̂ with tensoring with η:

(5-2) 8 : N2 8̂
−→ KD⊗O(−E)

⊗η
−→ KD,

where η is a section of O(E) with zero divisor E . Then, for i = 1, 2, the
restriction

8̂|Di : (N|Di )
2
→ KD|Di ⊗O(−E)|Di = K Di

is an isomorphism so that the restriction Ni = N|Di is a theta characteristic
on Di .

• For each λ 6= 0, the restriction 8|Dλ
: (N|Dλ

)2→ K Dλ
is an isomorphism so

that the restriction Nλ = N|Dλ
is a theta characteristic on Dλ.

The pair (N,8) is a spin structure on ρ :D→1 and the restriction N|D0 is a theta
characteristic on the nodal curve D0.
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Remark 5.1. Atiyah [1971] and Mumford [1971] showed that the parity of a
theta characteristic on a smooth curve is a deformation invariant. Cornalba [1989,
Page 580] used the homomorphism 8 to extend Mumford’s proof to the case of
spin structure on a family of nodal curves. Thus, if p1, p2, and p are the parities of
N1, N2, and Nλ (λ 6= 0), we have

p ≡ p1+ p2 (mod 2).

Let ϕζ : Cζ → 1 be the family of curves in Proposition 4.1. Recall that the
central fiber of ϕζ is C = C1 ∪ C0 ∪ C2, where C0 =

⊔
j E j is a disjoint union

of ` exceptional components E j and Ci ∩ E j = {yi
j } for i = 1, 2 and 1 ≤ j ≤ `.

Similarly as for (5-1), by restricting local defining functions, we have

(5-3) O(±C0)|Ci = O
(
±
∑

j
yi

j

)
(i = 1, 2) and O(±C0)|Cζ,s = O (s 6= 0).

Since any fiber of ϕζ is a principal divisor on Cζ , O(C) = O and hence O(C0) =

O(−C1−C2). We also have

(5-4) O(±C0)|E j = O(∓(C1+C2))|E j = O(∓(y1
j + y2

j ))= O(∓2)(1≤ j ≤ `).

Let f = ( f1, f0, f2) and Fζ : Cζ → D be the maps in Proposition 4.1. The
ramification divisor RFζ

of Fζ has local defining functions given by the Jacobian
of Fζ , so (4-12) shows

(5-5) RFζ
= O(Xζ + (n− 1)C)= O(Xζ ),

where Xζ =
∑

i, j (m
i
j−1)X i

j and X i
j is the section of ϕζ defined in (4-12). Note that

(i) the ramification divisor of fi =Fζ |Ci (i = 1, 2) is R fi = Xζ |Ci +
∑

j (n−1)yi
j ;

(ii) the ramification divisor of fζ,s = Fζ |Cζ,s (s 6= 0) is R fζ,s = Xζ |Cζ,s .

Now, noting n is odd, we twist the pullback bundle F∗ζN by setting

(5-6) Lζ = F∗ζN⊗O
(

1
2 Xζ +

(n−1)
2

C0

)
.

The lemma below shows that the twisted line Lζ restricts to a theta characteristic
on each fiber of ϕζ , including the central fiber C .

Lemma 5.2. Let Lζ be as above. Then:

(a) Lζ |E j = O(1) for 1≤ j ≤ `.

(b) Lζ |C1 = L f1 , Lζ |C2 = L f2 and Lζ |Cζ,s = L fζ,s for s 6= 0, where L f1 , L f2 , L fζ,s
are the theta characteristics on C1, C2, Cζ,s defined by (0-2).
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Proof. Part (a) follows from (5-4) and the fact that each restriction map Fζ |E j has
degree n. Part (b) follows from (5-3), (i), and (ii). �

Observe that the relative dualizing sheaf ωϕζ is the canonical bundle KCζ since
Cζ is smooth. The Hurwitz formula and (5-5) thus imply that

(5-7) ωϕζ = KCζ = F∗ζ KD⊗O(Xζ ).

Define a homomorphism

(5-8) 9̂ζ : L
2
ζ = F∗ζN2

⊗O(Xζ + (n− 1)C0)

→ F∗ζ (KD⊗O(−E))⊗O(Xζ + (n− 1)C0)

by 9̂ζ = F∗ζ 8̂⊗ Id, where 8̂ is the induced homomorphism in (5-2). Noting that
O(C)= O and O(D0)= O, by (4-12), we have

F∗ζO(−E)= F∗ζO(D1+ D2)= O(n(C1+C2))= O(−nC0).

Together with (5-7), this implies that the right side of (5-8) is KCζ ⊗O(−C0). Now
define a homomorphism 9ζ : L

2
ζ → KCζ to be the composition

(5-9) 9ζ : L
2
ζ

9̂ζ
−→ KCζ ⊗O(−C0)

⊗ξ
−→ KCζ ,

where ξ is a section of O(C0) with zero divisor C0.

Lemma 5.3. (Lζ , 9ζ ) is a spin structure on ϕζ : Cζ →1.

Proof. First, Lζ |E = O(1) by Lemma 5.2(a) and 9ζ vanishes identically on each
exceptional component E j , since ξ = 0 on C0 =

⊔
j E j . Second, since 8̂|Di is an

isomorphism, (5-3) and (i) show that, for i = 1, 2, the restriction

9̂|Ci = f ∗i (8̂|Di )⊗ Id : (Lζ |Ci )
2
= f ∗i N 2

i ⊗O(R fi )→ f ∗i K Di ⊗O(R fi )= KCi

is an isomorphism. Lastly, let λ = sn
6= 0. Since 8|Dλ

is an isomorphism, so is
8̂|Dλ

. Thus, by (5-3), (ii), and the facts KD|Dλ
= K Dλ

and O(−E)|Dλ
= O, the

restriction

9̂ζ |Cζ,s = f ∗ζ,s8̂|Dλ
⊗Id :(Lζ |Cζ,s )

2
= f ∗ζ,s N 2

λ⊗O(R fζ,s )→ f ∗ζ,s K Dλ
⊗O(R fζ,s )=KCζ,s

is an isomorphism. This implies that the restriction

9ζ |Cζ,s : (Lζ |Cζ,s )
2
→ KCζ |Cζ,s = KCζ ,s

is also an isomorphism. Therefore, we conclude that (Lζ , 9ζ ) is a spin structure
on ϕζ . �

The following is a key fact for the proof of Theorem 0.1.
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Proposition 5.4. Let f = ( f1, f0, f2) and fζ,s be maps in Proposition 4.1. Then,
for all s 6= 0,

(5-10) p( fζ,s)≡ p( f1)+ p( f2) (mod 2).

Proof. Since (Lζ , 9ζ ) is a spin structure on ϕζ , Cornalba’s proof, mentioned in
Remark 5.1, shows that, for all s 6= 0,

h0(Lζ |Cζ,s )≡ h0(Lζ |C1)+ h0(Lζ |C2) (mod 2).

This and Lemma 5.2(b) prove (5-10). �

6. Proof of Theorem 0.1

Proof. Fix a spin structure (N,8) on ρ : D→1 given in Section 5. Consider the
space Mm,0 in (2-2) where m is a partition of d = 3. In this case, by Lemma 2.1,
either m = (13) or m = (3). Note that both of them satisfy (4-1). Fix λ 6= 0 and
let f = ( f1, f0, f2) be a map in Mm,0. Then (4-2) and (5-10) show that, for all
fµ ∈ Zm, f,λ,

(6-1) p( fµ)≡ p( f1)+ p( f2) (mod 2).

Lemma 1.1 and (3-7) show that

(6-2) H h,p
(3)k = H h,p

(3)k ,(13)3

=
1

(3!)3

( ∑
f ∈M

(13),0

∑
fµ∈Z

(13), f,λ

(−1)p( fµ)+
∑

f ∈M(3),0

∑
fµ∈Z(3), f,λ

(−1)p( fµ)
)
.

By (3-8) and (6-1), (6-2) becomes

(6-3) H h,p
(3)k =

∑
f=( f1, f0, f2)∈M

(13),0

(−1)p( f1)+p( f2)

(3!)3
+

∑
f=( f1, f0, f2)∈M(3),0

32(−1)p( f1)+p( f2)

(3!)3
.

It then follows from Lemma 2.3 and (6-3) that

H h,p
(3)k =

∑
( f1, f0, f2)∈P

(13)

(−1)p( f1)+p( f2)

(3!)5
+

∑
( f1, f0, f2)∈P(3)

32(−1)p( f1)+p( f2)

(3!)3

=
1

(3!)3
∑

f1∈M1
(13)

(−1)p( f1)
∑

f2∈M2
(13)

(−1)p( f2)+
3

(3!)2
∑

f1∈M1
(3)

(−1)p( f1)
∑

f2∈M2
(3)

(−1)p( f2)

= 3!H h1,p1

(3)k1
· H h2,p2

(3)k2
+ 3H h1,p1

(3)k1+1 · H
h2,p2

(3)k2+1;

the second equality follows from Lemma 2.2 and the last from Lemma 1.1. �
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7. Calculation

Proposition 7.1. H h,±
(3)k = 32h−2

[(−1)k2k+h−1
± 1].

Proof. The proof consists of four steps.

Step 1. We first show the following facts which we use in the computation below.

Lemma 7.2. (a) H 0,+
(3)0 = H 0,+

3 =
1
3! , (b) H 0,+

(3)3 =−
1
3 , (c) H 1,+

(3)0 = H 1,+
3 = 2.

Proof. Consider the dimension-zero space MV
χ (P

1, 3) where V = ∅. The Euler
characteristic χ = 6 by (0-1), and hence the space contains only one map f :C→P1

where C is a disjoint union of three rational curves and |Aut( f )| = 3!. This shows
(a). Let ( f,C) be a map in the dimension-zero space MV

χ,(3),(3),(3)(P
1, 3). Then C

is a connected curve of genus one and the theta characteristic L f on C defined by
(0-2) is

L f = O(−2x1+ x2+ x3)= O(x1− 2x2+ x3)= O(x1+ x2− 2x3),

where x1, x2, and x3 are ramification points of f . This implies L3
f = O, and hence

L f = O because L2
f = L3

f = O. We have p( f )= 1. Therefore,

H 0,+
(3)3 =−H 0

(3)3 =−
1
3 ,

where H 0
(3)3 denotes the (ordinary) Hurwitz number, which is calculated by us-

ing the character formula; see [Okounkov and Pandharipande 2006, (0.10)]. By
Proposition 9.2 of [Lee and Parker 2007], the spin Hurwitz numbers H h,p

d are
the dimension-zero local invariants of spin curve that count maps from possibly
disconnected domains. Let GW h,p

d denote the dimension-zero local invariants of
spin curve that count maps from connected domains. Then H h,p

d and GW h,p
d are

related as follows:

1+
∑
d>0

H h,p
d td

= exp
(∑

d>0

GW h,p
d td

)
.

Now (c) follows from GW 1,+
1 =1, GW 1,+

2 =1/2, and GW 1,+
3 =4/3; see Section 10

of [Lee and Parker 2007]. �

Step 2. In this step, we compute H 1,−
(3)k . For a spin curve of genus one with trivial

theta characteristic. It follows from formula (3.12) of [Eskin et al. 2008] that

(7-1) H 1,−
(3)k = 2−k

[( f(3)(21))k − ( f(3)(3))k].

Here the central character f(3) can be written as

f(3) = 1
3 p3+ a2 p2

1 + a1 p1+ a0

for some ai ∈Q (0≤ i ≤ 2), and the supersymmetric functions p1 and p3 are defined
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by
p1(m)= d − 1

24 and p3(m)=
∑

j

m3
j −

1
240 ,

where m = (m1, . . . ,m`) is a partition of d . For k = 0, 1, (7-1) shows

(7-2) H 1,−
(3)0 = 0 and H 1,−

(3) =−3.

Lemma 7.2(b), (7-2), and formula (0-6) give H 1,−
(3)2 = 3H 1,−

(3) · H
0,+
(3)3 = 3. Together

with (7-1) and (7-2), this yields f(3)(21)=−4 and f(3)(3)= 2. From this and (7-1)
we have, for k ≥ 0,

(7-3) H 1,−
(3)k = (−1)k2k

− 1.

Step 3. In this step, we compute H h,+
(3)k for h = 0, 1. For k ≥ 1, (7-2) and formula

(0-6) give H 1,−
(3)k−1 = 3H 1,−

(3) · H
0,+
(3)k =−32 H 0,+

(3)k . Combining this with Lemma 7.2(a)
we obtain, for k ≥ 0,

(7-4) H 0,+
(3)k =−

1
32 ((−1)k−12k−1

− 1).

Lemma 7.2(c), (7-3), (7-4), and formula (0-6) show

H 2,+
(3)0 = 3!H 1,−

(3)0 · H
1,−
(3)0 + 3H 1,−

(3) · H
1,−
(3) = 27,

H 2,+
(3) = 3!H 1,−

(3)0 · H
1,−
(3) + 3H 1,−

(3) · H
1,−
(3)2 =−27,

H 2,+
(3)0 = 3!H 1,+

(3)0 · H
1,+
(3)0 + 3H 1,+

(3) · H
1,+
(3) = 24+ 3H 1,+

(3) · H
1,+
(3) ,

H 2,+
(3) = 3!H 1,+

(3)0 · H
1,+
(3) + 3H 1,+

(3) · H
1,+
(3)2 = 12H 1,+

(3) + 3H 1,+
(3) · H

1,+
(3)2 ,

H 1,+
(3)2 = 3!H 1,+

(3)0 · H
0,+
(3)2 + 3H 1,+

(3) · H
0,+
(3)3 = 4− H 1,+

(3) .

It follows that H 1,+
(3) =−1. Hence, Lemma 7.2(c), (7-4), and formula (0-6) give

(7-5) H 1,+
(3)k = 3!H 1,+

(3)0 · H
0,+
(3)k + 3H 1,+

(3) · H
0,+
(3)k+1 = (−1)k2k

+ 1.

Step 4. It remains to compute H h,p
(3)k for h ≥ 2. The formula (0-6) gives

H h,p
(3)k = 3!H h−1,p

(3)0 · H 1,+
(3)k + 3H h−1,p

(3) · H 1,+
(3)k+1 .

From this, we can deduce that, for h ≥ 2,

(7-6)
(

H h,p
(3)k

H h,p
(3)k+1

)
=

(
3!H 1,+

(3)k 3H 1,+
(3)k+1

3!H 1,+
(3)k+1 3H 1,+

(3)k+2

)(
H h−1,p
(3)0

H h−1,p
(3)

)

=

(
3!H 1,+

(3)k 3H 1,+
(3)k+1

3!H 1,+
(3)k+1 3H 1,+

(3)k+2

)(
3!H 1,+

(3)0 3H 1,+
(3)

3!H 1,+
(3) 3H 1,+

(3)2

)h−2( H 1,p
(3)0

H 1,p
(3)

)
.
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Therefore, (7-3), (7-5), and (7-6) complete the proof. �
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(Z2)
3-COLORINGS AND RIGHT-ANGLED

HYPERBOLIC 3-MANIFOLDS

YOULIN LI AND JIMING MA

For a compact 3-manifold N with connected nonempty boundary, let 0 be
an admissible trivalent graph in ∂N that decomposes ∂N into a set of disks.
As an extension of small covers, from a (Z2)

3-coloring λ on ∂N −0, one can
get a closed 3-manifold Mλ that admits a locally standard (Z2)

3-action.
Suppose N is irreducible and atoroidal: say, a handlebody. We give a

combinatorial necessary and sufficient condition for a (Z2)
3-colorable pair

(N, 0) to admit a right-angled hyperbolic structure, which naturally in-
duces a hyperbolic structure on Mλ.

1. Introduction

In this note, we study polyhedral hyperbolic 3-manifolds admitting (Z2)
3-colorings

on their connected boundaries, which correspond to closed hyperbolic 3-manifolds
admitting locally standard (Z2)

3-actions.

(Z2)
3-colorings and locally standard (Z2)

3-actions. Small covers, or Coxeter orb-
ifolds, were studied in [Davis and Januszkiewicz 1991]. They are a class of
manifolds which admit locally standard (Z2)

n-actions, such that the orbit spaces
are n-dimensional simple polyhedra. The algebraic and topological properties
of a small cover are closely related to the combinatorics of the orbit polyhedron
and the coloring on its boundary. For example, the (mod 2) Betti number βi of a
small cover M agrees with hi , where h = (h0, h1, . . . , hn) is the h-vector of the
polyhedron.

Those manifolds admitting locally standard (Z2)
n-actions form a wider class

than small covers. In this paper, we focus on the 3-dimensional case.
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supported by NSFC 10901038 and Shanghai NSF 10ZR1403600.
MSC2010: primary 57M50, 57M60; secondary 52B70.
Keywords: (Z2)

3-action, hyperbolic structure with polyhedral boundary, 3-manifold.
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A standard representation of the (Z2)
3-action on R3 is the natural action defined

by

e1 : (x1, x2, x3) 7→ (−x1, x2, x3),(1-1)

e2 : (x1, x2, x3) 7→ (x1,−x2, x3),(1-2)

e3 : (x1, x2, x3) 7→ (x1, x2,−x3).(1-3)

The actions e1, e2 and e3 generate the group (Z2)
3. This action fixes the origin

of R3 such that its orbit space is the positive cone

R3
≥0 = {(x1, x2, x3) ∈ R3

| xi ≥ 0}.

Definition 1.1. An effective (Z2)
3-action on a 3-dimensional closed manifold M

is said to be locally standard if it locally looks like the standard representation
of (Z2)

3-action on R3. More precisely, if for each point x in M , there is a (Z2)
3-

invariant neighborhood Ux of x such that Ux is equivariantly homeomorphic to an
invariant open subset of the standard (Z2)

3-action on R3.

The orbit space of a locally standard (Z2)
3-action on a 3-dimensional closed

manifold M is a compact manifold N with corners. In other words, it is a 3-
dimensional compact manifold N with a graph 0 on ∂N . The graph 0 on ∂N
induces a cell decomposition on ∂N . The vertices of 0 are the image of fixed
points of the (Z2)

3-action, the (open) edges of 0 are the image of fixed points of
subgroups (Z2)

2 < (Z2)
3 and (open) components of ∂N −0 are the image of fixed

points of subgroups Z2 < (Z2)
3.

Definition 1.2. Let N be a 3-dimensional manifold with nonempty boundary, and
0 a trivalent graph in ∂N that gives a cell decomposition of ∂N . A (Z2)

3-coloring
is a map λ : ∂N −0→ (Z2)

3
− 0 such that λ( f1), λ( f2) and λ( f3) generate (Z2)

3

for each triple of faces f1, f2 and f3 sharing a common vertex.

Associated to a locally standard (Z2)
3-action on M , there is a canonical (Z2)

3-
coloring λ on ∂N −0 which colors each face f ∈ ∂N −0 by the element e ∈ (Z2)

3

that fixes f . For an i-dimensional cell f in the cell decomposition, i = 0, 1, 2,
we have a group G f ∼= (Z2)

3−i which is generated by the colorings in the faces
which are adjacent to f . The locally standard (Z2)

3-action on M induces a principal
(Z2)

3-bundle over N .
Conversely, by Lemma 3.1 of [Lü and Masuda 2009], from a (Z2)

3-coloring λ
on (∂N , 0) and a principal (Z2)

3-bundle over N , we can get a unique closed
3-manifold M . In particular, from a (Z2)

3-coloring λ and the trivial principal (Z2)
3-

bundle over N , we get a 3-manifold Mλ which depends only on the coloring λ. By
this we take eight copies of N , N×{α} for each α ∈ (Z2)

3, and construct a quotient



(Z2)
3-COLORINGS AND RIGHT-ANGLED HYPERBOLIC 3-MANIFOLDS 421

space Mλ under the following gluing rule:

(1-4) (x, α1)∼ (y, α2)⇔

{
x = y, α1 = α2, if x lies in the interior of N ,
x = y, α1α

−1
2 ∈ G f , if x lies in a cell f.

Then it is easy to see Mλ is a closed 3-manifold. In this paper, we only consider
closed 3-manifolds associated to (Z2)

3-colorings and trivial principal (Z2)
3-bundles

over N .
A simple example is that if we consider a coloring of the four faces of a tetrahe-

dron by e1, e2, e3, e1+e2+e3, respectively, then from the above construction, we get
the closed orientable 3-manifold RP3. A tetrahedron admits a unique right-angled
spherical structure, and the spherical structures on eight copies of the tetrahedron,
when glued together, give rise to the unique spherical structure on RP3. This point
of view is applied in this paper.

There are many works on manifolds with locally standard (Z2)
3-actions. For

example, 3-dimensional small covers are studied in [Lü 2009; Lü and Yu 2011]. Six
operations on small covers were defined in [Lü and Yu 2011], which topologically
behave well, such that every 3-dimensional small cover is obtained from the two
simple small covers RP3 and S1

×RP2 by a sequence of these operations. It should
be noted that the operations in [Lü and Yu 2011] give many disks in a simple convex
polygon P , which intersects the 1-skeleton of P in at most four points but which
is not vertex-linking or edge-linking. So the preimage of these disks are essential
spheres or essential tori in the small cover M in general, and hence M does not
admit a geometric structure [Scott 1983].

Polyhedral hyperbolic 3-manifolds. Andreev [1971] (see also [Roeder et al. 2007])
gives a complete characterization of compact hyperbolic polyhedra in dimension 3
with nonobtuse angles. The boundary of a compact hyperbolic polyhedron inherits a
natural cell decomposition. The 1-skeleton of the cell decomposition is a graph 0 on
the boundary of the 3-ball, and a dihedral angle is also given on each edge of 0 from
the hyperbolic structure. Andreev’s theorem is given in terms of a set of conditions
on the dihedral angles. Besides its beauty, Andreev’s theorem is also essential in
the proof of Thurston’s geometrization theorem for Haken 3-manifolds. The natural
question is, given a cell decomposition of the boundary of the 3-ball, and a weight
αe ∈ (0, π) attached to each edge e of the cell decomposition, whether there is
a compact hyperbolic polyhedron in H3 realizing this cell decomposition whose
dihedral angles coincide with the attached weights. This question is still open now.

A clever approach for working with compact hyperbolic polyhedra having arbi-
trary dihedral angles is to express necessary and sufficient conditions for existence
of a given polyhedron in terms of its polar dual in the de Sitter space; see [Hodgson
and Rivin 1993]. For a generalization of Andreev’s result to ideal and hyper-ideal
hyperbolic polyhedra, see [Rivin 1996; Bao and Bonahon 2002]. Hyperbolic
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structures on topologically more complicated 3-manifold N with boundary are also
studied. See [Schlenker 2002; 2003; 2005; 2006, Fillastre and Izmestiev 2009;
2011; Guéritaud 2009].

Suppose N is a compact 3-manifold with connected and nonempty boundary. In
this note, we consider the right-angled hyperbolic structures on N with compressible
boundary.

Given a graph 0 in ∂N , we call it admissible if the lift 0̃ of 0 in the universal
cover of N , say Ñ , gives a cell decomposition of ∂ Ñ such that each of its 2-cells has
a closure homeomorphic to a disk, and each pair of such two disks shares at most one
edge in 0̃. A right-angled hyperbolic realization of (N , 0) is a complete compact
hyperbolic manifold N ∗ with right-angled polyhedral boundary (i.e., modeled on
the orthogonal intersection of two half-spaces with totally geodesic boundaries
in H 3 and having finite volume), endowed with a homeomorphism to N that sends
the nonsmooth points of N ∗ precisely to the points of 0. The nonsmooth points
of N ∗ will be called the singular locus of this structure. From the homeomorphism
between N ∗ and N , 0 is also called the singular locus for this hyperbolic realiza-
tion. We will call such a structure on N ∗ a hyperbolic structure with right-angled
polyhedral boundary on N . Hence these kinds of hyperbolic structures on N look
locally like compact convex right-angled hyperbolic polyhedra in H 3.

Similar to all results above, it is interesting to give a kind of characterization of
hyperbolic structures with right-angled polyhedral boundary on N . Since all the
dihedral angles are right-angled, an easy argument shows that the graph 0 defined
above must be trivalent.

It is well known that most 3-manifolds are hyperbolic 3-manifolds [Thurston
1982]. So it is interesting to consider locally standard (Z2)

3-actions on closed
hyperbolic 3-manifolds. It is natural to ask which closed hyperbolic 3-manifold
admits a locally standard (Z2)

3-action. The orbit space of a locally standard (Z2)
3-

action is a compact manifold N with a coloring λ in ∂N . If (N , 0) admits a
right-angled hyperbolic structure, then it is easy to see that M is hyperbolic. A pair
(N , 0) admits a unique right-angled hyperbolic structure. However, it may admit
many different colorings. Each coloring, together with a principle (Z2)

3-bundle
over N , gives a manifold with a locally standard (Z2)

3-action. So these give many
different hyperbolic manifolds of the same volume. [Inoue 2008] gives a very clear
description of right-angled hyperbolic polyhedra from this point of view.

The most interesting case is that N is a handlebody, or the simplest one, a 3-ball.

Main result. Suppose 0 is an admissible graph in ∂N . For a vertex v of 0, we
take a small closed regular neighborhood B of v in N , then B intersects N − int B
in a disk Dv. We call Dv a vertex-linking disk. It intersects 0 in three points. The
preimage of a vertex-linking disk in Mλ is a sphere which bounds a 3-ball in Mλ for
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a (Z2)
3-coloring λ. For an edge e of 0, we also take a small closed neighborhood B

of e in N ; then B intersects N − int B in a disk De. We call De an edge-linking
disk. It intersects 0 in four points. The preimage of an edge-linking disk in Mλ is a
torus (or a Klein bottle) which bounds a solid torus (or a solid Klein bottle) in Mλ.
We say a properly embedded disk D in the 3-manifold N intersects 0 efficiently
if ∂D and 0 are in general position and there is no bigon in ∂N − (∂D∪0). In this
note we always assume a disk D intersects with 0 efficiently.

Our main result is the following:

Theorem 1.3. Let N be an irreducible, atoroidal and compact 3-manifold with
connected nonempty boundary, and 0 be an admissible trivalent graph in ∂N which
gives a cell decomposition of ∂N , such that (∂N , 0) admits a (Z2)

3-coloring. Then
(N , 0) realizes a right-angled hyperbolic structure if and only if every properly
embedded disk D in N has |D ∩0| ≥ 5, except when D is a vertex-linking disk or
an edge-linking disk. Moreover, the realization is unique up to isometry.

Remark 1.4. In practice, much attention has been paid to the right-angled hy-
perbolic structures on handlebodies. They are irreducible, atoroidal and compact
3-manifolds with connected nonempty boundaries. So Theorem 1.3 can be applied
to the handlebody case.

Remark 1.5. There are two canonical ways to study polyhedral hyperbolic structure
on 3-manifold M : Alexandrov’s method and the variational method; see, for
example, [Fillastre and Izmestiev 2011]. Our approach in this note uses the doubling
trick. A (Z2)

3-coloring helps us find a closed 3-manifold on which we can apply
the geometrization theorem.

2. Preliminaries

If (N , 0) admits a right-angled hyperbolic structure, then 0 is admissible, and each
of its 2-dimensional faces is a right-angled hyperbolic n-polygon. So n ≥ 5.

Definition 2.1. Let 0∗ be the dual graph of 0 in ∂N . A k-circuit is a simple closed
curve C in 0∗ consisting of k successive edges of 0∗ which is contractible in ∂N .
A circuit is elementary if it bounds a disk D in ∂N and there is exactly one vertex V
of 0 that lies in D. A k-circuit is prismatic if the endpoints of all the edges of 0
which intersect C are distinct.

Obviously, there is a one-to-one correspondence between edges of 0 and those
of 0∗.

Lemma 2.2. Suppose 0 is admissible. If C is a 3-circuit which is not prismatic,
then C is isotopic to the boundary of a vertex-linking disk. If 0 contains no
prismatic 3-circuit, and C is a 4-circuit which is not prismatic, then C is isotopic to
the boundary of an edge-linking disk.
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Proof. The proof is similar to the proofs of Lemmas 1.2 and 1.3 of [Roeder
et al. 2007], by which we have that, if C is a nonprismatic 3-circuit, then it is an
elementary circuit. So it is isotopic to the boundary of a vertex-linking disk. If 0
contains no prismatic 3-circuit, then every nonprismatic 4-circuit C separates off
exactly two vertices of 0 from the remaining vertices of 0, which in turn implies
that C is isotopic to the boundary of an edge-linking disk. Actually, the authors of
[Roeder et al. 2007] proved this for any graph in S2. Since 0 is admissible, their
arguments can be extended verbatim in the general case. �

We give a proposition on the orientability of a 3-manifold Mλ with a locally
standard (Z2)

3-action and trivial principal (Z2)
3-bundle.

Proposition 2.3. Suppose N is a compact orientable connected 3-manifold with
connected boundary. Then, for a (Z2)

3-coloring λ on (∂N , 0), Mλ is orientable if
and only if there is a basis {e1, e2, e3} of (Z2)

3, such that the image of λ is contained
in {e1, e2, e3, e1+ e2+ e3}.

Proof. For small covers, this proposition has been proved in Theorem 1.7 of
[Nakayama and Nishimura 2005]. Recall that Mλ is determined by the coloring λ
and the trivial principal (Z2)

3-bundle over N . So Mλ is obtained by gluing eight
copies of (N , λ), and Mλ is orientable if and only if H3(Mλ,Z)= Z. To calculate
H3(Mλ,Z), we only need to consider the 3-cells and 2-cells in a cellular decompo-
sition of Mλ, which is induced by a cellular decomposition of (N , 0). Note that ∂N
is connected, so the arguments of the proof of Theorem 1.7 of [Nakayama and
Nishimura 2005] hold in our case word-by-word. �

3. Proof of Theorem 1.3

Proof of the necessity part of Theorem 1.3. Suppose (N , 0) realizes a right-angled
hyperbolic structure. If D ⊂ N is a properly embedded disk which intersects 0
efficiently, and is not vertex-linking or edge-linking, then by Gauss–Bonnet theorem,
we have |D ∩0| ≥ 5. So the necessity part of Theorem 1.3 follows. �

Proof of the sufficiency part of Theorem 1.3 in the case that Mλ is orientable.
Recall that a closed orientable 3-manifold M is irreducible if every embedded 2-
sphere S in M bounds a 3-ball; otherwise M is reducible. An embedded 2-sphere S
which does not bound a 3-ball in M is called essential. A closed irreducible
orientable 3-manifold M is atoroidal if every embedded torus T in M bounds a
solid torus; otherwise M is toroidal. An embedded torus T which does not bound
a solid torus is essential in M . See [Hempel 1976] or [Jaco 1980].

We need the equivariant sphere theorem of Meeks, Simon, and Yau [Meeks et al.
1982], but the reformulation by Dunwoody [1985] is more convenient for us.
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Theorem 3.1. Let G be a finite group that acts on a closed orientable 3-manifold M
by homeomorphisms. Suppose M has a G-equivariant triangulation. If there exists
an essential 2-sphere S in M , then there exists an essential 2-sphere S1 in M which
is in general position with respect to the triangulation, such that g(S1) = S1 or
g(S1)∩ S1 =∅ for every g ∈ G.

We also need the following equivariant torus theorem; see [Freedman et al. 1983;
Jaco and Shalen 1979; Johannson 1979].

Theorem 3.2. Let G be a finite group which acts on a closed 3-manifold M by
homeomorphisms. Suppose M is irreducible, orientable and contains an essential
torus. Then either M is Seifert-fibered, or M contains a G-equivariant essential
torus.

First, we show the following lemmas.

Lemma 3.3. Mλ is irreducible.

Proof. We give a triangulation T of N , such that the graph 0 is contained in the
1-skeleton of T. So the triangulation T induces a triangulation of Mλ.

If Mλ is reducible, then by the equivariant sphere theorem, there is a (Z2)
3-

equivariant sphere S which is essential in Mλ. We denote S ∩ N ×{1} by A, which
is a compact surface with nonempty boundary if A 6=∅. We may assume A 6=∅,
otherwise we can use the (Z2)

3-action to find another (Z2)
3-invariant sphere S′

which has nonempty intersection with N ×{1}. Since A is obtained from S by the
(Z2)

3-action and S is connected, A is connected.
Since S is in general position with respect the triangulation of Mλ, A is in general

position with respect to the triangulation of ∂N , in particular, with respect to 0. So
there is a cell decomposition of ∂A: for each face f of ∂N −0, f ∩ A is an edge
in ∂A. Moreover, the coloring on ∂N −0 now induces a coloring on ∂A, which
we denote by λA, and S is obtained from copies of A by the gluing rule from λA.

By Definition 1.2, the colorings on any two adjacent edges of ∂A are different.
So we have a subgroup G of (Z2)

3 which has index 1 or 2 in (Z2)
3, such that for

any g ∈ G we have g(S)= S, and for any h ∈ (Z2)
3
−G we have h(S)∩ S =∅.

In other words, S is obtained by gluing 4 or 8 copies of A, and the edges in ∂A
contribute a 4-valence graph in S. So χ(S)=m(χ(A)− E/2+ E/4)= 2, where E
is the number of edges in ∂A, and m = 4 or 8. If m = 4, then E = 2 and χ(A)= 1.
So A is a disk with ∂A consisting of 2 edges. This is impossible by the assumption
in Theorem 1.3. If m= 8, then E = 3 and χ(A)= 1. So A is a disk with ∂A consists
of 3 edges. Moreover, we have that ∂A∩ f is connected for each face f . Suppose
otherwise; i.e., suppose that ∂A∩ f consists of at least two arcs. We have an edge
e of 0 which intersects A such that the two sides of e both are in the face f . Then
when we lift ∂N to the universal cover Ñ . The closure of the lifting f̃ of the face f
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is not a disk, contradicting the assumption that 0 is admissible. So ∂A is a 3-circuit.
Thus, by the assumption and Lemma 2.2, A is a vertex-linking disk in N . The
preimage of a vertex-linking disk in Mλ is a sphere which bounds a 3-ball in Mλ.
This contradicts the assumption that S is essential in Mλ. So Mλ is irreducible. �

Lemma 3.4. If Mλ is a toroidal Seifert manifold, then there is an essential torus
in Mλ which is (Z2)

3-equivariant.

Proof. Suppose e1, e2 and e3 are three orientation-reversing involutions which gener-
ate the (Z2)

3-action. Since Mλ admits orientation-reversing involutions, according
to Theorems 8.2 and 8.5 of [Neumann and Raymond 1978], Mλ is Seifert-fibered
with Euler number 0; i.e., Mλ contains horizontal incompressible surfaces which
are transversal to each fiber. In other words, Mλ is a surface bundle over S1

with horizontal incompressible surfaces as surface fibers. We already proved in
Lemma 3.3 that Mλ is irreducible, so the Euler characteristic of the base orbifold
of Mλ is negative or zero. Thus Mλ admits the geometries H 2

×R or E3. We refer
the readers to [Scott 1983] for the details about these two geometries.

For each i = 1, 2, 3, Fix(ei ) contains no nonorientable closed surfaces since the
nonorientable closed surfaces are one-sided in Mλ. According to [Meeks and Scott
1986], for each i = 1, 2, 3, ei is isotopic to an isometry. So Fix(ei ) consists of some
totally geodesic, and hence incompressible, closed surfaces in Mλ.

If Mλ admits the H 2
×R geometry, then it has unique Seifert fibration structure.

So each homeomorphism sends regular fibers to regular fibers. Then, among Fix(e1),
Fix(e2) and Fix(e3), at least two of them, say Fix(e1) and Fix(e2), consist of vertical
essential tori, and e3 keeps each regular fiber invariant and reverses its orientation.
By the definition of (Z2)

3-action, Fix(e1) ∩ Fix(e2) 6= ∅, and Fix(e1) intersects
Fix(e2) transversely. Choose a torus component T in Fix(e1) which intersects
Fix(e2) nontrivially. For any point p ∈ T , we have e1e2(p)= e2e1(p)= e2(p). So
e2(T ) ⊂ Fix(e1). Thus we have that either e2(T ) = T or e2(T )∩ T = ∅. By the
assumption T ∩Fix(e2) 6=∅, we have e2(T )= T . Moreover, e3(T )= T . Hence T is
invariant by e1, e2 and e3, and hence is invariant by each element of the group (Z2)

3.
So it is an essential torus which is (Z2)

3-equivariant.
If Mλ admits the E3 geometry, then according to Theorems 8.2 and 8.5 of

[Neumann and Raymond 1978], it is either the 3-torus T 3 or the Seifert manifold
with invariant {0; (2, 1), (2,−1), (2, 1), (2,−1)}. For the former case, we choose
a Seifert fibration structure which is fibred by all circles isotopic to the circles
in Fix(e1)∩ Fix(e2). Then we can apply the same argument as above to obtain a
(Z2)

3-equivariant essential torus. For the latter case, we fix the Seifert fibration
structure given before, and then all horizontal incompressible surfaces in Mλ are
isotopic essential tori. This is because Mλ has a unique structure of surface bundles
over S1, since its first Betti number is 1; see [Thurston 1986]. So we can still
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assume that both Fix(e1) and Fix(e2) consist of vertical essential tori, and e3 keeps
each regular fiber invariant and reverses its orientation. The same argument in the
previous paragraph still applies, and the same conclusion still holds. �

Lemma 3.5. Mλ is atoroidal.

Proof. By Theorem 3.2 and Lemma 3.4, if Mλ is toroidal, then there is a (Z2)
3-

equivariant essential torus T ⊂ Mλ.
Similar to the sphere case in Lemma 3.3, we also give a triangulation T of N .

We denote T ∩ N × {1} by A, which is nonempty, and is a compact connected
surface with nonempty boundary. Also, there is a cell decomposition of ∂A induced
from the triangulation of N .

Similar to the argument in the sphere case in Lemma 3.3, we have χ(T ) =
m(χ(A)− E/2+ E/4) = 0, where E is the number of edges in ∂A, and m is an
integer. So E = 4 and χ(A) = 1. Thus A is a disk with ∂A consists of 4 edges.
Moreover, ∂A∩ f is connected for each face f . Suppose otherwise; i.e., suppose
that ∂A∩ f consists of at least two arcs. When we lift ∂N to the universal cover Ñ ,
two of the four edges forming ∂A belong to the same face. If these two edges are
adjacent in ∂A, then by the same argument as in the proof of Lemma 3.3, we obtain
a contradiction. If these two edges are not adjacent in ∂A, then the lift of these
two arcs in the universal cover are identified. So in the universal cover, there are
two disks which share two distinct edges, contradicting the assumption that 0 is
admissible. Thus ∂A is a 4-circuit. Therefore, by the assumption and Lemma 2.2, A
is an edge-linking disk. The preimage of an edge-linking disk in Mλ is a torus (or a
Klein bottle) which bounds a solid torus (or a solid Klein bottle, which is impossible
since we assume Mλ is orientable in this subsection), so it is not essential. This
contradicts the assumption that T is essential. So Mλ is atoroidal. �

Lemma 3.6. Mλ is not a Seifert manifold.

Proof. Suppose Mλ is an orientable Seifert manifold with orientable base orbifold,
and Mλ is neither a lens space nor S3. Here the lens spaces don’t include S3 or
S2
× S1. By Theorem 8.2 of [Neumann and Raymond 1978] and its proof, if there

is an orientation-reversing involution on Mλ, then the Seifert invariant of Mλ is
{g; (a1, b1), (a1,−b1), (a2, b2), (a2,−b2), . . . , (at , bt), (at ,−bt)}, where g is the
genus of the base orbifold. Since Mλ is atoroidal, we have g = 0 and t = 1, and
hence Mλ is a lens space. This is a contradiction.

Suppose Mλ is an orientable Seifert manifold with nonorientable base orbifold,
and Mλ is not a lens space. By Theorem 8.5 of [Neumann and Raymond 1978] and
its proof, if there is an orientation-reversing involution on Mλ, then the Seifert in-
variant of Mλ is {k; (a1, b1), (a1,−b1), (a2, b2), (a2,−b2), . . . , (at , bt), (at ,−bt)},
where k is the genus of the nonorientable base orbifold. If t ≥ 1, then Mλ cannot be
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atoroidal. If t = 0, then Mλ is either reducible or toroidal. In both cases, we arrive
at contradictions.

Suppose Mλ is a lens space. By the main result in [Kwun 1970], among all lens
spaces, only RP3 admits orientation-reversing involutions. Moreover, RP3 admits
exactly one orientation-reversing involution up to isotopies, and the set of fixed
points of this involution is an RP2, which has Euler characteristic 1. However,
according to the definition of locally standard (Z2)

3-action, for any nontrivial
element e ∈ (Z2)

3, its fixed point set Fix(e) is a union of k-polygons (k ≥ 5 by our
assumption), and each vertex in Fix(e) is adjacent to 4 edges. Let v be the number
of vertices in Fix(e). Then the number of edges in Fix(e) is 2v, and the number of
faces of Fix(e) is less than or equal to 4v/5. So the Euler characteristic of Fix(e)
is negative — a contradiction.

Suppose Mλ is the 3-sphere S3. From the fact that the orientation-preserving
mapping class group of S3 is trivial, we know S3 admits exactly one orientation-
reversing involution up to isotopy, and the set of fixed points of this involution
is an S2, which has Euler characteristic 2. Then similar to the argument in the
previous paragraph, we get a contradiction. So the lemma follows. �

By Lemmas 3.3, 3.5 and 3.6, Mλ is a closed, irreducible, and atoroidal manifold
which is not Seifert-fibered. So by Perelman’s proof of Thurston’s geometrization
theorem (see [Cao and Zhu 2006; Bessières et al. 2010; Kleiner and Lott 2008;
Morgan and Tian 2007]), Mλ is a hyperbolic 3-manifold. By [Dinkelbach and Leeb
2009], every smooth action of a finite group on a hyperbolic 3-manifold is conjugate
to an isometric action. Since each e ∈ (Z2)

3 is conjugate to an isometric involution,
its fixed point set is a totally geodesic surface in Mλ. Since (Z2)

3 is an Abelian
group, by elementary arguments for the isometric group of hyperbolic 3-space H 3,
all these totally geodesic surfaces intersect orthogonally. So the hyperbolic structure
on Mλ induces a hyperbolic structure on (N , 0). Conversely, each right-angled
hyperbolic structure on (N , 0) induces a hyperbolic structure on Mλ. By Mostow’s
rigidity theorem [1973], there is only one hyperbolic structure on Mλ. So the
right-angled realization of (N , 0) is unique. This ends the proof of Theorem 1.3 in
the case that Mλ is orientable. �

Proof of the sufficiency part of Theorem 1.3 in the case that Mλ is nonorientable.
Let π : M̃λ→ Mλ be the orientable double cover of Mλ, and τ be the covering
transformation of M̃λ. Note that τ is orientation-reversing. By the lifting theorem,
for each i , ei lifts to an action, say ẽi , on M̃λ such that ẽi (x0)= x0, where x0 ∈ M̃λ

projects to a vertex of 0 in ∂N .
We show that ẽi and ẽ j commute, for 1≤ i, j ≤ 3. It is easy to verify that ẽi ẽ j is

the lift of ei e j , and ẽ j ẽi is the lift of e j ei . Since ei e j = e j ei , and ẽi ẽ j (x0)= ẽ j ẽi (x0),
by the unique lifting property, ẽi ẽ j = ẽ j ẽi . We also show that τ and ẽi commute,
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for 1 ≤ i ≤ 3. It is easy to verify that both τ ẽi and ẽiτ are lifts of ei . So either
τ ẽi = ẽiτ or ττ ẽi = ẽiτ . The latter is ẽi = ẽiτ in fact, which is impossible. So
τ ẽi = ẽiτ . Therefore we have an action of (Z2)

4 on M̃λ.
If M̃λ is a toroidal Seifert manifold, then by Lemma 3.4, there is an essential

vertical torus T in M̃λ which is fixed by ẽ1, and is invariant by ẽi , for i = 2, 3.
For any point p ∈ T , we have ẽ1τ(p) = τ ẽ1(p) = τ(p). So τ(T ) ⊂ Fix(ẽ1).
Hence either τ(T )= T or τ(T )∩ T =∅. It is straightforward to verify that T is
(Z2)

4-equivariant.
Therefore, similar to the previous subsection, we can prove that M̃λ is irreducible

and atoroidal. Moreover, if M̃λ is an atoroidal Seifert manifold, then it must be S3

or RP3. The action of τ on M̃λ has no fixed points. However, as stated in the
previous subsection, any orientation-reversing involution on S3 or RP3 must have
fixed points. We arrive at a contradiction.

So M̃λ is hyperbolic. Similar to the arguments in the previous subsection, (N , 0)
admits a unique right-angled hyperbolic structure. �

4. Examples

In this section we give three examples.

Example 4.1. The simplest way to construct a handlebody which admits right-
angled hyperbolic structure is from the Löbell polyhedron L(n) for n ≥ 5 (see, for
example, [Inoue 2008]). A Löbell polyhedron L(n) admits a right-angled hyperbolic
structure. Gluing two opposite n-gon faces of L(n), we get a solid torus admitting
right-angled hyperbolic structures, and whose boundary consists of 2n octagons.

For instance, from L(5), which is a dodecahedron, we can get three solid tori,
according to the twisting angle of gluing. All these solid tori satisfy Theorem 1.3.
It is easy to see that they admit (Z2)

3-colorings, but don’t admit one which satisfies
the orientability criterion in Proposition 2.3.

This kind of right-angled hyperbolic solid tori are “simple”, by which we mean
we can obtain a right-angled hyperbolic polyhedron by cutting along a totally
geodesic right-angled n-polygon P from the solid tori, where P intersects the
boundaries of the solid tori orthogonally.

Example 4.2. A hexagonal tessellation of R2 with a coloring is shown in Figure 1.
We assume that the diameter of a hexagon is 1. We take a Z2-action on R2, such
that its fundamental domain is a rectangle R whose vertical edges have length 4.5,
and whose horizontal edges have length 3

√
3. So there are six hexagons in each

horizontal layer and each vertical layer. Gluing the boundaries of R, we get a torus T .
We can show that any solid torus bounded by T with coloring shown in Figure 1

satisfies the orientability criterion in Proposition 2.3 as well as the assumption of
Theorem 1.3. So it admits a right-angled hyperbolic structure.
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Figure 1

We fix a homeomorphism from T to the boundary of a solid torus J , so it is
natural to ask whether the pair (J, 0) admits a right-angled hyperbolic structure.

It is easy to see that any essential simple closed curve C in this T intersects 0
in at least five points, and any curve C which bounds a disk D in T intersects 0
in at least five points, unless that D is a vertex-linking disk or an edge-linking disk.
So for any solid torus J which is bounded by T , (J, 0) realizes a right-angled
hyperbolic structure.

If the boundary of the unique essential disk in the solid torus J is the image of a
horizontal line, then the hyperbolic solid torus can be decomposed into three copies
of the Löbell polyhedron L(6) along three totally geodesic right-angled hexagons
in the solid torus. The same claim holds if the boundary of the unique essential disk
in the solid torus is the image of the straight lines which have angles π/3 or 2π/3
with the horizontal lines.

Except in these three cases, the right-angled hyperbolic structure cannot be
obtained by gluing two faces of a right-angled hyperbolic polyhedron by an isometry,
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Figure 2

so it is not “simple”. Suppose otherwise; then the totally geodesic right-angled
k-polygon P which decomposes J is in general position with 0, and so some faces
of ∂ J must be decomposed into a set of right-angled hyperbolic n-polygons by ∂P .
Note that n≥ 5, so if ∂P enters a face f of ∂ J−0, then it exits f from the opposite
edge of f from where it enters. It is easy to see that ∂P is the image of the lines
in R2 which have angles 0, π/3 or 2π/3 with the horizontal lines.

Example 4.3. The graph 0 decomposes the torus illustrated in Figure 2 [Chen
2009] into three hexagons, say f1, f2 and f3. We color fi by ei ∈ (Z2)

3 for
i = 1, 2, 3. There are two sets of disks in Theorem 1.3. The first one consists
of boundary parallel disks. The second one consists of essential disks, i.e., not
boundary parallel.

For any embedding of (T 2, 0) of Figure 2 into a solid torus J , the boundary
parallel disks satisfy the assumption of Theorem 1.3. So if we embed (T 2, 0) into
a solid torus J by a map f so that the unique essential disk D (up to isotopy)
intersects 0 in at least 5 points, then by Theorem 1.3, we get a right-angled
hyperbolic structure on (J, f (0)). Note that for a fixed embedding of 0→ T 2,
there are only finitely many isotopy classes of simple closed curves which intersect 0
in at most 4 points.

In general, if the pair (∂N , 0) admits a (Z2)
3-coloring and ∂N has genus at least

one, then it may admit many colorings for a re-embedding of 0 into ∂N . This in
turn induces many closed 3-manifolds from locally standard (Z2)

3-actions.
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Dedicated to Konrad Schmüdgen on the occasion of his 65th birthday

In this paper we prove a strong Hahn–Banach theorem: separation of dis-
joint convex sets by linear forms is possible without any further conditions
if the target field R is replaced by a more general real closed extension field.
From this we deduce a general Positivstellensatz for ∗-algebras, involving
representations over real closed fields. We investigate the class of group
algebras in more detail. We show that the cone of sums of squares in the
augmentation ideal has an interior point if and only if the first cohomol-
ogy vanishes. For groups with Kazhdan’s property (T), the result can be
strengthened to interior points in the `1-metric. We finally reprove some
strong Positivstellensätze by Helton and Schmüdgen, using our separation
method.

1. Introduction

In this article we combine techniques from real algebraic geometry, convex geometry,
and the unitary representation theory of discrete groups to address various problems
that arise in the emerging field of noncommutative real algebraic geometry [Schmüd-
gen 2009]. Classical results — like Artin’s solution of Hilbert’s 17th problem —
strive for a characterization of natural notions of positivity in terms of algebraic
certificates. For example, Artin proved that every polynomial in n variables that
is positive at every point on Rn must be a sum of squares of rational functions.
Much later, Schmüdgen [1991] proved that a strictly positive polynomial on a
compact semialgebraic set must be a sum of squares of polynomials plus defining
inequalities. More recently, similar questions were asked in a noncommutative
context. Typically, the setup involves a ∗-algebra A and a family of representations F.
The question is now: Is every self-adjoint element of A that is positive (semi)definite
in every representation in F necessarily of the form

∑
i a∗i ai for some ai ∈ A?

It turned out — similar to the more classical commutative case — that the cone
62 A =

{∑
i a∗i ai | ai ∈ A

}
⊂ A is an interesting object of study in itself. Natural

MSC2010: 46H15.
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questions are: Is 62(A)∩ (−62 A) = {0}? Is 62 A closed in a natural topology?
Does it contain interior points, in the finest locally convex topology, say?

A point q is called an algebraic interior point of a cone C if the cone intersects
each line through q in an open interval around q. A point is an algebraic interior
point if and only if it is an interior point in the finest locally convex topology (see
[Cimprič et al. 2011, Proposition 1.3], for example). The question for interior
points of cones has the following motivation. If a cone C has an (algebraic) interior
point q , then for every point a ∈ C∨∨ from the double dual, one has a+ εq ∈ C for
all ε > 0 (see [loc. cit.] for a proof of this well known fact). Using the standard
Gelfand–Naimark–Segal construction, this yields the following Positivstellensatz
for unital ∗-algebras:

Theorem. Assume that q is an interior point of the cone 62 A. If a = a∗ ∈ A is
positive semidefinite in each ∗-representation of A, then a+εq ∈62 A for all ε > 0.

Our first main result is a different Positivstellensatz (Theorem 3.12): we prove
that each element from a real reduced unital ∗-algebra that is positive in every
generalized representation is necessarily in 62 A. The notion of a generalized
representation involves an extension of the standard real and complex numbers to
more general real- and algebraically closed fields.

A natural and vast class of examples of ∗-algebras is given by complex group
algebras C[0] of discrete countable groups. We study the cones 62C[0] and
62ω(0) in more detail, where ω(0)⊂ C[0] denotes the augmentation ideal; see
Section 4. The situation for ω(0) is much more complicated, as the study is closely
related to questions about first cohomology with unitary coefficients.We prove that
62ω(0) has an interior point if and only if H1(0,C)= 0. The cone 62ω(0) has
an interior point in the `1-metric if 0 has Kazhdan’s property (T), and the converse
holds if H2(0,C) = 0 (see Section 5). In Section 6, we analyze the situation for
free groups more closely and reprove theorems of Schmüdgen and Helton.

Along the way we prove some new and powerful separation theorems in Sections
2 and 3. The Hahn–Banach separation theorems for convex sets only apply if
additional conditions on the involved sets are imposed; sets have to be closed or
have to have nonempty interior, etc. We can remove all additional assumptions
at the expense of enlarging the target R to some real closed extension of the real
numbers; see Theorem 2.1.

2. A real closed separation theorem for convex sets

Throughout, we will work with various real closed fields R and always assume that
R⊂ R. The following is a first general separation theorem for convex cones.

Theorem 2.1. Let V be an R-vector space, C ⊂ V a convex cone and x 6∈ C. Then
there exist a real closed field R containing R and an R-linear functional ϕ : V → R
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such that
ϕ(x) < 0 and ϕ(y)≥ 0 for all y ∈ C.

We can even ensure ϕ(y) > 0 for all y ∈ C \ (C ∩−C). Also, R depends only on V ,
not on x or C.

Proof. Let us first assume that V is finite-dimensional. We construct a complete
flag of subspaces V = H1 ⊃ H2 ⊃ · · · ⊃ Hn = C ∩−C , starting with V = H1,
in the following way. By the standard separation theorem for convex sets (see
for example Theorem 2.9 in [Barvinok 2002]), we choose a nontrivial R-linear
functional ϕi : Hi → R such that ϕi (y) ≥ 0 for all y ∈ C ∩ Hi and ϕi (x) ≤ 0 (if
x ∈ Hi ). We then define Hi+1 := Hi ∩ {ϕi = 0} and iterate the process. We finally
extend each ϕi in any way to V . Now let R be a proper real closed extension field
of R. Choose positive elements

1= ε1 > ε2 > · · ·> εn−1 > 0

from R such that k ·εi < εi−1 for all k ∈R. For example, ε2 can be any infinitesimal
element with respect to R, which exists since R is a proper extension of R; the
following εi can be taken as powers of ε2.

Then define
ϕ := ε1ϕ1+ · · ·+ εn−1ϕn−1.

One checks that ϕ has the desired properties. This proves the claim in the case of
finite dimension.

In the general case, consider the set S of all finite-dimensional subspaces H
of V . For each H ∈S, choose ϕH : H→R, separating x from C ∩H as desired (if
x ∈ H ). Extend ϕH in any way to V . Now let ω be an ultrafilter on S, containing
the sets {H ∈ S | y ∈ H} for all y ∈ V . Consider the linear functional ϕ : V → Rω,
ϕ(v)= (ϕH (v))H∈S. Here Rω denotes the ultrapower of R with respect to ω. One
checks that ϕ separates x from C as desired, by the theorem of Łos (see for example
Theorem 2.2.9 in [Prestel and Delzell 2001]). �

Remark 2.2. In the usual way, one can now also deduce that any two convex
disjoint sets in a vector space can be separated as above with a real-closed valued
affine functional.

It turns out that we can also extend functionals quite often if we allow for an
extension of the real closed field.

Theorem 2.3. Let V be an R-vector space, C ⊆ V a convex cone, and H ⊆ V a
subspace. Assume (C + H)∩−(C + H)= H. Then for any real closed extension
field R of R and any R-linear functional ϕ : H → R with ϕ ≥ 0 on C ∩ H , there is
a real closed extension field R′ of R and an R-linear functional ϕ : V → R′ with
ϕ ≥ 0 on C and ϕ = ϕ on H. We can even ensure ϕ(y) > 0 for all y ∈ C \ H.
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Proof. We apply Theorem 2.1 to the convex cone C + H in V and obtain a real
closed field R̃ and an R-linear functional ψ : V→ R̃ with ψ = 0 on H and ψ(y)> 0
for a ∈ C \ H . By amalgamation of real closed fields, we can assume without loss
of generality that R= R̃. Finally, let R′ be a real closed extension field of R that
contains an element δ > R. Extend ϕ to an R-valued functional on V and set

ϕ := ϕ+ δ ·ψ.

It is clear that ϕ coincides with ϕ on H and also that ϕ(y) > 0 for all y ∈C \H . �

We will improve upon the separation results in the case of certain ∗-algebras in
the next section.

3. Completely positive separation

Throughout this section, let A be a C-algebra with involution ∗, not necessarily
unital. We consider the cone of sums of hermitian squares

62 A =
{ n∑

i=1

a∗i ai
∣∣ n ∈ N, ai ∈ A

}
contained in the real vector subspace of hermitian elements

Ah
= {a ∈ A | a∗ = a}.

If b ∈ Ah
\ 62 A, we find an R-linear functional ϕ : Ah

→ R, into some real
closed extension field R of R, such that ϕ(b) < 0, ϕ(a∗a) ≥ 0 for all a ∈ A, by
Theorem 2.1. We can extend ϕ uniquely to a C-linear functional ϕ : A→ R[i]
fulfilling ϕ(a∗) = ϕ(a). We will denote the algebraically closed field R[i] by C
from now on.

The condition ϕ(a∗a) ≥ 0 for all a ∈ A is called positivity of ϕ. We would
now like positive and real-closed valued functionals to fulfill the Cauchy–Schwarz
inequality

|ϕ(a∗b)|2 ≤ ϕ(a∗a)ϕ(b∗b)

for all a, b ∈ A. However, this is not true in general, as the next example shows.

Example 3.1. Let A = C[t] be the univariate polynomial ring; ∗ is coefficientwise
conjugation. The cone 62 A equals the cone of nonnegative real polynomials.
Consider the functional

ϕ : R[t] → R, p 7→ p(0)+ εp′′(0),

where ε ∈ R is positive and infinitesimal with respect to R. One checks that ϕ is
positive, but for a = 1+ t2 and b = 1, we have

|ϕ(a∗b)|2 = 1+ 4ε+ 4ε2 > 1+ 4ε = ϕ(a∗a)ϕ(b∗b).
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Example 3.2. The last example can be modified to even fulfill ϕ(a∗a) > 0 if a 6= 0.
Indeed, let 1= ε0 > ε1 > ε2 > · · ·> 0 be a sequence of elements from R, such that
R·εi <εi−1 for all i . Then the linear mapping p 7→

∑
∞

i=0 εi · p(2i)(0) is well-defined
and strictly positive in the desired sense. If we further assume R · ε2 < ε

2
1 , then the

same argument as in Example 3.1 shows that the Cauchy–Schwarz inequality is not
fulfilled.

Definition 3.3. A C-linear functional ϕ : A → C with ϕ(a∗) = ϕ(a) is called
completely positive if for all m ∈ N, the componentwise defined function

ϕ(m) : Mm(A)→Mm(C)

maps sums of hermitian squares to positive semidefinite matrices.

Remark 3.4. It is easily seen that a positive C-linear functional ϕ : A→ C with
ϕ(a∗)= ϕ(a) is always completely positive.

Example 3.5. The functionals from Examples 3.1 and 3.2 are positive, but not
completely positive. Indeed, with a = 1+ t2 and

M =
( 1 a

0 0

)
,

we find that
ϕ(2)(M∗M)=

( 1 ϕ(a)
ϕ(a∗) ϕ(a∗a)

)
is not positive semidefinite, since its determinant is negative in R.

Lemma 3.6. A C-linear functional ϕ : A→ C with ϕ(a∗) = ϕ(a) is completely
positive if and only if the C-linear extension

id⊗ϕ : C⊗C A→ C

is positive.

Proof. The condition that id⊗ϕ is positive is

0≤ (id⊗ϕ)
(( m∑

j=1

z j ⊗ a j

)∗( m∑
j=1

z j ⊗ a j

))

= (id⊗ϕ)
(∑

j,k

z j zk ⊗ a∗j ak

)
=

∑
j,k

z j zk ·ϕ(a∗j ak)

for all m ∈ N, z j ∈ C, a j ∈ A. But this just means that the matrix (a∗j ak) j,k is
mapped to a positive semidefinite matrix under ϕ(m). Since every sum of hermitian
squares in Mm(A) is a finite sum of such rank-one squares, this proves the claim. �
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Corollary 3.7. If ϕ : A → C is completely positive, then it fulfills the Cauchy–
Schwarz inequality

|ϕ(a∗b)|2 ≤ ϕ(a∗a)ϕ(b∗b)

for all a, b ∈ A.

Proof. Either consider the positive and C-linear extension id⊗ϕ to C⊗C A and use
the standard proof for the inequality, or apply ϕ(2) to the sum of hermitian squares( a b

0 0

)∗( a b
0 0

)
=

( a∗a a∗b
b∗a b∗b

)
,

and use that the obtained matrix is positive semidefinite. �

Remark 3.8. We see from the last proof that in fact only the 2-positivity of ϕ is
needed for the Cauchy–Schwarz inequality.

Corollary 3.9. Let A be a C-algebra with involution and R a real closed field that
contains R. Let ϕ : A→C be a completely positive C-linear functional that satisfies
ϕ(a∗)= ϕ(a) for all a ∈ A. The gauge ‖a‖ϕ := ϕ(a∗a)1/2 satisfies

‖λ · a‖ϕ = |λ| · ‖a‖ϕ

and
‖a+ b‖ϕ ≤ ·‖a‖ϕ +‖b‖ϕ.

Proof. The first assertion is obvious. Let’s compute

‖a+ b‖2ϕ = ϕ((a+ b)∗(a+ b))

= ϕ(a∗a)+ϕ(a∗b)+ϕ(b∗a)+ϕ(b∗b)

≤ ‖a‖2ϕ +‖b‖
2
ϕ + 2|ϕ(a∗b)|

≤ ‖a‖2ϕ +‖b‖
2
ϕ + 2‖a‖ϕ‖b‖ϕ

= (‖a‖ϕ +‖b‖ϕ)2.

This proves the claim. �

It turns out that separation from the cone of sums of hermitian squares can often
be done with a completely positive functional.

Definition 3.10. Let A be a C-algebra with involution, not necessarily unital. Then
A is called real reduced if

∑
i a∗i ai = 0 implies ai = 0 for all i and ai ∈ A.

Theorem 3.11. Let A be a C-algebra with involution that is real reduced. Let
b ∈ Ah

\62 A. Then there is real closed extension field R of R and a completely
positive C-linear functional ϕ : A→ C with ϕ(a∗)= ϕ(a) such that

ϕ(b) < 0 and ϕ(a∗a) > 0 for a ∈ A \ {0}.
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Proof. For any finite-dimensional subspace H of A, denote by

62 H =
{∑

i

a∗i ai
∣∣ ai ∈ H

}
the set of sums of hermitian squares of elements from H . It is well known that
62 H is a closed convex cone in a finite-dimensional subspace of Ah . This follows
from the fact that A is real reduced, using for example the approach from [Powers
and Scheiderer 2001, Lemma 2.7]. It also follows that 62 H is salient, that is, it
fulfills

62 H ∩−62 H = {0}.

So for each such H , there is an R-linear functional ϕH : Ah
→ R with

ϕH (b) < 0 and ϕH (a∗a) > 0 for all a ∈ H \ {0}.

Let S be the set of all finite-dimensional subspaces H of A, equipped with an
ultrafilter ω containing all sets {H ∈ S | c ∈ H} for c ∈ A. Define

ϕ : Ah
→ Rω, ϕ(a) := (ϕH (a))H∈S .

Then ϕ does the separation as desired. We consider the C-linear extension of ϕ
to A, and finally show that it is completely positive. The C-linear extension of ϕH

to A indeed maps a matrix (a∗i a j )i, j ∈Mn(A) to a positive semidefinite hermitian
matrix, at least if all ai ∈ H , as is easily checked (compare to Remark 3.4). Since
we can check positivity of the matrix (ϕ(a∗i a j ))i, j ∈Mn(R

ω
[i]) componentwisely

in Mn(R[i]), by the theorem of Łos, this finishes the proof. �

Throughout, we will take the freedom to consider ∗-representations of A on vector
spaces that carry a sesquilinear C-valued inner product, where C= R[i] for some
real closed field R⊃ R. We call these representations generalized representations.
For every completely positive functional ϕ : A→C, we can perform the usual GNS
construction to construct such a representation (see the proof of Theorem 6.1 below
for more technical details). The usual concepts of self-adjointness and positive
semidefiniteness of operators on such a vector space can be defined without any
problems. The first consequence is the following Positivstellensatz (compare to the
standard Positivstellensatz from the introduction):

Theorem 3.12. Let A be a real reduced ∗-algebra, and a ∈ Ah . Then a is positive
semidefinite in every generalized representation if and only if a ∈62 A.

Proof. If a /∈ 62 A, then there exists a completely positive map ϕ : A→ C such
that ϕ(a) < 0. Clearly, a will not be positive semidefinite in the generalized GNS
representation associated with ϕ. �
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Examples for real reduced ∗-algebras are group algebras C[0]. In Section 6, we
will see that for particular groups, the study of generalized representations of C[0]

can be reduced to the study of usual (finite-dimensional) unitary representations,
using Tarski’s transfer principle.

4. Sums of squares in the group algebra

Let 0 be a group and let C[0] denote the complex group algebra. A typical element
in C[0] is denoted by a =

∑
g agg, where only finitely many of the ag ∈ C are not

zero. In C[0] we identify C with C · e, where e denotes the neutral element of 0.
The group algebra comes equipped with an involution

(∑
g agg

)∗
:=
∑

g āgg−1 and
a trace τ : C[0]→C that is given by the formula τ

(∑
g agg

)
= ae. The faithfulness

of the trace shows that C[0] is real reduced. Let 62C[0] denote the set of sums
of hermitian squares in C[0]. The following appears for example as Example 3 in
[Cimprič 2009]:

Remark 4.1. ‖a‖21− a∗a ∈62C[0] for all a ∈ C[0], where ‖a‖1 =
∑

g |ag|.

Remark 4.2. From the identity

2‖a‖1 · (‖a‖1− a)= (‖a‖1− a)∗ (‖a‖1− a)+ (‖a‖21− a∗a)

for a ∈ C[0]h , we see that 1 is an algebraic interior point of the cone 62C[0] in
the real vector space C[0]h . That means 1+ εa ∈ 62C[0] for all a ∈ C[0]h and
sufficiently small ε > 0. In fact, the ε does only depend on ‖a‖1 here.

Remark 4.3. As explained in the introduction, for any element a ∈ C[0]h that
is positive semidefinite in each (usual) ∗-representation of C[0], one thus has
a+ ε ∈62C[0], for all ε > 0.

Remark 4.4. Since C[0] is real reduced and unital, the result of Theorem 3.12
holds here as well. So if a is positive semidefinite in each generalized representation,
then a ∈62C[0].

We now consider the augmentation homomorphism ε : C[0] → C, which is
defined by ε

(∑
g agg

)
=
∑

g ag. The augmentation ideal is

ω(0) := ker(ε)=
{

a ∈ C[0]
∣∣ ∑

g

ag = 0
}
.

We set c(g) := g − 1 and note that {c(g) | g ∈ 0 \ {e}} is a basis of ω(0). The
multiplication satisfies

c(g)c(h)= c(gh)− c(g)− c(h).
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We denote by ω2(0) the square of ω(0), that is, ω2(0)= spanC{ab | a, b ∈ ω(0)}.
Inside ω(0), we study the cone of sums of hermitian squares

62ω(0) :=
{∑

a∗i ai
∣∣ ai ∈ ω(0)

}
.

We are interested in interior points of this cone. Note that 62ω(0)⊂ ω2(0) and
ω(0)/ω2(0)= C⊗Z 0ab, where 0ab = 0/[0,0] and [0,0] denotes the subgroup
of 0 generated by commutators. Hence, if 0 has nontorsion abelianization, then
62ω(0) is contained in a proper subspace of ω(0). However, we will show below
that 62ω(0) always has an interior point in ω2(0)h .

Lemma 4.5. For any group 0, we have 62ω(0)=62C[0] ∩ω(0).

Proof. The inclusion 62ω(0) ⊂ 62C[0] ∩ω(0) is obvious. If
∑

i a∗i ai ∈ ω(0)

with ai ∈C[0], then
∑

i |ε(ai )|
2
= 0, and hence ε(ai )= 0 for all i . This proves the

converse inclusion. �

Remark 4.6. It turns out that we can always extend positive functionals ϕ on ω(0)
to positive functionals ϕ on C[0], at least if we allow for an extension of the real
closed field. Indeed, observe that(

62C[0] +ω(0)h
)
∩−

(
62C[0] +ω(0)h

)
= ω(0)h,

which follows immediately from an application of the augmentation homomorphism
ε. We can thus apply Theorem 2.3.

Lemma 4.7. Let R be a real closed extension field of R, and ϕ : ω(0) → C a
completely positive C-linear functional with ϕ(a∗)= ϕ(a) for all a ∈ ω(0). Then
for all s, h ∈ 0,∣∣ϕ(c(s)∗c(h))∣∣≤ 1

√
2
·
(
ϕ(c(s)∗c(s))+ϕ(c(h)∗c(h))

)
,

ϕ(c(sh)∗c(sh))≤ 2 ·
(
ϕ(c(s)∗c(s))+ϕ(c(h)∗c(h))

)
.

Proof. The first inequality is an application of the Cauchy–Schwarz inequality
(which is fulfilled by completely positive functionals) and the inequality λµ≤ (λ+
µ)2/2. For the second inequality, first apply the triangle identity from Corollary 3.9
to the equation

c(sh)= c(s)+ (c(s)c(h)+ c(h)) ,

together with the well-known inequality (a+ b)2 ≤ 2(a2
+ b2). Then use the easily

verified identity ‖c(s)c(h)+ c(h)‖2 = ‖c(h)‖2. �

Since 1 /∈ ω(0), we need to find a different candidate for an interior point of
62ω(0).
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Definition 4.8. Let S ⊂ 0 be a finite symmetric set, that is, S−1
= S. We define

the Laplace operator on S to be

1(S) := |S| −
∑
s∈S

s.

Remark 4.9. Note that for every finite symmetric set S ⊂ 0,

1(S)= 1
2 ·
∑
s∈S

c(s)∗c(s) ∈62ω(0).

Proposition 4.10. Let 0 be a group generated by a finite symmetric set S. Then
for any b ∈ ω2(0), there exists a constant C(b) ∈ R such that for any real closed
extension field R of R and any completely positive C-linear functional ϕ : ω(0)→C
with ϕ(a∗)= ϕ(a) for all a ∈ ω(0), one has

|ϕ(b)| ≤ C(b) ·ϕ(1(S)).

Proof. Every element b ∈ ω2(0) is a finite linear combination of c(g)∗c(h) for
g, h ∈ 0 \ {e}. This implies that |ϕ(b)| is bounded by a constant times

max
{
ϕ(c(s)∗c(s)) | s ∈ S

}
,

using Lemma 4.7 several times. However,

max
{
ϕ(c(s)∗c(s)) | s ∈ S

}
≤ 2 ·ϕ(1(S))

follows from Remark 4.9. This proves the claim. �

Theorem 4.11. Let 0 be a group with finite generating symmetric set S. Then for
every b ∈ ω2(0)h , there is a constant C(b) ∈ R such that

C(b) ·1(S)± b ∈62ω(0).

In particular, 1(S) is an inner point of the cone 62ω(0) in ω2(0)h . If

H1(0,C)= 0,

it is an inner point in ω(0)h .

Proof. In view of Proposition 4.10, we find that

C(b) ·1(S)± b

is nonnegative under each completely positive real-closed valued C-linear functional
ϕ on ω(0). In view of Theorem 3.12, this means that C(b) ·1(S)± b is a sum of
hermitian squares in ω(0). Note that we use that ω(0) is real reduced. Finally note
that H1(0,C)= 0 just means that ω2(0)= ω(0). �
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5. Groups with Kazhdan’s property (T)

We want to show that the constant C(b) from Theorem 4.11 can be chosen as a
fixed multiple of ‖b‖1, in case the group 0 has Kazhdan’s property.

Definition 5.1. Let 0 be a group and π : 0→U (H) a unitary representation on a
Hilbert space H .

(1) A 1-cocycle with respect to the unitary representation π is a map δ : 0→ H
such that for all g, h ∈ 0, we have δ(gh)= π(g)δ(h)+ δ(g).

(2) A 1-cocycle δ : 0→ H is called inner if δ(g) = π(g)ξ − ξ for some vector
ξ ∈ H .

Definition 5.2. A group has Kazhdan’s property (T) if every 1-cocycle with respect
to every unitary representation is inner.

We will use several results on Kazhdan groups, which can be found, for example,
in [Bekka et al. 2008]. It is well known that groups with Kazhdan’s property (T)
admit a finite generating set S, and that

ω2(0)= ω(0)

holds. It is also known that for a fixed finite symmetric and generating set S in
a Kazhdan group 0, there is some ε > 0 such that for any unitary representation
π : 0→U (H) without nonzero fixed vectors, one has

〈1(S)ξ, ξ〉 ≥ ε · ‖ξ‖2 for all ξ ∈ H.

Such ε is called a Kazhdan constant for S.
Let’s revisit the standard GNS representation in the context of ω(0). Let

ϕ : ω(0)→ C

be a positive linear functional with ϕ(a∗)= ϕ(a). We associate to ϕ a Hilbert space
as follows. We define on ω(0) a positive semidefinite sesquilinear form

〈a, b〉ϕ := ϕ(b∗a)

and set ‖a‖ϕ := 〈a, a〉1/2ϕ . Let N (ϕ) := {a ∈ ω(0) | ‖a‖ϕ = 0} and define
L2(ω(0), ϕ) to be the metric completion of ω(0)/N (ϕ) with respect to ‖ · ‖ϕ . We
denote the image of c(g) in L2(ω(0), ϕ) by δ(g) and denote by δ(0) their complex
linear span, which is dense by definition of L2(ω(0), ϕ)). It is standard that the left-
multiplication of ω(0) on itself extends to a homomorphism πϕ : ω(0)→ D(δ(0)),
where D(δ(0)) denotes the algebra of densely defined linear operators mapping
δ(0) into itself. Indeed, if a ∈ N (ϕ) and b ∈ ω(0), then ba ∈ N (ϕ) since

ϕ((ba)∗ba)= ϕ(a∗b∗ba)≤ ‖b‖21 ·ϕ(a
∗a),
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by Remark 4.1. Note that

πϕ(c(g))δ(h)= δ(gh)− δ(g)− δ(h).

Now we define a unitary representation πϕ of 0 on L2(ω(0), ϕ) by the rule

πϕ(g) := πϕ(c(g))+ 1L2(ω(0),ϕ).

Lemma 5.3. If ω2(0)= ω(0), then the representation πϕ has no fixed vectors.

Proof. Assume η ∈ L2(ω(0), ϕ) is a fixed vector. By definition of πϕ , this means
πϕ(c(g))η = 0 for all g ∈ 0. Hence,

0=
〈
πϕ(c(g−1))η, δ(h)

〉
ϕ
= 〈η, δ(gh)− δ(g)− δ(h)〉ϕ.

Since c(g)c(h) = c(gh)− c(g)− c(h), the vectors δ(gh)− δ(g)− δ(h) span the
image of ω2(0) in δ(0), and hence δ(0), since ω2(0)= ω(0). �

Note that the map g 7→ δ(g) satisfies

δ(gh)= πϕ(g)δ(h)+ δ(g),

and hence defines a 1-cocycle with respect to the representation πϕ . If 0 is a
Kazhdan group, then there exists � ∈ L2(ω(0), ϕ) such that

δ(g)= πϕ(g)�−�.

Proposition 5.4. Let 0 be a Kazhdan group with finite symmetric generating set
S and Kazhdan constant ε > 0. Then for every nonzero b ∈ ω(0)h , every real
closed extension field R of R, and every positive nontrivial C-linear functional
ϕ : ω(0)→ C with ϕ(a∗)= ϕ(a), one has

ε ·ϕ(b) < 2‖b‖1 ·ϕ(1(S)).

Proof. Let us first assume R= R and C= C. We do the GNS construction as just
described, and get some � ∈ L2(ω(0), ϕ) with δ(g)= πϕ(g)�−�, for all g ∈ 0.
We set

ϕ : C[0] → C, ϕ(a)= 〈πϕ(a)�,�〉

and compute

ϕ̄(c(h)∗c(g))=
〈
πϕ(c(g))�, πϕ(c(h))�

〉
ϕ
= 〈δ(g), δ(h)〉ϕ = ϕ(c(h)∗c(g)).

This shows that ϕ̄ and ϕ agree on ω2(0), and hence on ω(0). If we now do
the standard GNS construction with respect to ϕ, we see that there is a natural 0-
equivariant identification of L2(C[0], ϕ̄) and L2(ω(0), ϕ). Since the representation
πϕ has no fixed vectors, we get

ϕ(1(S))= ϕ(1(S))= 〈1(S)1, 1〉ϕ ≥ ε ·ϕ(1).
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Since ϕ is positive and nontrivial, it follows from Remark 4.2 that ϕ(1) > 0. So
finally, again using Remark 4.2, we find

ε ·ϕ(b)= ε ·ϕ(b)≤ ε · ‖b‖1 ·ϕ(1) < 2‖b‖1 ·ϕ(1(S)),

the desired result.
Now let R be arbitrary, and let ϕ : ω(0)→ C be positive and nontrivial. From

Theorem 4.11 it follows that ϕ(1(S)) > 0. So we can assume without loss of
generality that ϕ(1(S))= 1. Again from Theorem 4.11, we see that ϕ now only
takes values in O[i], where O is the convex hull of R in R. It is well known that O

is a valuation ring in R with maximal ideal m, and that O/m= R (see for example
[Prestel and Delzell 2001], especially the appendix on valued fields). The residue
map O→ O/m maps nonnegative elements to nonnegative elements. So if we
compose ϕ with the residue map on O[i], we get a positive linear functional to C.
Since we know that the desired strict inequality holds now, it was already valid
for ϕ. �

Theorem 5.5. Let 0 be a group with finite generating symmetric set S. Consider
the statements:

(1) 0 has Kazhdan’s property (T).

(2) 1(S) is an algebraic interior point of62ω(0) in the `1-metric of ω(0)h . More
precisely, there exists a constant ε > 0 such that for every b ∈ ω(0)h with
‖b‖1 = 1, we have

1(S)+ ε · b ∈62ω(0).

The following implications hold: (1) implies (2), and (2) implies (1) under the
additional assumption H2(0,C)= 0.

Proof. The implication (1) ⇒ (2) is a direct consequence of Theorem 3.11 and
Proposition 5.4. Let us now prove (2) ⇒ (1) under the additional assumption
H2(0,C)= 0. We first prove two lemmas.

Lemma 5.6. Let 0 be a group. There is an exact sequence as follows:

0→ H2(0,C)→ ω(0)⊗C[0] ω(0)→ ω(0)→ H1(0,C)→ 0.

Proof. It is well known that

ω(0)/ω2(0)= 0ab⊗Z C= H1(0,C).

This shows exactness at ω(0), and it remains to show exactness at ω(0)⊗C[0]ω(0).
Since 0→ ω(0)→ C[0] → C→ 0 is exact, we have

H2(0,C)= H1(0, ω(0))= TorC[0]
1 (C, ω(0)).
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Again, we get an exact sequence

TorC[0]
1 (C[0], ω(0))→TorC[0]

1 (C, ω(0))→ω(0)⊗C[0]ω(0)→C[0]⊗C[0]ω(0).

This finishes the proof, since TorC[0]
1 (C[0], ω(0))= 0. �

If 1(S) is an algebraic interior point of 62ω(0) in ω(0)h , then ω(0)= ω2(0),
that is, H1(0,C)= 0. Hence H2(0,C)= 0 ensures that the natural map

ω(0)⊗C[0] ω(0)→ ω(0)

is an isomorphism. This is what we are going to use.

Lemma 5.7. Let π : 0→U (H) be a unitary representation and let δ : 0→ H be
a 1-cocycle with respect to H. Then

ϕ(c(h)∗⊗ c(g)) := 〈δ(g), δ(h)〉

yields a well-defined positive linear functional on ω(0)= ω(0)⊗C[0] ω(0).

Proof. It is clear that (c(h)∗, c(g)) 7→ 〈δ(g), δ(h)〉 defines a bilinear map on ω(0),
that is, a linear map ϕ′ : ω(0)⊗C ω(0)→ C. We show that this map passes to
ω(0)⊗C[0] ω(0). Let g, h, k ∈ 0; then

ϕ′(c(h)∗k⊗ c(g))= ϕ′(c(h−1)k⊗ c(g))

= ϕ′
(
(c(h−1k)− c(k))⊗ c(g)

)
= ϕ′(c(k−1h)∗⊗ c(g))−ϕ′(c(k−1)∗⊗ c(g))

= 〈δ(g), δ(k−1h)〉− 〈δ(g), δ(k−1)〉

= 〈δ(g), π(k−1)δ(h)〉

= 〈π(k)δ(g), δ(h)〉

= 〈δ(kg), δ(h)〉− 〈δ(k), δ(h)〉

= ϕ′(c(h)∗⊗ c(kg))−ϕ′(c(h)∗⊗ c(k))

= ϕ′(c(h∗)⊗ kc(g)).

We can now understand ϕ′ as a linear map on ω(0) via the above isomorphism
to ω(0)⊗C[0] ω(0). Since a∗a corresponds to a∗⊗ a, one easily checks that ϕ is
positive on ω(0). �

We continue with the proof of Theorem 5.5. Condition (2) in Theorem 5.5 and
Lemma 5.7 imply that any 1-cocycle with respect to any unitary representation is
bounded. This is well known to imply Kazhdan’s property (T) for 0. �

Remark 5.8. It is not clear whether the condition H2(0,C)= 0 is necessary.
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There is an analogue of the implication (1)⇒ (2) in Theorem 5.5 in

`10 :=

{∑
g∈0

agg
∣∣ ∑

g∈0

|ag|<∞

}
.

We set ω10 := ω(0)
‖ · ‖1 and define

62,1ω(0) :=

{ ∞∑
i=1

a∗i ai
∣∣ ai ∈ ω[0],

∞∑
i=1

‖ai‖
2
1 <∞

}
and

62,1`1(0) :=

{ ∞∑
i=1

a∗i ai
∣∣ ai ∈ `

1
[0],

∞∑
i=1

‖ai‖
2
1 <∞

}
.

We note that ‖a‖1−a ∈62,1`1(0) for every hermitian element a ∈ `10. Indeed,

‖a‖1−a=
∑
g∈G

2|ag|−agg−āgg−1
=

∑
g∈G

(
|ag|

1/2
−

ag

|ag|
1/2 g

)∗(
|ag|

1/2
−

ag

|ag|
1/2 g

)
.

Hence, for ϕ : `10→ C, C-linear and positive on 62,1`10, |ϕ(a)| ≤ ‖a‖1 for all
a ∈ `10. A priori, there is no reason to assume that 62,1`10 or 62,1ω10 are closed
or have nontrivial interior. Nevertheless, our result shows:

Corollary 5.9. Let 0 be a Kazhdan group with finite generating symmetric set S
and Kazhdan constant ε. Then for every b ∈ ω1(0)h with ‖b‖1 = 1, we have

1(S)+ ε · b ∈62,1ω(0).

6. Group algebras of free groups

In this section, let 0 = Fn be the free group on n generators g1, . . . , gn or 0 =
F∞. Schmüdgen (private communication, 2011) has proven that an element
from the group algebra C[0] that is nonnegative under each finite-dimensional
∗-representation is a sum of squares. We demonstrate how his result can be reproved
with our real closed separation approach. The main idea of our proof is the same as
in Schmüdgen’s work. However, instead of a partial GNS construction, we use a
full GNS construction, but over a general real closed field. We then reduce to the
standard real numbers by Tarski’s transfer principle.

Theorem 6.1 (Schmüdgen). Let 0 = Fn be the free group on n generators. If
b ∈C[0]h is mapped to a positive semidefinite matrix under each finite-dimensional
∗-representation of C[0], then b ∈62C[0].

Proof. Assume that b /∈62C[0]. By Theorem 3.11, there is a real closed extension
field R of R and a completely positive C-linear functional ϕ : C[0] → C with
ϕ(a∗)= ϕ(a), such that ϕ(b) < 0. By Lemma 3.6, the canonical C-linear extension
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of ϕ to A = C⊗C C[0] is still positive, and we denote it again by ϕ. We apply the
usual GNS construction to A. We note that

N = {a ∈ A | ϕ(a∗a)= 0}

is a ∗-subspace of the C-vector space A, which follows from the Cauchy–Schwarz
inequality, as shown in Corollary 3.9. We denote the quotient space A/N by H ,
and note that

〈a+ N , c+ N 〉ϕ := ϕ(c∗a)

is a well-defined and positive definite C-valued sesquilinear form on H . We also
note that left-multiplication from C[0] on A is well-defined on H , as explained in
Section 5. So we have a C-linear ∗-representation

π : C[0] → L(H)

with 〈π(b)ξ, ξ〉ϕ < 0, where ξ = 1+ N .
Now let H ′ be a finite-dimensional ∗-subspace of H , containing the residue

classes of all words in the generators gi of length at most d , where d is the maximal
word length in b. We can choose an orthonormal basis v1, . . . vm of H ′, using the
usual Gram–Schmidt procedure over C. So there is an orthogonal projection map
p : H → H ′, defined as

p : h 7→
m∑

i=1

〈h, vi 〉vi .

Define
Mi := p ◦π(gi ) ∈ L(H ′).

It is easy to see that all Mi are contractions; thus the linear operators
√

1−M∗i Mi

and
√

1−Mi M∗i exist on H ′. Using Choi’s matrix trick [1980, Theorem 7], we
define

Ui :=

(
Mi

√
I −Mi M∗i√

I −M∗i Mi −M∗i

)
∈ L(H ′⊕ H ′).

The Ui are checked to be unitary operators, and thus yield a C-linear ∗-representation
π̃ of C[0] on H ′⊕H ′. Since the residue classes of all words occurring in b belong
to H ′, and by the definition of the Ui , we find

〈π̃(b)ξ ′, ξ ′〉H ′⊕H ′ = 〈π(b)ξ, ξ〉ϕ < 0,

where ξ ′ = (ξ, 0). Now finally, since H ′⊕ H ′ is finite-dimensional, the existence
of such a representation over C implies the existence over C, by Tarski’s transfer
principle. This finishes the proof. �

Remark 6.2. The proof becomes even simpler when considering the ∗-algebra of
polynomials in noncommuting variables C〈y1, . . . , yn, z1, . . . , zn〉 with y∗i = zi , or
C〈z1, . . . , zn〉 with z∗i = zi , instead of the group algebra of a free group. The reason
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is that one is not forced to make the matrices Mi unitary (only hermitian in the
second case). So Theorem 6.1 also holds for these polynomial algebras. This was
first proven by Helton [2002].

It is an interesting problem to study the class of groups 0 for which positivity
of a ∈ C[0] in every finite-dimensional unitary representation implies that a ∈
62C[0]. It is clear that in order for an analogous argument to work, 0 has to be
residually finite-dimensional in a very strong sense. Residual finite-dimensionality
of a group means that every unitary representation on a Hilbert space can be
approximated in the Fell topology by finite-dimensional representations; see [Brown
and Ozawa 2008] for details. If — more generally — every generalized unitary
representation of 0 on a Hilbert space can be approximated on finitely many vectors
by generalized finite-dimensional unitary representations, then everything works.
With additional work, this can be carried out for virtually free groups (Schmüdgen,
private communication).

Deep results of Scheiderer [2006] imply that the conclusion holds for Z2. By a
classical result [Rudin 1963], however, the group Z3 does not satisfy the desired
conclusion, and the same holds for every group containing Z3. This is also implied
by seminal work of Scheiderer [2000, Theorem 6.2], who showed that the existence
of positive elements that are not sums of squares under general assumptions in
dimension ≥ 3.

This shows that the theory of generalized unitary representations is fundamentally
different and new pathologies occur.

An intriguing and possibly manageable case is that of surface groups. Lubotzky
and Shalom [2004] showed that surface groups are residually finite-dimensional.
It is quite possible that their methods extend and lead to a resolution of the case of
surface groups.

Conjecture 6.3. Let 0 be a surface group. Every element a ∈C[0]h that is positive
semidefinite in every finite-dimensional unitary representation lies in 62C[0].

Similar questions can be studied if one allows the unitary representations to be
infinite-dimensional. Again, the only known obstruction is Z3

⊂ 0.
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UNIQUENESS THEOREM FOR ORDINARY DIFFERENTIAL
EQUATIONS WITH HÖLDER CONTINUITY

YIFEI PAN, MEI WANG AND YU YAN

We study ordinary differential equations of the type u(n)(t)= f (u(t)), with
initial conditions u(0)= u′(0)= · · · = u(m−1)(0)= 0 and u(m)(0) 6= 0, where
m ≥ n; no additional assumption is made on f . We establish some unique-
ness results and show that f is always Hölder continuous.

1. Introduction

The question of finding criteria for the uniqueness of solutions has been a constant
theme in the study of ordinary differential equations for a very long time, and
a wealth of results have been established. The one most quoted in textbooks
is perhaps the Lipschitz uniqueness theorem, which states that in the equation
y(n)(x)= f (x, y, y′, . . . , y(n−1)), if the function f (x, z1, z2, . . . , zn) is Lipschitz
continuous with respect to z1, z2, . . . , zn , then the initial value problem has a unique
local solution. Generally speaking, to ensure the uniqueness of solutions to an
ODE, we need to assume some condition on the function f besides continuity, the
Lipschitz condition being one example. Most of the research in this topic has been
devoted to finding the appropriate condition, and there are many nice results, such
as the classical theorems by Peano, Osgood, Montel and Tonelli, and Nagumo. An
extensive and systematic treatment of the available results is provided in [Agarwal
and Lakshmikantham 1993].

In this paper, we approach the uniqueness problem from a different perspective
and relate it to the unique continuation problem. We study autonomous ODEs of
the type u(n)(t)= f (u(t)), where u ∈ C∞([0, 1]) and no additional assumption is
made on the function f .

If we assume the initial conditions u(0) = u′(0) = · · · = u(n−1)(0) = 0, the
solution is not unique. The following is a trivial example.

Example 1. u(t)= t3 satisfies u′′(t)=6u1/3 and u(0)=u′(0)=0. Another solution
to this initial value problem is u ≡ 0.

The research of Yu Yan was partially supported by the Scholar in Residence program at Indiana
University–Purdue University Fort Wayne.
MSC2010: 34A12.
Keywords: uniqueness of solutions, ordinary differential equations.
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It is no surprise that uniqueness fails in this example, because the function
f (u) = 6u1/3 has fairly strong singularity at 0. From another perspective, this
example shows that if a solution and its derivatives up to order n − 1 all vanish
at 0, it is not guaranteed to be the zero function. On the other hand, even if all its
derivatives vanish at 0, the solution still may not be identically 0.

Example 2. The function

u(t)=
{

e−1/t 0< t ≤ 1,
0 t = 0

is in C∞ ([0, 1]), and

(1) u(k)(0)= 0 for all k ∈ N.

Let
f (s)=

{
s(ln s)2 s > 0,
0 s = 0.

Then u(t) satisfies the equation

u′ = f (u).

However, this equation has another solution, u ≡ 0, which also satisfies (1).

This function u(t) is also a classical example in the study of the unique con-
tinuation problem, which asks when we can conclude that a function is locally
identically zero if its derivatives all vanish at a point. Here is one result in this line:

Theorem 1.1 [Pan and Wang 2008]. Let g(x) ∈ C∞([a, b]), 0 ∈ [a, b], and

(2) |g(n)(x)| ≤ C
n−1∑
k=0

|g(k)(x)|
|x |n−k , x ∈ [a, b]

for some constant C and some n ≥ 1. Then

g(k)(0)= 0 for all k ≥ 0

implies
g ≡ 0 on [a, b].

The order of singularity of |x | at 0 in (2), that is, n− k, is sharp, as one example
in [Pan and Wang 2008] shows. This theorem is crucial to the proof of our main
theorem below.

The previous two examples suggest that to guarantee uniqueness near 0, the
solution needs to vanish to sufficiently high order, but not to the infinite order. So
we assume that it satisfies the initial conditions u(0)= u′(0)= · · · = u(m−1)(0)= 0
and u(m)(0)= a 6= 0, where m ≥ n. That is, the order of the lowest nonvanishing
derivative of u at 0 is no less than the order of the equation. From the equation
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it is not difficult to see that f is differentiable away from 0; however, it is not
differentiable at 0, as shown by Example 1 with m = 3.

Due to the lack of information about the regularity of f , the available uniqueness
theory no longer applies to this type of equation. We will show that because u has
sufficiently high vanishing order at 0, such solutions are unique near 0. Specifically,
we have the following result.

Theorem 1.2. Let u(t) ∈ C∞([0, 1)) be a solution of the differential equation

(3) u(n)(t)= f (u(t)),

where n ≥ 1 and f is a function. Assume that u satisfies

(4) u(0)= u′(0)= · · · = u(m−1)(0)= 0 and u(m)(0)= a 6= 0,

with m ≥ n. Then such a solution u(t) is unique for t near 0.

The proof of Theorem 1.2 is carried out in two steps. First, we show the following
result concerning the derivatives of u at 0.

Lemma 1.3. Let u(t) be a solution that satisfies Equations (3) and (4). The deriva-
tive of u at 0 of any order equal to or higher than m, that is, u(k)(0) for any k ≥ m,
depends only on m, n, and the behavior of the function f near 0.

In the second step, suppose there are two solutions u and v, both satisfying (3)
and (4); then by Lemma 1.3, the function u(t)− v(t) and all its derivatives vanish
at 0. Making use of Theorem 1.1, we can show that u− v ≡ 0.

Typically, for an n-th order ODE, we need only n initial conditions. Theorem 1.1
shows that in some sense, the lack of information about f can be compensated by
assuming additional derivative information at the initial point.

Interestingly, it turns out that the solution is unique as long as the vanishing
order is no less than the order of the equation, but the actual vanishing order and
the value of the lowest nonzero derivative are not essential.

Theorem 1.4. Suppose u1 and u2 are two solutions of (3) that satisfy

(5) u1(0)= u′1(0)= · · · = u(m−1)
1 (0)= 0, u(m)1 (0)= a 6= 0

and

(6) u2(0)= u′2(0)= · · · = u(l−1)
2 (0)= 0, u(l)2 (0)= b 6= 0,

where m, l ≥ n. Then m = l, a = b, and u1 ≡ u2 for small t .

The proof of Lemma 1.3 will be given in Section 2, and the proofs of Theorems
1.2 and 1.4 will be given in Section 3.

Naturally, we would like to ask if the result still holds if one of the solutions in
Theorem 1.4 has vanishing order lower than n, the order of the equation.
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Conjecture. Suppose (3) has a solution u(t) that satisfies (4) with m ≥ n. Then it
cannot possess another solution v(t) that satisfies initial conditions

v(0)= v′(0)= · · · = v(l−1)(0)= 0 and v(l)(0)= b 6= 0,

where l < n.

We can show that this conjecture is true if m = n+ 1 or l and m are relatively
prime. However, there are some difficulties in the general case and we have not
been able to prove the full conjecture.

Although in Theorems 1.2 and 1.4 we do not need to make any assumptions about
the function f , we can actually obtain interesting information about it. Suppose
there is a function u(t) that satisfies Condition (4); then as shown in Section 2,
locally t can be expressed as a function of u, and therefore we can express u(n)(t)
locally as a function f of u, so u(n)(t)= f (u). The next theorem shows that the
function f is Hölder continuous in an interval [0, δ] for small δ > 0.

Theorem 1.5. Suppose a function u(t) satisfies Condition (4); then Equation (3)
holds for some function f , where m ≥ n and there is a constant δ > 0 such that f is
uniformly Hölder continuous in the interval [0, δ].

This theorem is proved after Theorem 1.4 in Section 3.
A summary of Theorems 1.2 and 1.5 is that any smooth function of finite order

vanishing at 0 is a unique local solution of a differential equation in the form
of Equation (3), where f is differentiable in the interior and uniformly Hölder
continuous up to the boundary.

In Theorems 1.2 and 1.4, the high-order vanishing condition (4) allows us to
obtain uniqueness results without any extra assumption on f . This phenomenon is
only found in autonomous equations like (3). For general ODEs of the form

dnu
dtn = f

(
t, u,

du
dt
, . . . ,

dn−1u
dtn−1

)
,

such results cannot be expected because there is more than one expression for f .
For example:

Example 3. Let u(t)= t4. It satisfies the initial conditions

u(0)= u′(0)= u′′(0)= u(3)(0)= 0 and u(4)(0)= 24.

Its derivatives are
u′(t)= 4t3 and u′′(t)= 12t2.

We can express u′′ as a function f of u and u′ in different ways, such as

u′′(t)=
192u2

(u′)2
, u′′(t)=

3(u′)2

4u
, u′′(t)= 12

( 1
4 uu′

)2/7
,
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or
u′′(t)= 12u1/4( 1

4 u′
)1/3

.

In the first two equations f is not continuous at the origin, while in the last two
equations f is Hölder continuous at the origin. This simple example shows that
the function f can be expressed in various ways and that in order to study the
uniqueness, we need to impose very specific assumptions on f .

Our work was motivated by that of Li and Nirenberg [2006], who studied a similar
second-order PDE: 1u = f (u), where u = u(t, x) ∈C∞(Rk+1) has a nonvanishing
partial derivative at 0 that can be expressed in the form u(t, x)= atm

+ O(tm+1),
a 6= 0, t ∈ R, and x ∈ Rk . They showed that if two solutions u and v satisfy u ≥ v,
then u ≡ v. Theorem 1.2 can be viewed as an improvement of their result in the
one-dimensional case to arbitrary order and without the comparison condition u≥ v.

2. The proof of Lemma 1.3

Without loss of generality, we can assume that a > 0.
First, we show that a, the m-th derivative of u at 0, only depends on m, n, and

the function f .
Define

(7) x̃ =
(u

a

)1/m
.

Then
x̃ = (tm

+ O(tm+1))1/m
= t (1+ O(t)).

This implies that

(8)
x̃
t
→ 1 as t→ 0.

We can also write u = ax̃m . Taking the derivative with respect to t , we get

du
dt
= amx̃m−1 dx̃

dt
,

amtm−1
+ O(tm)= amx̃m−1 dx̃

dt
,

tm−1

x̃m−1 + O
( tm

x̃m−1

)
=

dx̃
dt
.

In the second equation above and in the analysis that follows, we formally differen-
tiate the Taylor expansion with the big-O notation. A detailed discussion of this
differentiation is provided in the Appendix.
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In light of (8), it follows that

(9)
dx̃
dt
|t=0 = 1.

By the inverse function theorem, t can be expressed as a function of x̃ :

t = x̃ + O(x̃2).

Then
tm−n
= (x̃ + O(x̃2))m−n

= x̃m−n(1+ O(x̃)).

Similarly, tm−n+1
= x̃m−n+1(1+ O(x̃)). Thus

(10) f (u)= u(n)

= am(m−1) . . . (m−n+1)tm−n
+O(tm−n+1)

= am(m−1) . . . (m−n+1)x̃m−n
+O(x̃m−n+1)

= am(m−1) . . . (m−n+1)
(u

a

)(m−n)/m
+O(u(m−n+1)/m) by (7)

= an/mm(m−1) . . . (m−n+1)u(m−n)/m
+O(u(m−n+1)/m).

Therefore,

(11) an/m
= lim

u→0

f (u)
m(m− 1) . . . (m− n+ 1)u(m−n)/m .

This shows that a is completely determined by m, n, and the behavior of the function
f near 0.

Next, we show that the (m+1)-th derivative of u at 0 also only depends on m, n,
and f .

Write u as

(12) u(t)= atm
+ am+1tm+1

+ O(tm+2).

We will show that am+1 only depends on m, n, and the behavior of f at 0.
Express t as

(13) t = x̃ + b2 x̃2
+ O(x̃3).

We would like to obtain an expression for b2 in terms of the derivatives of u at 0.
To do this, we take the derivative with respect to t on both sides of

dx̃
dt
·

dt
d x̃
= 1.
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By the product rule and chain rule, we have

(14)
d
dt

(dx̃
dt

)
·

dt
d x̃
+

dx̃
dt
·

d
dt

( dt
d x̃

)
= 0,

d2 x̃
dt2 ·

dt
d x̃
+

dx̃
dt
·

( d2t
d x̃2 ·

dx̃
dt

)
= 0,

d2 x̃
dt2 ·

dt
d x̃
+

(dx̃
dt

)2
·

d2t
d x̃2 = 0.

We would like to evaluate (14) at t = 0.
From

x̃ =
(u

a

)1/m
=

(
tm
+

am+1

a
tm+1
+ O(tm+2)

)1/m

= t
(

1+
am+1

a
t + O(t2)

)1/m

= t
(

1+
1
m

(am+1

a
t + O(t2)

)
+

1
2
·

1
m

( 1
m
− 1

)(am+1

a
t + O(t2)

)2
+ O(t3)

)
= t +

am+1

ma
t2
+ O(t3),

we know that

(15)
d2 x̃
dt2 |t=0 =

2am+1

ma
.

From (13) we know that

dt
d x̃
|t=0 = 1 and

d2t
d x̃2 |t=0 = 2b2.

Thus if we evaluate (14) at t = 0, we get

2am+1

ma
· 1+ 1 · 2b2 = 0,

and therefore

(16) b2 =−
am+1

ma
.

Now, from (13) we have

tm−n
= (x̃ + b2 x̃2

+ O(x̃3))m−n

= x̃m−n
[1+ b2 x̃ + O(x̃2)]m−n

= x̃m−n[1+ (m− n)(b2 x̃ + O(x̃2))+ O(x̃2)
]

= x̃m−n
+ (m− n)b2 x̃m−n+1

+ O(x̃m−n+2).
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Similarly,

tm−n+1
= x̃m−n+1

+ (m− n+ 1)b2 x̃m−n+2
+ O(x̃m−n+3),

tm−n+2
= O(x̃m−n+2).

Then from (12) and the above expressions for the powers of t , we have

u(n) = am(m− 1) . . . (m− n+ 1)tm−n

+ am+1(m+ 1)m . . . (m− n+ 2)tm−n+1
+ O(tm−n+2)

= am(m− 1) . . . (m− n+ 1)
(
x̃m−n

+ (m− n)b2 x̃m−n+1
+ O(x̃m−n+2)

)
+ am+1(m+ 1)m . . . (m− n+ 2)

×
(
x̃m−n+1

+ (m− n+ 1)b2 x̃m−n+2
+ O(x̃m−n+3)

)
+ O(x̃m−n+2)

= am(m− 1) . . . (m− n+ 1)x̃m−n

+
(
am(m− 1) . . . (m− n)b2+ am+1(m+ 1)m . . . (m− n+ 2)

)
x̃m−n+1

+ O(x̃m−n+2).

Thus, in view of f (u)= u(n) and (7), we have

f (u)= am(m−1) . . . (m−n+1)x̃m−n

+
(
am(m−1) . . . (m−n)b2+am+1(m+1)m . . . (m−n+2)

)
x̃m−n+1

+O(x̃m−n+2)

= am(m−1) . . . (m−n+1)
(u

a

)m−n
m

+
(
am(m−1) . . . (m−n)b2+am+1(m+1)m . . . (m−n+2)

)(u
a

)m−n+1
m

+O
((u

a

)m−n+2
m

)
= a

n
m m(m−1) . . . (m−n+1)u

m−n
m

+
(
a

n−1
m m(m−1) . . . (m−n)b2+a

n−m−1
m am+1(m+1)m . . . (m−n+2)

)
×u

m−n+1
m

+O(u
m−n+2

m ).

This means that

a
n−1

m m(m− 1) . . . (m− n)b2+ a
n−m−1

m am+1(m+ 1)m . . . (m− n+ 2)

= lim
u→0

f (u)− an/mm(m− 1) . . . (m− n+ 1)u
m−n

m

u
m−n+1

m
.
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By (16), this can be written as

a
n−1

m m(m− 1) . . . (m− n)
(
−

am+1

ma

)
+ a

n−m−1
m am+1(m+ 1)m . . . (m− n+ 2)

= lim
u→0

f (u)− a
n
m m(m− 1) . . . (m− n+ 1)u

m−n
m

u
m−n+1

m
.

After collecting similar terms, we get

am+1a
n−m−1

m
(
(m+ 1)m . . . (m− n+ 2)− (m− 1)(m− 2) . . . (m− n)

)
= lim

u→0

f (u)− a
n
m m(m− 1) . . . (m− n+ 1)u

m−n
m

u
m−n+1

m
.

Consequently,

(17) am+1 =

a
m−n+1

m

(
limu→0

f (u)− a
n
m m(m− 1) . . . (m− n+ 1)u

m−n
m

u
m−n+1

m

)
(m+ 1)m . . . (m− n+ 2)− (m− 1)(m− 2) . . . (m− n)

.

Since we have proved that a only depends on m, n, and f , Equation (17) shows
that am+1 is also completely determined by m, n, and the behavior of f near 0. By
(16), this also shows that b2 depends only on m, n, and f .

Now we will use mathematical induction to show that all the derivatives of u at
0 of order higher than m are completely determined by m, n, and f .

Express u and t as

(18) u(t)= atm
+ am+1tm+1

+ · · ·+ am+k tm+k
+ am+k+1tm+k+1

+ O(tm+k+2)

and

(19) t = x̃ + b2 x̃2
+ · · ·+ bk+1 x̃k+1

+ bk+2 x̃k+2
+ O(x̃k+3).

Suppose that for k ≥ 1, a, am+1, . . . , am+k, b2, . . . , bk+1 are all determined only
by m, n, and f ; we will show that am+k+1 and bk+2 also are determined only by
m, n, and f .

We start by obtaining an expression for bk+2 in terms of am+1, . . . , am+k and
am+k+1.

Taking the derivative with respect to t on both sides of (14), we obtain

0=
d3 x̃
dt3 ·

dt
d x̃
+

d2 x̃
dt2 ·

( d2t
d x̃2 ·

dx̃
dt

)
+ 2 ·

dx̃
dt
·

d2 x̃
dt2 ·

d2t
d x̃2 +

(dx̃
dt

)2
·

( d3t
d x̃3 ·

dx̃
dt

)
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and

0=
d3 x̃
dt3 ·

dt
d x̃
+ 3 ·

dx̃
dt
·

d2 x̃
dt2 ·

d2t
d x̃2 +

(dx̃
dt

)3
·

d3t
d x̃3 .

Taking the derivative of both sides of these equations, we get

(20) 0=
(

d4 x̃
dt4 ·

dt
d x̃
+

d3 x̃
dt3 ·

d2t
d x̃2 ·

dx̃
dt

)
+ 3

(
d2 x̃
dt2 ·

d2 x̃
dt2 ·

d2t
d x̃2 +

dx̃
dt
·

d3 x̃
dt3 ·

d2t
d x̃2 +

dx̃
dt
·

d2 x̃
dt2 ·

d3t
d x̃3 ·

dx̃
dt

)
+

(
3
(dx̃

dt

)2
·

d2 x̃
dt2 ·

d3t
d x̃3 +

(dx̃
dt

)3
·

d4t
d x̃4 ·

dx̃
dt

)
,

0=
d4 x̃
dt4 ·

dt
d x̃
+ 4 ·

d3 x̃
dt3 ·

dx̃
dt
·

d2t
d x̃2 + 3 ·

d2 x̃
dt2 ·

d2 x̃
dt2 ·

d2t
d x̃2

+ 6
(dx̃

dt

)2
·

d2 x̃
dt2 ·

d3t
d x̃3 +

(dx̃
dt

)4
·

d4t
d x̃4 .

If we take the derivative k times with respect to t and collect the similar terms after
each differentiation as shown above, eventually we arrive at an expression of the
form

(21) 0=
dk+2 x̃
dtk+2 ·

dt
d x̃

+

(
terms involving

dk+1 x̃
dtk+1 ,

dk x̃
dtk , . . . ,

dx̃
dt
,

dt
d x̃
,

d2t
d x̃2 , . . . ,

dk+1t
d x̃k+1

)
+

(dx̃
dt

)k+2
·

dk+2t
d x̃k+2 .

From (19) we know that

(22)

dt
d x̃

∣∣
t=0 = 1,

d2t
d x̃2

∣∣
t=0 = 2b2,

...

dk+1t
d x̃k+1

∣∣
t=0 = (k+ 1)! bk+1,

dk+2t
d x̃k+2

∣∣
t=0 = (k+ 2)! bk+2.
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Then we look at
dx̃
dt

∣∣
t=0, . . . ,

dk+1 x̃
dtk+1

∣∣
t=0, and

dk+2 x̃
dtk+2

∣∣
t=0. By (7) and (18),

x̃ =
(

atm
+ am+1tm+1

+ · · ·+ am+k tm+k
+ am+k+1tm+k+1

+ O(tm+k+2)

a

)1/m

= t
(

1+
am+1

a
t +

am+2

a
t2
+ · · ·+

am+k

a
tk
+

am+k+1

a
tk+1
+ O

(
tk+2))1/m

= t
{

1+
1
m

[
am+1

a
t +

am+2

a
t2
+ · · ·+

am+k

a
tk
+

am+k+1

a
tk+1
+ O(tk+2)

]
+

1
2 ·

1
m

( 1
m
− 1

)
[

am+1

a
t +

am+2

a
t2
+ · · ·+

am+k

a
tk
+

am+k+1

a
tk+1
+ O(tk+2)

]2

+ · · ·

+
1

(k+ 1)!
·

1
m
·

( 1
m
− 1

)
· · ·

( 1
m
− k

)
[

am+1

a
t +

am+2

a
t2
+ · · ·+

am+k

a
tk
+

am+k+1

a
tk+1
+ O(tk+2)

]k+1

+ O(tk+2)

}
After collecting similar terms, we can write

(23) x̃ = t + λ2t2
+ λ3t3

+ · · ·+ λk+1tk+1
+

(am+k+1

ma
+ λk+2

)
tk+2
+ O(tk+3),

where

• λ2 is a constant involving m, a, and am+1,

• λ3 is a constant involving m, a, am+1 and am+2,

...

• λk+1 is a constant involving m, a, am+1, . . . , am+k−1, am+k , and

• λk+2 is a constant involving m, a, am+1, . . . , am+k−1, am+k .

By the inductive hypothesis, λ2, λ3, . . . , λk+1, λk+2 are all constants that only
depend on m, n, and the function f .
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From (23), we obtain

(24)

dx̃
dt

∣∣
t=0 = 1,

d2 x̃
dt2

∣∣
t=0 = 2λ2,

...

dk+1 x̃
dtk+1

∣∣
t=0 = (k+ 1)! λk+1,

dk+2 x̃
dtk+2

∣∣
t=0 = (k+ 2)!

(am+k+1

ma
+ λk+2

)
.

Now we evaluate (21) at t = 0 and make use of (22) and (24):

0= (k+ 2)!
(am+k+1

ma
+ λk+2

)
· 1

+

(
terms involving b2, . . . , bk+1, λ2, . . . , λk+1

)
+ 1 · (k+ 2)! bk+2.

Thus we obtain

(25) bk+2 =−
am+k+1

ma
+ Q,

where Q is a constant depending on b2, . . . , bk+1, λ2, . . . , λk+1, λk+2, and hence
Q is completely determined by m, n, and f .

Next we will analyze am+k+1. From (19) we have

tm−n
= x̃m−n(1+ b2 x̃ + · · ·+ bk+1 x̃k

+ bk+2 x̃k+1
+ O(x̃k+2)

)m−n

= x̃m−n
{

1+ (m− n)
(
b2 x̃ + · · ·+ bk+1 x̃k

+ bk+2 x̃k+1
+ O(x̃k+2)

)
+
(m− n)(m− n− 1)

2

(
b2 x̃ + · · ·+ bk+1 x̃k

+ bk+2 x̃k+1
+ O(x̃k+2)

)2
+ · · ·

+
(m− n)(m− n− 1) . . . (m− n− k)

(k+ 1)!(
b2 x̃ + · · ·+ bk+1 x̃k

+ bk+2 x̃k+1
+ O(x̃k+2)

)k+1

+ O(x̃k+2)

}
.

After collecting similar terms, we can express tm−n as

tm−n
= x̃m−n{1+ c1,m−n x̃ + c2,m−n x̃2

+ · · ·+ ck,m−n x̃k

+ ((m− n)bk+2+ ck+1,m−n)x̃k+1
+ O(x̃k+2)

}
,
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where c1,m−n is a constant depending on m and b2; c2,m−n is a constant depending
on m, b2, and b3; . . . ; ck,m−n is a constant depending on m, b2, . . . , bk+1; ck+1,m−n

is a constant depending on m, b2, . . . , bk+1.
By the inductive hypothesis, c1,m−n, c2,m−n, . . . , ck,m−n and ck+1,m−n are all

determined only by m, n, and f . Thus we have

(26) tm−n
= x̃m−n

+ c1,m−n x̃m−n+1
+ c2,m−n x̃m−n+2

+ · · ·+ ck,m−n x̃m−n+k

+
(
(m− n)bk+2+ ck+1,m−n

)
x̃m−n+k+1

+ O(x̃m−n+k+2),

where c1,m−n, c2,m−n, . . . , ck,m−n and ck+1,m−n are constants depending on m, n,
and f .

By the same type of analysis we obtain similar expressions for the other powers
of t :

(27) tm−n+1
= x̃m−n+1

+ c1,m−n+1 x̃m−n+2
+ c2,m−n+1 x̃m−n+3

+ · · ·

+ ck,m−n+1 x̃m−n+k+1
+
(
(m− n+ 1)bk+2+ ck+1,m−n+1

)
x̃m−n+k+2

+ O(x̃m−n+k+3),

where c1,m−n+1, c2,m−n+1, . . . , ck,m−n+1, and ck+1,m−n+1 are constants depending
on m, n, and f .

(28) tm−n+2
= x̃m−n+2

+ c1,m−n+2 x̃m−n+3
+ c2,m−n+2 x̃m−n+4

+ · · ·

+ ck,m−n+2 x̃m−n+k+2
+
(
(m− n+ 2)bk+2+ ck+1,m−n+2

)
x̃m−n+k+3

+ O(x̃m−n+k+4),

where c1,m−n+2, c2,m−n+2, . . . , ck,m−n+2 and ck+1,m−n+2 are constants depending
on m, n, and f . Proceeding inductively,

(29) tm−n+k
= x̃m−n+k

+ c1,m−n+k x̃m−n+k+1
+ c2,m−n+k x̃m−n+k+2

+ · · ·

+ ck,m−n+k x̃m−n+2k
+
(
(m− n+ k)bk+2+ ck+1,m−n+k

)
x̃m−n+2k+1

+ O(x̃m−n+2k+2),

where c1,m−n+k, c2,m−n+k, . . . , ck,m−n+k and ck+1,m−n+k are constants depending
on m, n, and f .

(30) tm−n+k+1
= x̃m−n+k+1

+ c1,m−n+k+1 x̃m−n+k+2

+ c2,m−n+k+1 x̃m−n+k+3
+ · · ·+ ck,m−n+k+1 x̃m−n+2k+1

+
(
(m− n+ k+ 1)bk+2+ ck+1,m−n+k+1

)
x̃m−n+2k+2

+ O(x̃m−n+2k+3),

where c1,m−n+k+1, . . . , ck,m−n+k+1 and ck+1,m−n+k+1 are constants depending on
m, n, and f .

(31) tm−n+k+2
= O(x̃m−n+k+2).
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From (18) we obtain

u(n) = am(m− 1) . . . (m− n+ 1)tm−n
+ am+1(m+ 1)m . . . (m− n+ 2)tm−n+1

+ · · ·+ am+k(m+ k)(m+ k− 1) . . . (m− n+ k+ 1)tm−n+k

+ am+k+1(m+ k+ 1)(m+ k) . . . (m− n+ k+ 2)tm−n+k+1
+ O(tm−n+k+2).

Then by (26) to (31), we can write

u(n) = am(m− 1) . . . (m− n+ 1)
{

x̃m−n
+ c1,m−n x̃m−n+1

+ c2,m−n x̃m−n+2
+ · · ·

+ ck,m−n x̃m−n+k
+
(
(m− n)bk+2+ ck+1,m−n

)
x̃m−n+k+1

+ O(x̃m−n+k+2)
}

+ am+1(m+ 1)m . . . (m− n+ 2)
{

x̃m−n+1
+ c1,m−n+1 x̃m−n+2

+ c2,m−n+1 x̃m−n+3
+ · · ·+ ck,m−n+1 x̃m−n+k+1

+
(
(m− n+ 1)bk+2+ ck+1,m−n+1

)
x̃m−n+k+2

+ O(x̃m−n+k+3)
}
+ · · ·

+ am+k(m+ k)(m+ k− 1) . . . (m+ k− n+ 1)
{

x̃m−n+k

+ c1,m−n+k x̃m−n+k+1
+ c2,m−n+k x̃m−n+k+2

+ · · ·

+ ck,m−n+k x̃m−n+2k
+
(
(m− n+ k)bk+2+ ck+1,m−n+k

)
x̃m−n+2k+1

+ O(x̃m−n+2k+2)
}

+ am+k+1(m+ k+ 1)(m+ k) . . . (m+ k− n+ 2)
{

x̃m−n+k+1

+ c1,m−n+k+1 x̃m−n+k+2
+ c2,m−n+k+1 x̃m−n+k+3

+ · · ·

+ ck,m−n+k+1 x̃m−n+2k+1

+
(
(m− n+ k+ 1)bk+2+ ck+1,m−n+k+1

)
x̃m−n+2k+2

+ O(x̃m−n+2k+3)
}

+ O(x̃m−n+k+2)

= am(m− 1) · · · (m− n+ 1)x̃m−n
+C(m, a, am+1, c1,m−n)x̃m−n+1

+C
(
m, a, am+1, am+2, c1,m−n+1, c2,m−n

)
x̃m−n+2

+ · · ·

+C
(
m, a, am+1, . . . , am+k, ck,m−n, ck−1,m−n+1, . . . , c1,m−n+k−1

)
x̃m−n+k

+

(
am(m− 1) . . . (m− n)bk+2

+ am+k+1(m+ k+ 1)(m+ k) . . . (m+ k− n+ 2)

+C
(
m, a, am+1, . . . , am+k, ck+1,m−n, ck,m−n+1, . . . , c1,m−n+k

))
x̃m−n+k+1

+ O(x̃m−n+k+2).
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Here C(m, a, am+1, c1,m−n) is a constant depending on m, a, am+1, and c1,m−n; we
denote it as pm−n+1 to simplify notations. Since a, am+1, and c1,m−n only depend
on m, n, and f , we know that pm−n+1 only depends on m, n, and f .

Similarly, the other constants C
(
m, a, am+1, am+2, c1,m−n+1, c2,m−n

)
, . . . , and

C
(
m, a, am+1, . . . , am+k, ck+1,m−n, ck,m−n+1, . . . , c1,m−n+k

)
all depend on m, n,

and f only, and can be denoted simply as pm−n+2, . . . , pm−n+k , and pm−n+k+1.
Thus we can rewrite the above equation as

(32) u(n) = am(m− 1) . . . (m− n+ 1)x̃m−n
+ pm−n+1 x̃m−n+1

+ pm−n+2 x̃m−n+2
+ · · ·+ pm−n+k x̃m−n+k

+
(
am(m− 1) . . . (m− n)bk+2

+am+k+1(m+k+1)(m+k) . . . (m+k−n+2)+pm−n+k+1
)
x̃m−n+k+1

+ O(x̃m−n+k+2).

Now because of u(n) = f (u) and definition (7) , we have

f (u)= am(m− 1) . . . (m− n+ 1)
(u

a

)(m−n/m)
+ pm−n+1

(u
a

)(m−n+1/m)

+ pm−n+2

(u
a

)(m−n+2)/m
+ · · ·+ pm−n+k

(u
a

)(m−n+k)/m

+
(
am(m− 1) . . . (m− n)bk+2

+ am+k+1(m+k+1)(m+k) · · · (m+k−n+2)

+ pm−n+k+1
)(u

a

)(m−n+k+1)/m

+ O(u(m−n+k+2)/m).

Due to (25), we can rewrite this equation as

(33) f (u)= am(m− 1) . . . (m− n+ 1)
(u

a

)(m−n)/m
+ pm−n+1

(u
a

)(m−n+1)/m

+ pm−n+2

(u
a

)(m−n+2)/m
+ · · ·+ pm−n+k

(u
a

)(m−n+k)/m

+
{(
(m+k+1)(m+k) . . . (m+k−n+2)

− (m−1)(m−2) . . . (m−n)
)
am+k+1

+ am(m−1) . . . (m−n)Q+pm−n+k+1
}(u

a

)(m−n+k+1)/m

+ O(u(m−n+k+2)/m).
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From (33) we get(
(m+ k+ 1)(m+ k) . . . (m+ k− n+ 2)− (m− 1)(m− 2) . . . (m− n)

)
am+k+1

+ am(m− 1) . . . (m− n)Q+ pm−n+k+1

= lim
u→0

f (u)−am . . . (m−n+1)
(u

a

)m−n
m
−pm−n+1

(u
a

)m−n+1
m
−· · ·−pm−n+k

(u
a

)m−n+k
m

(u
a

)m−n+k+1
m

.

Note that (m+k+1)(m+k) . . . (m+k−n+2)− (m−1)(m−2) . . . (m−n) 6= 0;
then since the constants Q, a, pm−n+1, . . . , pm−n+k+1 all depend only on m, n,
and f , we know that am+k+1 only depends on m, n, and f . Consequently, bk+2

also only depends on m, n, and f because of (25).
Therefore, by mathematical induction, all derivatives of f at 0 are determined

completely by m, n, and f . This completes the proof of Lemma 1.3.

3. The proofs of Theorems 1.2, 1.4 and 1.5

Proof of Theorem 1.2. Suppose there are two solutions u(t) and v(t), both satisfying
Equations (3) and (4). By Lemma 1.3, at t = 0, u and v have the same derivative of
any order. Let w = u− v; then

w(k)(0)= 0 for any integer k ≥ 0.

In order to apply Theorem 1.1, we need to show that w satisfies Condition (2).

w(n)(t)= u(n)(t)− v(n)(t)= f (u(t))− f (v(t)).

Without loss of generality, we assume a > 0. By Equation (10), we can write

(34) f (u)=
[
an/mm(m− 1) . . . (m− n+ 1)u(m−n)/m

+α(u)
]

and
f (v)=

[
an/mm(m− 1) . . . (m− n+ 1)v(m−n)/m

+α(v)
]
,

where α is a function with the order

α(s)= O(s(m−n+1)/m).

So we can write

(35) w(n)(t)=an/mm(m−1) . . . (m−n+1)(u(m−n)/m
−v(m−n)/m)+(α(u)−α(v)).

If m = n, then

an/mm(m− 1) . . . (m− n+ 1)(u(m−n)/m
− v(m−n)/m)= 0.
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If m > n, by the mean value theorem,

(36) |u(m−n)/m
− v(m−n)/m

| ≤
m− n

m
ζ−n/m

|u− v|,

where ζ(t) is between u(t) and v(t). Since u(t) = atm
+ O(tm+1) and v(t) =

atm
+ O(tm+1), we know that ζ(t)= atm

+ O(tm+1), which implies

ζ n/m
= an/m tn(1+ O(t))≥ Ctn

for some constant C > 0 when t is sufficiently small. Thus

ζ−n/m
|u− v| ≤ C−1 |u− v|

tn ,

and by (36), we know that

(37) an/mm(m− 1) . . . (m− n+ 1)
∣∣u(m−n)/m

− v(m−n)/m
∣∣≤ C

|u− v|
tn

for another constant C > 0.
Next, we estimate |α(u)−α(v)|.
From (3), we know that f is differentiable with respect to t , since u(n)(t) is

differentiable with respect to t . Condition (4) shows that (du/dt)(t) 6= 0 when t > 0
is sufficiently small. Then by the inverse function theorem, t is differentiable with
respect to u. Thus, when u is small and positive, f is differentiable with respect to
u and

d f
du
=

d f
dt
·

dt
du
.

Then by (34), since f is differentiable on a small interval (0, δ), α is also differen-
tiable on a small interval (0, δ). By the mean value theorem,

α(u)−α(v)= α′(η)(u− v),

where η(t) is between u(t) and v(t). Because u(t) = atm
+ O(tm+1) and v(t) =

atm
+ O(tm+1), we know that η(t)= atm

+ O(tm+1)≥ Ctm when t is small, and
thus

η−(n−1)/m
= O(t−(n−1)).

From α(s)= O(s(m−n+1)/m) we get α′(s)= O(s−(n−1)/m). Therefore

α′(η)= O(η−(n−1)/m)= O(t−(n−1)).

Thus for some C > 0,

(38) |α(u)−α(v)| ≤ Ct−(n−1)
|u− v|

≤ Ct−n
|u− v| since 0< t < 1.
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Combining Equations (35), (37), and (38), we conclude

|w(n)(t)| ≤ C
|u(t)− v(t)|

tn = C
|w(t)|

tn .

Finally, extend the domain of w(t) to [−1, 1] by defining w(t)= w(−t) when
−1≤ t < 0. Then w ∈C∞([−1, 1]) and it satisfies Condition (2). By Theorem 1.1,
w ≡ 0, which means u ≡ v.

This completes the proof of Theorem 1.2. �

Proof of Theorem 1.4. Without loss of generality we assume a > 0. We apply the
same analysis as in the proof of Lemma 1.3 to u1 and u2, respectively. Similar to
(11), we have

an/m
= lim

u1→0

f (u1)

m(m− 1) . . . (m− n+ 1)u(m−n)/m
1

= lim
s→0

f (s)
m(m− 1) . . . (m− n+ 1)s(m−n)/m

and

bn/ l
= lim

u2→0

f (u2)

l(l − 1) . . . (l − n+ 1)u(l−n)/ l
2

= lim
s→0

f (s)
l(l − 1) . . . (l − n+ 1)s(l−n)/ l .

Suppose m 6= l; without loss of generality we assume m < l. Dividing the two
equations, we get

an/mb−n/ l
=

l(l − 1) . . . (l − n+ 1)
m(m− 1) . . . (m− n+ 1)

lim
s→0

s(l−n)/ l−(m−n)/m

=
l(l − 1) . . . (l − n+ 1)

m(m− 1) . . . (m− n+ 1)
lim
s→0

sn/m−n/ l .

Since m< l, lims→0 sn/m−n/ l
= 0. However, an/mb−n/ l

6= 0. This is a contradiction.
Therefore m = l, and consequently a = b. Then by Theorem 1.2, we know that

u1 ≡ u2 for small t . �

Proof of Theorem 1.5. The proof of Lemma 1.3 shows that near 0, t is a function
of u, and therefore u(n)(t) can be expressed as a function f of u. Thus (3) holds
when t > 0 is small. From Condition (4), we define f (0)= 0.

By the first two equations in (10) and the discussions in the Appendix, we know
that there is a function h that is C1 on the closed interval [0, ε] for some ε > 0,
such that

f (u)= am(m− 1) . . . (m− n+ 1)x̃m−n
+ h(x̃)x̃m−n.

By definition (7), we have

(39) f (u)= am(m− 1) . . . (m− n+ 1)
(u

a

)(m−n)/m
+ h

((u
a

)1/m)(u
a

)(m−n)/m
.
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Since 0 ≤ (m − n)/m < 1 and 0 < 1/m < 1, it is well known that u(m−n)/m and
u1/m are Hölder continuous on the closed interval [0, 1] with Hölder coefficients
(m− n)/m and 1/m, respectively. This implies that the first term in (39) is Hölder
continuous on [0, 1].

Since h is C1 on [0, ε], it is also Hölder continuous on [0, ε]. Then since the
composition of two Hölder continuous functions is Hölder continuous, we know
that h((u/a)1/m) is Hölder continuous with respect to u on a closed interval [0, δ]
with δ > 0. Next, because the product of two Hölder continuous functions is also
Hölder continuous, we know that h((u/a)1/m) · (u/a)(m−n)/m is Hölder continuous.
Thus the second term in (39) is Hölder continuous on [0, δ].

Therefore, f is Hölder continuous on [0, δ] and the theorem is proved. �

Appendix: Differentiation of the Taylor expansion

We will discuss the regularity of the remainder term in the Taylor expansion of
a function that is used in the proof of Theorem 1.5 and the differentiation of the
Taylor expansion that is frequently used in the proof of Lemma 1.3.

In general, consider a function g(x) ∈ Ck+1([a, b]); by the Taylor theorem, we
can write

(40) g(x)= g(a)+ g′(a)(x − a)

+
g′′(a)

2!
(x − a)2+ · · ·+

g(k)(a)
k!

(x − a)k + h(x)(x − a)k,

where lim
x→a

h(x)= 0. An explicit expression for h(x) is

(41) h(x)=
g(k+1)(ξ)

(k+ 1)!
(x − a),

where a < ξ < x .
From (40) we know that h(x) is C1 on (a, b]. Next we show that it is actually

C1 up to the boundary, on [a, b].
Taking the derivative on both sides of (40), we get

(42) g′(x)= g′(a)+ g′′(a)(x − a)+ · · ·

+
g(k)(a)
(k− 1)!

(x − a)k−1
+ h′(x)(x − a)k + kh(x)(x − a)k−1.

Define h(a)= 0, so h is continuous on [a, b]. Write

P(x)= g(a)+ g′(a)(x − a)+
g′′(a)

2!
(x − a)2+ · · ·+

g(k)(a)
k!

(x − a)k;

then h(x)=
g(x)− P(x)
(x − a)k

. By the definition of limits,
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(43) h′(a)= lim
x→a

h(x)− h(a)
x − a

= lim
x→a

g(x)− P(x)
(x − a)k+1

...

=
g(k+1)(a)− P (k+1)(a)

(k+ 1)!
applying l’Hospital’s rule k+ 1 times

=
g(k+1)(a)
(k+ 1)!

,

where we have used the fact that P (k+1)(a)= 0.
When x > a,

h′(x)=
d

dx

(g(x)− P(x)
(x − a)k

)
=
(g′(x)− P ′(x))(x − a)k − (g(x)− P(x))k(x − a)k−1

(x − a)2k

=
g′(x)− P ′(x)
(x − a)k

−
k (g(x)− P(x))
(x − a)k+1 .

By repeatedly applying l’Hospital’s rule, we know that

lim
x→a

g′(x)− P ′(x)
(x − a)k

=
g(k+1)(a)− P (k+1)(a)

k!
=

g(k+1)(a)
k!

and

lim
x→a

k(g(x)− P(x))
(x − a)k+1 =

k
(
g(k+1)(a)− P (k+1)(a)

)
(k+ 1)!

=
kg(k+1)(a)
(k+ 1)!

.

Therefore

(44) lim
x→a

h′(x)=
g(k+1)(a)

k!
−

kg(k+1)(a)
(k+ 1)!

=
g(k+1)(a)
(k+ 1)!

.

Equations (43) and (44) show that h(x) is C1 on the closed interval [a, b].
Furthermore, we know that for any x ∈ [a, b], |h′(x)| ≤ C for some constant C1,

and thus
|h′(x)(x − a)k | ≤ C1|x − a|k .

Since g(x) ∈ Ck+1([a, b]), from (41) we know that |h(x)| ≤ C2|x − a| for some
constant C2, and thus

|kh(x)(x − a)k−1
| ≤ kC2|x − a|k .

Therefore, (42) can be written as

(45) g′(x)= g′(a)+ g′′(a)(x − a)+ · · ·+
g(k)(a)
(k− 1)!

(x − a)k−1
+ O(x − a)k .
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Since the first, second, . . . , and (k−1)-th derivatives of g′(x) at a are g′′(a), g(3)(a),
. . . , and g(k)(a), respectively, Equation (45) is the Taylor expansion of g′(x) at a
to order k− 1.

Usually we write (40) as

(46) g(x)= g(a)+ g′(a)(x − a)

+
g′′(a)

2!
(x − a)2+ · · ·+

g(k)(a)
k!

(x − a)k + O((x − a)k+1).

This shows that we can formally differentiate (46) to get (45).
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AN ANALOGUE TO THE WITT IDENTITY

G. A. T. F. DA COSTA AND G. A. ZIMMERMANN

We solve combinatorial and algebraic problems associated with a multi-
variate identity first considered by Sherman, which he called an analog to
the Witt identity. We extend previous results obtained for the univariate case.

1. Introduction

S. Sherman [1962] considered the formal identity in the indeterminates z1, . . . , zn ,

(1-1)
∏

m1,...,m R≥0

(1+ zm1
1 · · · z

m R
R )N+(1− zm1

1 · · · z
m R
R )N− =

R∏
j=1

(1+ z j )
2,

where N+ and N− are the number of distinct classes of equivalence of nonperiodic
closed paths with positive and negative signs, respectively, which traverse without
backtracking mi times edge i , i = 1, . . . , R, of a graph G R with R > 1 edges
forming loops counterclockwise oriented and hooked to a single vertex,

∑
mi ≥ 1.

Sherman [1962] refers to (1-1) as an analog to the Witt identity. The reason
will become clear soon. The Sherman identity, as we call it, is a special nontrivial
case of another identity called the Feynman identity, first conjectured by Richard
Feynman. This identity relates the Euler polynomial of a graph to a formal product
over the classes of equivalence of closed nonperiodic paths with no backtracking in
the graph, and it is an important ingredient in a combinatorial formulation of the
Ising model in two dimensions, much studied in physics. The Feynman identity was
proved for planar and toroidal graphs by Sherman [1960], and in great generality
by M. Loebl [2004] and D. Cimasoni [2010].

Sherman compared (1-1) with the multivariate Witt identity [Witt 1937]:

∏
m1,...,m R≥0

(1− zm1
1 · · · z

m R
R )M(m1,...,m R) = 1−

R∑
i=1

zi ,(1-2)

M(m1, . . . ,m R)=
∑

g|m1,...,m R

µ(g)
g

(N/g)!
(N/g)(m1/g)! · · · (m R/g)!

(1-3)

MSC2010: primary 05C30; secondary 05C25, 05C38.
Keywords: Sherman identity, paths counting, (generalized) Witt formula, free Lie algebras.
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where N = m1+ · · ·+m R > 0, µ is the Möbius function defined by the rules

(a) µ(+1)=+1,

(b) µ(g)= 0, for g = pe1
1 · · · p

eq
q , p1, . . . , pq primes, and any ei > 1,

(c) µ(p1 · · · pq)= (−1)q .

The summation runs over all the common divisors of m1, . . . ,m R .
Originally, the Witt identity appeared associated with Lie algebras. In this

context the formula gives the dimensions of the homogeneous subspaces of a finitely
generated free Lie algebra L . If L(m1, . . . ,m R) is the subspace of L generated
by all homogeneous elements of multidegree (m1, . . . ,m R), then dim L = M.
However, formula (1-3) has many applications in combinatorics as well [Moree
2005]. Especially relevant is that M can be interpreted as the number of equivalence
classes of closed nonperiodic paths which traverse counterclockwise the edges of
G R , the same graph associated to the Sherman identity (1-1). This property is stated
in [Sherman 1962] without a proof, but this combinatorial interpretation of the Witt
formula can be reinterpreted as a coloring problem of a necklace with N beads with
colors chosen out of a set of R colors such that the colored beads form a nonperiodic
configuration. In other words, M(m1, . . . ,m R) is the number of nonperiodic colored
necklaces composed of mi occurrences of the color i , i = 1, . . . , R.

Sherman [1962] called attention to this association of identities (1-1) and (1-2)
to paths in the same graph, which motivated him to consider the problem of finding
a relation between (1-1) and Lie algebras. To interpret (1-1) in algebraic terms
means to relate the exponents N± to some Lie algebraic data.

An investigation of Sherman’s problem was initiated in [da Costa 1997; da Costa
and Variane 2005] and a solution obtained for the univariate case of identity (1-1).
In the present paper we solve the problem in the multivariate formal case, which
requires important improvements. The counting method developed in [da Costa
1997; da Costa and Variane 2005] is based on a sign formula for a path given in
terms of data encoded in the word representation for the path. It played a crucial
role in getting formulas for N± in the univariate case. However, the counting
method based on this sign formula is complicated. In the present paper we make
improvements in the counting method in order to apply it to the multivariate case
without depending too much on the sign formula. The formula is used here only to
prove a simple lemma.

S-J. Kang and M-H. Kim [1999] derived dimension formulas for the homoge-
neous spaces of general free graded Lie algebras. We use some of their results
to solve Sherman’s problem. At the same time our results give a combinatorial
realization for some of theirs in terms of paths in a graph.

The paper is organized as follows. In Section 2, we recall the word representation
of a path and some basic definitions. We prove a basic lemma about the distribution
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of signs in the set of words of a given length. In Section 3, we compute formulas
for the number of equivalence classes of closed nonperiodic paths of given length.
The first of these generalizes Witt’s formula in the sense that it counts paths that
traverse the edges of the graph without backtracking. The other formulas give the
exponents in Sherman’s identity (1-1). We also interpret these formulas in terms of
a coloring problem. Sherman’s problem, that is, to give an algebraic meaning to
the exponents in (1-1) is solved in Section 4.

2. Preliminaries

A path in G R is an ordered sequence of the edges which does not necessarily respect
their orientation. A path is closed and subjected to the constraint that it never goes
immediately backwards over a previous edge.

Given Gr ⊆ G R , denote by i1, . . . , ir an enumeration of the edges of Gr in
increasing order. A closed path of length N ≥ r in Gr is best represented by a word
of the form

(2-1) D
e j1
j1 D

e j2
j2 · · · D

e jl
jl

where l = r, r + 1, . . . , N , jk ∈ {i1, . . . , ir }, jk 6= jk+1, jl 6= j1, and

l∑
k=1

|e jk | = N .

All edges of Gr are traversed by a path such that each ik appears at least once in
the sequence Sl = ( j1, j2, . . . , jl). The order in which the symbols De j

j appear in
the word indicates the edges traversed by p and in which order. If the sign of e j is
positive, the path traverses edge j exactly e j times following the edge’s orientation;
if negative, it traverses the edge |e j | times in the opposite direction.

A word is called periodic if it equals

(D
e j1
j1 D

e j2
j2 · · · D

e jα
jα )

g

for some g > 1. The number g is called the period of the word if the word in
parentheses is nonperiodic.

Permuting the symbols De j
j in (2-1) cyclically, one gets l words that represent

the same closed path. (For example, D−2
1 D+1

2 D+1
1 D+3

2 is a cyclic permutation of
D+1

2 D+1
1 D−3

2 D−2
1 .) Words obtained from one another by a cyclic permutation are

taken to be equivalent for this reason. Although the word (2-1) and its inverse

D
−e jl
jl · · · D

−e j1
j1

also represent the same path, they are not taken as equivalent here. This is the
reason for the exponent 2 on the right side of (1-1), also present in [Sherman 1962].
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In Section 3 we consider signed paths. The sign of a path is given by the formula

(2-2) sign(p)= (−1)1+n(p),

where n(p) is the number of integral revolutions of the tangent vector of p. From
this definition it follows that if p = (h)g is a periodic path with odd period g, then
sign(p)= sign(h). If g is even, sign(p)=−1. The sign of a path can be computed
from its word representation (2-1) using the formula [da Costa and Variane 2005]

(2-3) (−1)N+l+T+s+1,

where T is the number of subsequences in the decomposition of Sl into subse-
quences (see [da Costa and Variane 2005] for the definition and an example of a
decomposition) and s is the number of negative exponents in (2-1). It follows from
the previous sign formulas that periodic words with even period have negative sign.

The following lemma is important in the proof of several results in Section 3. It
was assumed in [da Costa 1997; da Costa and Variane 2005] without a proof.

Lemma 2.1. Given Gr ⊆ G R , consider all paths that traverse each edge of Gr at
least once (no backtracking allowed) and the set of all representative words (periodic
or not, cyclic permutations and inversions included) of fixed length N ≥ r > 1. Then
half of the words have positive sign and the other half have negative sign.

Proof. It suffices to consider the subset of words associated to a fixed sequence
Sl = ( j1, j2, . . . , jl). For this sequence the numbers N , l, and T are fixed. The
words with these numbers have signs which depend only on s ∈ {0, 1, 2, . . . , l}.
For N + l + T even, the sign of a word is (−1)s+1. If l = 2k, then, for each odd
value of s, there are (

2k
s

)
words with positive sign. Summing over the odd values of s, we get the total number
of 22k−1 words with positive sign. Summing over the even values of s, we get the
same number of words with negative sign. If l = 2k+ 1, a similar counting gives
22k words with positive (negative) signs. The case N + l + T odd is analogous. �

3. Counting paths in Gr

Fix a subgraph Gr ⊆G R . Given distinct edges i1, . . . , ir in Gr and positive integers
mi1, . . . ,mir , with mi1 + · · · +mir = N > r , let θ±(mi1, . . . ,mir ) be the number
of equivalence classes of closed nonperiodic paths of length N with ± signs that
traverse each edge i j exactly mi j times, for j = 1, . . . , r , with no backtracking,
and traverse the edges in G R\Gr zero times. In this section we derive formulas for
θ := θ++ θ− and θ±. Notice that θ± is just another name for the exponents N± in
(1-1) showing only the nonzero entries in N±.
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Firstly, we compute θ . In the case r = 1, a path with mi > 1 is periodic. The
nonperiodic ones are two, the path with length N = 1 and its inversion so that
θ(mi )= 0 if mi > 1 and θ(mi )= 2 if mi = 1. In other cases, θ is given as follows.

Theorem 3.1. For r = 2, define

(3-1) F

(
mi1

g
,

mi2

g

)
=

M/g∑
a=1

22a

a

(
mi1/g− 1

a− 1

)(
mi2/g− 1

a− 1

)
,

where M =min{mi1,mi2} and, if r ≥ 3,

(3-2) F

(
mi1

g
, . . . ,

mir

g

)
=

N/g∑
a=r

2a

a

∑
{Sa}

r∏
c=1

(
mic/g− 1

tic − 1

)
where {Sa} is the set of sequences ( j1, . . . , ja) such that jk ∈ {i1, . . . , ir } and
jk 6= jk+1, ja 6= j1. Number tic counts how many times edge ic occurs in a sequence
Sa . Use is made of the convention that the combination symbol in (3-2) is zero
whenever tic > mic/g. Then

(3-3) θ(mi1, . . . ,mir )=
∑

g|mi1 ,...,mir

µ(g)
g

F

(
mi1

g
, . . . ,

mir

g

)
.

The summation is over all the common divisors g of mi1, . . . ,mir , and µ(g) is the
Möbius function.

Proof. The number K(l,mi1, . . . ,mir ) of words that have the same values of
mi1, . . . ,mir and l ∈ {r, r + 1, . . . , N } is given by

K(l,mi1, . . . ,mir )= 2l
∑
{Sl }

r∏
c=1

(
mic − 1
nic − 1

)
.

Let’s explain this formula a bit. The number nic counts the number of occurrences of
edge ic in a sequence Sl = ( j1, . . . , jl). The combination symbol counts the number
of unrestricted partitions of mic into nic nonzero positive parts [Andrews 1976];
thus the product times 2l (there are 2l ways of assigning ± signs to the exponents in
(2-1)) gives the total number of words representing paths traversing each edge i j of
Gr ⊆ G R exactly mi j times in all possible ways. Then we sum over all sequences
Sl with the convention that a combination symbol equals zero when m < n.

In the set of K(l,mi1, . . . ,mir ) words, there is the subset of nonperiodic words
plus their cyclic permutations and inversions, and the subset of periodic words,
if any, whose periods are the common divisors of l,mi1, . . . ,mir plus their cyclic
permutations and inversions. Denote by K(l,mi1, . . . ,mir ) the number of elements
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in the former set. The words with period g are of the form

(D
ek1
k1

D
ek2
k2
· · · Dekα

kα )
g

where α = l/g and D
ek1
k1

D
ek2
k2
· · · Dekα

kα is nonperiodic so that the number of periodic
words with period g plus their cyclic permutations and inversions is given by
K(l/g,mi1/g, . . . ,mir /g). Therefore,

K(l,mi1, . . . ,mir )=
∑

g|l,k,mi1 ,...,mir

K

(
l
g
,

mi1

g
, . . . ,

mir

g

)
.

The summation is over all the common divisors g of l,mi1, . . . ,mir .
Applying the Möbius inversion formula [Apostol 1976], it follows that

(3-4) K(l,mi1, . . . ,mir )=
∑

g|(l,mi1 ,...,mir )

µ(g)K
(

l
g
,

mi1

g
, . . . ,

mir

g

)
.

where µ is the Möbius function. To eliminate cyclic permutations divide (3-4) by
l. Summing over all possible values of l one gets

(3-5) θ(mi1, . . . ,mir )=

N∑
l=r

K(l,mi1, . . . ,mir )

l
.

Upon substitution of (3-4) into (3-5) one gets, for the case r ≥ 3,

θ(mi1, . . . ,mir )=

N∑
l=r

1
l

∑
g|(l,mi1 ,...,mir )

µ(g)2l/g
∑
{Sl/g}

r∏
c=1

(
mic/g− 1
nic/g− 1

)
.

Proceed now as follows. For a given common divisor g of mi1, . . . ,mir , sum over
all values of l which are multiples of g. Then sum over all possible divisors of
mi1, . . . ,mir . Write l= ag, and n= tg. If r ≥ 3, one has r/g≤a≤ N/g, but, unless
g = 1, it is not admissible to have a < r , because all r edges of the graph should
be traversed. For this reason, r ≤ a ≤ N/g. Result (3-2) follows. If r = 2, l is even
and, for each l, only sequences of the form (i1, i2, . . . , i1, i2) with ni1 = ni2 = l/2
are possible. Put l = 2a, a = 1, 2, . . . , M =min{m1,m2} to get (3-1). �

Example 1. From (3-1), we have

F(1, 1)= F(1, 2)= F(2, 1)= F(1, 3)= F(3, 1)= 4,

F(2, 2)= 12,

F(1, 4)= F(4, 1)= F(1, 5)= F(5, 1)= 4,

F(2, 3)= F(3, 2)= 20,

F(2, 4)= F(4, 2)= 28,

F(3, 3)= 172/3.
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From (3-3),

θ(1, 1)= θ(1, 2)= θ(2, 1)= θ(1, 3)

= θ(3, 1)= θ(1, 4)= θ(4, 1)= θ(1, 5)= θ(5, 1)= 4,

θ(2, 2)= 10, θ(2, 3)= θ(3, 2)= 20, θ(3, 3)= 56.

Example 2. From (3-2),

F(1,1,1)= 16,

F(1,1,2)= F(1,2,1)= F(2,1,1)= 32,

F(1,2,2)= F(2,1,2)= F(2,2,1)= 112,

F(1,1,3)= F(1,3,1)= F(3,1,1)= 48,

F(1,1,4)= F(1,4,1)= F(4,1,1)= 64,

F(1,2,3)= F(3,1,2)= F(2,3,1)= F(3,2,1)= F(1,3,2)= F(2,1,3)= 256,

F(2,2,2)= 1056.

From (3-3),

θ(1, 1, 1)= 16,

θ(1, 1, 2)= θ(2, 1, 1)= θ(1, 2, 1)= 32,

θ(1, 2, 2)= θ(2, 1, 2)= θ(2, 2, 1)= 112,

θ(1, 1, 3)= θ(3, 1, 1)= θ(1, 3, 1)= 48,

θ(1, 1, 4)= θ(4, 1, 1)= θ(1, 4, 1)= 64,

θ(1, 2, 3)= θ(3, 1, 2)= θ(2, 3, 1)= θ(3, 2, 1)= θ(1, 3, 2)= θ(2, 1, 3)= 256,

θ(2, 2, 2)= 1048.

Remark. (a) Notice that θ , and likewise the Witt formula, is given in terms of
the Möbius function. However, formula (3-3) counts closed nonperiodic paths
traversing the edges of G R in all directions (without backtracking) and, in that
sense, generalizes the Witt formula. Also, our formula has an algebraic meaning of
a dimension. See Section 4.

(b) If mi1, . . . ,mir are coprime, F= θ . Otherwise, F can be rational. For instance,
F(3, 3)= 172/3. But F′ := NF, N = mi1 + · · ·+mir , is always a positive integer
which counts the number of words of length N . For example, in the case N = 4,
m1 = m2 = 2, F′ = 48. The words are

D±2
1 D±2

2 , D−1
1 D+1

2 D+1
1 D+1

2 , D+1
1 D−1

2 D+1
1 D+1

2 , D−1
1 D−1

2 D+1
1 D+1

2 ,

D−1
1 D+1

2 D+1
1 D−1

2 , D−1
1 D−1

2 D−1
1 D+1

2 , D−1
1 D−1

2 D+1
1 D−1

2 ,
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plus four cyclic permutations for each of them, and the four periodic words
(D±1

1 D±1
2 )2 plus two cyclic permutations for each.

In terms of F′,

θ(mi1, . . . ,mir )=
1
N

∑
g|mi1 ,...,mir

µ(g)F′
(

mi1

g
, . . . ,

mir

g

)
.

Although the Möbius function is negative for some divisors g, the right hand side is
nevertheless always a positive number because F′(mi1/g, . . . ,mir /g) counts words
in a subset of the words counted by F′(mi1, . . . ,mir ).

(c) Given a circular necklace with N beads, consider the problem of counting
inequivalent nonperiodic colorings of these beads with 2r colors {ci , c̄i }, i =
1, . . . , r , with mi occurrences of the index i , N =

∑
mi , with the restriction that

no two colors ci and c̄i (same index) occur adjacent in a coloring. Now, consider an
oriented graph with r loops hooked to a single vertex. Each loop edge corresponds
to a color ci . A nonperiodic closed nonbacktracking path of length N in the graph
corresponds to a coloring, and a color c̄i corresponds to an edge being traversed in
the opposite orientation. The presence of a single vertex in the graph reflects the
fact that adjacent to a bead with, say, color ci , any other with distinct index may
follow. The number of inequivalent colorings is given by θ .

As a basic test of our counting ideas, we prove Sherman’s statement [1962]
relating the Witt formula to paths in G R .

Proposition 3.2. Relative to graph G R , formula (1-2) gives the number M of
equivalence classes of closed nonperiodic paths of length N > 0 that traverse each
edge i counterclockwise mi ≥ 0 times (i = 1, 2, . . . , R), where m1+· · ·+m R = N.

Proof. Denote by mi1 ,. . . ,mir , r ≤ R, the nonzero entries in M(m1, . . . ,m R), which
we call Mr (mi1, . . . ,mir ). Words representing counterclockwise paths have positive
exponents so that the factors 22a and 2a in formulas (3-1) and (3-2) are not needed.
Hence

(3-6) Mr (mi1, . . . ,mir )=
∑

g|mi1 ,...,mir

µ(g)
g

Fc

(
mi1

g
, . . . ,

mir

g

)

where

(3-7) Fc

(
mi1

g
,

mi2

g

)
=

M/g∑
a=1

1
a

(
mi1/g− 1

a− 1

)(
mi2/g− 1

a− 1

)
if r = 2,

with M =min{mi1,mi2}, and
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(3-8) Fc

(
mi1

g
, . . . ,

mir

g

)
=

N/g∑
a=r

1
a

∑
{Sa}

r∏
c=1

(
mic/g− 1

tic − 1

)
if r ≥ 3.

In the case r = 2 suppose mi1 ≤mi2 . Using formula (A-3) from the Appendix (with
l = 2), it follows that

mi1/g∑
a=1

1
a

(
mi1/g− 1

a− 1

)(
mi2/g− 1

a− 1

)
=

g
mi2

(
mi1/g+mi2/g− 1

mi1/g

)
=

(N/g)!
(N/g)(mi1/g)!(mi2/g)!

.

Similarly if mi2 ≤ mi1 . In the case r ≥ 3 define

(3-9) I =
∑
mi>0

mi1+···+mir=N

Fc

(
mi1

g
, . . . ,

mir

g

)
.

Upon substituting (3-8) into (3-9) and exchanging the summation symbols, we get

I =
N/g∑
a=r

1
a

∑
{Sa}

∑
mi>0

mi1+···+mir=N

r∏
c=1

( mic
g − 1
tic − 1

)
.

Applying Lemma A.2,

I =
N/g∑
a=r

1
a

∑
{Sa}

(
N/g− 1

a− 1

)
=

N/g∑
a=r

1
a

(
N/g− 1

a− 1

)
rwr (a)

where

rw(a)=
r∑

j=1

(−1)r+ j
( r

j

)
( j − 1)a + (−1)a+r

is the number of sequences in {Sa} [da Costa and Variane 2005]. Using that

N/g∑
a=r

1
a

(
N/g− 1

a− 1

)
( j − 1)a =

g
N
( j N/g

− 1)

and
N/g∑
a=r

1
a

(
N/g− 1

a− 1

)
(−1)a+r

= (−1)r+1 g
N
,

we get

(3-10) I =
g
N

r∑
j=1

(−1)r+ j
( r

j

)
j N/g.
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The Stirling numbers S(N/g, r) of the second kind are given by [Chen and Koh
1992]

(3-11) S
(N

g
, r
)
=

1
r !

r∑
k=0

(−1)k
( r

k

)
(r − k)N/g

=
1
r !

r∑
j=0

(−1)r+ j
( r

j

)
j N/g

so that

(3-12) I = r !
g
N

S
(N

g
, r
)
.

Stirling numbers have the property that

(3-13)
∑
mi>0

mi1+···+mir=N

(N/g)!
(mi1/g)! · · · (mir /g)!

= r !S
(N

g
, r
)
.

Comparing relations (3-12), (3-13), and (3-9),

(3-14) Fc

(
mi1

g
, . . . ,

mir

g

)
=

g
N

(N/g)!
(m1/g)! · · · (mr/g)!

.

Upon substitution of (3-14) into (3-6), the result follows.
In the following we compute formulas for θ+ and θ−.

Theorem 3.3. Suppose any of the following conditions is satisfied:

(a) N = mi1 + · · ·+mir < 2r .

(b) mi1, . . . ,mir are coprime.

(c) mi1, . . . ,mir are neither all odd nor all even.

(d) mi1, . . . ,mir are all odd.

Then

(3-15) θ−(mi1, . . . ,mir )= θ+(mi1, . . . ,mir ).

Proof. The proof is similar to that of [da Costa 1997, Theorem 1] and uses
Lemma 2.1. �

Theorem 3.4. The number θ+(mi1, . . . ,mir ) is given by

(3-16) θ+(mi1, . . . ,mir )=
∑

odd g|mi1 ,...,mir

µ(g)
g

G

(
mi1

g
, . . . ,

mir

g

)
where the summation is over all the common odd divisors of mi1, . . . ,mir , and
G= F/2 with F as in (3-1) and (3-2). If mi1, . . . ,mir are all even numbers, then

(3-17) θ−(mi1, . . . ,mir )= θ+(mi1, . . . ,mir )− θ+

(
mi1

2
, . . . ,

mir

2

)
.
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Proof. First, suppose that all common divisors of mi1, . . . ,mir are odd numbers. In
this case,

θ(mi1, . . . ,mir )=
∑

odd g|mi1 ,...,mir

µ(g)
g

F

(
mi1

g
, . . . ,

mir

g

)
.

Since θ = θ++ θ− and θ+ = θ− (Theorem 3.3) it follows that θ = 2θ+, hence

(3-18) θ+ =
1
2

∑
odd g|mi1 ,...,mir

µ(g)
g

F

(
mi1

g
, . . . ,

mir

g

)
.

If the numbers mi1, . . . ,mir are all even, θ+ is again given by (3-18) because, in this
case, the mi ’s have common divisors which are even numbers, but since periodic
words with even period have negative sign, only the odd divisors are relevant to
getting θ+. The reason one should have the factor 1

2 is that, by Lemma 2.1, when
one considers the set of all possible words representing paths of a given length
which traverse the edges of Gr mi1, . . . ,mir times, half of them have positive sign
and the other half have negative sign. To account for the positive half, one needs
the factor 1

2 . Let’s now compute θ− in the even case. Write

θ =
∑

odd g|mi1 ,...,mir

µ(g)
g

F+
∑

even g|mi1 ,...,mir

µ(g)
g

F

=
1
2

∑
odd g|mi1 ,...,mir

µ(g)
g

F+ 1
2

∑
odd g|mi1 ,...,mir

µ(g)
g

F+
∑

even g|mi1 ,...,mir

µ(g)
g

F

= 2θ++
∑

even g|mi1 ,...,mir

µ(g)
g

F.

Using that θ = θ++ θ−, we obtain

θ− = θ++
∑

even g|mi1 ,...,mir

µ(g)
g

F.

Now the relevant even divisors are {2n} where n are the odd common divisors of
{mi }. For the other possible divisors, if any, use that µ(2 j n)= 0, j ≥ 2. Using the
equality µ(2n)=−µ(n), we see that the summation over the even divisors is equal
to −θ+

(
mi1/2, . . . ,mir /2

)
, proving the result. �

Remark. Like θ , the numbers θ± can be interpreted as the number of inequivalent
nonperiodic colorings of a circular necklace with N beads. However, now these
colorings are classified as positive or negative according to formula (2-3). It is
positive (negative) if the number N + l + T + s is odd (even). In this case, s is the
number c̄ of colors present in a coloring. Interpret T in terms of the color indices.
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Definition. Let s1, . . . , sr be arbitrary positive integers. Let the number P be
defined as follows. If s1, . . . , sr are all even numbers,

(3-19) P(s1, . . . , sr )=
∑

even g|s1,...,sr

µ(g)
g

G

(
s1

g
, . . . ,

sr

g

)
,

otherwise, P(s1, . . . , sr )= 0. Also, define

(3-20) H(s1, . . . , sr )

=


G(s1, . . . , sr ) if s1, . . . , sr not all even,

G(s1, . . . , sr )−
∑

k|s1,...,sr

1
k

P

(
s1

k
, . . . ,

sr

k

)
otherwise.

Lemma 3.5. P=
∑

g|s1,...,sr

µ(g)
g
(G−H).

Proof. From the definition, G=H if s1, . . . , sr are not all even. Otherwise,

(3-21) G−H=
∑

g|s1,...,sr

1
g

P

(
s1

g
, . . . ,

sr

g

)
.

Now apply Lemma A.1 to get the result. �

Theorem 3.6. θ+(mi1, . . . ,mir )=
∑

g|mi1 ,...,mir

µ(g)
g

H

(
mi1

g
, . . . ,

mir

g

)
.

Proof. When mi1, . . . ,mir are not all even, their odd divisors are the only possible
common divisors. In this case, P= 0 and

(3-22) θ+ =
∑

odd g|mi1 ,...,mir

µ(g)
g

H,

with H= G. If mi1, . . . ,mir are all even, the sum over odd divisors of mi1, . . . ,mir

can be expressed as

θ+ =
∑

odd g|mi1 ,...,mir

µ(g)
g

G

=

∑
g|mi1 ,...,mir

µ(g)
g

G−
∑

even g|mi1 ,...,mir

µ(g)
g

G =
∑

g|mi1 ,...,mir

µ(g)
g

G−P

=

∑
g|mi1 ,...,mir

µ(g)
g

G−
∑

g|mi1 ,...,mir

µ(g)
g
(G−H) =

∑
g|mi1 ,...,mir

µ(g)
g

H. �
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Example 3.

θ±(1,1)= θ±(1,2) = θ±(2,1) = θ±(1,3) = θ±(3,1) = θ±(1,4) = θ±(4,1)

= θ±(1,5) = θ±(5,1) = 2,

θ+(2,2)= 6, θ−(2,2)= 4, θ±(2,3)= θ±(3,2)= 10, θ+(2,4)= 14,

θ−(2,4)= 12, θ+(4,2)= 14, θ−(4,2)= 12, θ±(3,3)= 28.

Example 4.

θ±(1,1,1)= 8,

θ±(1,1,2)= θ±(2,1,1)= θ±(1,2,1)= 16,

θ±(1,2,2)= θ±(2,1,2)= θ±(2,2,1)= 56,

θ±(1,1,3)= θ±(3,1,1)= θ±(1,3,1)= 24,

θ±(1,1,4)= θ±(4,1,1)= θ±(1,4,1)= 32,

θ±(1,2,3)= θ±(3,1,2)= θ±(2,3,1)= θ±(3,2,1)= θ±(1,3,2)= θ±(2,1,3)= 128,

θ+(2,2,2)= 524,

θ−(2,2,2)= 516.

4. Sherman identity and Lie algebras

In this section we relate our previous results with Lie algebras and solve Sherman’s
problem. The solution is provided by the following proposition.

Proposition 4.1 [Kang and Kim 1999]. Let V =
⊕

(k1,...,kr )∈Zr
>0

V(k1,...,kr ) be a
Zr
>0-graded vector space over C with dim V(k1,...,kr ) = d(k1, . . . , kr ) <∞, for all
(k1, . . . , kr ) ∈ Zr

>0, and let

L =
⊕

(k1,...,kr )∈Zr
>0

L(k1,...,kr )

be the free Lie algebra generated by V . Then the dimensions of the subspaces
L(k1,...,kr ) are given by

(4-1) dim L(k1,...,kr ) =

∑
g|(k1,...,kr )

µ(g)
g

W

(
k1

g
, . . . ,

kr

g

)
where summation is over all common divisors g of k1, . . . , kr and W is given by

(4-2) W(k1, . . . , kr )=
∑

s∈T (k1,...,kr )

(|s|−1)!
s!

∞∏
i1,...,ir=1

d(i1, . . . , ir )
si1,...,ir .
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The exponents si1,...,ir are the components of s ∈ T ,

(4-3)

T (k1, . . . , kr )= {s = (si1,...,ir )|si1,...,ir ∈ Z≥0,

∞∑
i1,...,ir=1

si1,...,ir (i1, . . . , ir )= (k1, . . . , kr )},

and

(4-4) |s| =
∞∑

i1,...,ir=1

si1,...,ir , s! =
∞∏

i1,...,ir=1

si1,...,ir !.

Moreover, the numbers dim L(k1,...,kr ) satisfy

(4-5)
∞∏

k1,...,kr=1

(1− zk1
1 · · · z

kr
r )

dim L(k1,...,kr ) = 1− f (z1, . . . , zr )

where

(4-6) f (z1, . . . , zr ) :=

∞∑
k1,...,kr=1

d(k1, . . . , kr )z
k1
1 · · · z

kr
r .

This function is associated with the generating function of the W’s,

(4-7) g(z1, . . . , zr ) :=

∞∑
k1,...,kr=1

W(k1, . . . , kr )z
k1
1 · · · z

kr
r ,

by the relation

(4-8) e−g
= 1− f. �

Identity (4-5) is a consequence of the famous Poincaré–Birkhoff–Witt theorem for
the free Lie algebra. Computation of the formal logarithm of the left-hand side
of (4-5) and its expansion gives that the infinite product equals the exponential in
(4-8). Raise both members of (4-5) to the power −1, compute the formal logarithm
of both members, and expand them. Identification of the coefficients of the same
order, definition (4-2), and application of the Möbius inversion give (4-1). See
[Kang and Kim 1999] for details. In [da Costa and Variane 2005], (4-1) is called
the generalized Witt formula, W is called the Witt partition function, and (4-5) the
generalized Witt identity.

Formulas (3-3) and (3-20) have exactly the form of (4-1) with corresponding
Witt partition functions given by F and H, respectively, so we interpret θ and θ+
as giving the dimensions of the homogeneous spaces of graded Lie algebras. In
each case, the algebra is generated by a graded vector space whose dimensions
can be computed recursively from (4-2) as a function of the Witt partition function.
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However, a general formula can be obtained from (4-8) using (4-6) as the formal
Taylor expansion of 1− e−g. This gives

(4-9) d(k1, . . . , kr )=
1

k1! · · · kr !

∂ |k|

∂zk1
1 · · · ∂zkr

r
(1− e−g)|z1=···=zr=0

with

(4-10) g(z1, . . . , zr ) :=

∞∑
k1,...,kr=1

W(k1, . . . , kr )zk1 · · · zkr

and W=F,H given by (3-1), (3-2), and (3-20). Furthermore, dim L(k1,...,kr )= θ, θ+

given by (3-3), 3.6 satisfy the generalized Witt identity (4-5) with the corresponding
dimensions given by (4-9). In fact, an explicit formula for (4-9) can be derived:

Theorem 4.2. The numbers d(k1, . . . , kr ) are given by the formula

(4-11) d(k1, . . . , kr )=

|k|∑
λ=1

(−1)λ+1
∑

p(λ,k)

q∏
i=1

[W(li1, . . . , lir )]
ai

ai !
,

where |k|=k1+· · ·+kr , q=−1+
∏r

i=1(ki+1), pλ,k is the set of all ai ∈{0, 1, 2, . . .}
such that

∑q
i=1 ai = λ,

∑q
i=1 ai li j = k j , and the vectors li = (li1, . . . , lir ), li j

satisfying 0 ≤ li j ≤ k j , ∀ j = 1, . . . , r , ∀i = 1, . . . , q and
∑r

j=1 li j > 0. Set
W(li )= 0 if li j = 0 for some j ; otherwise, W is the Witt partition function.

Proof. A generalization of Faà di Bruno’s relation [Constantine and Savits 1996;
Savits 2006] gives a formula for the |k|-th derivative of the exponential of a function
g(z1, . . . , zr ). From this formula and (4-9), (4-11) follows. �

Example 5. We compute d(2, 2) explicitly. In this case, k1= k2= 2, |k| = 4, q = 8.
The possible vectors l ≤ (2, 2) are l1 = (0, 1), l2 = (1, 0), l3 = (1, 1), l4 = (0, 2),
l5 = (2, 0), l6 = (2, 1), l7 = (1, 2), and l8 = (2, 2). Next we give the values of
a1, . . . , a8 ≥ 0 satisfying

8∑
i=1

ai = λ,

8∑
i=1

ai li = (2, 2).

Define the vector a = (a1, . . . , a8). The possible a’s for each λ are

for λ= 1, a = (0, . . . ,0,1);

for λ= 2, a = (0,1,0,0,0,0,1,0), (0,0,2,0,0,0,0,0),
(0,0,0,1,1,0,0,0), (1,0,0,0,0,1,0,0);

for λ= 3, a = (0,2,0,1,0,0,0,0), (2,0,0,0,1,0,0,0), (1,1,1,0,0,0,0,0);

for λ= 4, a = (2,2,0,0,0,0,0,0).
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We get

d(2, 2)=W(2, 2)− 1
2 W(1, 1)2.

The dimensions up to d(3, 3) are

N = 2, d(1, 1)=W(1, 1),

N = 3, d(1, 2)=W(1, 2), d(2, 1)=W(2, 1),

N = 4, d(1, 3)=W(1, 3), d(3, 1)=W(3, 1),

d(2, 2)=W(2, 2)− 1
2 W(1, 1)2,

N = 5, d(1, 4)=W(1, 4), d(4, 1)=W(4, 1),

d(2, 3)=W(2, 3)−W(1, 1)W(1, 2),

d(3, 2)=W(3, 2)−W(1, 1)W(2, 1),

N = 6, d(1, 5)=W(1, 5), d(5, 1)=W(5, 1),

d(2, 4)=W(2, 4)−W(1, 1)W(1, 3)− 1
2 W(1, 2)2,

d(4, 2)=W(4, 2)−W(1, 1)W(3, 1)− 1
2 W(2, 1)2

d(3, 3)=W(3, 3)−W(1, 1)W(2, 2)−W(1, 2)W(2, 1)+ 1
6 W(1, 1)3.

For r = 3, the dimensions up to d(2, 2, 2) are

N = 3, d(1,1,1)=W(1,1,1),

N = 4, d(1,1,2)=W(1,1,2), d(1,2,1)=W(1,2,1), d(2,1,1)=W(2,1,1),

N = 5, d(1,2,2)=W(1,2,2), d(2,1,2)=W(2,1,2), d(2,2,1)=W(2,2,1),

d(1,1,3)=W(1,1,3), d(1,3,1)=W(1,3,1), d(3,1,1)=W(3,1,1),

N = 6, d(1,1,4)=W(1,1,4), d(1,4,1)=W(1,4,1), d(4,1,1)=W(4,1,1),

d(1,2,3)=W(1,2,3), d(3,1,2)=W(3,1,2), d(2,3,1)=W(2,3,1),

d(3,2,1)=W(3,2,1), d(1,3,2)=W(1,3,2), d(2,1,3)=W(2,1,3),

d(2,2,2)=W(2,2,2)− 1
2 W2(1,1,1).

Example 6. Relative to θ with W= G and applying data from previous examples,
for the case r = 2, we find the dimensions

d(1,1)= d(1,2)= d(2,1)= d(1,3)= d(3,1)= d(1,4)= d(4,1)= d(2,3)

= d(3,2)= d(1,5)= d(5,1)= d(2,2)= d(2,4)= d(4,2)= d(3,3)= 4.
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In the case r = 3, the dimensions are

d(1,1,1)= 8,

d(1,1,2)= d(2,1,1)= d(1,2,1)= 16, d(1,2,2)= d(2,1,2)= d(2,2,1)= 56,

d(1,1,3)= d(3,1,1)= d(1,3,1)= 24, d(1,1,4)= d(4,1,1)= d(1,4,1)= 32,

d(1,2,3)= d(3,1,2)= d(2,3,1)= d(3,2,1)= d(1,3,2)= d(2,1,3)= 128,

d(2,2,2)= 496.

Example 7. Relative to θ+ with W=H, we find for the case r = 2

d(1, 1)= d(1, 2)= d(2, 1)= d(1, 3)= d(3, 1)= d(1, 4)= d(4, 1)= d(2, 3)

= d(3, 2)= d(1, 5)= d(5, 1)= 2,

d(2, 2)= 5, d(2, 4)= d(4, 2)= 9, d(3, 3)= 28,

and for r = 3

d(1,1,1)= 8,

d(1,1,2)= d(2,1,1)= d(1,2,1)= 16, d(1,2,2)= d(2,1,2)= d(2,2,1)= 56,

d(1,1,3)= d(3,1,1)= d(1,3,1)= 24, d(1,1,4)= d(4,1,1)= d(1,4,1)= 32,

d(1,2,3)= d(3,1,2)= d(2,3,1)= d(3,2,1)= d(1,3,2)= d(2,1,3)= 128,

d(2,2,2)= 504.

Remark. In spite of the negative terms in the formulas for the dimensions, they
give positive results. To understand why, consider, for example, the case

d(2, 2)=W(2, 2)− 1
2 W(1, 1)2

with W(a, b) = F′ = (a + b)F. So d(2, 2) is four times the result in example 6.
In the set of words counted by F′(2, 2) = 48 there is a subset whose elements
are words that are obtained by gluing together the words in the set counted by
W(1, 1)= 8. The gluing produces an overcounting which is corrected by the one
half factor. So d(2, 2) is positive. The same argument can be used to get positivity
for the other formulas.

Theorem 4.3. For each Gr ⊆ G R , we have

(4-12)
∞∏

mi1 ,...,mir=1

(1+ z
mi1
i1
· · · zmir

ir
)θ+ = e−g(z2

i1
,...,z2

ir )+g(zi1 ,...,zir ),

and

(4-13)
∞∏

mi1 ,...,mir=1

(1− z
mi1
i1
· · · zmir

ir
)θ− = e+g(z2

i1
,...,z2

ir )−g(zi1 ,...,zir ).
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Proof. To prove (4-12), multiply and divide its left-hand side by
∞∏

mi1 ,...,mir=1

(1− z
mi1
i1
· · · zmir

ir
)θ+

and use (4-8). To get (4-13), write
∞∏

mi1 ,...,mir=1

(1− z
mi1
i1
· · · zmir

ir
)θ− =

∞∏
N=r

∏
mi>0

mi1+···+mir=N

(1− z
mi1
i1
· · · zmir

ir
)θ− .

Decompose the product over N into three products, namely, one over all N < 2r ,
one over all even N ≥ 2r , and another over all odd N > 2r . Then apply Theorems
3.3 and 3.4 and formula (3-17). �

Theorem 4.4.
∞∏

mi1 ,...,mir=1

(1+ z
mi1
i1
· · · zmir

ir
)θ+(1− z

mi1
i1
· · · zmir

ir
)θ− = 1.

Proof. Multiply (4-12) and (4-13). �

The left side of (1-1) equals

R∏
j=1

(1+ z j )
2

R∏
r=2

∏
Gr

∏
mi1 ,...,mir>0

(1+ z
mi1
i1
· · · zmir

ir
)θ+(1− z

mi1
i1
· · · zmir

ir
)θ− .

The Sherman identity now follows from Theorem 4.4.

Appendix

Lemma A.1. If

(A-1) g(n1, . . . , nk)=
∑

d|n1,...,nk

µ(d)
d

f
(

n1

d
, . . . ,

nk

d

)
,

then

(A-2) f (n1, . . . , nk)=
∑

d|n1,...,nk

1
d

g
(

n1

d
, . . . ,

n1

d

)
.

Proof. Set G(n1, . . . , nk) := (n1+ · · ·+ nk)g(n1, . . . , nk) and

F
(

n1

d
, . . . ,

nk

d

)
:=

(
n1

d
+ · · ·+

nk

d

)
f
(

n1

d
, . . . ,

nk

d

)
.

Then (A-1) can be expressed in the form

G(n1, . . . , nk)=
∑

d|n1,...,nk

µ(d)F
(

n1

d
, . . . ,

n1

d

)
.
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Möbius inversion gives

F(n1, . . . , nk)=
∑

d|n1,...,nk

G
(

n1

d
, . . . ,

nk

d

)
.

Therefore,

(n1+ · · ·+ nk) f (n1, . . . , nk)=
∑

d|n1,...,nk

(
n1

d
+ · · ·+

nk

d

)
g
(

n1

d
, . . . ,

nk

d

)
. �

The converse is also true.

Lemma A.2. Let N ≥ α = n1 + · · · + nl , n1, . . . , nl , ni > 0, be a partition of α.
Then

(A-3)
∑

∑l
i=1 ki=N

l∏
i=1

(
ki − 1
ni − 1

)
=

(
N − 1
α− 1

)

with the convention that a bracket in the left side is zero whenever ki < ni .

Proof. Using
qα

(1− q)α
=

∞∑
N=α

(
N − 1
α− 1

)
q N ,

it follows that

qα

(1− q)α
=

l∏
i=1

qni

(1− q)ni
=

l∏
i=1

∞∑
ki=ni

(
ki − 1
ni − 1

)
qki =

∞∑
N=α

∑
ki≥ni∑l
i=1 ki=N

l∏
i=1

(
ki − 1
ni − 1

)
q N .

Comparison with the previous expression and the convention gives the result. �
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ON THE CLASSIFICATION OF STABLE SOLUTIONS TO
BIHARMONIC PROBLEMS IN LARGE DIMENSIONS

JUNCHENG WEI, XINGWANG XU AND WEN YANG

We give a new bound on the exponent for nonexistence of stable solutions to
the biharmonic problem 12u = u p in Rn, where u > 0, p > 1, and n ≥ 20.

1. Introduction

Of concern is the biharmonic equation

(1-1) 12u = u p, u > 0 in Rn

where n ≥ 5 and p > 1. Set

(1-2) 3u(ϕ) :=

∫
Rn
|1ϕ|2dx − p

∫
Rn

u p−1ϕ2dx for all ϕ ∈ H 2(Rn).

The Morse index ind(u) of a classical solution to (1-1) is defined as the maximal
dimension of all subspaces of H 2(Rn) such that 3u(ϕ) < 0 in H 2(Rn) \ {0}. We
say u is a stable solution to (1-1) if 3u(ϕ)≥ 0 for any test function ϕ ∈ H 2(Rn);
that is, if the Morse index is zero.

In the first part of the paper, we obtain the following classification result on
stable solutions of (1-1).

Theorem 1.1. Let n≥ 20 and 1< p< 1+ 8p∗

n−4
. Then (1-1) has no stable solutions.

Here p∗ stands for the smallest real root greater than n−4
n−8

of the algebraic
equation

512(2−n)x6
+4(n3

−60n2
+670n−1344)x5

−2(13n3
−424n2

+3064n−5408)x4

+2(27n3
−572n2

+3264n−5440)x3
−(49n3

−772n2
+3776n−5888)x2

+4(5n3
−66n2

+288n−416)x−3(n3
−12n2

+48n−64)= 0.
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Exponents”) from RGC of Hong Kong.
MSC2010: primary 35B20; secondary 35J60.
Keywords: stable solutions, biharmonic superlinear equations.
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Some remarks are in order. Let us recall that for the second-order problem

(1-3) 1u+ u p
= 0 u > 0 in Rn, p > 1,

Farina gave a complete classification of all finite Morse index solutions. The main
result of [Farina 2007] is that no stable solution exists to (1-3) if either n≤ 10, p> 1
or n ≥ 11, p < pJ L . Here pJ L denotes the Joseph–Lundgren exponent [Gui et al.
1992]. On the other hand, a stable radial solution exists for p ≥ pJ L .

For the fourth-order case, the nonexistence of positive solutions to (1-1) is shown
if p < n+4

n−4 , and all entire solutions are classified if p = n+4
n−4 . See [Lin 1998; Wei

and Xu 1999]. When p> n+4
n−4 , radially symmetric solutions to (1-1) are completely

classified in [Ferrero et al. 2009; Gazzola and Grunau 2006; Guo and Wei 2010].
The radial solutions are shown to be stable if and only if p≥ p′J L and n≥ 13, where
p′J L stands for the corresponding Joseph–Lundgren exponent (see [Ferrero et al.
2009; Gazzola and Grunau 2006]). In the general nonradial case, Wei and Ye [Wei
and Ye 2010] showed the nonexistence of stable or finite Morse index solutions
when either n ≤ 8, p > 1 or n ≥ 9, p ≤ n

n−8 . In dimensions n ≥ 9, a perturbation
argument is used to show the nonexistence of stable solutions for p < n

n−8 + εn for
some εn > 0. However, no explicit value of εn was given. The proof of Wei and Ye
[2010] follows an earlier idea of Cowan, Esposito and Ghoussoub [2010] in which
a similar problem in a bounded domain was studied. Theorem 1.1 gives an explicit
value on εn for n ≥ 20.

In the second-order case, the proof of Farina uses basically the Moser iterations:
namely multiply (1-3) by the power of u, like uq , q > 1. Moser iteration works
because of the following simple identity∫

Rn
uq(−1u)=

4q
(q + 1)2

∫
Rn
|∇u

q+1
2 |

2,∀u ∈ C1
0(R

n).

In the fourth-order case, such equality does not hold, and in fact we have∫
Rn

uq(12u)=
4q

(q + 1)2

∫
Rn
|1u

q+1
2 |

2
− q(q − 1)2

∫
Rn

uq−3
|∇u|4,∀u ∈ C2

0(R
n).

The additional term
∫

Rn uq−3
|∇u|4 makes the Moser iteration argument difficult

to use. Wei and Ye [2010] used instead the new test function −1u and showed
that

∫
R2 |1u|2 is bounded. Thus the exponent n

n−8 is obtained. In this paper, we
use the Moser iteration for the fourth-order problem and give a control on the term∫

Rn uq−3
|∇u|4 (Lemma 2.3). As a result, we obtain a better exponent n

n−8 + εn

where εn is explicitly given. As far as we know, this seems to be the first result for
Moser iteration for a fourth-order problem.
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In the second part of this paper, we show that the same idea can be used to
establish the regularity of extremal solutions to

(1-4)


12u = λ(u+ 1)p, λ > 0 in �,
u > 0 in �,
u =1u = 0 on ∂�,

where � is a smooth and bounded convex domain in Rn .
For problem (1-4), it is known [Berchio and Gazzola 2005] that for p > n+4

n−4
there exists a critical value λ∗ > 0 depending on p > 1 and � such that

• If λ ∈ (0, λ∗), (1-4) has a minimal and classical solution which is stable;

• If λ= λ∗, a unique weak solution, called the extremal solution u∗ exists for
(1-4);

• No weak solution of (1-4) exists whenever λ > λ∗.

The regularity of the extremal solution of problem (1-4) at λ = λ∗ has been
studied in [Cowan et al. 2010; Wei and Ye 2010], where it was shown that the
extremal solution is bounded provided n ≤ 8 or p< n

n−8+εn , n ≥ 9 (εn very small).
Here, we also give a explicit bound for the exponent p in large dimensions and our
second result is the following.

Theorem 1.2. The extremal solution u∗ of (1-4) when λ= λ∗ is bounded provided
that n ≥ 20 and 1< p < 1+ 8p∗

n−4 , where p∗ is defined as above.

As n → +∞, the value εn is asymptotically 8
√

8/3/(n− 8)3/2 and thus the
upper bound for p has the expansion

(1-5) 1+
8

n− 8
+

8
√

8/3
(n− 8)3/2

+ O
(

1
(n− 8)2

)
.

On the other hand, for radial solutions, the Joseph–Lundgren exponent [Gui et al.
1992] has the following asymptotic expansion

(1-6) 1+
8

n− 8
+

16
(n− 8)3/2

+ O
(

1
(n− 8)2

)
.

In this paper, we have only considered fourth-order problems with power-like
nonlinearity. Other kinds of nonlinearity, such as exponential and negative powers,
also appear in many applications; see [Cowan et al. 2010]. However, our technique
here yields no improvements of results of that reference in the case of exponential
and negative nonlinearities.

This paper is organized as follows. We prove Theorem 1.1 and Theorem 1.2
respectively in Section 2 and Section 3. Some technical inequalities are given in
the Appendix.
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2. Proof of Theorem 1.1

Lemma 2.1. For any ϕ ∈ C4
0(R

n) with ϕ ≥ 0, any γ > 1 and ε > 0 an arbitrary
small number, we have∫

Rn
(1(uγϕγ ))2 ≤

∫
Rn
((1uγϕγ )2+ ε|∇u|4ϕ2γ u2γ−4

+Cu2γ
‖∇

4(ϕ2γ )‖),(2-1) ∫
Rn
(1(uγϕγ ))2 ≥

∫
Rn
((1uγϕγ )2− ε|∇u|4ϕ2γ u2γ−4

−Cu2γ
‖∇

4(ϕ2γ )‖),(2-2) ∫
Rn
((uγ )i j )

2ϕ2γ
≤

∫
Rn
((uγϕγ )i j )

2
+ ε

∫
Rn
|∇u|4u2γ−4ϕ2γ(2-3)

+C
∫

Rn
u2γ
‖∇

4(ϕ2γ )‖,

where C is a positive number that only depends on γ and ε, and ‖∇4(ϕ2γ )‖ is
defined by

‖∇
4(ϕ2γ )‖2 = ϕ−2γ

|∇ϕγ |4+ |ϕγ (12ϕγ )| + |∇2ϕγ |2.

In the following, unless said otherwise, the constant C always denotes a positive
number which may change term by term but only depends on γ, ε.

Proof. Since ϕ is compactly supported, we can use integration by parts without
considering the boundary terms. First, by direct calculation, we get

(2-4) (1(uγϕγ ))2 = [(1uγ )ϕγ ]2+ 4∇uγ∇ϕγ1ϕγ uγ + 4∇uγ∇ϕγ1uγϕγ

+ 4(∇uγ∇ϕγ )2+ 21uγ uγ1ϕγϕγ + u2γ (1ϕγ )2.

We now need to deal with the third and fifth terms on the right side of this equality,
up to the integration of both sides.

For the third term, we have∫
Rn
1uγ∇uγ∇ϕγϕγ =−

∫
Rn
(uγ )i (uγ )i j (ϕ

γ ) jϕ
γ

−

∫
Rn
(uγ )i (uγ ) j (ϕ

γ )i jϕ
γ
−

∫
Rn
(uγ )i (uγ ) j (ϕ

γ ) j (ϕ
γ )i ,

where fi = ∂ f/∂xi and fi j = ∂
2 f/∂x j∂xi . (Here and in the sequel, we use the

Einstein summation convention, so for example ∂i (ui u jϕ j )=
∑

1≤i, j≤n ∂i (ui u jϕ j ).)
The first term on the right side of the previous equation can be estimated as

2
∫

Rn
(uγ )i (uγ )i j (ϕ

γ ) jϕ
γ
=

∫
Rn
∂ j ((uγ )i (uγ )i (ϕγ ) jϕ

γ )−

∫
Rn
((uγ )i )2(ϕγ ) j jϕ

γ

−

∫
Rn
((uγ )i )2(ϕγ ) j (ϕ

γ ) j .
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Combining these two equalities, we get

2
∫

Rn
1uγ∇uγ∇ϕγϕγ =−

∫
Rn
∂ j
(
(uγ )i (uγ )i (ϕγ ) jϕ

γ
)

−

∫
Rn

2(uγ )i (uγ ) j (ϕ
γ )i jϕ

γ
−

∫
Rn

2(uγ )i (uγ ) j (ϕ
γ ) j (ϕ

γ )i

+

∫
Rn
((uγ )i )2(ϕγ ) j jϕ

γ
+

∫
Rn
((uγ )i )2(ϕγ ) j (ϕ

γ ) j .

Rewriting this equality we have

(2-5) 4
∫

Rn
1uγ∇uγ∇ϕγϕγ = 2

∫
Rn
|∇uγ |21ϕγϕγ + 2

∫
Rn
|∇uγ |2|∇ϕγ |2

− 4
∫

Rn
(uγ )i (uγ ) j (ϕ

γ )i jϕ
γ
− 4

∫
Rn
〈∇uγ ,∇ϕγ 〉2.

For the fifth term on the right side of (2-4) we have

(2-6)
∫

Rn
1uγ uγ1ϕγϕγ = −

∫
Rn

uγ 〈∇uγ ,∇(1ϕγ )〉ϕγ

−

∫
Rn
〈∇uγ ,∇ϕγ 〉uγ1ϕγ −

∫
Rn
|∇uγ |21ϕγϕγ .

Combining (2-4), (2-5) and (2-6), one obtains

(2-7)
∫

Rn
(1(uγϕγ ))2−

∫
Rn
(1uγ )2ϕ2γ

= 2
∫

Rn
|∇uγ |2|∇ϕγ |2− 4

∫
Rn
ϕγ (∇2ϕγ (∇uγ ,∇uγ ))

+

∫
Rn

u2γϕγ12(ϕγ )− 2
∫

Rn
u2γ (1ϕγ )2.

Now by the Young equality, for any ε > 0, there exists a constant C = C(γ, ε)
such that

|∇uγ |2|∇ϕγ |2 ≤
ε

4
|∇uγ |4u−2γϕ2γ

+C |∇ϕγ |4u2γϕ−2γ

and
|ϕγ (∇2ϕγ (∇uγ ,∇uγ ))| ≤

ε

8
|∇uγ |4u−2γϕ2γ

+Cu2γ
|∇

2ϕγ |2.

Thus by (2-7), together with the two estimates above, one gets∣∣∣∣∫
Rn
(1(uγϕγ ))2−

∫
Rn
(1uγ )2ϕ2γ

∣∣∣∣≤ ε ∫
Rn
|∇uγ |4u−2γϕ2γ

+6C
∫

Rn
u2γ
‖∇

4ϕγ ‖2.

The estimates (2-1) and (2-2) follow from this easily.
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Next we observe that |∇2uγ |2ϕ2γ
=
[1

21|∇uγ |2 − 〈∇uγ ,∇1uγ 〉
]
ϕ2γ . Thus

up to the integration by parts, with the help of (2-5) and the estimates we just
proved, the estimate (2-3) also follows by noticing the identity

∫
Rn (1(uγϕγ ))2 =∫

Rn |∇
2(uγϕγ )|2. The proof of Lemma 2.1 is thus completed. �

Let us return to the equation

(2-8) 12u = u p, u > 0 in Rn.

Fix q = 2γ − 1> 0 and γ > 1. Let ϕ ∈ C∞0 (R
n). Multiplying (2-8) by uqϕ2γ and

integration by parts, we obtain

(2-9)
∫

Rn
1u1(uqϕ2γ )=

∫
Rn

u p+qϕ2γ .

For the left side of (2-9), we have:

Lemma 2.2. For any ϕ ∈ C∞0 (R
n) with ϕ ≥ 0, for any ε > 0 and γ with q defined

above, there exists a positive constant C depends on γ, ε such that

(2-10)
∫

Rn

γ 2

q
1u1(uqϕ2γ )≥

∫
Rn
(1uγϕγ )2−

∫
Rn

Cu2γ
‖∇

4(ϕ2γ )‖

−

∫
Rn
(γ 2(γ − 1)2+ ε)u2γ−4

|∇u|4ϕ2γ .

Proof. First, by direct computations, we obtain

1u1(u2γ−1ϕ2γ )=1u
(
(2γ − 1)u2γ−21uϕ2γ

+ 2(2γ − 1)u2γ−2
∇u∇(ϕ2γ )

+ (2γ − 1)(2γ − 2)u2γ−3
|∇u|2ϕ2γ

+ u2γ−11ϕ2γ ),
(1uγϕγ )2 = γ 2u2γ−2(1u)2ϕ2γ

+ γ 2(γ − 1)2u2γ−4
|∇u|4ϕ2γ

+ 2(γ − 1)γ 2u2γ−3
|∇u|21uϕ2γ .

Combining these two identities, we get

(2-11)
γ 2

q
1u1(uqϕ2γ )= (1uγϕγ )2+2γ 2u2γ−21u∇u∇ϕ2γ

+
γ 2

q
u2γ−11u1ϕ2γ

− γ 2(γ − 1)2u2γ−4
|∇u|4ϕ2γ .

For the term u2γ−21u∇u∇ϕ2γ , we have

u2γ−21u∇u∇ϕ2γ
= ∂i (u2γ−2ui u j (ϕ

2γ ) j )− (2γ − 2)u2γ−3(ui )
2u j (ϕ

2γ ) j

− u2γ−2ui ui j (ϕ
2γ ) j − u2γ−2ui u j (ϕ

2γ )i j .
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We can regroup the term u2γ−2ui ui j (ϕ
2γ ) j as

2u2γ−2ui ui j (ϕ
2γ ) j = ∂ j (u2γ−2(ui )

2(ϕ2γ ) j )− (2γ − 2)u2γ−3u j (ui )
2(ϕ2γ ) j

− u2γ−2(ui )
2(ϕ2γ ) j j .

Therefore we get

(2-12) 2u2γ−21u∇u∇ϕ2γ
= 2∂i (u2γ−2ui u j (ϕ

2γ ) j )− ∂ j (u2γ−2(ui )
2(ϕ2γ ) j )

− (2γ − 2)u2γ−3(ui )
2u j (ϕ

2γ ) j + u2γ−2(ui )
2(ϕ2γ ) j j

− 2u2γ−2ui u j (ϕ
2γ )i j .

For the last three terms on the right side of (2-12), applying Young’s inequality, we
get

|u2γ−3(ui )
2u j (ϕ

2γ ) j | ≤
ε

6γ 2(γ − 1)
u2γ−4

|∇u|4ϕ2γ
+Cu2γ

‖∇
4(ϕ2γ )‖,

|u2γ−2(ui )
2(ϕ2γ ) j j | ≤

ε

6γ 2 u2γ−4
|∇u|4ϕ2γ

+Cu2γ
‖∇

4(ϕ2γ )‖,

|u2γ−2ui u j (ϕ
2γ )i j | ≤

ε

6γ 2 u2γ−4
|∇u|4ϕ2γ

+Cu2γ
‖∇

4(ϕ2γ )‖.

These three inequalities and (2-12) imply

(2-13)
∫

Rn
2γ 2u2γ−21u∇u∇ϕ2γ

≥−
ε

2

∫
Rn

u2γ−4
|∇u|4ϕ2γ

−C
∫

Rn
u2γ
‖∇

4(ϕ2γ )‖.

Similarly we get

(2-14)
∫

Rn

γ 2

q
u2γ−11u1ϕ2γ

≥−
ε

2

∫
Rn

u2γ−4
|∇u|4ϕ2γ

−C
∫

Rn
u2γ
‖∇

4(ϕ2γ )‖.

Inequality (2-10) follows from (2-11), (2-13) and (2-14). �

As a result of (2-1) and (2-10), we have

(2-15)
∫

Rn

γ 2

q
1u1(uqϕ2γ )≥

∫
Rn
(1(uγϕγ ))2−

∫
Rn

Cu2γ
‖∇

4(ϕ2γ )‖

−

∫
Rn
(γ 2(γ − 1)2+ ε)u2γ−4

|∇u|4ϕ2γ .

Next we estimate the most difficult term,
∫

Rn u2γ−4
|∇u|4ϕ2γ , in (2-15). This is

the key step in proving Theorem 1.1.

Lemma 2.3. If u is the classical solution to the biharmonic equation (2-8), and ϕ
is defined as above, then for any sufficiently small ε > 0, we have the following
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inequality

(2-16)
( 1

2 − ε
) ∫

Rn
u2γ−4

|∇u|4ϕ2γ
≤

2
γ 2

∫
Rn
(1(uγϕγ ))2+

∫
Rn

Cu2γ
‖∇

4(ϕ2γ )‖

−

∫
Rn

4
(4γ − 3+ p)(p+ 1)

u2γ+p−1ϕ2γ .

Proof. It is easy to see that

(2-17)
∫

Rn
u2γ−4

|∇u|4ϕ2γ
=

1
γ 4

∫
Rn

u−2γ
|∇uγ |4ϕ2γ ,

and

(2-18)
∫

Rn
u−2γ
|∇uγ |4ϕ2γ

=

∫
Rn

u−2γ
|∇uγ |2∇uγ∇uγϕ2γ

=

∫
Rn
−∇u−γ |∇uγ |2∇uγϕ2γ

=

∫
Rn

u−γ |∇uγ |21uγϕ2γ
+

∫
Rn

u−γ∇(|∇uγ |2)∇uγϕ2γ

+

∫
Rn

u−γ |∇uγ |2∇uγ∇ϕ2γ ,

where in the last step we used integration by parts. For the first term in the last part
of this equality, we have∫

Rn
u−γ |∇uγ |21uγϕ2γ

= γ 3
∫

Rn
((γ − 1)u2γ−4

|∇u|4ϕ2γ
+ u2γ−3

|∇u|21uϕ2γ ).

Substituting this into (2-18) and combining with (2-17), we obtain

(2-19)
∫

Rn
u2γ−4

|∇u|4ϕ2γ
=

∫
Rn

1
γ 3 u−γ∇(|∇uγ |2)∇uγϕ2γ

+

∫
Rn

u2γ−3(|∇u|2)1uϕ2γ
+

∫
Rn

1
γ 3 u−γ (|∇uγ |2)∇uγ∇ϕ2γ .

The first term on the right side of (2-19) can be estimated as

(2-20) u−γ∇(|∇uγ |2)∇uγ = 2u−γ ((uγ )i j (uγ )i (uγ ) j )

≤ 2γ (uγ )i j (uγ )i j +
u−2γ

2γ
(uγ )i (uγ ) j (uγ )i (uγ ) j

= 2γ |∇2uγ |2+
u−2γ

2γ
|∇uγ |4.
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As a consequence, we have

(2-21)
∫

Rn

1
γ 3 u−γ∇(|∇uγ |2)∇uγϕ2γ

≤

∫
Rn

2
γ 2 |∇

2uγ |2ϕ2γ
+

∫
Rn

1
2γ 4 u−2γ

|∇uγ |4ϕ2γ

≤

∫
Rn

2
γ 2 |∇

2(uγϕγ )|2+
∫

Rn
Cu2γ

‖∇
4(ϕ2γ )‖+

∫
Rn

1+4γ 2ε

2γ 4 u−2γ
|∇uγ |4ϕ2γ

=

∫
Rn

2
γ 2 (1(u

γϕγ ))2+

∫
Rn

Cu2γ
‖∇

4(ϕ2γ )‖+

∫
Rn

1+4γ 2ε

2γ 4 u−2γ
|∇uγ |4ϕ2γ ,

where we used (2-3) in the last step.
For the second term on the right side of (2-19), applying estimate (2.3) from [Wei

and Ye 2010], that is, (1u)2 ≥ 2
p+1 u p+1, and the fact that 1u < 0 from Theorem

3.1 in [Wei and Xu 1999] or Theorem 2.1 in [Xu 2000], we have

(2-22)
∫

Rn
u2γ−3(|∇u|2)1uϕ2γ

≤ −

∫
Rn

√
2

p+1
u2γ−3+ p+1

2 (|∇u|2)ϕ2γ

=

∫
Rn

√
2

p+1

2γ − 2+ p+1
2

u2γ−2+ p+1
2 1uϕ2γ

+

∫
Rn

√
2

p+1

2γ − 2+ p+1
2

u2γ−2+ p+1
2 ∇u∇ϕ2γ .

Using the inequality −1u ≥
√

2
p+1

u
p+1

2 , we get

(2-23)
∫

Rn

√
2

p+1

2γ − 2+ 2
p+1

u2γ−2+ p+1
2 1uϕ2γ

≤−

∫
Rn

2
p+1

2γ − 2+ p+1
2

u2γ+p−1ϕ2γ .

On the other hand, for the second term on the right side of (2-22), we have∫
Rn

u2γ−2+ p+1
2 ∇u∇ϕ2γ

=−

∫
Rn

1
L

u2γ−1+ p+1
2 1ϕ2γ(2-24)

=−

∫
{x |1ϕ2γ>0}

1
L

u2γ−1+ p+1
2 1ϕ2γ

−

∫
{x |1ϕ2γ≤0}

1
L

u2γ−1+ p+1
2 1ϕ2γ ,

where the first equality follows from integration by parts and L = 2γ − 1+ p+1
2 .

As for the first term on the last part of (2-24), using the inequality

1u ≤−
√

2
p+1

u
p+1

2 < 0,
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we have √
p+1

2

L

∫
{x |1ϕ2γ>0}

u2γ−11u1ϕ2γ
≤−

∫
{x |1ϕ2γ>0}

1
L

u2γ−1+ p+1
2 1ϕ2γ .(2-25)

Similarly to the proof of Lemma 2.1, it is easy to get∣∣∣∣ ∫
{x |1ϕ2γ>0}

√
p+1

2

L
u2γ−11u1ϕ2γ

∣∣∣∣≤ε ∫
Rn

u2γ−4
|∇u|4ϕ2γ

+

∫
Rn

Cu2γ
‖∇

4(ϕ2γ )‖.

From this and (2-25), we have∣∣∣∣ ∫
{x |1ϕ2γ>0}

1
L

u2γ−1+ p+1
2 1ϕ2γ

∣∣∣∣≤ ε ∫
Rn

u2γ−4
|∇u|4ϕ2γ

+

∫
Rn

Cu2γ
‖∇

4(ϕ2γ )‖.

Similarly, we also obtain∣∣∣∣ ∫
{x |1ϕ2γ≤0}

1
L

u2γ−1+ p+1
2 1ϕ2γ

∣∣∣∣≤ ε ∫
Rn

u2γ−4
|∇u|4ϕ2γ

+

∫
Rn

Cu2γ
‖∇

4(ϕ2γ )‖.

From the last two inequalities and (2-24), we have

(2-26)
∣∣∣∣ ∫

Rn
u2γ−2+ p+1

2 ∇u∇ϕ2γ
∣∣∣∣≤ ε ∫

Rn
u2γ−4

|∇u|4ϕ2γ
+

∫
Rn

Cu2γ
‖∇

4(ϕ2γ )‖.

Combining (2-22), (2-23) and (2-26), we get the inequality

(2-27)
∫

Rn
u2γ−3

|∇u|21uϕ2γ
≤ ε

∫
Rn

u2γ−4
|∇u|4ϕ2γ

+

∫
Rn

Cu2γ
‖∇

4(ϕ2γ )‖

−

∫
Rn

4
(4γ − 3+ p)(p+ 1)

u2γ+p−1ϕ2γ .

Finally, we apply Young’s inequality to the third term on the right side of (2-19),
and get

(2-28)
∫

Rn

1
γ 3 u−γ (|∇uγ |2)∇uγ∇ϕ2γ

=

∫
Rn

u2γ−3
|∇u|2∇u∇(ϕ2γ )

≤ ε

∫
Rn

u2γ−4
|∇u|4ϕ2γ

+

∫
Rn

Cu2γ
‖∇

4(ϕ2γ )‖.

By (2-19), (2-21), (2-27) and (2-28), we finally obtain( 1
2 − ε

) ∫
Rn

u2γ−4
|∇u|4ϕ2γ

≤
2
γ 2

∫
Rn
(1(uγϕγ ))2+

∫
Rn

Cu2γ
‖∇

4(ϕ2γ )‖

−

∫
Rn

4
(4γ − 3+ p)(p+ 1)

u2γ+p−1ϕ2γ . �
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By (2-9), (2-15) and (2-16), since the number ε is arbitrary small in those three
places, we have, for δ > 0 sufficiently small,

(2-29)
∫

Rn

(
1−4(γ−1)2−δ

)
(1(uγϕγ ))2

−

∫
Rn

(
γ 2

2γ−1
−

8γ 2(γ−1)2

(4γ−3+ p)(p+1)

)
u p+2γ−1ϕ2γ

≤

∫
Rn

Cδu2γ
‖∇

4(ϕ2γ )‖,

where Cδ is a positive constant that depends on δ only. Here, we need to require
1− 4(γ − 1)2 > 0, since we have assumed that γ > 1 in Lemma 2.1. So γ is
required be in

(
1, 3

2

)
. If we can choose δ small enough to make 1− 4(γ − 1)2− δ

positive, by the stability property of function u, we obtain

(2-30)
∫

Rn
(E − pδ)u p+qϕ2γ

≤

∫
Rn

Cδu2γ
‖∇

4(ϕ2γ )‖,

where E is defined to be

(2-31) E = p(1− 4(γ − 1)2)−
γ 2

q
+

8γ 2(γ − 1)2

(4γ − 3+ p)(p+ 1)
.

Now we take ϕ = ηm with m sufficiently large, and choose η a cut-off function
satisfying 0 ≤ η ≤ 1, η = 1 for |x | < R and η = 0 for |x | > 2R. By Young’s
inequality again, we have∫

Rn
u2γ
‖∇

4(ϕ2γ )‖ ≤ CδR−4
∫

Rn
u2γ η2γm−4(2-32)

≤ Cδ,εR−
4

1−θ

∫
Rn

u2η2γm− 4
1−θ + εCδ

∫
Rn

u2γ+p−1η2γm,

where Cδ,ε is a positive constant depends on δ and ε, and θ is a number such that
2(1− θ)+ (2γ + p− 1)θ = 2γ , so that 0 < θ < 1 for 2 < 2γ < 2γ + p− 1. By
(2-30) and (2-32), we get

(2-33) (E − pδ− εCδ)
∫

Rn
u p+2γ−1η2γm

≤ Cδ,εR−
4

1−θ

∫
Rn

u2η2γm− 4
1−θ .

Since θ is strictly less than 1 and will be fixed for given γ, p, we can choose m
sufficiently large to make 2γm− 4

1−θ > 0. On the other hand, if E > 0, we can find
small δ and then small ε, such that E − pδ− εCδ > 0. Therefore, by the definition
of function η and (2-33), we obtain

(2-34) (E − pδ− εCδ)
∫

BR

u p+2γ−1
≤ Cδ,εR−

4
1−θ

∫
B2R

u2.

By (2.10) of [Wei and Ye 2010], we have
∫

B2R

u2
≤ C Rn− 8

p−1 , as a result, the
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left side of (2-34) is less equal than Cδ,εRn− 8
p−1−

4
1−θ , which tends to 0 as R tends

to ∞, provided the power n − 8
p−1 −

4
1−θ is negative, which is equivalent to

(p+2γ−1)>(p−1) n
4 according to the definition of θ . So, if (p+2γ−1)>(p−1) n

4
and E − pδ−Cδε > 0, we have u ≡ 0.

Thus, we have proved the nonexistence of stable solution to (2-8) if p satisfies
the condition (p+ 2γ − 1) > (p− 1)n

4 and E > 0 (for δ, ε are arbitrary small). By
Lemma A.2 in the Appendix, the power p can be in the interval ( n

n−8 , 1+ 8p∗
n−4).

Combining with Theorem 1.1 of [Wei and Ye 2010], we have proved Theorem 1.1,
that is, for any 1< p < 1+ 8p∗

n−4 , n ≥ 20, (2-8) has no stable solution.

3. Proof of Theorem 1.2

In proving Theorem 1.2, it is enough to consider stable solutions uλ to (1-4), since
u∗ = limλ→λ∗ uλ. Now we give a uniform bound for the stable solutions to (1-4)
when 0< d < λ < λ∗, where d is a fixed positive constant from (0, λ∗).

First, we need to analyze the solution near the boundary. Specifically, we need
the regularity of the stable solutions of the equation

(3-1)


12u = λ(u+ 1)p, λ > 0 in �,
u > 0 in �,
u =1u = 0 on ∂�.

near the boundary (as well as their derivatives; see remark after the next theorem).

Theorem 3.1. Let � be a bounded, smooth, and convex domain. There exists a
constant C (independent of λ, u) and small positive number ε, such that for stable
solutions u to (3-1) we have

(3-2) u(x) < C for all x ∈�ε := {z ∈� : d(z, ∂�) < ε}.

Proof. This result is well known. See [Guo and Wei 2009]. For the sake of
completeness, we include a proof here. By Lemma 3.5 of [Cowan et al. 2010], we
see that there exists a constant C independent of λ, u, such that

(3-3)
∫
�

(1+ u)p dx ≤ C.

We write (3-1) as 
1u+ v = 0, in �,
1v+ λ(1+ u)p

= 0, in �,
u = v = 0, in ∂�.

If we set f1(u, v) = v, f2(u, v) = λ(u + 1)p, we see that ∂ f1/∂v = 1 > 0 and
∂ f2/∂u = λp(u+ 1)p−1 > 0. Therefore, the convexity of �, Lemma 5.1 of [Troy
1981], and the moving plane method near ∂� (as in the appendix of [Guo and
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Webb 2002]) imply that there exist t0 > 0 and α which depends only on the domain
�, such that u(x − tν) and v(x − tν) are nondecreasing for t ∈ [0, t0], ν ∈ Rn

satisfying |ν| = 1 and (ν, n(x))≥ α and x ∈ ∂�. Therefore, we can find ρ, ε > 0
such that for any x ∈�ε := {z ∈� : d(z, ∂�) < ε} there exists a fixed-sized cone
0x (with x as its vertex) with

• meas(0x)≥ ρ,

• 0x ⊂ {z ∈� : d(z, ∂�) < 2ε}, and

• u(y)≥ u(x) for any y ∈ 0x .

Then, for any x ∈�ε, we have

(1+ u(x))p
≤

1
meas(0x)

∫
0x

(1+ u)p
≤

1
ρ

∫
�

(1+ u)p
≤ C.

This implies that (1+ u(x))p
≤ C , therefore u(x)≤ C . �

Remark. By classical elliptic regularity theory, u(x) and its derivatives up to fourth
order are bounded on the boundary by a constant independent of u. See [Wei 1996]
for more details.

We now turn to the proof of Theorem 1.2 proper, using the ideas of Section 2.
Multiplying (1-4) by (u+ 1)q and integrating by parts, we have

(3-4)
∫
�

λ(u+1)p+q
=

∫
�

12u(u+1)q =
∫
∂�

∂(1u)
∂n
+

∫
�

1(u+1)1(u+1)q .

Setting v = u+ 1, by direct calculation, we get∫
�

(1vγ )2 =

∫
�

γ 2v2γ−2(1v)2+

∫
�

γ 2(γ − 1)2v2γ−4
|∇v|4

+ 2
∫
�

γ 2(γ − 1)v2γ−31v|∇v|2,∫
�

1v1vq
=

∫
�

q(1v)2vq−1
+

∫
�

q(q − 1)|∇v|21vvq−2.

From these two equalities and (3-4) we obtain

(3-5)
∫
�

(
q
γ 2 (1v

γ )2− q(γ − 1)2|∇v|4v2γ−4
)
+

∫
∂�

∂(1v)

∂n
=

∫
�

λv p+q .

For the second term in (3-5), we have
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(3-6)
∫
�

|∇v|4v2γ−4

=
1
γ 4

∫
�

v−2γ
|∇vγ |4 =

1
γ 4

∫
�

|∇vγ |2∇vγ (−∇v−γ )

=
1
γ 4

∫
�

(
−∇
|∇vγ |2∇vγ

vγ
+
∇(|∇vγ |2)∇vγ

vγ
+
|∇vγ |21vγ

vγ

)
=

1
γ 4

∫
�

v−γ∇(|∇vγ |2)∇vγ + |∇vγ |21vγ −
1
γ

∫
∂�

v2γ−3
|∇v|2

∂v

∂n
.

A simple calculation yields

(3-7)
1
γ 4

∫
�

v−γ |∇vγ |21vγ =
γ − 1
γ

∫
�

v2γ−4
|∇v|4+

1
γ

∫
�

v2γ−3
|∇v|21v.

Substituting (3-7) into (3-6), we get

(3-8)
∫
�

|∇v|4v2γ−4

=

∫
�

v2γ−3
|∇v|21v+

1
γ 3

∫
�

v−γ∇(|∇vγ |2)∇vγ −

∫
∂�

|∇v|2
∂v

∂n
.

We now estimate the second term on the right side of (3-8). From the proof of
Lemma 2.3, together with the identity 1

21|∇v
γ
|
2
= |∇

2vγ |2+〈∇1vγ ,∇vγ 〉, we
have

(3-9)
1
γ 3

∫
�

v−γ∇(|∇vγ |2)∇vγ ≤
1
2

∫
�

|∇v|4v2γ−4
+

2
γ 2

∫
�

(1vγ )2

+
1
γ 2

∫
∂�

∂|∇vγ |2

∂n
−

2
γ 2

∫
∂�

(1vγ )
∂vγ

∂n
.

By (3-8) and (3-9), thanks to the convexity of the domain �, we get

(3-10)
1
2

∫
�

|∇v|4v2γ−4

≤

∫
�

v2γ−3
|∇v|21v+

2
γ 2

∫
�

(1vγ )2− (2γ − 1)
∫
∂�

|∇v|2
∂v

∂n
.

For the first term on the right side of (3-10), since v= u+1, we have 1v=1u < 0
by maximal principle, and the inequality

(3-11) 1v <−

√
2λ

p+1
v

p+1
2 < 0,

by Lemma 3.2 of [Cowan et al. 2010]. Thus∫
�

v2γ−3
|∇v|21v ≤

∫
�

−

√
2λ

p+ 1
v2γ−3+ p+1

2 |∇v|2.
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Moreover, we have∫
�

−

√
2λ

p+1
v2γ−3+ p+1

2 |∇v|2 = −

∫
�

√
2λ

p+1

2γ − 2+ p+1
2

∇(v2γ−2+ p+1
2 ∇v)

+

∫
�

√
2λ

p+1

2γ − 2+ p+1
2

v2γ−2+ p+1
2 1v.

For the second term on the right, using (3-11) again, we have

∫
�

√
2λ

p+1

2γ − 2+ p+1
2

v2γ−2+ p+1
2 1v ≤−

∫
�

2λ
p+1

2γ − 2+ p+1
2

v2γ+p−1.

Hence, we obtain

(3-12)
∫
�

v2γ−3
|∇v|21v ≤−

∫
∂�

√
2λ

p+1

2γ−2+ p+1
2

∂v

∂n
−

∫
�

2λ
p+1

2γ−2+ p+1
2

v2γ+p−1,

where we used v|∂� = u + 1|∂� = 1, for the boundary term in (3-4), (3-10) and
(3-12). By the remark after Theorem 3.1, we find that there exists a constant C (the
constant C appeared now and later in this section is independent of u), such that

(3-13)
∫
∂�

(
|∇u|2

∣∣∣∣∂u
∂n

∣∣∣∣+ ∣∣∣∣∂(1u)
∂n

∣∣∣∣+ ∣∣∣∣∂u
∂n

∣∣∣∣)≤ C.

Combining (3-5), (3-10), (3-12) and (3-13), we get(
1−4(γ−1)2

) ∫
�

(1(u+1)γ )2+
(

8λγ 2(γ − 1)2

(4γ + p− 3)(p+ 1)
−
λγ 2

q

)∫
�

(u+1)p+q
≤C.

If 1− 4(γ − 1)2 > 0 and

(3-14) p(1− 4(γ − 1)2)+
8γ 2(γ − 1)2

(4γ + p− 3)(p+ 1)
−
γ 2

q
> 0

and u is a stable solution to (1-4), we have(
p(1− 4(γ − 1)2)+

8γ 2(γ − 1)2

(4γ + p− 3)(p+ 1)
−

γ 2

2γ − 1

)∫
�

(u+ 1)p+q
≤

C
λ
.

This leads to u+ 1 ∈ L p+q .
If p+ q > (p− 1)n/4, then classical regularity theory implies that u ∈ L∞(�).
Therefore we have established the bound of extremal solutions of (1-4) if (3-14)

is satisfied and

p <
8γ + n− 4

n− 4
.
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By Lemma A.2 and Theorem 3.8 of [Wei and Ye 2010], we have proved that
the extremal solution u∗, the unique solution of (1-4) (where λ= λ∗), is bounded
provided that one of these conditions hold:

(1) If n ≤ 8, then p > 1.

(2) If 9≤ n ≤ 19, there exists εn > 0 such that for any 1< p < n
n−8 + εn .

(3) If n ≥ 20, then 1 < p < 1+ 8p∗
n−4 , where p∗ was defined immediately after

Theorem 1.1.

Appendix

In this appendix, we study the inequalities

(A-1) p(1− 4(γ − 1)2)−
γ 2

2γ − 1
+

8γ 2(γ − 1)2

(4γ − 3+ p)(p+ 1)
> 0

and

(A-2) p <
8γ + n− 4

n− 4
.

In order to get a better range for the power p from (A-1) and (A-2), we must study
the following equation obtained by letting p = 8γ+n−4

n−4 in (A-1):

(A-3)
8γ+n−4

n−4

(
1−4(γ−1)2

)
−

γ 2

2γ−1
+

8γ 2(γ−1)2(
4γ−3+ 8γ+n−4

n−4

)(8γ+n−4
n−4 +1

) = 0.

We need only consider the behavior of (A-3) for γ ∈
(
1, 3

2

)
. Through tedious

computations, we see that the equation at the bottom of page 495 is the simplified
form of (A-3). As a consequence, they have same roots in

(
1, 3

2

)
.

We denote the left side of (A-3) by h(γ ). Notice that if γ = n−4
n−8 , then p = n

n−8
and γ − 1= 4

n−8 . Hence

h
(n−4

n−8

)
=

8
n−8

(n4
− 18n3

− 56n2
+ 384n− 512).

In fact, if n = 20, then h
( 4

3

)
= 512 > 0. On the other hand, it is also easy to see

that h( 3
2) < 0, while it is obvious that

(
4γ − 3+ 8γ+n−4

n−4

)( 8γ+n−4
n−4 + 1

)
> 0 and

(2γ − 1) > 0 when γ ∈
( n−4

n−8 ,
3
2

)
. Therefore, by continuity, (A-3) possesses a root

in ( n−4
n−8 ,

3
2). We denote the smallest root of (A-3) greater than n−4

n−8 by p∗. Once we
pick out a γ from the interval ( n−4

n−8 , p∗), h(γ ) is of course positive. By continuity,
we can find a small positive number δ such that the inequality

p(1− 4(γ − 1)2)−
γ 2

2γ − 1
+

8γ 2(γ − 1)2

(4γ − 3+ p)(p+ 1)
> 0
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holds when p ∈
( 8γ+n−4

n−4 − δ,
8γ+n−4

n−4

)
. So, we conclude that when γ runs in the

whole interval
( n−4

n−8 , p∗
)
, the power p can be in the whole interval

( n
n−8 , 1+ 8p∗

n−4

)
.

We summarize the result as follows:

Lemma A.2. When n ≥ 20, the range of p satisfying (A-1) and (A-2) equals( n
n−8 , 1+ 8p∗

n−4

)
, and this interval is not empty.

References

[Berchio and Gazzola 2005] E. Berchio and F. Gazzola, “Some remarks on biharmonic elliptic
problems with positive, increasing and convex nonlinearities”, Electron. J. Differential Equations
2005 (2005), Paper No. 34, 1–20. MR 2006e:35067 Zbl 1129.35349

[Cowan et al. 2010] C. Cowan, P. Esposito, and N. Ghoussoub, “Regularity of extremal solutions in
fourth order nonlinear eigenvalue problems on general domains”, Discrete Contin. Dyn. Syst. 28:3
(2010), 1033–1050. MR 2011e:35085 Zbl 1196.35152

[Farina 2007] A. Farina, “On the classification of solutions of the Lane–Emden equation on un-
bounded domains of RN ”, J. Math. Pures Appl. (9) 87:5 (2007), 537–561. MR 2008c:35070
Zbl 1143.35041

[Ferrero et al. 2009] A. Ferrero, H.-C. Grunau, and P. Karageorgis, “Supercritical biharmonic equa-
tions with power-type nonlinearity”, Ann. Mat. Pura Appl. (4) 188:1 (2009), 171–185. MR 2010g:
35087 Zbl 1179.35125

[Gazzola and Grunau 2006] F. Gazzola and H.-C. Grunau, “Radial entire solutions for supercritical
biharmonic equations”, Math. Ann. 334:4 (2006), 905–936. MR 2007b:35114 Zbl 1152.35034

[Gui et al. 1992] C. Gui, W.-M. Ni, and X. Wang, “On the stability and instability of positive steady
states of a semilinear heat equation in Rn”, Comm. Pure Appl. Math. 45:9 (1992), 1153–1181.
MR 93h:35095 Zbl 0811.35048

[Guo and Webb 2002] Z. Guo and J. R. L. Webb, “Large and small solutions of a class of quasilinear
elliptic eigenvalue problems”, J. Differential Equations 180:1 (2002), 1–50. MR 2002k:35246
Zbl 1014.35030

[Guo and Wei 2009] Z. Guo and J. Wei, “On a fourth order nonlinear elliptic equation with negative
exponent”, SIAM J. Math. Anal. 40:5 (2009), 2034–2054. MR 2010b:35125 Zbl 1175.35144

[Guo and Wei 2010] Z. Guo and J. Wei, “Qualitative properties of entire radial solutions for a
biharmonic equation with supercritical nonlinearity”, Proc. Amer. Math. Soc. 138:11 (2010), 3957–
3964. MR 2012a:35054 Zbl 1203.35105

[Lin 1998] C.-S. Lin, “A classification of solutions of a conformally invariant fourth order equation
in Rn”, Comment. Math. Helv. 73:2 (1998), 206–231. MR 99c:35062 Zbl 0933.35057

[Troy 1981] W. C. Troy, “Symmetry properties in systems of semilinear elliptic equations”, J.
Differential Equations 42:3 (1981), 400–413. MR 83b:35051 Zbl 0486.35032

[Wei 1996] J. Wei, “Asymptotic behavior of a nonlinear fourth order eigenvalue problem”, Comm.
Partial Differential Equations 21:9-10 (1996), 1451–1467. MR 97h:35066 Zbl 0872.35013

[Wei and Xu 1999] J. Wei and X. Xu, “Classification of solutions of higher order conformally
invariant equations”, Math. Ann. 313:2 (1999), 207–228. MR 2000a:58093 Zbl 0940.35082

[Wei and Ye 2010] J. Wei and D. Ye, “Liouville theorems for finite Morse index solutions of
biharmonic problem”, preprint, 2010, http://www.math.cuhk.edu.hk/~wei/4thstable29-10-10.pdf.
To appear in Math. Ann.

http://www.emis.de/journals/EJDE/Volumes/2005/34/abstr.html
http://www.emis.de/journals/EJDE/Volumes/2005/34/abstr.html
http://msp.org/idx/mr/2006e:35067
http://msp.org/idx/zbl/1129.35349
http://dx.doi.org/10.3934/dcds.2010.28.1033
http://dx.doi.org/10.3934/dcds.2010.28.1033
http://msp.org/idx/mr/2011e:35085
http://msp.org/idx/zbl/1196.35152
http://dx.doi.org/10.1016/j.matpur.2007.03.001
http://dx.doi.org/10.1016/j.matpur.2007.03.001
http://msp.org/idx/mr/2008c:35070
http://msp.org/idx/zbl/1143.35041
http://dx.doi.org/10.1007/s10231-008-0070-9
http://dx.doi.org/10.1007/s10231-008-0070-9
http://www.ams.org/mathscinet-getitem?mr=2010g:35087
http://www.ams.org/mathscinet-getitem?mr=2010g:35087
http://msp.org/idx/zbl/1179.35125
http://dx.doi.org/10.1007/s00208-005-0748-x
http://dx.doi.org/10.1007/s00208-005-0748-x
http://msp.org/idx/mr/2007b:35114
http://msp.org/idx/zbl/1152.35034
http://dx.doi.org/10.1002/cpa.3160450906
http://dx.doi.org/10.1002/cpa.3160450906
http://msp.org/idx/mr/93h:35095
http://msp.org/idx/zbl/0811.35048
http://dx.doi.org/10.1006/jdeq.2001.4049
http://dx.doi.org/10.1006/jdeq.2001.4049
http://msp.org/idx/mr/2002k:35246
http://msp.org/idx/zbl/1014.35030
http://dx.doi.org/10.1137/070703375
http://dx.doi.org/10.1137/070703375
http://msp.org/idx/mr/2010b:35125
http://msp.org/idx/zbl/1175.35144
http://dx.doi.org/10.1090/S0002-9939-10-10374-8
http://dx.doi.org/10.1090/S0002-9939-10-10374-8
http://msp.org/idx/mr/2012a:35054
http://msp.org/idx/zbl/1203.35105
http://dx.doi.org/10.1007/s000140050052
http://dx.doi.org/10.1007/s000140050052
http://msp.org/idx/mr/99c:35062
http://msp.org/idx/zbl/0933.35057
http://dx.doi.org/10.1016/0022-0396(81)90113-3
http://msp.org/idx/mr/83b:35051
http://msp.org/idx/zbl/0486.35032
http://dx.doi.org/10.1080/03605309608821234
http://msp.org/idx/mr/97h:35066
http://msp.org/idx/zbl/0872.35013
http://dx.doi.org/10.1007/s002080050258
http://dx.doi.org/10.1007/s002080050258
http://msp.org/idx/mr/2000a:58093
http://msp.org/idx/zbl/0940.35082
http://www.math.cuhk.edu.hk/~wei/4thstable29-10-10.pdf
http://www.math.cuhk.edu.hk/~wei/4thstable29-10-10.pdf


512 JUNCHENG WEI, XINGWANG XU AND WEN YANG

[Xu 2000] X. Xu, “Uniqueness theorem for the entire positive solutions of biharmonic equations in
Rn”, Proc. Roy. Soc. Edinburgh Sect. A 130:3 (2000), 651–670. MR 2001f:35143 Zbl 0961.35037

Received November 1, 2011. Revised April 24, 2012.

JUNCHENG WEI

DEPARTMENT OF MATHEMATICS

THE CHINESE UNIVERSITY OF HONG KONG

SHATIN, NT
HONG KONG

wei@math.cuhk.edu.hk

XINGWANG XU

DEPARTMENT OF MATHEMATICS

NATIONAL UNIVERSITY OF SINGAPORE

BLOCK S17 (SOC1)
10 LOWER KENT RIDGE ROAD

SINGAPORE 119076
SINGAPORE

matxuxw@nus.edu.sg

WEN YANG

DEPARTMENT OF MATHEMTICS

CHINESE UNIVERSITY OF HONG KONG

SHATIN, NT
HONG KONG

wyang@math.cuhk.edu.hk

http://dx.doi.org/10.1017/S0308210500000354
http://dx.doi.org/10.1017/S0308210500000354
http://msp.org/idx/mr/2001f:35143
http://msp.org/idx/zbl/0961.35037
mailto:wei@math.cuhk.edu.hk
mailto:matxuxw@nus.edu.sg
mailto:wyang@math.cuhk.edu.hk


CONTENTS

Volume 263, no. 1 and no. 2

Luis J. Alías, S. Carolina García-Martínez and Marco Rigoli: Biharmonic
hypersurfaces in complete Riemannian manifolds 1

G. A. Zimmermann with G. A. T. F. da Costa 475

Sandeep Bhargava and Yun Gao: Realizations of BCr -graded intersection matrix
algebras with grading subalgebras of type Br , r ≥ 3 257

Julien Bichon and Michel Dubois-Violette: Half-commutative orthogonal Hopf
algebras 13

Claudio Carmeli and Rita Fioresi: Superdistributions, analytic and algebraic super
Harish-Chandra pairs 29

Angel Carocca, Rubén A. Hidalgo and Rubí E. Rodríguez: Orbifolds with signature
(0; k, kn−1, kn, kn) 53

Ercai Chen with Xianfeng Ma 117

Imin Chen and Yoonjin Lee: Explicit isogeny theorems for Drinfeld modules 87

Elie Compoint and Eduardo Corel: Stable flags, trivializations and regular
connections 283

Eduardo Corel with Elie Compoint 283

Michel Dubois-Violette with Julien Bichon 13

Rita Fioresi with Claudio Carmeli 29

Yun Gao with Sandeep Bhargava 257

S. Carolina García-Martínez with Luis J. Alías and Marco Rigoli 1

Rubén A. Hidalgo with Angel Carocca and Rubí E. Rodríguez 53

Nathan Jones: Elliptic aliquot cycles of fixed length 353

Daniel J. Katz: Asymptotic L4 norm of polynomials derived from characters 373

Junho Lee: Degree-three spin Hurwitz numbers 399

Yoonjin Lee with Imin Chen 87

Hong-Quan Li: Remark on “Maximal functions on the unit n-sphere” by Peter M.
Knopf (1987) 253

Youlin Li and Jiming Ma: (Z2)
3-colorings and right-angled hyperbolic 3-manifolds 419



514

Jiming Ma with Youlin Li 419

Xianfeng Ma and Ercai Chen: Topological pressures for ε-stable and stable sets 117

William Meyerson: Lipschitz and bilipschitz maps on Carnot groups 143

Francescopaolo Montefalcone: Geometric inequalities in Carnot groups 171

Tim Netzer and Andreas Thom: Real closed separation theorems and applications
to group algebras 435

Yifei Pan, Mei Wang and Yu Yan: Uniqueness theorem for ordinary differential
equations with Hölder continuity 453

Marco Rigoli with Luis J. Alías and S. Carolina García-Martínez 1

Rubí E. Rodríguez with Angel Carocca and Rubén A. Hidalgo 53

Pedro V. Silva: Fixed points of endomorphisms of virtually free groups 207

G. A. T. F. da Costa and G. A. Zimmermann: An analogue to the Witt identity 475

Andreas Thom with Tim Netzer 435

Mei Wang with Yifei Pan and Yu Yan 453

Juncheng Wei, Xingwang Xu and Wen Yang: On the classification of stable
solutions to biharmonic problems in large dimensions 495

Chin-Tung Wu: The sharp lower bound for the first positive eigenvalue of the
Folland–Stein operator on a closed pseudohermitian (2n+ 1)-manifold 241

Xingwang Xu with Juncheng Wei and Wen Yang 495

Yu Yan with Yifei Pan and Mei Wang 453

Wen Yang with Juncheng Wei and Xingwang Xu 495



Guidelines for Authors

Authors may submit manuscripts at msp.berkeley.edu/pjm/about/journal/submissions.html
and choose an editor at that time. Exceptionally, a paper may be submitted in hard copy to
one of the editors; authors should keep a copy.

By submitting a manuscript you assert that it is original and is not under consideration
for publication elsewhere. Instructions on manuscript preparation are provided below. For
further information, visit the web address above or write to pacific@math.berkeley.edu or
to Pacific Journal of Mathematics, University of California, Los Angeles, CA 90095–1555.
Correspondence by email is requested for convenience and speed.

Manuscripts must be in English, French or German. A brief abstract of about 150 words or
less in English must be included. The abstract should be self-contained and not make any
reference to the bibliography. Also required are keywords and subject classification for the
article, and, for each author, postal address, affiliation (if appropriate) and email address if
available. A home-page URL is optional.

Authors are encouraged to use LATEX, but papers in other varieties of TEX, and exceptionally
in other formats, are acceptable. At submission time only a PDF file is required; follow
the instructions at the web address above. Carefully preserve all relevant files, such as
LATEX sources and individual files for each figure; you will be asked to submit them upon
acceptance of the paper.

Bibliographical references should be listed alphabetically at the end of the paper. All ref-
erences in the bibliography should be cited in the text. Use of BibTEX is preferred but not
required. Any bibliographical citation style may be used but tags will be converted to the
house format (see a current issue for examples).

Figures, whether prepared electronically or hand-drawn, must be of publication quality.
Figures prepared electronically should be submitted in Encapsulated PostScript (EPS) or
in a form that can be converted to EPS, such as GnuPlot, Maple or Mathematica. Many
drawing tools such as Adobe Illustrator and Aldus FreeHand can produce EPS output.
Figures containing bitmaps should be generated at the highest possible resolution. If there
is doubt whether a particular figure is in an acceptable format, the authors should check
with production by sending an email to pacific@math.berkeley.edu.

Each figure should be captioned and numbered, so that it can float. Small figures occupying
no more than three lines of vertical space can be kept in the text (“the curve looks like
this:”). It is acceptable to submit a manuscript will all figures at the end, if their placement
is specified in the text by means of comments such as “Place Figure 1 here”. The same
considerations apply to tables, which should be used sparingly.

Forced line breaks or page breaks should not be inserted in the document. There is no point
in your trying to optimize line and page breaks in the original manuscript. The manuscript
will be reformatted to use the journal’s preferred fonts and layout.

Page proofs will be made available to authors (or to the designated corresponding author)
at a website in PDF format. Failure to acknowledge the receipt of proofs or to return
corrections within the requested deadline may cause publication to be postponed.

http://msp.berkeley.edu/pjm/about/journal/submissions.html
mailto:pacific@math.berkeley.edu
mailto:pacific@math.berkeley.edu


PACIFIC JOURNAL OF MATHEMATICS

Volume 263 No. 2 June 2013

257Realizations of BCr -graded intersection matrix algebras with grading
subalgebras of type Br , r ≥ 3

SANDEEP BHARGAVA and YUN GAO

283Stable flags, trivializations and regular connections
ELIE COMPOINT and EDUARDO COREL

353Elliptic aliquot cycles of fixed length
NATHAN JONES

373Asymptotic L4 norm of polynomials derived from characters
DANIEL J. KATZ

399Degree-three spin Hurwitz numbers
JUNHO LEE

419(Z2)
3-colorings and right-angled hyperbolic 3-manifolds
YOULIN LI and JIMING MA

435Real closed separation theorems and applications to group algebras
TIM NETZER and ANDREAS THOM

453Uniqueness theorem for ordinary differential equations with Hölder
continuity

YIFEI PAN, MEI WANG and YU YAN

475An analogue to the Witt identity
G. A. T. F. DA COSTA and G. A. ZIMMERMANN

495On the classification of stable solutions to biharmonic problems in
large dimensions

JUNCHENG WEI, XINGWANG XU and WEN YANG

0030-8730(201306)263:2;1-5

Pacific
JournalofM

athem
atics

2013
Vol.263,N

o.2


	 vol. 263, no. 2, 2013
	Masthead and Copyright
	Sandeep Bhargava and Yun Gao
	1. Introduction
	2. Multiply affinizing Cartan matrices
	3. Intersection matrix algebras
	3.1. im( A[d] ) is B-2muCr-graded
	3.2. im( A[d] ) is centrally closed

	4. Recognition theorem
	5. Arriving at a ``minimal'' understanding of a, , C, and 
	5.1. Understanding the invertibility of some coordinates of a
	5.2. Understanding the involution  on a
	5.3. Understanding the relations on generators of a
	5.4. A description of the module C

	6. Achieving a ``sufficient'' understanding of a, , C, and 
	Acknowledgments
	References

	Elie Compoint and Eduardo Corel
	Introduction
	1. Holomorphic vector bundles
	2. Lattices and the affine building of SLn
	2.1. Flags and filtrations
	2.2. Lattices
	2.3. Relative flag of a lattice
	2.4. The affine building of SL(V)
	2.5. Forms
	2.6. Shortest paths and elementary splittings

	3. Birkhoff–Grothendieck trivializations
	3.1. The Birkhoff–Grothendieck property
	3.1.1. Monopoles and BG trivializations
	3.1.2. The Harder–Narasimhan flag

	3.2. Modification of the type
	3.2.1. An algorithm to compute a Birkhoff–Grothendieck trivialization
	3.2.2. The abacus
	3.2.3. Local criteria for BG trivializations

	3.3. The permutation lemma
	3.3.1. Consequences of the permutation lemma


	4. Local meromorphic connections
	4.1. The Deligne lattice
	4.1.1. Birkhoff forms

	4.2. Logarithmic lattices and stable flags

	5. The Riemann–Hilbert problem
	5.1. The Röhrl–Deligne construction
	5.2. Weak and strong solutions
	5.2.1. Plemelj's theorem
	5.2.2. Trivializations of weak solutions

	5.3. The type of the Deligne bundle
	5.3.1. Trivializations of the Deligne bundle
	5.3.2. A Deligne–Simpson-type problem

	5.4. The Bolibrukh–Kostov theorem
	5.5. Testing the solubility of the Riemann–Hilbert problem
	5.5.1. Bolibrukh's first counterexample
	5.5.2. Adjacent lattices
	5.5.3. The general case


	References

	Nathan Jones
	1. Introduction
	1.1. Positivity of CE,L and a directed graph GE

	2. The constant
	2.1. The constant as a product
	2.2. Positivity of the constant

	3. Heuristics
	3.1. The probability that (p1,p2, …, pL) satisfies 0=Item.371=(1L)
	3.2. The conditional probability that (p1,p2, …, pL) satisfies 0=Item.391=(2'L)

	4. Examples
	4.1. Elliptic curves with CE,L > 0
	4.2. An elliptic curve with CE,L = 0

	Acknowledgments
	References

	Daniel J. Katz
	1. Introduction
	1A. History and main result
	1B. Character polynomials
	1C. Subsidiary results
	1D. Organization of this paper

	2. Notation and conventions
	3. L4 norms via the Fourier transform
	4. Two propositions on summations of Gauss sums
	5. Asymptotic L4 norm
	6. Minimizing the asymptotic ratio of L4 to L2 norm
	7. Proof of 0=theorem.221=1.6
	Appendix A. Proofs of auxiliary results
	Acknowledgements
	References

	Junho Lee
	1. Dimension zero relative GW moduli spaces
	2. Maps into a nodal curve
	3. Limiting and gluing
	4. Smooth model by Schiffer variation
	5. Spin structure and parity
	6. Proof of 0=theorem.61=Theorem 0.1
	7. Calculation
	References

	Youlin Li and Jiming Ma
	1. Introduction
	2. Preliminaries
	3. Proof of 0=theorem.111=1.3
	4. Examples
	Acknowledgements
	References

	Tim Netzer and Andreas Thom
	1. Introduction
	2. A real closed separation theorem for convex sets
	3. Completely positive separation
	4. Sums of squares in the group algebra
	5. Groups with Kazhdan's property (T)
	6. Group algebras of free groups
	References

	Yifei Pan and Mei Wang and Yu Yan
	1. Introduction
	2. The proof of 0=thm.101=Lemma 1.3 
	3. The proofs of Theorems Theorem 1.2, Theorem 1.4 and Theorem 1.5
	Appendix: Differentiation of the Taylor expansion
	References

	G. A. T. F. da Costa and G. A. Zimmermann
	1. Introduction
	2. Preliminaries
	3. Counting paths in Gr
	4. Sherman identity and Lie algebras
	Appendix
	Acknowledgements
	References

	Juncheng Wei and Xingwang Xu and Wen Yang
	1. Introduction
	2. Proof of 0=theorem.41=Theorem 1.1
	3. Proof of 0=theorem.71=1.2
	Appendix
	References

	Index
	Guidelines for Authors
	Table of Contents

