HELICOIDAL FLAT SURFACES
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A flat surface in hyperbolic space $\mathbb{H}^3$ is determined by a harmonic function as well as by its meromorphic data. In this paper, helicoidal flat surfaces in $\mathbb{H}^3$ are considered. A complete classification of the helicoidal flat fronts is given in terms of their hyperbolic Gauss maps as well as by means of linear harmonic functions. A family of examples that provides the classification of the helicoidal flat fronts is included. Moreover, it is shown that a flat surface in $\mathbb{H}^3$ that corresponds to a linear harmonic function is locally congruent to a helicoidal flat front or to a peach front.

1. Introduction

The study of flat surfaces in hyperbolic 3-space has received much attention in the last few years, mainly because Gálvez, Martínez and Milán [Gálvez et al. 2000] have shown that flat surfaces in hyperbolic 3-space admit a Weierstrass representation formula in terms of meromorphic data as in the theory of minimal surfaces in $\mathbb{R}^3$.

It is known that the only complete examples are the horospheres and the hyperbolic cylinders (see [Spivak 1979]). Thus, a study of flat surfaces with singularities became essential for the advancement of the theory. An important contribution was given in [Kokubu et al. 2005; 2004], where an extension of the Weierstrass representation for flat surfaces with admissible singularities was introduced. Such surfaces are called flat fronts.

Helicoidal surfaces arise as a generalization of rotational surfaces and conical surfaces. They are invariant by a subgroup of the group of space isometries, called the helicoidal group, defined by a translation composed with rotation around an axis in the same direction. Rotational flat surfaces were classified in [Kokubu et al. 2004] in terms of meromorphic data.

The main purpose of this paper is to give a complete classification of the helicoidal flat surfaces in $\mathbb{H}^3$ in terms of meromorphic data as well as by means of linear harmonic functions.
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harmonic functions. We construct a family of examples, which we call classifying
eamples, that provide the complete classification of the helicoidal flat surfaces.
These results extend those obtained previously in [Kokubu et al. 2004] for rotational
flat surfaces. Moreover, we characterize the flat fronts in $\mathbb{H}^3$ that correspond to
linear harmonic functions.

The paper is organized as follows:

In Section 2, we give a brief description of helicoidal flat surfaces in $\mathbb{H}^3$ and
present two particular cases of this class of surfaces, namely, the rotational and the
conical flat surfaces.

In Section 3, we recall the well known result that in a neighborhood of a nonumbilic
point, any flat surface in $\mathbb{H}^3$ admits a local parametrization that diagonalizes
both the first and second fundamental forms determined by a (euclidean) harmonic
function. We then present the conformal representation for flat fronts described in
[Corro et al. 2010; Kokubu et al. 2005] and use it to characterize when a complex
parameter diagonalizes both the first and second fundamental forms in terms of
the hyperbolic Gauss maps. Moreover, we relate the harmonic function to the
hyperbolic Gauss maps.

In Section 4, we describe a family of flat fronts that we call classifying examples
whose hyperbolic Gauss maps are determined by a nonzero complex number, and
we obtain the corresponding harmonic function.

Finally, in Section 5, we prove that a flat front in $\mathbb{H}^3$ is helicoidal if and only
if it is locally congruent to one of the classifying examples. Moreover, we obtain
a complete classification of the helicoidal flat fronts in terms of their hyperbolic
Gauss maps as well as by means of suitable linear harmonic functions. We conclude
by showing that any flat surface in $\mathbb{H}^3$ that corresponds to a linear harmonic function
is locally congruent either to a helicoidal flat surface or to a so-called peach front.

2. Helicoidal surfaces

Hericoidal surfaces arise as a natural generalization of rotational surfaces. They
are invariant under a one-parameter group of isometries obtained by composing a
translation in a given direction with a rotation about an axis in the same direction.
We consider the half-space model of the hyperbolic 3-space, that is,

$$\mathbb{H}^3 = \{(y_1, y_2, y_3) \in \mathbb{R}^3 : y_3 > 0\}$$

endowed with the metric

$$\langle , \rangle = \frac{1}{y_3^2} (dy_1^2 + dy_2^2 + dy_3^2),$$

with ideal boundary $\mathbb{C}_\infty = \{(y_1, y_2, 0) \mid y_1, y_2 \in \mathbb{R}\} \cup \{\infty\}$. 
The helicoidal group relative to the $y_3$-axis is given as the composition

$$h_t = \begin{pmatrix} e^{\beta t} & 0 & 0 \\ 0 & e^{\beta t} & 0 \\ 0 & 0 & e^{\beta t} \end{pmatrix} \begin{pmatrix} \cos \alpha t & -\sin \alpha t & 0 \\ \sin \alpha t & \cos \alpha t & 0 \\ 0 & 0 & 1 \end{pmatrix}$$

of a rotation around the $y_3$-axis with angular pitch $\alpha$ with a hyperbolic translation of ratio $\beta$.

Every helicoidal surface can be generated by a suitable curve $\gamma : I \to \mathbb{H}^3$ by taking the composition

$$(2-1) \quad \psi(t, s) = (h_t \circ \gamma)(s).$$

Notice that the curve $\gamma$ is chosen suitably so that (2-1) is a regular surface.

In order to have the helicoidal surface (2-1) flat, one has to require conditions on the curve $\gamma$, as in the following particular cases:

(i) Rotational flat surfaces ($\beta = 0$). We start with a curve parametrized by arc length on the plane $\{y_2 \equiv 0\}$. It follows from the Gauss equation that the remaining coordinates, $y_1$ and $y_3$, must satisfy the differential equation

$$\left(\frac{y_1'}{y_3} \right)'' \frac{y_3}{y_1} = 0$$

[do Carmo and Dajczer 1983; Spivak 1979], giving us the relation $y_1(s) = (as + b)y_3(s)$.

(ii) Conical flat surfaces ($\alpha = 0$). In this case, we just have a movement of translation. We can start with a curve on the horosphere $\{y_3 = c\}$, where $c > 0$ is a constant. Assuming that $c = 1$, we consider the curve

$$\gamma(s) = (r(s) \cos \theta(s), r(s) \sin \theta(s), 1),$$

parametrized by the arc length, that is,

$$(r')^2 + (r\theta')^2 = 1.$$ 

Then the surface is flat if and only if one has the following expression for $r$:

$$r(s) = \sqrt{(as + b)^2 - 1}.$$ 

Therefore, we see that helicoidal surfaces arise as a generalization of the rotational and the conical surfaces, which are well known flat examples. We want to describe all the helicoidal flat surfaces in hyperbolic 3-space.
3. Conformal representation

In this section, we characterize the flat surfaces in \( \mathbb{H}^3 \) by means of their first and second fundamental forms. We start by recalling that on a neighborhood of a nonumbilic point, any flat surface in \( \mathbb{H}^3 \) admits a local parametrization that diagonalizes both the first and second fundamental forms, which are determined by a (euclidean) harmonic function. We then consider the conformal representation for flat fronts and characterize a complex parameter that diagonalizes both the first and second fundamental forms in terms of the hyperbolic Gauss maps. We also relate the harmonic function to these maps.

It is well known that on a neighborhood of a nonumbilical point, a flat surface in \( \mathbb{H}^3 \) can be parametrized by lines of curvature, so that the first and second fundamental forms are given by

\[
I = \cosh^2 \phi(u,v)(du)^2 + \sinh^2 \phi(u,v)(dv)^2,
\]
\[
II = \sinh \phi(u,v) \cosh \phi(u,v)((du)^2 + (dv)^2),
\]

where \( \phi \) is a harmonic function, that is, \( \phi_{uu} + \phi_{vv} = 0 \) (for details, see [Tenenblat 1998, Theorem 2.4 and Corollary 2.7]). We will show, in Section 5, that a helicoidal flat surface in \( \mathbb{H}^3 \) is characterized as a flat surface whose first and second fundamental forms are given by (3-1) and (3-2) where \( \phi \) is linear, that is,

\[
\phi(u, v) = au + bv + c,
\]

and \( a, b \) and \( c \) are real numbers such that \( (a, b, c) \neq (0, \pm 1, 0) \).

We will use the conformal representation for flat surfaces in \( \mathbb{H}^3 \) introduced in [Gálvez et al. 2000]. Let \( \Sigma \) be a 2-manifold and \( \psi : \Sigma \to \mathbb{H}^3 \) a flat immersion. It follows from the Gauss equation that the second fundamental form \( d\sigma^2 \) is definite, and hence \( \Sigma \) is orientable and inherits a canonical Riemann surface structure such that the second fundamental form \( d\sigma^2 \) is hermitian. This canonical Riemann surface structure provides a conformal representation for the immersion \( \psi \) that allows one to recover any flat surface in \( \mathbb{H}^3 \) in terms of holomorphic data (see [Gálvez et al. 2000; Kokubu et al. 2004] for details). Throughout this paper, we will regard \( \Sigma \) as a Riemann surface with the conformal structure determined by the second fundamental form \( d\sigma^2 \).

For any \( p \in \Sigma \), there exist \( g(p), g^*(p) \in \mathbb{C}_\infty \) distinct points in the ideal boundary such that the oriented normal geodesic at \( \psi(p) \) is the geodesic in \( \mathbb{H}^3 \) starting from \( g^*(p) \) towards \( g(p) \). The maps \( g, g^* : \Sigma \to \mathbb{C}_\infty \) are called the hyperbolic Gauss maps, and it is proved in [Gálvez et al. 2000] that, for flat surfaces, they are holomorphic when we regard \( \mathbb{C}_\infty \) as the Riemann sphere.

Kokubu et al. [2004] extended the conformal representation given by Gálvez et al. [2000] for flat fronts, that is, flat immersions with some admissible singularities
occurring where the first fundamental form degenerates. They showed how to recover flat fronts in terms of the hyperbolic Gauss maps and how these maps are well defined through the singularities. Reformulating the results in Theorem 2.11 and Proposition 2.5 of [Kokubu et al. 2004] to the upper half-space model, we have the following theorem (see [Corro et al. 2010]):

**Theorem 1.** Let \( g \) and \( g^* \) be nonconstant meromorphic functions on a Riemann surface \( \Sigma \) such that \( g(p) \neq g^*(p) \) for all \( p \in \Sigma \). Assume that

1. all the poles of the 1-form \( \frac{dg}{g-g^*} \) are of order 1, and
2. \( \text{Re} \int_{\gamma} \frac{dg}{g-g^*} = 0 \) for each loop \( \gamma \) on \( \Sigma \).

Set

\[
\xi := c \exp \int \frac{dg}{g-g^*}, \quad c \in \mathbb{C} \setminus \{0\}.
\]

Then the map \( \psi = (\psi_1, \psi_2, \psi_3) : \Sigma \to \mathbb{H}^3 \) given by

\[
\begin{align*}
\psi_1 + i\psi_2 &= g - \frac{|\xi|^4 (g - g^*)}{|\xi|^4 + |g - g^*|^2}, \\
\psi_3 &= \frac{|\xi|^2 |g - g^*|^2}{|\xi|^4 + |g - g^*|^2}
\end{align*}
\]

is a flat front. Moreover, if we consider the 1-forms

\[
\omega = -\frac{1}{\xi \xi_z} d\xi, \quad \theta = \frac{\xi^2}{(g - g^*)^2 (g^* g_z) dz},
\]

where \( z \) is a complex parameter, then the first and second fundamental forms are represented as

\[
\begin{align*}
I &= (\omega + \bar{\theta})(\bar{\omega} + \theta), \\
II &= |\theta|^2 - |\omega|^2.
\end{align*}
\]

The next proposition provides a necessary and sufficient condition on the functions \( g \) and \( g^* \) in order to diagonalize the first and second fundamental forms simultaneously:

**Proposition 2.** Let \( \Sigma \) be a flat front in \( \mathbb{H}^3 \) given as in Theorem 1. A complex parameter for \( \Sigma \), \( \eta = u + iv \), diagonalizes the first and second fundamental forms simultaneously as in (3-1) and (3-2) if and only if

\[
\frac{g_\eta g^*_\eta}{(g - g^*)^2} = -\frac{1}{4},
\]

where \( (\cdot)_\eta \) is the derivative with respect to \( \eta \). In this case, the harmonic function \( \phi \)
is given by

\[ e^{2\phi} = \frac{|g_\eta| |\xi|^4}{|g_\eta| (|g - g^*|)^2} = \frac{|\xi|^4}{4|g_\eta|^2}. \]

**Proof.** It follows from (3-6) and (3-7) that

\[ I = |\omega|^2 + |\theta|^2 + 2 \text{Re}(\omega\theta), \]

where

\[ \omega \theta = -\frac{g_\eta g_\eta^*(d\eta)^2}{(g - g^*)^2}, \]

since \( g \) and \( g^* \) are holomorphic functions on the parameter \( \eta \).

By writing

\[ \frac{g_\eta g_\eta^*}{(g - g^*)^2} = A + iB, \]

we have \( \text{Re}(\theta \omega) = -A(du^2 - dv^2) + B du dv \). Then if \( \eta \) diagonalizes the first and second fundamental forms as in (3-1) and (3-2), we must have \( B = 0 \). Therefore \( g_\eta g_\eta^*/(g - g^*|^2 \) is real and holomorphic, which implies it must be a constant function.

If we write

\[ \frac{g_\eta g_\eta^*}{(g - g^*)^2} = c_g \]

and use equations (3-6) and (3-11), we have the first fundamental form as in (3-1) if and only if

\[ \frac{|g_\eta|^2}{|\xi|^4} + \frac{|\xi|^4|g_\eta^*|^2}{|g - g^*|^4} - 2c_g = \cosh^2 \phi, \quad \frac{|g_\eta|^2}{|\xi|^4} + \frac{|\xi|^4|g_\eta^*|^2}{|g - g^*|^4} + 2c_g = \sinh^2 \phi. \]

Hence, \( c_g = -\frac{1}{4} \) and (3-9) is proved.

Now we prove the expression (3-10). With this value for \( c_g \), using equations (3-9) and (3-12), we rewrite the expressions above as

\[ \frac{|g_\eta||g - g^*|^2}{4|\xi|^4|g_\eta^*|} + \frac{|\xi|^4|g_\eta^*|}{4|g_\eta||g - g^*|^2} + \frac{1}{2} = \cosh^2 \phi, \]

\[ \frac{|g_\eta||g - g^*|^2}{4|\xi|^4|g_\eta^*|} + \frac{|\xi|^4|g_\eta^*|}{4|g_\eta||g - g^*|^2} - \frac{1}{2} = \sinh^2 \phi. \]

Considering \( \lambda = \frac{|g_\eta||g - g^*|^2}{|\xi|^4|g_\eta^*|} \), we conclude that

\[ \left( \lambda + \frac{1}{\lambda} \right) = e^{2\phi} + e^{-2\phi}. \]
If we now consider the second fundamental form, we have
\[ II = |\theta|^2 - |\omega|^2 = \left( \frac{|\xi|^4|g^*|}{4|g - g^*| |g^*|} - \frac{|g - g^*|^2 |g|}{4|\xi|^4|g^*|} \right) (du^2 + dv^2) = \frac{1}{4} \left( \frac{1}{\lambda} - \lambda \right) (du^2 + dv^2). \]

Therefore, it follows from (3-2) that we must have
\[ \left( \frac{1}{\lambda} - \lambda \right) = e^{2\phi} - e^{-2\phi}. \]

Combining (3-14) and (3-15), we conclude that
\[ e^{2\phi} = \frac{1}{\lambda} = \frac{|\xi|^4|g^*|}{|g||g - g^*|^2}. \]

**Corollary 3.** Let \( \Sigma \) be a flat front in \( \mathbb{H}^3 \). Two complex parameters for \( \Sigma \), \( z \) and \( w \), diagonalize the first and second fundamental forms if and only if \( w = \pm z + c \), where \( c \in \mathbb{C} \) is a constant.

### 4. Classifying examples

In this section, we present an important class of examples of flat fronts whose hyperbolic Gauss maps are determined by a nonzero complex number. We call them classifying examples. We prove that if a flat front \( \Sigma \) corresponds to a harmonic function \( \phi \), then \( \phi \) is linear if and only if \( \Sigma \) is locally congruent to one of the classifying examples or to the peach front, which is a flat front presented in [Kokubu et al. 2005].

**Theorem 4.** For each \( z_0 \in \mathbb{C}^* = \mathbb{C} \setminus \{0\} \), consider \( g : \mathbb{C} \to \mathbb{C}^* \), the holomorphic function given by
\[ (4-1) \quad g(z) = e^{(\varepsilon \sinh z_0)z} \]
and \( g^* = e^{2z_0}g \). Then there exists a flat front \( \psi_{z_0} : \mathbb{C} \to \mathbb{H}^3 \) whose singular set is
\[ \mathcal{S} = \{ z \in \mathbb{C} \mid \text{Re}(\varepsilon \cosh z_0)z = 0 \}, \quad \varepsilon^2 = -1. \]
Also, the first and second fundamental forms of the flat immersion \( \psi_{z_0} : \mathbb{C} \setminus \mathcal{S} \to \mathbb{H}^3 \) can be written as in (3-1) and (3-2), where \( \phi_{z_0}(z, \bar{z}) \) is either a nonzero constant or
\[ \phi_{z_0}(u, v) = - \text{Re}(\varepsilon \cosh z_0)z = au + bv. \]

**Proof.** From the definitions of \( g \) and \( g^* \) and since \( z_0 \neq 0 \), it follows immediately that \( g \) and \( g^* \) are meromorphic nonconstant functions and \( g \neq g^* \). Besides, we have
\[ \frac{dg}{g - g^*} = \frac{\varepsilon \, dz}{2e^{z_0}}. \]
which implies that the conditions (1) and (2) of Theorem 1 are satisfied. On the other hand,
\[
\frac{g_zg^*_z}{(g - g^*)^2} = \frac{e^{2z_0}(g_z)^2}{(1 - e^{2z_0})^2 g^2} = \frac{e^2 e^{2z_0} \sinh^2 z_0}{1 - e^{2z_0}} = -\frac{1}{4}.
\]
By Theorem 1 and Proposition 2, there exists a flat front \( \psi_{z_0} : \mathbb{C} \to \mathbb{H}^3 \), given by \( \psi_{z_0} = (\psi_1, \psi_2, \psi_3) \), with \( \psi_1, \psi_2, \psi_3 \) as in (3-4) and (3-5). Its first and second fundamental forms are as in (3-1) and (3-2). From the definition of \( g \) and \( g^* \) and Equations (3-4) and (3-10), it follows that \( \phi_{z_0}(z, \bar{z}) \) is either a nonzero constant if \( \cosh z_0 = 0 \), that is, \( e^{z_0} = \pm i \), or
\[
\phi(z, \bar{z}) = -\operatorname{Re}(\varepsilon \cosh z_0 z) = au + bv, \quad a, b \in \mathbb{R}.
\]
In this last case, the singular set of \( \psi_{z_0} \) is the straight line given by
\[
\mathcal{F} = \{ z \in \mathbb{C} | \operatorname{Re}(\varepsilon \cosh z_0 z) = 0 \}.
\]
Choosing all the possible values for \( z_0 \) in Theorem 4, we obtain a family of examples that will provide the complete classification of the helicoidal flat surfaces. We will visualize the examples in the Poincaré ball model for \( \mathbb{H}^3 \).

(i) **Rotational flat fronts.** These flat fronts are obtained when \( e^{2z_0} \in \mathbb{R} \). The hyperbolic cylinder (Figure 1, left) is obtained when \( e^{2z_0} = -1 \). When \( e^{2z_0} < 0 \) with \( e^{2z_0} \neq -1 \) we have the **hourglass** (Figure 1, center), and for \( e^{2z_0} > 0 \) we have the **snowman** (Figure 1, right).

(ii) **Conical flat fronts.** This flat front (Figure 2) is obtained when \( e^{2z_0} = \pm i \). In this case the invariance is only by the movement of translation.

(iii) **Properly helicoidal flat fronts.** The cases not mentioned above are invariant by the two movements, the rotational movement and the translation (Figure 3).

The class of examples obtained from Theorem 4 will be called **classifying examples.**

![Figure 1. Rotational flat fronts: cylinder (left), hourglass (center), and snowman (right).](image-url)
Remark 5. The example given in [Kokubu et al. 2005], called the peach front (Figure 4), is a case where the hyperbolic Gauss maps satisfy $g^* = g - 1$, and it can be parametrized using Theorem 1 as

$$(\psi_1, \psi_2, \psi_3) = \left( \frac{\pm v}{2} - \frac{e^{\mp 2v}}{e^{\mp 2v} + 1}, \mp u, \frac{e^{\pm v}}{e^{\pm 2v} + 1} \right).$$

Figure 2. Conical flat fronts.

Figure 3. Properly helicoidal flat fronts.

Figure 4. The peach front.
where the first and second fundamental forms are given as (3-1) and (3-2) with \( \phi(u, v) = \pm v \). Observe that this value of \( \phi \) can be viewed as 
\[
\phi(z, \bar{z}) = -\text{Re}(\varepsilon \cosh z_0 z),
\]
with \( z_0 = 0 \).

**Theorem 6.** Let \( \Sigma \subset \mathbb{H}^3 \) be a flat front with a complex parameter \( z = u + iv \) that diagonalizes the first and second fundamental forms simultaneously as in (3-1) and (3-2). Then \( \phi(u, v) = au + bv + c \) if and only if the corresponding flat front is locally congruent to one of the classifying examples or to a peach front.

**Proof.** Since \( \phi \) and \( z = u + iv \) determine the first and second fundamental forms, it is clear that any flat immersion such that \( \phi(z, \bar{z}) = -\text{Re}(\varepsilon \cosh z_0 z) \), for some \( z_0 \in \mathbb{C}^* \), must be locally congruent to one of the classifying examples.

On the other hand, as we observed in Remark 5, the peach front has a parametrization that diagonalizes the first and second fundamental forms with \( \phi(u, v) \) as above, with \( z_0 = 0 \). \( \square \)

**5. Characterization**

In this section, we prove that a flat front in \( \mathbb{H}^3 \) is helicoidal if and only if it is locally congruent to one of the classifying examples presented in the previous section. Moreover, we obtain a complete classification of the helicoidal flat fronts in terms of their hyperbolic Gauss maps, as well as by means of linear harmonic functions. As a consequence of Theorem 6, we prove that any flat surface in \( \mathbb{H}^3 \) that corresponds to a linear harmonic function is locally congruent either to a helicoidal flat surface or to a peach front.

**Theorem 7.** A flat front in \( \mathbb{H}^3 \) is helicoidal if and only if it is locally congruent to one of the classifying examples.

We split our proof into two lemmas. The first lemma will establish that every classifying example has the geometric property that it is invariant by a helicoidal group of isometries, that is, it is a helicoidal flat front. In the second, we will show that, given any helicoidal flat front, there exists a rigid motion of \( \mathbb{H}^3 \) such that its hyperbolic Gauss maps satisfy \( g^* = e^{2z_0} g \), where \( z_0 \) is a nonzero complex number. Once we establish these two lemmas, the proof of Theorem 7 will follow as a consequence of Proposition 2 and Theorem 6.

**Lemma 8.** Every classifying example is a helicoidal flat front.

**Proof.** The classifying examples were obtained by using the method of producing flat fronts given by Theorem 4. Given such a flat front, its hyperbolic Gauss maps \( g \) and \( g^* \) satisfy \( g^* = e^{2z_0} g \) and \( g = e^{(\varepsilon \sinh z_0)z} \), where \( z_0 \) is a nonzero complex
number, that is, \( 1 - e^{\xi} \neq 0 \). We want to obtain the immersion in \( \mathbb{H}^3 \) of the flat front, associated to \( g \) and \( g^* \), by using Theorem 1. Since \( g^* = e^{2\xi} g \), we have

\[
(5-1) \quad g - g^* = (1 - e^{2\xi}) g.
\]

Setting \( g = Re^{iv} \), it follows from (3-4) that

\[
\xi = c \exp\left(\frac{\log R + iv}{1 - e^{2\xi}}\right).
\]

From now on, we adopt the notation

\[
\frac{1}{1 - e^{2\xi}} = x_0 + iy_0.
\]

Then we have

\[
(5-2) \quad |\xi|^2 = |c|^2 e^{2(x_0 \log R - y_0v)}.
\]

We can now obtain the flat front given by (3-5). Using (5-1) and (5-2), we have

\[
(5-3) \quad \psi_1 + i\psi_2 = \left(1 - \frac{|c|^4 e^{4(x_0 \log R - y_0v)} (x_0 - iy_0)}{|c|^4 e^{4(x_0 \log R - y_0v)} (x_0^2 + y_0^2) + e^{2(2 \log R)}}\right) Re^{iv},
\]

\[
(5-4) \quad \psi_3 = \frac{|c|^2 e^{2(x_0 \log R - y_0v + \log R)}}{(x_0^2 + y_0^2) |c|^4 e^{4(x_0 \log R - y_0v)} + e^{2\log R}}.
\]

Simplifying (5-4), we have

\[
(5-5) \quad \psi_3 = \frac{|c|^2 R e^{(2x_0 \log R - 2y_0v + \log R)}}{(x_0^2 + y_0^2) |c|^4 e^{4(x_0 \log R - y_0v)} + e^{2\log R}}
\]

\[
= \frac{|c|^2 R}{(x_0^2 + y_0^2) |c|^4 e^{(2x_0 \log R - 2y_0v - \log R)} + e^{(-2x_0 \log R + 2y_0v + \log R)}}
\]

\[
= \frac{|c|^2 R}{(x_0^2 + y_0^2) |c|^4 e^{x} + e^{-x}},
\]

where \( x = (2x_0 - 1) \log R - 2y_0v \). Using this fact, we rewrite (5-3):

\[
(5-6) \quad \psi_1 + i\psi_2
\]

\[
= \left(1 - \frac{|c|^4 e^{4(x_0 \log R - 4y_0v)} (x_0 - iy_0)}{(x_0^2 + y_0^2) |c|^4 e^{4(x_0 \log R - 4y_0v)} + e^{(2 \log R)}}\right) Re^{iv}
\]

\[
= \left(1 - \frac{|c|^4 e^{(2x_0 \log R - 2y_0v - \log R)} (x_0 - iy_0)}{(x_0^2 + y_0^2) |c|^4 e^{(2x_0 \log R - 2y_0v - \log R)} + e^{(-2x_0 \log R + 2y_0v + \log R)}}\right) Re^{iv}
\]

\[
= \left(1 - \frac{|c|^4 (x_0 - iy_0)e^{x}}{(x_0^2 + y_0^2) |c|^4 e^{x} + e^{-x}}\right) Re^{iv}.
\]
Now we want to prove that the immersed surface is invariant by the helicoidal group of isometries of $\mathbb{H}^3$. First, let us consider the case when $y_0 = 0$. We can see from (5-5) and (5-6) that this case corresponds to the rotational surfaces. On the other hand, when $y_0 \neq 0$, we can write

$$v = f(R) - \frac{x}{2y_0},$$

where $f(R) = \frac{2x_0 - 1}{2y_0} \log R$. With this notation, we obtain

$$\psi_1 = R(c_1(x) \cos f(R) - c_2(x) \sin f(R)),$$

$$\psi_2 = R(c_1(x) \sin f(R) + c_2(x) \cos f(R)),$$

where $c_1$ and $c_2$ are real functions given by

$$c_1(x) = \frac{((x_0^2 + y_0^2 - x_0)|c|^4e^x + e^{-x}) \cos \frac{x}{2y_0} + y_0|c|^4e^x \sin \frac{x}{2y_0}}{(x_0^2 + y_0^2)|c|^4e^x + e^{-x}},$$

$$c_2(x) = -\frac{((x_0^2 + y_0^2 - x_0)|c|^4e^x + e^{-x}) \sin \frac{x}{2y_0} + y_0|c|^4e^x \cos \frac{x}{2y_0}}{(x_0^2 + y_0^2)|c|^4e^x + e^{-x}}.$$

Using the notation $\psi_3 = Rc_3(x)$, we then have the following expression for the front:

$$(\psi_1, \psi_2, \psi_3)(R, x) = R \begin{pmatrix} \cos f(R) - \sin f(R) & 0 \\ \sin f(R) & \cos f(R) \\ 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} c_1(x) \\ c_2(x) \\ c_3(x) \end{pmatrix}. $$

When $x_0 = \frac{1}{2}$, we have $f(R) = 0$, and consequently there is no rotational movement. On the other hand, if $x_0 \neq \frac{1}{2}$, we consider $f(R) = y$ and write

$$(\psi_1, \psi_2, \psi_3)(y, x) = \exp\left(\frac{2y_0}{2x_0 - 1}y\right) \begin{pmatrix} \cos y & -\sin y & 0 \\ \sin y & \cos y & 0 \\ 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} c_1(x) \\ c_2(x) \\ c_3(x) \end{pmatrix}.$$ 

This concludes the proof of the lemma. \(\Box\)

The second lemma will show that any helicoidal flat surface in $\mathbb{H}^3$ is congruent to a surface whose hyperbolic Gauss maps satisfy $g^* = cg$, where $c$ is a complex number.

In order to do so, we will consider an approach closer to the one given in [Ripoll 1989]. We consider hyperbolic space $\mathbb{H}^3$ as a submanifold of the Lorentzian 4-space $\mathbb{L}^4$, endowed with coordinates $(x_0, x_1, x_2, x_3)$ and the inner product $\langle , \rangle$ given by

$$\langle , \rangle = -dx_0^2 + dx_1^2 + dx_2^2 + dx_3^2.$$
The hyperbolic 3-space $\mathbb{H}^3$ will be the Riemannian 3-submanifold with sectional curvature $-1$ given by the set

$$\mathbb{H}^3 = \{(x_0, x_1, x_2, x_3) \in \mathbb{L}^4 \mid -x_0^2 + x_1^2 + x_2^2 + x_3^2 = -1, \ x_0 > 0\},$$

with the metric induced by $\mathbb{L}^4$.

We can see that the map

$$(x_0, x_1, x_2, x_3) \rightarrow \frac{1}{x_0 + x_3} (x_1, x_2, 1)$$

is an isometry between this model and the half-space model. Its inverse is given by

$$(y_1, y_2, y_3) \rightarrow \frac{1}{2y_3} \left( 1 + \sum_{i=1}^{3} y_i^2, 2y_1, 2y_2, 1 - \sum_{i=1}^{3} y_i^2 \right).$$

With these maps in mind we consider the helicoidal flat surfaces in $\mathbb{H}^3 \subset \mathbb{L}^4$. Let $O_1(4)$ be the orthogonal group in $\mathbb{L}^4$ given by all linear transformations that preserve $\langle \cdot, \cdot \rangle$. Now consider $m_t \in O_1(4)$ given by the matrix

$$m_t = \begin{pmatrix}
\cosh \beta t & 0 & 0 & \sinh \beta t \\
0 & \cos \alpha t & -\sin \alpha t & 0 \\
0 & \sin \alpha t & \cos \alpha t & 0 \\
\sinh \beta t & 0 & 0 & \cosh \beta t
\end{pmatrix}.$$

Observe that $m_t$ is a one-parameter subgroup of isometries of $\mathbb{H}^3$ given by a translation

$$\begin{pmatrix}
\cosh \beta t & 0 & 0 & \sinh \beta t \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
\sinh \beta t & 0 & 0 & \cosh \beta t
\end{pmatrix}$$

along the geodesic $\gamma : -x_0^2 + x_3^2 = -1$, composed with the rotation

$$\begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & \cos \alpha t & -\sin \alpha t & 0 \\
0 & \sin \alpha t & \cos \alpha t & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}.$$

Also, observe that the geodesic $\gamma$ we are considering is the image of the $y_3$-axis by the map (5-8). One verifies that any orbit of $m_t$ intersects the totally geodesic submanifold $P^2 = \{x_3 = 0\}$ just once. Thus, up to congruences, any surface invariant under $m_t$ is generated by a curve in $P^2$.

In order to obtain the hyperbolic Gauss maps, we now consider $\mathbb{H}^3$ contained in the Lorentzian 4-space $\mathbb{L}^4$. We use the theory developed in [Gálvez et al. 2000], where there is a description of these maps using an identification between $\mathbb{L}^4$ and
the set of $2 \times 2$ hermitian matrices, $\mathbb{H}_{\text{erm}}(2)$. To see this identification, let $\mathbb{N}^3$ be the half part of the light cone such that $x_0 > 0,$

$$
\mathbb{N}^3 = \{(x_0, x_1, x_2, x_3) \in \mathbb{L}^4 \mid -x_0^2 + x_1^2 + x_2^2 + x_3^2 = 0, x_0 > 0\}.
$$

If we associate to each $v \in \mathbb{N}^3$ the half-line $[v]$, we obtain a partition of $\mathbb{N}^3$, and the ideal boundary $S^2_\infty$ of $\mathbb{H}^3$ can be viewed as the quotient of $\mathbb{N}^3$ under the associated equivalence relation. Thus, the induced metric is well defined up to a scalar multiple, where $S^2_\infty$ receives a natural conformal structure as the quotient $\mathbb{N}^3/\mathbb{R}^+$. In this approach, as we can see in [Gálvez et al. 2000], the hyperbolic Gauss maps of an immersion $\psi : S \to \mathbb{H}^3$ with unit normal vector field $N$ are given by

$$
g = [\psi + N] \quad \text{and} \quad g^* = [\psi - N].
$$

We use the identification between $\mathbb{L}^4$ and the set of $2 \times 2$ hermitian matrices $\mathbb{H}_{\text{erm}}(2)$, where the point $(x_0, x_1, x_2, x_3)$ is identified with the matrix

$$
(5-10) \quad \begin{pmatrix}
    x_0 + x_3 & x_1 + ix_2 \\
    x_1 - ix_2 & x_0 - x_3
\end{pmatrix}.
$$

Once we have the coordinates of $\psi + N$ and $\psi - N$ in $\mathbb{L}^4$, we find their corresponding matrices and write them as

$$
(5-11) \quad \psi + N = \begin{pmatrix} A\bar{A} & A\bar{B} \\ A\bar{B} & B\bar{B} \end{pmatrix} \quad \text{and} \quad \psi - N = \begin{pmatrix} C\bar{C} & C\bar{D} \\ C\bar{D} & D\bar{D} \end{pmatrix}.
$$

Therefore, we have the hyperbolic Gauss maps given by

$$
(5-12) \quad g = \frac{A}{B} \quad \text{and} \quad g^* = \frac{C}{D}
$$

(see [Gálvez et al. 2000] for more details).

With this approach, we are able to establish and prove the second lemma:

**Lemma 9.** Let $\psi : \sigma \to \mathbb{H}^3$ be an immersion of a helicoidal flat surface in $\mathbb{H}^3$. Then there is a rigid motion of $\mathbb{H}^3$ such that its hyperbolic Gauss maps $g$ and $g^*$ satisfy $g^* = e^{2z_0}g$, where $z_0 \neq 0$ is a complex number.

**Proof.** We start with a helicoidal surface immersed in $\mathbb{H}^3$. Then considering the half-space model for $\mathbb{H}^3$, there exists a rigid motion of $\mathbb{H}^3$ that takes the axis of the helicoidal surface into the $y_3$-axis. Then by considering the isometry (5-8), between the half-space model and $\mathbb{H}^3 \subset \mathbb{L}^4$, up to a rigid motion of $\mathbb{H}^3$, we may consider the immersion $\psi$ of the helicoidal surface as

$$
\psi(t, s) = m_r(\gamma(s)),
$$

where $\gamma$ is a curve in $P^2$ parametrized by arc length.
In order to describe the hyperbolic Gauss maps $g$ and $g^*$, we need to obtain the maps $\psi + N$ and $\psi - N$. A normal unit vector field is given by

$$N = \frac{\boxtimes(\psi, \psi_t, \psi_s)}{|\boxtimes(\psi, \psi_t, \psi_s)|},$$

where $\boxtimes(\psi, \psi_t, \psi_s)$ is the Lorentzian vector product between $\psi, \psi_t, \psi_s$. If we write $\gamma(s) = (x_0(s), x_1(s), x_2(s), 0)$, we have $\psi_t(t, s) = m_t(v(s))$, with the vector $v$ given by $v(s) = (0, -\alpha x_2(s), \alpha x_1(s), \beta x_0(s))$. This fact and the orthogonality of $m_t$ enable us to conclude that

$$N(t, s) = m_t(\eta(s)),$$

where $\eta(s) = \frac{\boxtimes(\gamma(s), v(s), \gamma'(s))}{|\boxtimes(\gamma(s), v(s), \gamma'(s))|}$. Therefore

$$\psi + N = m_t(\gamma + \eta), \quad \psi - N = m_t(\gamma - \eta).$$

From (5-11)–(5-12), we have

$$g(s, t) = g_0(s)e^{(\beta + i\alpha)t} \quad \text{and} \quad g^*(s, t) = g_0^*(s)e^{(\beta + i\alpha)t}.$$ 

Now we see that $g/g^*$ is a function only of the variable $s$, and as was proved in [Gálvez et al. 2000], $g$ and $g^*$ are holomorphic when the surface is flat. Therefore, $g/g^*$ is a holomorphic function that depends only on one variable, which implies

$$g = \omega_0 g^*, \quad \text{where} \quad \omega_0 \in \mathbb{C}.$$ 

Proof of Theorem 7. One direction of the proof is given by Lemma 8, that is, every classifying example is a helicoidal flat front. Conversely, given any helicoidal flat surface in $\mathbb{H}^3$, it follows from Lemma 9 that it is congruent to a surface whose hyperbolic Gauss maps must satisfy $g = e^{2z_0}g^*$, where $z_0 \neq 0$. Moreover, using Proposition 2, we can choose a complex parameter $\eta = u + iv$ such that (3-9) holds. Therefore, locally $g$ is given by

$$g = e^{e(\sinh z_0)\eta}.$$ 

Then it follows from (3-10) that $\phi$ must be linear. Theorem 6 implies that this helicoidal flat front is locally congruent to one of the classifying examples. □

As a consequence of Theorem 7, Proposition 2, Theorem 4 and the definition of the classifying examples, we have a complete classification of the helicoidal flat fronts in terms of their hyperbolic Gauss maps, determined by a nonzero complex number.
Theorem 10. A flat front in $H^3$ is helicoidal if and only if up to a rigid motion of $H^3$, there exists a complex parameter $\eta$ such that its hyperbolic Gauss maps $g$ and $g^*$ are meromorphic functions given by

$$g = e^{\varepsilon (\sinh z_0) \eta} \quad \text{and} \quad g^* = e^{2z_0} g,$$

where $z_0$ is a nonzero complex number and $\varepsilon^2 = 1$.

As a consequence of Theorems 4, 7 and 10, we get the following two results formulated in term of harmonic functions.

Theorem 11. A flat front in $H^3$ is helicoidal if and only if there exists a local parametrization by lines of curvature in a neighborhood of a nonsingular point, such that the first and second fundamental forms are given by (3-1) and (3-2), where

$$\phi = au + bv + c \quad \text{and} \quad (a, b, c) \neq (0, \pm 1, 0).$$

Theorem 12. Let $\Sigma$ be a flat front in $H^3$ with a local parametrization in a neighborhood of a nonsingular and nonumbilic point, such that the first and second fundamental forms are diagonal and given by (3-1) and (3-2), where $\phi$ is a (euclidean) harmonic function. Then $\phi$ is linear, that is, $\phi = au + bv + c$ if and only if $\Sigma$ is locally congruent either to a helicoidal flat front or to a peach front.
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