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MULTIPLICITY OF SOLUTIONS TO THE YAMABE PROBLEM
ON COLLAPSING RIEMANNIAN SUBMERSIONS

RENATO G. BETTIOL AND PAOLO PICCIONE

Let gt be a family of constant scalar curvature metrics on the total space
of a Riemannian submersion obtained by shrinking the fibers of an origi-
nal metric g, so that the submersion collapses as t → 0 (that is, the total
space converges to the base in the Gromov–Hausdorff sense). We prove
that, under certain conditions, there are at least 3 unit volume constant
scalar curvature metrics in the conformal class [gt] for infinitely many t
accumulating at 0. This holds, for instance, for homogeneous metrics gt

obtained via Cheeger deformation of homogeneous fibrations with fibers of
positive scalar curvature.

1. Introduction

A classic problem in Riemannian geometry is to find possible canonical metrics
on a given smooth manifold M . Along this quest, an important achievement was
the complete solution of the celebrated Yamabe problem, which states that given
a closed Riemannian manifold (M, g0) with dim M ≥ 3, there exists a constant
scalar curvature metric g conformal to g0. Such a metric g can be characterized
variationally as a critical point of the Hilbert–Einstein functional

(1-1) A(g)=
1

Vol(g)

∫
M

scal(g) volg,

restricted to the set [g0]1 of unit volume metrics in the conformal class of g0.
Existence of a metric that minimizes this constrained functional, called the Yam-
abe metric, is a consequence of the works of Yamabe [1960], Trudinger [1968],
Aubin [1976] and Schoen [1984]. In addition to the minimizer, there may also be
other critical points; thus the solution may be not unique. However, Anderson [2005]
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recently proved that, on generic conformal classes, the Yamabe metric is the unique
solution. In the present paper, we are interested in the complementary situation,
that is, finding conformal classes where the Yamabe problem has multiple solutions.
Our main results provide a large class of manifolds whose conformal class contains
at least 3 distinct solutions (see Theorems A and B).

A classic method to obtain new solutions of a PDE from a path of known solutions
is to use bifurcation theory. The basic setup for our framework consists of a given
one-parameter family gt of known solutions to the Yamabe problem,

(1-2) d
(
A|[gt ]1

)
(ĝt)= 0 for t ∈ [a, b],

where ĝt is the unit volume metric homothetic to gt . We study the case where
gt is obtained by shrinking the fibers of a Riemannian submersion with totally
geodesic fibers. By proving that certain topological invariants (for example, the
Morse index) of gt change as t crosses a value t∗, one obtains existence of new
solutions accumulating at gt∗ . Then, a simple trick (Proposition 7.1) implies that
for t’s close to t∗ there are at least 3 solutions to the Yamabe problem on [gt ]1.

In our main result, gt are homogeneous metrics, hence trivially solutions to
the Yamabe problem and good (that is, nongeneric) candidates for admitting other
solutions in their conformal class. Let H ( K ( G be compact connected Lie
groups with dim K/H ≥ 2, and assume that either H is normal in K or K is normal
in G. Consider the homogeneous fibration

(1-3) K/H → G/H
π
→ G/K , π(gH)= gK .

More precisely, π is the associated bundle with fiber K/H to the K -principal
bundle G→G/H . Endow the above spaces with compatible homogeneous metrics
(see Section 4). Shrinking the fibers of (1-3) by a factor t2, we get a family gt of
homogeneous metrics on G/H , sometimes called canonical variation of (1-3). This
is, up to reparametrization, the Cheeger deformation of G/H in the direction of the
natural K -action. As t approaches 0, the manifolds (G/H, gt) converge to the base
G/K in the Gromov–Hausdorff sense. We explore the existence of infinitely many
bifurcations of (1-2) along this collapse of (G/H, gt) onto the base to obtain the
following multiplicity result.

Theorem A. Let K/H → G/H → G/K be a homogeneous fibration endowed
with compatible homogeneous metrics such that K/H has positive scalar curvature.
Let gt be the family of G-invariant metrics on G/H obtained as described above.
Then, there exists a subset T⊂ ]0, 1[, accumulating at 0, such that for each t ∈ T

there are at least 2 solutions to the Yamabe problem in [gt ]1, other than ĝt , and they
are not G-invariant.
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Theorem A applies, for example, to short exact sequences K → G→ G/K of
compact connected Lie groups and to twisted product fibrations

K/H → ((K × L)/0)/H → G/K ,

where K/H is a compact homogenous space of positive scalar curvature and
G = (K × L)/0 is a connected compact Lie group. More interestingly, the result
also holds, for example, for any homogeneous fibrations (1-3) where H is normal in
K and the quotient K/H is a nonabelian compact connected Lie group. In this case,
G can have arbitrarily large rank and dimension, and the corresponding possible
total spaces can be much more general than twisted products. For more details and
examples, see Section 5. We also stress that the hypotheses made on the scalar
curvature (and dimension) of the fibers K/H are necessary. A counterexample is
given in the end of Section 4.

Various other nonuniqueness phenomena have been studied in the literature, but
usually this can only be achieved for very specific examples; see [Ambrosetti and
Malchiodi 1999; Berti and Malchiodi 2001; Bettiol and Piccione 2013; Fischer and
Marsden 1975; Lima et al. 2012; Schoen 1991]. One exception is a remarkable
result of Pollack [1993] that proved existence of arbitrarily C0-small perturbations
of any given metric, with an arbitrarily large number of solutions in its conformal
class. Previously, Schoen [1991] had proven the existence of an increasing number
of solutions, with larger energy and Morse index, in the conformal class of the
product S1(r)× Sm−1 of round spheres, as r tends to infinity. Lima, Piccione and
Zedda [Lima et al. 2012] generalized this result to families of product metrics on a
product M1×M2 of compact Riemannian manifolds given by rescaling one of the
factors, obtaining bifurcation of solutions. Inspired by these results, the authors
recently obtained similar bifurcation results for families of homogeneous spheres
in [Bettiol and Piccione 2013]. The core of Theorem A is a further generalization,
establishing that such bifurcations indeed occur on several other families of compact
homogeneous spaces.

The initial approach to detect bifurcation in a variational problem, such as (1-2),
is to look for a change in the Morse index. This is done by identifying eigenvalues
of the second variation (2-3) of A|[gt ]1 that change sign for certain values of t .
Nevertheless, a subtle compensation problem may occur when other eigenvalues
with the same combined multiplicity cross zero in the opposite direction. On the one
hand, it is not hard to detect passage through zero of certain explicitly computable
parts of the spectrum. On the other hand, it is in general not possible to rule out
that other eigenvalues also change sign at the same time, potentially producing this
compensation that leaves the Morse index unchanged.

In the case of the Yamabe problem, the spectral analysis required consists
of comparing eigenvalues of the Laplacian of Riemannian submersions with the
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scalar curvature. Since the fibers are assumed totally geodesic, eigenfunctions
of the Laplacian of the base may be lifted to eigenfunctions of the total space
that are constant along the fibers (see Section 3). This provides an easier subset
of the spectrum to deal with, in the sense that a direct computation of the scalar
curvature immediately gives infinitely many crossings through zero. Nevertheless,
no information is available in general regarding possible compensation due to other
crossings in the opposite direction.

The key to handle this situation is to use homogeneity, placing the problem in
an equivariant context where a subtler bifurcation criterion due to Smoller and
Wasserman [1990] applies. Linearizing the action, one gets a representation of the
symmetry group in each eigenspace of the second variation. The direct sum of
those representations that correspond to negative eigenvalues is called the negative
isotropic representation; see page 8. The equivariant criterion asserts that bifurcation
occurs at the degeneracy values where the negative isotropic representation changes,
which is the case of all degeneracy values mentioned above that correspond to
crossings of eigenvalues of the base. It is then a simple observation that such
bifurcation yields the desired multiplicity result (see Proposition 7.1).

Although homogeneity is strongly used in our main result, one can replace it by
other hypotheses that make it possible to avoid the compensation problem. The
general context is then a Riemannian submersion with totally geodesic fibers,

(1-4) F→ M
π
→ B,

and metrics gt on M , obtained by shrinking the fibers. Unfortunately, in general,
these alternative hypotheses are quite restrictive. Since avoiding this compensation
is the central issue in our results, it is natural to expect that a deeper understanding
of this issue would allow weaker hypotheses; see Remark 6.2. One possibility is to
impose curvature conditions that imply certain lower bounds on eigenvalues of the
Laplacian, in which case bifurcation is obtained via the easier Morse index criterion.

Theorem B. Let F→ M→ B be a Riemannian submersion with totally geodesic
fibers. Let l = dim F ≥ 2 and m = dim M. Assume the metrics gt obtained by
shrinking the fibers have constant scalar curvature1 and that for some τ > 0 and
k1, k2 > 0, {

RicF ≥ (l − 1)k1

scalF < l(m− 1)k1
and

{
Ric(M,gτ ) ≥ (m− 1)k2

scalB ≤ m(m− 1)k2.

There exists an infinite subset T of positive real numbers accumulating at 0, such
that for each t ∈ T there are at least 3 solutions to the Yamabe problem in the
conformal class [gt ].

1For example, this happens if the original metric on M is Einstein; see [Besse 1987, Corollary 9.62].
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The paper is organized as follows. In Section 2, we briefly review the variational
setup for the Yamabe problem and the bifurcation techniques (Propositions 2.2
and 2.3) introduced in [Bettiol and Piccione 2013; Lima et al. 2012]. The effect
of shrinking the fibers on the spectrum of a Riemannian submersion with totally
geodesic fibers is recalled in Section 3. The core of the proof of Theorem A
(Theorem 4.1) is given in Section 4. Section 5 describes several examples to which
these theorems apply. Section 6 contains the core of the proof of Theorem B
(Theorem 6.1). Finally, Section 7 explains how to translate bifurcation of solutions
into the multiplicity results claimed above.

2. Variational framework and bifurcation criteria

We start by briefly recalling the classic variational setup for the Yamabe problem;
see [Bettiol and Piccione 2013; Lima et al. 2012; Schoen 1989] for details. Let M
be a closed smooth manifold of dimension m. Consider the set Met(M) of Cr,α

Riemannian metrics on M , which is an open convex cone in the Banach space of
Cr,α symmetric (0, 2)-tensors. Henceforth we fix r ≥ 3 and α ∈ ]0, 1[. For each
g ∈Met(M), define its Cr,α conformal class by

[g] =
{
φ g : φ ∈ Cr,α(M), φ > 0

}
.

Denote by Met1(M) the smooth codimension 1 embedded submanifold of Met(M)
formed by unit volume metrics. Finally, let

[g]1 =Met1(M)∩ [g].

The set [g]1 is a codimension 1 Banach submanifold of [g], and its tangent space
at the metric g can be canonically identified as

(2-1) Tg[g]1 ∼=
{
ψ ∈ Cr,α(M) :

∫
M
ψ volg = 0

}
.

The choice of Hölder regularity Cr,α for the metric tensors and functions is due to a
technical analytic aspect of our theory that employs certain Schauder estimates. To
simplify the exposition, these technicalities will not be discussed in further detail.

Hilbert–Einstein functional. Fix a metric g0 on the manifold M and consider the
Hilbert–Einstein functional A defined in (1-1). The restriction of A to [g0]1 is
smooth, and its critical points are the constant scalar curvature metrics in [g0]1.
Given one such critical point g ∈ [g0]1, the second variation of A at g can be
identified with the quadratic form on (2-1) given by

(2-2) d2(A|[g]1)(g)(ψ,ψ)= m− 2
2

∫
M

(
(m− 1)1gψ − scal(g)ψ

)
ψ volg,
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where 1g is the Laplace–Beltrami operator of g, or Laplacian of g, with the sign
convention such that its spectrum is nonnegative. The above quadratic form is
represented by the (formally) self-adjoint elliptic operator

(2-3) Jg(ψ)=
(m− 1)(m− 2)

2

(
1gψ −

scal(g)
m− 1

ψ

)
,

which we call the Jacobi operator at g. From the above formulas, the critical
point g ∈ [g0]1 is nondegenerate (in the usual sense of Morse theory) if and only
if scal(g)/(m − 1) is not an eigenvalue of the Laplacian 1g, or if scal(g) = 0.
Moreover, the Morse index N (g) of this critical point is given by the number of
negative eigenvalues of (2-3), that is, the number of positive eigenvalues of 1g,
counted with multiplicity, that are less than scal(g)/(m−1). More precisely, denote
by

0< λg
1 ≤ λ

g
2 ≤ λ

g
3 ≤ · · · ≤ λ

g
j ≤ · · ·

the sequence of eigenvalues of the Laplacian 1g, repeated according to their
multiplicity. Then, the Morse index of g is given by

(2-4) N (g)=max
{

j ∈ N : λ
g
j <

scal(g)
m− 1

}
.

Remark 2.1. For the purposes of this paper, the relevant data are the signs of the
eigenvalues of the operator (2-3). Note that, given α > 0, one has 1αg =

1
α
1g

and scal(αg) = 1
α

scal(g). Hence, the spectrum of (2-3) scales in a trivial way
under homotheties, in the sense that negative (respectively positive) eigenvalues
remain negative (respectively positive). On the other hand, volαg = α

m/2volg . Thus,
whenever necessary, we may renormalize a metric to have unit volume without
compromising the above spectral theory.

A classic result of variational bifurcation theory. Let us turn to the main tool
used in this paper, bifurcation theory. Consider a continuous path gt ∈Met(M) of
solutions to the Yamabe problem, as in (1-2). A value t∗ ∈ [a, b] is a bifurcation
value for the family gt if there exists a sequence {tq} in [a, b] that converges to t∗
and a sequence {gq} in Met(M) that converges to gt∗ satisfying for all q ∈ N:

(i) gtq ∈ [gq ], but gq 6= gtq .

(ii) Vol(gq)= Vol(gtq ).

(iii) scal(gq) is constant.

If t∗ ∈ [a, b] is not a bifurcation value, then the family gt is locally rigid at t∗. In
other words, the family gt is locally rigid at t∗ ∈ [a, b] if there exists a neighborhood
U of gt∗ in Met(M) such that, for t ∈ [a, b] sufficiently close to t∗, the conformal
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class [gt ] contains a unique metric of constant scalar curvature in U whose volume
equals the volume of gt .

Using a suitable version of the Implicit Function Theorem, one sees that if gt∗
is a nondegenerate critical point, then gt is locally rigid at t∗; see [Lima et al.
2012, Proposition 3.1]. Thus, degeneracy is a necessary condition for bifurcation,
however it is in general not sufficient. A classic result in variational bifurcation
theory states that, given a continuous path of smooth functionals and a continuous
path of critical points, there is a bifurcating branch issuing from the given path at
each point where the Morse index changes (see [Kielhöfer 2004, Theorem II.7.3]
or [Smoller and Wasserman 1990, Theorem 2.1]). Translating this result to our
variational framework, we get the following.

Proposition 2.2 [Lima et al. 2012, Theorem 3.3]. Let [a, b] 3 t 7→ gt ∈Met(M)
be a continuous path of constant scalar curvature metrics on M , and assume that
a and b are not degeneracy values for gt . If N (ga) 6= N (gb), then there exists a
bifurcation value t∗ ∈ ]a, b[ for the family gt .

Equivariant variational bifurcation. In many applications, the criterion of Propo-
sition 2.2 cannot be employed because establishing a change of the Morse index at a
given degeneracy value may be a difficult task. However, when the variational setup
has an equivariant nature, one can replace the change of Morse index condition
with a more general condition based on the representation theory of the group of
symmetries of the variational problem. This more general condition fits perfectly
the setup discussed in the present paper, and we now describe it in the variational
framework of the Yamabe problem.

Suppose there exists a finite-dimensional nice2 Lie group K that acts (on the left)
by diffeomorphisms on a compact manifold M , and let [a, b] 3 t 7→ gt ∈Met(M)
be a continuous path of constant scalar curvature metrics on M . Up to a suitable
normalization, let us assume that each gt has unit volume (see Remark 2.1). The
K -action on M induces a (right) K -action on Met(M) by pull-back; that is, the
action of k ∈ K on g ∈Met(M) is k∗g. Assume that the K -action on M is isometric
with respect to all metrics gt , that is,

2A group G is nice in the sense of [Smoller and Wasserman 1990] if, given unitary represen-
tations π1 and π2 of G on Hilbert spaces V1 and V2 respectively, such that B1(V1)/S1(V1) and
B1(V2)/S1(V2) have the same (equivariant) homotopy type as G-spaces, then π1 and π2 are unitarily
equivalent. Here, B1 and S1 denote respectively the unit ball and the unit sphere in the specified
Hilbert space, and the quotient B1(Vi )/S1(Vi ) is meant in the topological sense (that is, it denotes the
unit ball of Vi with its boundary contracted to one point).

For example, any compact connected Lie group G is nice. More generally, any compact Lie group
with less than 5 connected components is nice. Denoting by G0 the identity connected component of
G, then G is nice if the discrete part G/G0 is either the product of a finite number of copies of Z2 (for
example, the case G = O(n)); or the product of a finite number of copies of Z3; or if G/G0

= Z4.
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(2-5) k∗(gt)= gt for all k ∈ K , t ∈ [a, b].

In this situation, the K -action on Met(M) leaves every conformal class [gt ] invariant,
and also [gt ]1 is K -invariant for all t . Note that (2-5) means that, for all t , gt is a
fixed point of the K -action on Met(M).

It is easy to see that, given φ : M→ R a positive function,

A
(
φ4/(n−2) gt

)
=

∫
M

(
4

n−1
n−2

φ 1tφ+ scal(gt)φ
2
)

volgt ,

where 1t is the Laplacian of gt . Using that k∗(φ gt)= (φ ◦ k)gt , right-composition
with isometries commutes with1t and scal(gt) is constant, it follows from a change
of variables that

A
(
k∗(φ gt)

)
=A

(
φ gt

)
for all k ∈ K , t ∈ [a, b].

Thus, denoting by At the restriction of the Hilbert–Einstein functional (1-1) to the
conformal class [gt ]1, we have that At is invariant under the K -action on [gt ]1.

For each eigenvalue λ ∈ Spec(1t), denote by Eλt ⊂ L2(M, volgt ) the correspon-
dent eigenspace. Elements of Eλt are smooth functions, and dim Eλt <+∞ is the
multiplicity of λ. It is easy to see that, for every t ∈ [a, b] and λ ∈ Spec(1t), there
is a representation πλt of K in Eλt , given by right-composition with isometries:

(2-6) πλt (k)ψ = ψ ◦ k for all k ∈ K , ψ ∈ Eλt .

Note this is (the restriction to Eλt of) the isotropy representation of the K -action on
[gt ]1 at the fixed point gt , that is, the linearization of this K -action at gt . We remark
that since the K -action by pull-back on [gt ]1 is a right action, its linearization at a
fixed point is actually an antirepresentation. However, we will henceforth not make
distinctions between left/right actions and representations/antirepresentations since
this does not affect our arguments.

Denote by Nt the set of negative eigenvalues of the operator (2-3); that is,

Nt := Spec
(
Jgt

)
∩ ]−∞, 0[.

Now, for all t ∈ [a, b], define the negative isotropic representation π−t of K in⊕
λ∈Nt

Eλt as the direct sum representation

π−t :=
⊕
λ∈Nt

πλt .

Notice that the degree3 of π−t is always finite and equal to the Morse index N (gt)

defined in (2-4). Finally, recall that two representations πi : K →GL(Vi ), i = 1, 2,

3That is, the dimension of the vector space
⊕
λ∈Nt

Eλt .
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are isomorphic if there exists a K -equivariant isomorphism T : V1→ V2, that is,
such that π2(k) ◦ T = T ◦π1(k) for all k ∈ K .

Proposition 2.3. Let K be a nice Lie group acting on a compact manifold M
and [a, b] 3 t 7→ gt ∈ Met(M) be a continuous path of (unit volume) constant
scalar curvature metrics. Suppose the K -action is isometric on (M, gt) for all
t ∈ [a, b]. If a and b are not degeneracy values for gt , and if the negative isotropic
representations π−a and π−b are not isomorphic, then there exists a bifurcation value
t∗ ∈ ]a, b[ for the family gt .

Proof. This result is a direct application of an equivariant bifurcation result due to
Smoller and Wasserman [1990, Theorem 3.1]. More precisely, one needs a slightly
more general statement of the result, applied to functionals defined on a varying
manifold. In our case, the functional is the Hilbert–Einstein functional A, defined
on the varying manifold [gt ]1. Details can be found in [Lima et al. 2012, Theorem
3.4, Theorem A.2]. �

Notice the above is a refinement of Proposition 2.2, which corresponds to saying
that π−a and π−b do not have the same degree (and hence cannot be isomorphic).

3. Laplacian on collapsing Riemannian submersions

In order to study bifurcation from an initial family gt of solutions to the Yamabe
problem on M , it is crucial to have a good understanding of the spectra of their
Laplacians 1t . In all our applications, the family gt is obtained as a deformation of
the original metric g on the total space M of a Riemannian submersion with totally
geodesic fibers (1-4), by multiplying it by a factor t2 in the direction of the fibers.
We will be particularly interested in the behavior of the spectrum of 1t as the fibers
collapse to a point, that is, as t→ 0.

The effect of such deformation on the spectrum was first studied by Bérard-
Bergery and Bourguignon [1982], where gt is called canonical variation of g.
The starting point is that (1-4) remains a Riemannian submersion with totally
geodesic fibers when g is replaced by gt ; see [Bérard-Bergery and Bourguignon
1982, Proposition 5.2]. For the readers’ convenience, we briefly recall some related
results that are discussed in more detail in [Bettiol and Piccione 2013, Section 3].

Vertical Laplacian and lifts of eigenfunctions. Define the vertical Laplacian 1v
on a function ψ : M→ R by

(1vψ)(p) := (1Fψ |Fp)(p) for all p ∈ M,

where 1F is the Laplacian of the fiber and Fp = π
−1(π(p)) is the fiber through

p ∈ M . Just like a usual Laplacian, the vertical Laplacian is a nonnegative self-
adjoint unbounded operator on L2(M), however it is not elliptic (unless π is a
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covering). Since the fibers are isometric, 1v has a discrete spectrum equal to that
of the Laplacian 1F of the fiber. Let us denote

(3-1)
Spec(1M)=

{
0= µ0 < µ1 < · · ·< µk ↗+∞

}
,

Spec(1v)=
{
0= φ0 < φ1 < · · ·< φ j ↗+∞

}
,

where these eigenvalues are not repeated according to their multiplicity. Note that
the multiplicity of the eigenvalues of 1M is always finite, but the eigenvalues of
1v might have infinite multiplicity. For instance, 1vψ̃ = 0 implies only that ψ̃ is
constant along the fibers; that is, ψ̃ = ψ ◦π for some function ψ : B→ R on the
base.

It is easy to see that, for any ψ : B→ R and its lift ψ̃ := ψ ◦π ,

(3-2) 1M ψ̃ = (1Bψ) ◦π + g
(
gradg ψ̃,

EH
)
,

where EH is the mean curvature vector field of the fibers. Since we assumed the fibers
of π are totally geodesic, EH vanishes identically. Thus, if ψ is an eigenfunction
of 1B , then its lift ψ̃ is an eigenfunction of 1M with the same eigenvalue (and
constant along the fibers). Therefore, there is a natural inclusion

(3-3) Spec(1B)⊂ Spec(1M).

Conversely, if ψ : M → R is constant along the fibers and satisfies 1Mψ = λψ ,
then there exists ψ̌ : B→ R such that 1Bψ̌ = λψ̌ and ψ = ψ̌ ◦π . Summing up, it
follows from (3-2), after checking the adequate regularity hypotheses (see [Bessa
et al. 2012, Lemma 3.11]), that the following holds.

Proposition 3.1. If π : M→ B is a Riemannian submersion with totally geodesic
fibers, then an eigenfunction of 1M is constant along the fibers if and only if it is
the lift of an eigenfunction of 1B .

Spectrum of deformed metrics. Another consequence of having totally geodesic
fibers is that L2(M) has a Hilbert basis consisting of simultaneous eigenfunctions
of the original Laplacian 1M and the vertical Laplacian 1v; see [Bérard-Bergery
and Bourguignon 1982, Theorem 3.6]. This means that these operators can be
simultaneously diagonalized, in the appropriate sense. Furthermore, it is a simple
calculation to show that that the Laplacian 1t of the deformed metric gt is 1t =

1M + (1/t2
− 1)1v; see [Bérard-Bergery and Bourguignon 1982, Proposition 5.3].

From this, we get the following description of its spectrum.

Proposition 3.2 [Bettiol and Piccione 2013, Corollary 3.6]. For each t > 0, the
following inclusion holds:

Spec(1t)⊂ Spec(1M)+ (1/t2
− 1)Spec(1v).
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Since these sets are discrete, every eigenvalue λ(t) of 1t is of the form

(3-4) λk, j (t)= µk + (1/t2
− 1)φ j ,

for some eigenvalues µk and φ j of 1M and 1v, respectively.

Remark 3.3. Not all possible combinations of µk and φ j in (3-4) give rise to an
eigenvalue of 1t . In fact, this only happens when the total space of the submersion
is a Riemannian product. In general, determining which combinations are allowed
depends on the global geometry of the submersion.

Note that, since the fibers of π remain totally geodesic with respect to gt , (3-3)
holds when 1M is replaced with 1t ; that is,

(3-5) Spec(1B)⊂ Spec(1t) for all t > 0.

Moreover, when j = 0 in (3-4), λk,0(t)= µk ∈ Spec(1M) remains an eigenvalue
of 1t for t 6= 1 if and only if µk ∈ Spec(1B). Such eigenvalues λk,0(t) of 1t will
be called constant eigenvalues, since they are independent of t . In other words, the
constant eigenvalues of 1t are the ones in the left-hand side of (3-5). We stress that
λk,0(t) is not necessarily a constant eigenvalue for all k.

4. Bifurcation on homogeneous fibrations

Let H ( K ( G be compact connected Lie groups such that dim K/H ≥ 2,
and assume that either H is normal in K , or K is normal in G. Consider the
homogeneous fibration (1-3),

K/H → G/H
π
→ G/K , where π(gH)= gK ,

and notice that the fiber over gK ∈ G/K is (gK )H ⊂ G/H . Define a K -action on
G/H by k ·gH = kgH if K is normal in G and by k ·gH = gk−1 H if H is normal
in K . Notice that the orbits of this K -action are exactly the fibers of π . Denote by
h( k( g the Lie algebras of H ( K ( G. We henceforth fix an AdG(K )-invariant
complement m to k in g, and an AdG(H)-invariant complement p to h in k; that is,

k⊕m= g, [k,m] ⊂m and h⊕ p= k, [h, p] ⊂ p.

There are natural identifications of m and p with the tangent spaces to G/K
and K/H at the origin,4 respectively. The sum m⊕ p is an AdG(H)-invariant
complement to h in g, which is identified with the tangent space to G/H at the
origin.

Any AdG(K )-invariant inner product on m defines a G-invariant metric on the
base G/K , and any AdG(H)-invariant inner product on p defines a K -invariant

4That is, m∼= T(eK )G/K and p∼= T(eH)K/H .
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metric on the fiber K/H . The orthogonal direct sum of these inner products on m⊕p

now gives a G-invariant metric on G/H . We call these metrics on (1-3) compatible
homogeneous metrics. We stress that not necessarily all G-invariant metrics on
G/H arise in this way. However, if m and p do not share equivalent AdG(H)-
submodules, then all G-invariant metrics on G/H that project to a G-invariant
metric on G/K are of this form. We will henceforth consider all homogeneous
fibrations to be endowed with compatible metrics. The homogeneous fibration
π : G/H → G/K is then automatically a Riemannian submersion with totally
geodesic fibers (isometric to K/H ); see [Bérard-Bergery 1978, Proposition 2] or
[Besse 1987, Theorem 9.80].

Theorem 4.1. Let K/H → G/H → G/K be a homogeneous fibration as above,
and assume that K/H has positive scalar curvature. Let gt be the family of
homogeneous metrics on G/H obtained by scaling the fibers by t2. There exists a
sequence {tq} in ]0, 1[, that converges to 0, of bifurcation values for the family gt .

Proof. Since π : (G/H, gt) → G/K is a Riemannian submersion with totally
geodesic fibers, we have

(4-1) scal(G/H, gt)=
1
t2 scal(K/H)+ scal(G/K ) ◦π − t2

‖A‖2,

where ‖A‖ is the Hilbert–Schmidt norm of the Gray–O’Neill tensor of integrability
of the horizontal distribution (see [Besse 1987, Proposition 9.70]). Note that
scal(K/H) > 0 implies

(4-2) lim
t→0+

scal(G/H, gt)=+∞.

Recall that the degeneracy values in this setup are those t > 0 such that

(4-3) (m− 1)1tψ − scal(G/H, gt)ψ = 0

has a nontrivial solution ψ , where m = dim G/H and 1t is the Laplacian of
(G/H, gt). From (3-4) and (4-1), the set of such degeneracy values is discrete.
From (4-2), there are infinitely many degeneracy values tq accumulating at 0 such
that scal(G/H, gtq )/(m− 1) ∈ Spec(1G/K )⊂ Spec(1t); see (3-5). We claim that
every such value tq is a bifurcation value.

Fix one such tq , and denote by λ ∈ Spec(1G/K ) the constant eigenvalue of 1t

such that scal(G/H, gtq )/(m−1)= λ. If there is a change in the Morse index at tq ,
that is, for ε > 0 sufficiently small, N (gtq−ε) 6= N (gtq+ε), then by Proposition 2.2, tq
is a bifurcation value. However, if the Morse index does not change, there must be
a compensation of eigenvalues. Namely, there must exist nonconstant eigenvalues
λk1, j1(t), . . . , λkn, jn (t) of 1t , whose combined multiplicity equals the multiplicity
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of λ, such that

λ < scal(G/H, gt)/(m− 1) < λki , ji (t) for all t < tq (close to tq) and 1≤ i ≤ n,

λ > scal(G/H, gt)/(m− 1) > λki , ji (t) for all t > tq (close to tq) and 1≤ i ≤ n.

Denoting by Eαt the eigenspace of the eigenvalue α∈Spec(1t), we have the negative
isotropic representations π−t on the linear spaces (of same finite dimension):

(4-4)
E ⊕ Eλt for t < tq (close to tq),

E ⊕
⊕

i

Eλ
ki , ji

t for t > tq (close to tq),

where E is the space spanned by the eigenfunctions with eigenvalues less than
scal(G/H, gt)/(m−1) for t close to tq . We claim that for small ε > 0, the negative
isotropic representations π−tq−ε and π−tq+ε on the spaces (4-4) cannot be isomorphic.
From Proposition 2.3, it then follows that tq is a bifurcation value, concluding the
proof.

Let us verify the above claim. Given a representation π of a compact group,
denote by I(π) the number of copies of the trivial representation in the irreducible
decomposition of π . It is easily seen that a necessary condition for the two rep-
resentations πa and πb to be isomorphic is that I(πa) = I(πb). For the negative
isotropic representation π−t , one can compute

(4-5) I(π−t )=
∑

η∈Spec(1G/K )

η<scal(gt )/(m−1)

mul(η),

where mul(η) is the multiplicity of η as an eigenvalue of 1G/K . Indeed, an eigen-
function ψ of 1t is constant along the fibers K/H of the homogeneous fibration
(1-3) if and only if it is K -invariant, that is, ψ◦k=ψ for all k ∈K . This is equivalent
to saying that ψ is a fixed point of π−t ; see (2-6). So, from Proposition 3.1, the
left-hand side of (4-5) is greater than or equal to the right-hand side. Conversely,
it is easy to see that if ψ : G/H → R is the linear combination of eigenfunctions
ψi : G/H → R of 1t , and if ψ is constant along the fibers of G/H → G/K , then
each ψi must be constant along such fibers. This follows from the fact that the
subspace of L2(G/H) of functions that are constant along the fibers (which is
isomorphic to L2(G/K )) is spanned by the (lift of) eigenfunctions of 1G/K . In
other words, the space spanned by the eigenfunctions of 1G/H that are constant
along the fibers and the space spanned by the eigenfunctions of 1G/H that are not
constant along the fibers are L2-orthogonal. This completes the proof of (4-5).

From (4-4) and (4-5) we see that, for any ε > 0 small, I(π−tq−ε) > I(π−tq+ε).
Therefore these representations are not isomorphic, concluding the proof. �
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Remark 4.2. At all bifurcation values for the family gt a break of symmetry occurs,
in the sense that any solutions in the bifurcating branch are not G-homogeneous.
This follows easily from the fact that each conformal class contains at most one
homogeneous metric (up to rescaling).

Sharpness of fiber hypotheses. If the fibers K/H have flat scalar curvature or
have dimension 1, then scal(gt) remains bounded as t → 0, and there are not
infinitely many degeneracy values as above. For instance, consider a fibration of
tori, G = K × K , K = T 2 and H = {e}, where the inclusion of K is as one of the
factors of G. If K is endowed with the flat metric and G with the product metric,
shrinking the fibers keeps the total space G/H flat, hence the family obtained is
(trivially) locally rigid, for all t > 0.

5. Examples

We now discuss how to construct examples of homogeneous fibrations with fibers
of positive scalar curvature to which Theorem 4.1 (hence also Theorem A) applies.

Normal homogeneous metrics. A K -invariant metric on K/H is called normal if
it is obtained from the restriction to p of a bi-invariant inner product on k. Since K
is compact, it admits a bi-invariant metric. Hence, normal homogeneous metrics
always exist5 on K/H . Endowed with such a metric, the sectional curvature of a
tangent plane at the origin, spanned by orthonormal vectors X and Y , is

(5-1) sec(X, Y )= 1
4

∥∥[X , Y ]
∥∥2
+

3
4

∥∥[X , Y ]h
∥∥2
≥ 0,

where X = (0, X) and Y = (0, Y ) are the horizontal lifts of X and Y to k= h⊕ p

and ( · )h denotes the h-component of a vector in k. In particular, scal(K/H)≥ 0,
and it is equal to zero if and only if p is an abelian ideal of k. This, in turn, is
equivalent to the existence of an abelian subgroup A ⊂ K that acts transitively on
K/H . Since (the closure of) A is a compact connected abelian Lie group, it must
be a torus. Hence, K/H itself is a torus. Thus, any normal metric on K/H has
positive scalar curvature, unless K/H is a torus.

More generally, K/H admits a (normal) metric of positive scalar curvature if
and only if its universal covering is not diffeomorphic to an Euclidean space; see
[Bérard-Bergery 1978, Theorem 2]. In particular, if K/H is not an aspherical
manifold, then K/H has a metric of positive scalar curvature. We also stress that,
generally, there are other K -invariant metrics (not necessarily normal) on K/H
that have positive scalar curvature, and any such metric can be used to obtain

5There exist homogeneous spaces on which all homogeneous metrics are normal. These spaces
are called of normal type in [Bérard-Bergery 1978, Section 7]. Examples are spaces whose isotropy
representation is irreducible (for example, irreducible symmetric spaces) and their products.
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examples of applications of our results. In this direction, examples with nonnormal
homogeneous metrics with positive scalar curvature on spheres will be discussed
below.

In any of the cases above, one can endow the remaining spaces of (1-3) with
compatible homogeneous metrics. In this way, it is possible to construct many
classes of homogeneous fibrations to which our results apply.

Twisted products. Let us now describe explicit triples H ( K ( G of compact
connected Lie groups with either H normal in K or K normal in G. Starting with
the latter, if a compact connected Lie group G has a proper connected normal
subgroup K , then there exists another connected normal subgroup6 L of G such
that G = (K × L)/0, where 0 ⊂ K × L is finite. For any subgroup H of K , one
then gets the homogeneous fibration

(5-2) K/H → ((K × L)/0)/H → G/K .

This provides an algorithm to build examples, whose input are the groups H , K ,
L and 0. Setting G = (K × L)/0 we then have that the factor K is a normal
subgroup.

Example 5.1. Consider G = SO(4), which is double-covered by S3
× S3. In this

case, K = L = S3 and 0 = Z2 is the diagonal embedding into K × L; that is, 0 is
the subgroup generated by (−1,−1) ∈ S3

× S3. We then have

G = (K × L)/0 = (S3
× S3)/Z2,

and the quotient G/K is isomorphic to S3/Z2=SO(3). One can choose H⊂K = S3

to be trivial, so that K/H = S3; or to be a circle, for example the circle that gives the
Hopf action on S3, so that K/H = S2. The corresponding homogeneous fibrations
that (5-2) gives are

S3
→ SO(4)→ SO(3) and S2

→ SO(4)/S1
→ SO(3).

In these cases the total space G/H is a twisted product, while in the special
case where 0 is trivial we have the splitting G = K × L , so that G/K = L and
G/H = K/H × L is an actual product manifold. That is, (5-2) becomes

(5-3) K/H → K/H × L→ L .

6The subgroup L is obtained as the connected subgroup of G whose Lie algebra l is the orthogonal
complement (with respect to a bi-invariant metric) of the Lie algebra k of K . Since K is normal, k is
an ideal and then l= k⊥ is also an ideal, because the adjoint representation is skew-symmetric with
respect to the bi-invariant metric. This implies that L is normal, and K L generates the entire group G
by connectedness, since it does so locally near the identity. Finiteness of 0 = K ∩ L follows since the
intersection k∩ l is trivial.
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In contrast to the cases above, the deformed metrics gt in this situation are
product metrics, obtained by rescaling the directions tangent to the first factor K/H
by t2 and keeping the metric constant in the directions tangent to L . In this way,
any product of a compact homogeneous space (with positive scalar curvature) and
a compact connected Lie group satisfies the hypotheses of Theorem 4.1 (hence also
of Theorem A). We note that this particular case is covered by the results of [Lima
et al. 2012].

Sphere fibers. An important observation is that in the above product situation
where K/H = Sn is a sphere, our result allows for any homogeneous metric (not
necessarily normal) on K/H = Sn whose scalar curvature is positive, as opposed
to only the round metric. Homogeneous metrics on spheres were classified by
Ziller [1982]; they are obtained by rescaling the fibers of one of the Hopf fibrations:

S1
→ S2n+1

→ CPn, S3
→ S4n+3

→ HPn, S7
→ S15

→ S8( 1
2

)
.

In the first and last case, there is only one direction in which the fibers can be
rescaled, while for the fibration with S3 fiber, each of the 3 coordinate S1 subgroups
can be rescaled with a different factor. This gives rise to the following metrics:

• gs , a 1-parameter family of U(n+ 1)-invariant metrics on S2n+1;

• hs1,s2,s3 , a 3-parameter family of Sp(n+ 1)-invariant metrics on S4n+3;

• ks , a 1-parameter family of Spin(9)-invariant metrics on S15.

All these metrics have scal> 0 for a certain range of parameters (see table below).
Thus, if K/H = Sn is isometric to one of those spheres, the submersion (5-3)
satisfies the hypotheses of Theorem 4.1 (hence also of Theorem A).

metric K H dim K/H

SO(n+ 1) SO(n) n (≥ 2)
round Spin(7) G2 7

G2 SU(3) 6

gs
SU(n+ 1) SU(n) 2n+ 1 (≥ 2)
U(n+ 1) U(n) 2n+ 1 (≥ 2)

Sp(n+ 1) Sp(n) 4n+ 3
hs1,s2,s3 Sp(n+ 1)×Sp(1) Sp(n)×Sp(1) 4n+ 3

Sp(n+ 1)×U(1) Sp(n)×U(1) 4n+ 3

ks Spin(9) Spin(7) 15

It is proved in [Bettiol and Piccione 2013, Proposition 4.2] that the range of
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parameters for which these K -invariant metrics have scal> 0 is 0< s < smax, where

smax =



√
2n+ 2 in the case of gs ,√
2n+4

3
+

√
18n+16(n2+2n)2

6n
in the case of hs,s,s ,√

2+ 1
2

√
19 in the case of ks .

When s = 1, these metrics are isometric to the round metric (which is the only
normal homogeneous metric in each family).

Remark 5.2. The above construction can be interpreted as having a chain

H ( H ′ ( K ( G

of Lie groups, and first performing a Cheeger deformation with respect to the
H ′-action in the total space of H ′/H → K/H → K/H ′ to obtain positive scalar
curvature on K/H , and then using this metric on the fiber of K/H→G/H→G/K .
The Cheeger deformation with respect to the K -action on G/H gives the desired
1-parameter family gt that satisfies the hypotheses of our results. More generally,
one could perform multiple “preliminary” Cheeger deformations with a longer
chain of groups in order to gain scal> 0 on the fibers of the “last” homogeneous
fibration.

Example 5.3. Another interesting class of examples with K normal in G is when H
is trivial, so that the resulting homogeneous fibration (1-3) is a short exact sequence
of Lie groups K→G→G/K . This is precisely the case of S3

→ SO(4)→ SO(3)
in Example 5.1. Here, the deformed metrics gt are obtained by shrinking the original
metric in the direction of the cosets of K in G.

Other examples. As explained above, instead of having K normal in G, one can
also consider the case where H is normal in K . This poses far fewer restrictions
on the homogeneous fibrations that can be obtained, since the group K will split
as a product (up to a finite quotient); however, no conditions are imposed on G.
For instance, G may have arbitrarily large dimension and rank. It follows from
the above discussion on normal homogenous metrics that our results apply to the
submersion (1-3) with H normal in K as soon as the quotient K/H is not abelian.
More precisely, if K/H is not a torus, then any normal homogeneous metric will
have positive scalar curvature. Any choice of G will then yield a triple H ( K ( G
whose corresponding homogeneous fibration can be endowed with compatible
metrics for which Theorem 4.1 (hence also Theorem A) applies.

Example 5.4. To illustrate the above comments, let us build on the case described
in Example 5.1. Instead of G, set K =SO(4)= (S3

×S3)/Z2 and H as one of the S3
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factors, so that K/H = SO(3). Then G can be chosen arbitrarily among compact
connected Lie groups that have a subgroup isomorphic to SO(4). As concrete
examples, we may set G = SO(5) so that G/K = S4 is a sphere; or G = SO(6) so
that G/K = T1S4 is the unit tangent bundle of S4. The corresponding homogeneous
fibrations are

SO(3)→ SO(5)/S3
→ S4 and SO(3)→ SO(6)/S3

→ T1S4.

Remark 5.5. Any of the above examples can be trivially used to obtain new
ones with nonsimply connected total space. Consider F ⊂ K a finite subgroup
and its action on K/H and G/H , so that the inclusion map K/H → G/H is
equivariant. One can form a new fibration replacing K/H and G/H by their
(nonsimply connected) quotients by the F-action. Since F ⊂ K , the base of
the fibration remains G/K . If the original metrics satisfied the conditions of
Theorem 4.1, then the induced metrics in the new fibration also do.

6. Bifurcation on nonhomogeneous fibrations

A natural question is how the presence of many symmetries affects the bifurcation
result obtained above. Homogeneity played a pivotal role in employing the equivari-
ant bifurcation criterion (Proposition 2.3). When this assumption is dropped, the
only tool at hand is the Morse index criterion (Proposition 2.2), so extra hypotheses
are needed to guarantee a change in the Morse index at the degeneracy values.
One such possibility is to impose certain curvature conditions that allow us to
bound (from below) the growth of the eigenvalues of a nonhomogeneous collapsing
Riemannian submersion.

Theorem 6.1. Let F→ M→ B be a Riemannian submersion with totally geodesic
fibers. Let l = dim F ≥ 2 and m = dim M. Assume the metrics gt obtained by
shrinking the fibers have constant scalar curvature, and that for some τ > 0 and
k1, k2 > 0, {

RicF ≥ (l − 1)k1

scalF < l(m− 1)k1
and

{
Ric(M,gτ ) ≥ (m− 1)k2

scalB ≤ m(m− 1)k2.

There exists a sequence {tq} in ]0, τ [, that converges to 0, of bifurcation values for
the family gt .

Proof. Since π : M→ F is a Riemannian submersion with totally geodesic fibers,

(6-1) scal(M, gt)=
1
t2 scalF + scalB ◦π − t2

‖A‖2,

where ‖A‖ is the Hilbert–Schmidt norm of the Gray–O’Neill tensor A. From
scalF > 0, we have limt→0+ scal(M, gt)=+∞. As before, the set of degeneracy
values is discrete, and infinitely many of them occur due to Spec(1B)⊂ Spec(1t);
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see (3-5). Denote by tq the sequence of degeneracy values, accumulating at 0, such
that scal(M, gtq )/(m− 1) ∈ Spec(1B). We claim that for q sufficiently large (that
is, tq sufficiently small), tq is a bifurcation value.

From Proposition 2.2, we must verify that, for tq sufficiently small, there is a
change of the Morse index N (gt) at tq . It suffices to prove that every nonconstant
eigenvalue λk, j (t) of 1t is strictly larger than scal(M, gt)/(m−1) for t sufficiently
small, so that no compensation of eigenvalues can occur (compare the proof of
Theorem 4.1). Up to a simple rescaling, assume τ = 1. Since the eigenvalues µk of
1M and φ j of 1v are ordered to be monotonically increasing, it suffices to prove

(6-2) scal(M, gt)/(m−1)<λ1,1(t)=µ1+

( 1
t2 − 1

)
φ1 for t sufficiently small;

see Proposition 3.2. From the Lichnerowicz estimates, since RicF ≥ (l − 1) k1 and
RicM ≥ (m− 1) k2, we have

(6-3) φ1 ≥ l k1 and µ1 ≥ m k2;

see [Chavel 1984, Chapter 3, Theorem 9]. When we combine the latter with
scalB ≤ m(m− 1) k2, we get

(6-4) scalB ◦π − t2
‖A‖2 ≤ scalB ◦π ≤ (m− 1)µ1.

Also, from (6-3) and scalF < l(m− 1) k1, it follows that scalF < (m− 1)φ1. Thus,
for t sufficiently small, we have scalF < (1− t2)(m− 1)φ1, hence

(6-5) 1
t2 scalF < (m− 1)

( 1
t2 − 1

)
φ1.

Adding (6-4) and (6-5) and using (6-1), we obtain (6-2), concluding the proof. �

The above result can be applied, for example, to low-dimensional Hopf fibrations,
reobtaining the conclusion of Theorem 4.1. Nevertheless, for larger dimensions,
the curvature pinching conditions are not satisfied, although the result remains true.

Remark 6.2. The curvature pinching conditions above are solely needed to avoid
compensation of eigenvalues, in a rather forceful way. Given a Riemannian submer-
sion F→ M→ B with totally geodesic fibers of positive scalar curvature, suppose
the metrics gt obtained by shrinking the fibers have constant scalar curvature. If
under certain conditions there is an inclusion of (a nontrivial subgroup of) the
isometry group of F in the isometry group of (M, gt), t ∈ ]0, τ [, then one can
employ the equivariant techniques to deal with possible compensation of eigenvalues
and still obtain infinitely many bifurcation values in this nonhomogeneous context.

7. Multiplicity of solutions to the Yamabe problem

We now explain how to obtain the multiplicity result claimed in the Introduction.
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Proposition 7.1. Let gt , with t ∈ ]0, τ [, be a family of metrics on M with N (gt) > 0
and suppose there exists a sequence {tq} in ]0, τ [, that converges to 0, of bifurcation
values for gt . Then, there is an infinite subset T⊂ ]0, τ [ accumulating at 0, such
that for each t ∈ T, there are at least 3 solutions to the Yamabe problem in the
conformal class [gt ].

Proof. For all t , denote by ĝt the unit volume metric homothetic to gt . Since tq is a
bifurcation value, there are values of t arbitrarily close to tq for which the conformal
class [gt ] contains a unit volume constant scalar curvature metric g distinct from ĝt .
Since N (gt) > 0, by continuity of the Morse index, also N (g) > 0. In particular,
neither ĝt nor g are minima of the Hilbert–Einstein functional in [gt ]. Therefore,
[gt ] contains at least 3 distinct unit volume constant scalar curvature metrics, that
is, 3 solutions to the Yamabe problem. The set T of such t’s clearly accumulates at
0, since tq converges to 0. �

Theorems A and B now follow easily from Theorems 4.1 and 6.1, respectively.
Indeed, in order to apply Proposition 7.1, it is only necessary to verify that N (gt)>0.
In the first case, if gt comes from a homogeneous fibration, there must be a value τ
of t , when scal(t)/(m − 1) crosses the first eigenvalue from the base, before any
compensation is even possible. At this value t = τ , the Morse index changes from
0 to a positive integer. Then, for t ∈ ]0, τ [, we have N (gt)≥ N (gτ−ε) > 0. In the
second case, N (gt) gets arbitrarily large as t→ 0, so this condition is also satisfied.
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RANK GRADIENT OF SMALL COVERS

DARLAN GIRÃO

We prove that if M → P is a small cover of a compact right-angled hyper-
bolic polyhedron then M admits a cofinal tower of finite sheeted covers with
positive rank gradient. As a corollary, if π1(M) is commensurable with the
reflection group of P , then M admits a cofinal tower of finite sheeted covers
with positive rank gradient.

1. Introduction

Let Pn be an n-dimensional simple convex polytope. Here Pn is simple if the
number of codimension-one faces meeting at each vertex is n. Equivalently, the
dual K P of its boundary complex ∂Pn is an (n−1)-dimensional simplicial sphere.
A small cover of Pn is an n-dimensional manifold endowed with an action of
the group Zn

2 whose orbit space is Pn . The notion of small cover was introduced
and studied by Davis and Januszkiewicz [1991]. We will be dealing mostly with
3-dimensional polytopes. In the case P is a compact right-angled polyhedron in
H3 then Andreev’s theorem [1970] implies that all vertices have valence three and
in particular P is a simple convex polytope.

Let G be a finitely generated group. The rank of G is the minimal number of
elements needed to generate G, and is denoted by rk(G). If G j is a finite index
subgroup of G, the Reidemeister–Schreier process [Lyndon and Schupp 1977] gives
an upper bound on the rank of G j .

rk(G j )− 1≤ [G : G j ](rk(G)− 1)

Lackenby [2006] introduced the notion of rank gradient. Given a finitely generated
group G and a collection {G j } of finite index subgroups, the rank gradient of the
pair (G, {G j }) is defined by

rgr(G, {G j })= lim
j→∞

rk(G j )− 1
[G : G j ]

.

We say that the collection of finite index subgroups {G j } is cofinal if ∩ j G j = {1},
and we call it a tower if G j+1 < G j .

MSC2010: 57M05.
Keywords: rank gradient, hyperbolic 3-manifolds.

23

http://msp.org/pjm/
http://dx.doi.org/10.2140/pjm.2013.266-1
http://dx.doi.org/10.2140/pjm.2013.266.23


24 DARLAN GIRÃO

In general it is very hard to construct cofinal families (G, {G j })with positive rank
gradient. For instance, it seems that only recently the first examples of torsion-free
finite covolume Kleinian groups with this property were given in [Girão 2011].
Before stating the main result we need some terminology.

If M is a finite volume hyperbolic 3-manifold, we call the family of covers
{M j → M} cofinal (resp. a tower) if {π1(M j )} is cofinal (resp. a tower). By the
rank gradient of the pair (M, {M j }), rgr(M, {M j }), we mean the rank gradient of
(π1(M), {π1(M j )}).

Theorem 1.1. Let M→ P be a small cover of a compact, right-angled hyperbolic
polyhedron of dimension 3. Then M admits a cofinal tower of finite sheeted covers
{M j → M} with positive rank gradient.

We remark here that this is not true for 3-dimensional polytopes in general. Let
T 3
→ C be the covering of a cube in 3-dimensional Euclidean space by the 3-torus

T 3. It is easy to see that any subgroup of π1(T 3) = Z3 has bounded rank and
therefore the rank gradient with respect to any tower of covers is zero.

This theorem has the following consequence:

Corollary 1.2. Let M be a finite volume hyperbolic 3-manifold such that π1(M)
is commensurable with the group generated by reflections along the faces of a
compact, right-angled hyperbolic polyhedron P ⊂ H3. Then M admits a cofinal
tower of finite sheeted covers {M j → M} with positive rank gradient.

We note that this corollary is complementary to the results of [Girão 2011],
where ideal right-angled polyhedra were considered. The key idea there was to
estimate the rank of the fundamental group of the manifolds by estimating their
number of cusps. Here the estimates on the rank of the fundamental groups are
given in terms of the rank of the mod 2 homology.

The study of the rank of the fundamental group of (finite volume hyperbolic)
3-manifolds has always been a central theme in low-dimensional topology. In recent
years the study of the rank gradient for this class of groups has received special
attention. Motivated by the seminal paper [Lackenby 2006], for instance, Long,
Lubotzky, Reid proved in [Long et al. 2008] that every finite volume hyperbolic
3-manifold has a cofinal tower of covers in which the Heegaard genus grows linearly
with the degree of the covers. Whether or not the same happens to the rank of their
fundamental groups is a major open problem. Another important recent work using
these notions is [Abért and Nikolov 2012]. There they connect the problem related
to the growth of the rank of π1 and the growth of the Heegaard genus in a cofinal
tower of hyperbolic 3-manifolds to a problem in topological dynamics, the fixed
price problem (see [Farber 1998; Gaboriau 2000]). These papers have all been
motivation for the current work.
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2. Small covers

Recall that an n-dimensional convex polytope Pn is simple if the number of
codimension-one faces meeting at each vertex is n. Equivalently, the dual K P

of its boundary complex ∂P is an (n−1)-dimensional simplicial complex. A small
cover of P is an n-dimensional manifold endowed with an action of the group Zn

2
whose orbit space is P .

Let K be a finite simplicial complex of dimension n− 1. For 0≤ i ≤ n− 1, let
fi be the number of i-simplices of K . Define a polynomial 8K (t) of degree n by

8K (t)= (t − 1)n +
n−1∑
i=0

fi (t − 1)n−1−i

and let hi be the coefficient of tn−i in this polynomial, that is,

8K (t)=
n∑

i=0

hi tn−i .

If we restrict to the case where K is the dual K P of the boundary complex of a
convex simple polytope Pn , then one can see that fi is the number of faces of Pn

of codimension i + 1. Let hi (Pn) denote the coefficient of tn−i in 8K P (t).
We state one of the main results of [Davis and Januszkiewicz 1991] in our

particular setting:

Theorem 2.1. If π : Mn
→ Pn is a small cover of a simple convex polytope Pn

and bi (Mn,Z2) is the i-th mod 2 Betti number of Mn , then bi (Mn,Z2)= hi (Pn).

As Davis and Januszkiewicz observe, it is somewhat surprising that all mod 2
Betti numbers of a small cover Mn depend on Pn only. They showed that this
theorem does not hold for homology groups in general. They proved that small
covers of a square Q by tori and Klein bottles are such that the rational Betti
numbers are not determined by Q.

When P is a right-angled dodecahedron in H3 then [Garrison and Scott 2003]
shows that up to homeomorphism there exist exactly 25 small covers of P . Choi
[2010] estimates the number of orientable small covers of the n-dimensional cube.
Also, if P is a 3-dimensional convex polytope, [Nakayama and Nishimura 2005]
proves that P admits an orientable small cover. They also prove that unless P is a
3-simplex, then it admits a nonorientable small cover.

3. Proof of theorem

Theorem 1.1. Let M→ P be a small cover of a compact, right-angled hyperbolic
polyhedron of dimension 3. Then M admits a cofinal tower of finite sheeted covers
{M j → M} with positive rank gradient.
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Proof. As observed above, when P is a compact right-angled polyhedron in H3

then Andreev’s theorem [1970] implies that all vertices have valence three and in
particular P is a simple convex polytope. Let V, E and F denote the number of
vertices, edges and faces, respectively, of a 3-dimensional simple polyhedron P .
Straightforward computations show that

8K P (t)= t3
+ (F − 3)t2

+ (3− 2F + E)t + (V − E + F − 1)

and thus h0(P)=1, h1(P)= F−3, h2(P)=3−2F+E and h3(P)=V−E+F−1.
Since P is simple we also have E = 3

2 V . And since V − E + F = 2 (∂P is
topologically a sphere) this gives F = 1

2 V + 2 and therefore h1(P)= 1
2 V − 1.

The strategy involved in the proof is similar to the proof of the main theorem in
[Girão 2011]. Given P ∈ H3, construct a family of polyhedra

P = P0, P1, . . . , Pj , . . .

such that Pj+1 is obtained from Pj by reflecting Pj along one of its faces. This
must be done in a way such that the following holds: If x ∈H3, then there exists j
sufficiently large so that x lies in the interior of Pj . This means that the family {Pj }

is an exhaustion of H3. Denote by G j the group generated by reflections along the
faces of Pj . If the family {Pj } is constructed as above, then it is easy to see that
G j+1 < G j (with index 2) and it can be shown that the tower {G j } is cofinal (see
[Agol 2008]). We refer the reader to [Girão 2011] for a detailed proof of this fact.

Now let M → P be a small cover of P , and let M j → M be the cover corre-
sponding to the group π1(M)∩G j . Recall that the degree of the cover M→ P is
23.

Lemma 3.2. [π1(M j ) : π1(M j+1)] = 2.

Proof of lemma. First observe that [G j : G j+1] = 2. Since π1(M1)= G1 ∩π1(M),
we must have [π1(M) : π1(M1)] ≤ 2. If this index were 1, then it would mean that
π1(M1)= π1(M) < G1 from which would follow that M1 is a manifold cover of
the simple polyhedron P1 of degree 22. But this is not possible, since any manifold
cover of a 3-dimensional simple polyhedron must have degree at least 23 (see [Davis
and Januszkiewicz 1991; Garrison and Scott 2003]). The remaining cases follow
by induction. �

Since [G j : G j+1] = 2, from the above lemma and an inductive argument we
see that M j → Pj is a cover of degree 23. In particular this implies that M j is a
small cover of Pj . From Theorem 2.1 we have

b1(M j ,Z2)= h1(Pj ).

Denote by V j the number of vertices of Pj . From the computations of h1,

b1(M j ,Z2)= h1(Pj )=
1
2 V j − 1.
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Also note that a lower bound for rk(π1(M j )) is b1(M j ,Z2) and thus

rk(π1(M j ))≥
1
2 V j − 1.

We also have [π1(M) : π1(M j )] = 2 j . Therefore

rgr(π1(M), {π1(M j )})= lim
j→∞

rk(π1(M j ))− 1
[π1(M) : π1(M j )]

≥ lim
j→∞

V j − 3
2 j+1 .

We thus need to show that V j is of magnitude 2 j . This follows from the next result:

Theorem 3.3 [Atkinson 2009]. There exist constants C, D > 0 such that if P is a
compact right-angled polyhedron in H3 with V vertices then

C(V − 8)≤ vol(P)≤ D(V − 10).

We now observe that, in our setting, vol(Pj )= 2 j vol(P) and thus

D(V j − 10)≥ 2 j vol(P)≥ 2 j C(V − 8)

which gives

V j ≥ 2 j C
D
(V − 8)+ 10,

where V is the number of vertices in P . Also, the second inequality in Atkinson’s
theorem provides V > 8. �

4. Extending the examples

Theorem 1.1 has an interesting corollary, which complements the family of mani-
folds provided in [Girão 2011].

Corollary 1.2. Let N be a closed hyperbolic 3-manifold such that π1(N ) is com-
mensurable with the group generated by reflections along the faces of a compact,
right-angled hyperbolic polyhedron P ⊂ H3. Then N admits a cofinal tower of
finite sheeted covers {N j → N } with positive rank gradient.

Proof. First we note that, by passing to a finite cover, we may assume N is orientable.
Note also that [Nakayama and Nishimura 2005] implies orientable small covers of
P exist and therefore N is commensurable with a small cover M→ P . Let N ′ be
the manifold cover of both M and N corresponding to the group π1(M)∩π1(N ).
Consider now N j → N corresponding to the group π1(N ′)∩G j , where the family
{G j } is given as in the proof of Theorem 1.1. Consider also {M j }, the tower where
M j is a small cover of Pj , as in the proof of Theorem 1.1.

Note that π1(N j ) = π1(N ′)∩G j = π1(N ′)∩ π1(M j ) < π1(M j ) and therefore
we have the following diagram of covers, where the labels in the arrows indicate
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the degree of the cover:

P <
2

P1 <
2
· · · <

2
Pj <

2
· · ·

M

23
∧

<
2

M1

23
∧

<
2
· · · <

2
M j

23
∧

<
2
· · ·

N < N ′

∧

< N1

∧

< · · · < N j

∧

< · · ·

Agol, Culler and Shalen proved:

Theorem 4.2 ([Agol et al. 2006]; see also [Shalen 2007]). Let M be a closed,
orientable hyperbolic 3-manifold such that b1(M,Zp) = r for a given prime p.
Then for any finite sheeted covering space M ′ of M , b1(M ′,Zp)≥ r − 1.

We thus have

rk(π1(N j ))≥ b1(N j ,Z2)≥ b1(M j ,Z2)− 1= 1
2 V j − 2

and therefore all we need to do is show that [π1(N ) : π1(N j )] grows at most as fast
as 2 j . But from the above diagram we see that [π1(N j ) : π1(N j+1)] ≤ 2 and we
are done. �
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NONRATIONALITY OF NODAL QUARTIC THREEFOLDS

KYUSIK HONG

We prove the factoriality of every nodal quartic threefold with 13 singular
points that contains neither planes nor quadric surfaces. As a corollary, any
nodal quartic threefold with 13 singular points that contains neither planes
nor quadric surfaces is nonrational.

1. Introduction

All varieties are assumed to be projective, normal, and defined over C. A nodal
variety is one that has, at most, isolated ordinary double points (nodes). A variety
V is said to be factorial if each Weil divisor is Cartier, and Q-factorial if a multiple
of each Weil divisor of V is Cartier. This simple-looking definition is quite subtle
when applied to projective varieties. It depends both on the kind of singularities
and on their position. In the case of a Fano threefold X , Q-factoriality is equivalent
to the condition rank(H 2(X,Z))= rank(H4(X,Z)). Thus a smooth Fano threefold
is always Q-factorial. The local class group at a node in a threefold has no torsion
[Milnor 1968], so each Weil divisor that is Q-Cartier must be a Cartier divisor on a
nodal hypersurface in P4. Therefore, Q-factoriality is equivalent to factoriality for
a nodal hypersurface in P4. Moreover, the factoriality of a nodal quartic threefold
implies its nonrationality; Mella [2004] proved that every factorial nodal quartic
threefold is nonrational. This generalizes a classical result by Iskovskikh and Manin
[1971] that every smooth quartic threefold is nonrational. On the other hand, there
exist nonfactorial nodal quartic threefolds that are nonrational.

In view of Mella’s result and the importance of rationality, studying the factoriality
of nodal quartic threefolds is of interest. Here we consider this problem when the
number of nodes is 13. This extends earlier results, which we now quote.

Throughout, X4 will represent a nodal quartic threefold.

Theorem 1.1 [Cheltsov 2006]. A quartic X4 with at most 9 nodes is factorial if it
contains no plane.
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Theorem 1.2 [Shramov 2007, Theorem 1.3]. A quartic X4 with at most 11 nodes
is factorial if it contains no planes. If X4 has 12 nodes, then X4 is factorial, with
the exception of the case when X4 contains a quadric surface.

In Section 3 of this paper, we prove the following results.

Theorem 1.3. A quartic X4 with at most 13 nodes is factorial if it contains neither
planes nor quadric surfaces.

Corollary 1.4. A quartic X4 with at most 13 nodes is nonrational if it contains
neither planes nor quadric surfaces.

Theorem 1.3 improves on the degree-4 case of [Cheltsov 2006, Conjecture 13],
which generalizes a well-known conjecture by Ciliberto [2004].

We present an example which motivates our study.

Example 1.5 [Cheltsov 2006, Example 10]. Let a2, h2, b3 and g1 be homogeneous
polynomials of degrees 2, 2, 3 and 1, respectively. Consider the quartic threefold
X4 defined by the equation

a2(x, y, z, w, t)h2(x, y, z, w, t)= b3(x, y, z, w, t)g1(x, y, z, w, t);

it is the general quartic threefold passing through the quadric surface Q defined by
a2 = g1 = 0. The quartic X4 has 12 nodes, given by h2 = g1 = a2 = b3 = 0, and it
is not factorial.

2. Preliminaries

If the nodes of a nodal quartic threefold X4 impose independent linear conditions
on hypersurfaces of degree 3 in P4, then X4 is factorial [Cynk 2001]. Hence, if a
nodal quartic threefold X4 is factorial, it must have at most 35 simple double points
because h0(P4,OP4(3))= 35. A nodal quartic threefold X4 cannot have more than
45 nodes [Friedman 1986; Varchenko 1983]. Moreover, there is a unique nodal
quartic threefold with 45 nodes [de Jong et al. 1990]. It is known as the Burkhardt
quartic, which has too many nodes to be factorial.

The following result is one of the main tools.

Theorem 2.1 [Eisenbud and Koh 1989, Theorem 2]. Let 6 be a set of points in PN

and let d ≥ 2 be an integer. If no dk+2 of the points of 6 lie in a projective k-plane
for all k ≥ 1, then 6 imposes independent conditions on forms of degree d in PN .

We see that the singular points of nodal threefolds are located in P4 with the
following properties:

Lemma 2.2 [Cheltsov and Park 2006, Lemma 2.9]. Let Xd be a nodal hypersurface
of degree d in P4.
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(1) A curve of degree k in P4 contains at most k(d − 1) nodes of Xd .

(2) If a 2-plane contains d(d−1)/2+1 nodes of Xd , then the 2-plane is contained
in Xd .

More generally, a nodal hypersurface Xd of degree d in P4 is factorial if and only
if the singular points of Xd impose linearly independent conditions on hypersurfaces
of degree 2d − 5 in P4 [Cynk 2001]. To prove the factoriality of Xd , we have to
compute whether h1(P4,OP4(2d − 5)⊗ISing(Xd )) is 0 or not. Therefore, we need
to study the dimension of the linear system |OP4(2d − 5)| having assigned base
points.

Fixing a nodal hypersurface Xd ⊂ P4 and r singular points of Xd in P4, what is
the dimension of the space of hypersurfaces of degree 2d−5 in P4 passing through
those points?

Let φ : P̃4
→ P4 be the blowing up of P4 along Sing(Xd) = {p1, . . . , pr }.

Let X̃d be the strict transform of Xd , let H be the divisor class of the pullback
of a hyperplane under φ, and let E =

∑r
i=1 Ei , where the Ei are the classes of

exceptional divisors. Suppose that F∈Pic P4 and F′=φ∗F. Then φ∗OP̃4
∼=OP4 and

Riφ∗F
′
= 0 for i > 0. Therefore, H j (P4,F)∼= H j (P̃4,F′) by the Leray spectral

sequence. Moreover, we have the equalities

φ∗(OP̃4(−E))= ISing(Xd ), Riφ∗(OP̃4(−E))= 0 for i > 0,(2.3)

φ∗(OP̃4(k E))= OP4, Riφ∗(OP̃4(k E))= 0 for i > 0, k = 0, 1, 2, 3.(2.4)

By (2.3), we get h j (P̃4,OP̃4((2d − 5)H − E))= h j (P4,OP4(2d − 5)⊗ISing(Xd )).
Let L4(2d − 5; 1r )= L4(2d − 5; 11, 12, . . . , 1r ) be the complete linear system∣∣(2d − 5)H −

∑r
i=1 Ei

∣∣ on P̃4. We will use the same notation to denote the corre-
sponding line bundle on P̃4, as well as the push-forward of

∣∣(2d − 5)H −
∑r

i=1 Ei
∣∣

to P4, i.e., the linear system of threefolds of degree 2d−5 with multiplicity 1 at pi .

Definition 2.5. A nonempty linear system L4(2d − 5; 1r ) is special if

h0(P̃4, L4(2d − 5; 1r )) > (2d − 1)(2d − 2)(2d − 3)(2d − 4)/24− r

or, which is the same, if h1(P̃4, L4(2d − 5; 1r )) 6= 0.

Note that h0(P̃4, L4(2d−5; 1r ))≥ h0(P4,OP4(2d−5))−r . We call the system
L4(2d−5; 1r ) nonspecial if h0(P̃4, L4(2d−5; 1r ))= h0(P4,OP4(2d−5))− r , or,
which is the same, if h1(P̃4, L4(2d − 5; 1r ))= 0.

Lemma 2.6. h1(X̃d ,OX̃d
((2d−5)H−E))=0⇔ h1(P̃4,OP̃4((2d−5)H−E))=0

Proof. Consider the exact sequence

0→OP̃4(−X̃d+(2d−5)H−E)→OP̃4((2d−5)H−E)→OX̃d
((2d−5)H−E)→0.
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We have X̃d ≡ d H − 2E . By (2.4),

Riφ∗(OP̃4((d − 5)H + E))= OP4(d − 5)⊗ Riφ∗(OP̃4(E))= 0

for i > 0. Then we get h j (P̃4,OP̃3((d − 5)H + E))= h j (P4,OP4(d − 5))= 0 for
0< j < 4. Thus

h1(X̃d ,OX̃d
((2d − 5)H − E))= h1(P̃4,OP̃4((2d − 5)H − E)). �

Therefore, studying linear systems of threefolds with assigned base points pi

is equivalent to studying complete linear systems on the fourfold P̃4 obtained by
blowing up the points pi . Also, a nodal hypersurface Xd of degree d in P4 is
factorial if and only if a nonempty linear system L4(2d − 5; 1r ) is nonspecial.

In the rest of this section we present tools to investigate the speciality of L4(3; 1r )

for r ≥ 12. We need to consider the restriction on a quadric surface Q due to
Example 1.5 and Lemma 2.2.

Before stating these results, let Q be a smooth quadric surface (when Q is a
singular quadric, we don’t have a proof yet). Let Sing(Xd)∩Q = {p1, p2, . . . , pλ},
where λ the maximal number of points of Sing(Xd) that can belong to the quadric Q.
We consider a linear system |O(k1, k2)⊗ISing(Xd )∩Q | := L Q((k1, k2); 1λ)with k1>0
and k2 > 0 on the quadric Q (that is, a system of curves of type (k1, k2) through
points pi of multiplicity 1). Using a similar method to Definition 2.5, we define the
speciality for L Q(k1, k2). Then we see that

h0(Q, L Q((k1, k2); 1λ))= k1k2+ k1+ k2+ 1− λ

if and only if the system L Q((k1, k2); 1λ) is nonspecial.
To prove the factoriality of a nodal quartic X4, we have to investigate the speciality

of the restriction system L4(3; 1r )|Q = L Q((3, 3); 1λ).

Lemma 2.7. With the above notation, let #|Sing(X4)| = r ≥ 12. Suppose the
smooth quadric surface Q is defined by { f2(x, y, z, w, t) = 0} ∩ A1, where f2 is
a homogeneous polynomial of degree 2 and A1 is a hyperplane in P4 such that
#|A1 ∩ Sing(X4)| ≥ 12. Let λ be the maximal number of points of Sing(X4) that
can belong to the smooth quadric Q.

(1) Suppose that 0≤ r − λ≤ 2. Then a linear system L Q((3, 3); 1λ) is special if
and only if a linear system L4(3; 1r ) is special.

(2) Suppose that 3 ≤ r − λ. If a linear system L Q((3, 3); 1λ) is special, then a
linear system L4(3; 1r ) is special.

Proof. Let A1 ≡ H − Ê and let { f2 = 0} ≡ 2H − Ê , where Ê =
∑λ

i=1 Ei .
Consider the exact sequence

0→ O
P̃4(−H + Ê + 3H − E)→ O

P̃4(3H − E)→ O
P̃4(3H − E)|A1 → 0.
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We get the exact sequence

(2.8) 0→ H 0(OP̃4

(
2H −

r∑
i=λ+1

Ei
))
→ H 0(OP̃4(3H − E))

→ H 0(OP̃4(3H − E)|A1)→ H 1(OP̃4

(
2H −

r∑
i=λ+1

Ei
))

→ H 1(OP̃4(3H − E))→ H 1(OP̃4(3H − E)|A1)→ 0.

Notice that R jφ∗OP̃4(2H−E)=OP4(2)⊗R jφ∗OP̃4(−E)= 0 for all j > 0. If r =λ,
then h1

(
OP̃4

(
2H−

∑r
i=λ+1 Ei

))
= h1(OP4(2))= 0. Theorem 2.1 and Lemma 2.2(1)

tell us that h1
(
OP̃4

(
2H−

∑r
i=λ+1 Ei

))
= h1(P4,I∑r

i=λ+1 pi
(2))= 0 for 1≤ r−λ≤ 5.

We then have h1(L4(3; 1r )) = h1(O
P̃4(3H − E)) = h1(OP̃4(3H − E)|A1) when

0≤ r − λ≤ 5.
Also, note that Q ≡ (2H − Ê)|A1 . From the short exact sequence

0→ OA1(−2H + Ê + 3H − E)→ OA1(3H − E)→ OA1(3H − E)|Q→ 0,

we obtain the sequence

(2.9) 0→ H 0(OA1

(
H −

r∑
i=λ+1

Ei
))
→ H 0(OA1(3H − E))

→ H 0(OA1(3H − E)|Q)→ H 1(OA1

(
H −

r∑
i=λ+1

Ei
))

→ H 1(OA1(3H − E))→ H 1(OA1(3H − E)|Q)→ 0.

Note that h1
(
OA1

(
H −

r∑
i=λ+1

Ei
))
= h1(P3,I∑r

i=λ+1 pi
(1))= 0 for 0≤ r − λ≤ 2.

We have h1(OA1(3H − E)) = h1(OA1(3H − E)|Q) = h1(L Q((3, 3); 1λ)) when
0≤ r − λ≤ 2.

The second statement follows from the last lines of (2.8) and (2.9). �

Corollary 2.10. With the above notation, if r = λ+ j for j = 0, 1, 2, then

h0(OP̃4(3H − E))

= h0(L Q((3, 3); 1λ)
)
+ h0(OA1

(
H −

r∑
i=λ+1

Ei
))
+ h0(OP̃4

(
2H −

r∑
i=λ+1

Ei
))
.

Proof. This follows immediately from Lemma 2.7(1). �

Lemma 2.11. Suppose that a curve of type (a, b), with 0< a ≤ b ≤ 3, and a curve
of type (3, 3) meet in 3a+ 3b points, say 6(a,b) = {p1, . . . , p3a+3b}.

(1) Let9⊂6(2,2) and let α= #|9|. Then a linear system L Q((3, 3); 1α) is special
if and only if α = 12, i.e., a curve of type (2, 2) contains 6(2,2).
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(2) Let�⊂6(2,3) (or6(3,2)) and let β=#|�|. Then a linear system L Q((3, 3); 1β)
is special if and only if β = 14.

(3) Letϒ ⊂6(3,3) and let γ = #|ϒ |. Then a linear system L Q((3, 3); 1γ ) is special
if and only if γ = 15.

Proof. By Lemma 2.2(1), a system L Q((3, 3); 1λ) has no fixed curve. The number
h6(a,b)(3, 3) of conditions imposed by 6(a,b) on forms of bidegree (3, 3) satisfies

h6(a,b)(3, 3)= h0(L Q(3, 3))− h0(L Q(3− a, 3− b))− 1.

There are four possible cases for the speciality of L Q((3, 3); 1λ).

When (a, b)= (2, 2), we get h6(2,2)(3, 3)= 11< #|6(2,2)|.

When (a, b) = (2, 3) (or (3, 2)), we can write h6(2,3)(3, 3) = 13 < #|6(2,3)| (or
#|6(3,2)|), so the statement (2) is true.

Finally, the inequality h6(3,3)(3, 3)= 14< #|6(3,3)| implies statement (3). �

3. The proof of Theorem 1.3

Let X4 be a nodal hypersurface in P4.

Definition 3.1. The set Sing(X4) satisfies the property∇ if the following conditions
hold:

• There is a hyperplane A1 in P4 which contains at least 11 points of Sing(X4).

• Fix an arbitrary point p of A1 ∩ Sing(X4). There is a reducible cubic surface
in A1 passing through (A1 ∩Sing(X4)) \ {p} but not passing through p.

Lemma 3.2. Let #|Sing(X4)| = 11. Suppose that there is a hyperplane A1 in P4

such that A1 ∩ Sing(X4) = Sing(X4), and every quadric surface in A1 does not
contain all the points of Sing(X4). Then Sing(X4) satisfies the property ∇.

Proof. Fix an arbitrary point p of Sing(X4). Let Sing(X4)= {p1, p2, . . . , p10, p}.
Since every quadric surface does not contain all the points of Sing(X4), we can
find a quadric surface Q1 in A1 containing 9 points, say {p1, p2, . . . , p8, p9}, of
Sing(X4) \ {p} but not containing p. We shall take for the required cubic surface
the union of Q1 and a two-dimensional linear subspace in A1 passing through p10

and not passing through p. �

Lemma 3.3. Let M ⊆ |OP3(2)| be a linear subsystem that contains the set A1 ∩

Sing(X4), where A1 is a hyperplane in P4. Suppose that n= #|A1∩Sing(X4)| ≥ 11,
X4 contains no 2-planes, and a space curve of degree 4 in A1 contains at most 10
points of Sing(X4). Then the base locus Bs(M) is empty or two-dimensional.
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Proof. Suppose that Bs(M) is zero-dimensional. Let M1,M2, and M3 be the general
surfaces of M. Then the intersection number M1 ·M2 ·M3 has at most 8, but n > 11
holds.

Now we suppose that the curve B= Bs(M)⊂ A1. Then deg B ≤ 4. Since n> 11,
by Lemma 2.2(1), deg B = 4, and B must be reduced. Moreover, B is not contained
in a two-dimensional linear subspace, because a two-dimensional linear subspace
contains at most 6 points. This contradicts the assumption. �

Lemma 3.4. Let #|Sing(X4)| = 11. Suppose that X4 contains no 2-planes, there
is a hyperplane A1 in P4 such that A1 ∩ Sing(X4) = Sing(X4), every reducible
quadric surface does not contain all the points of Sing(X4), and a space curve of
degree 4 in A1 does not pass through all the points of Sing(X4). Then Sing(X4)

satisfies the property ∇.

Proof. Fix an arbitrary point p of Sing(X4). Let Sing(X4)= {p1, p2, . . . , p10, p}.
By Lemma 3.2, we assume that there is an irreducible quadric surface Q2 in A1

containing all the points of Sing(X4). By Lemma 3.3, any quadric surface in A1

passing through all the points of Sing(X4) coincides with Q2. Suppose that Q2 is
determined by 8 points, say {p1, p2, . . . , p8}, of Sing(X4) \ {p} together with p.
Then we can find a quadric Q3 in A1 containing {p1, p2, . . . , p8} and not containing
p. We can assume that pk /∈ Q3 for k = 9 or 10; otherwise, take a two-dimensional
linear subspace in A1 containing the point Sing(X4) \ Q3 but not containing p.

If p /∈ p9, p10, then we can easily construct a reducible cubic surface in A1 that
contains Sing(X4) \ {p} and does not contain p.

Now we suppose that three points {p9, p10, p} lie on a single line. By state-
ment (1) of Lemma 2.2, the line determined by {pi , p9} (or {pi , p10}), for 1≤ i ≤ 8,
does not pass through p. We consider the quadric surface Q4 determined by
{p1, p2, . . . , p8, p9}. We can assume that the quadric surface Q4 contains the
points p; otherwise, take a two-dimensional linear subspace in A1 containing the
point p10 but not containing p.

Then Q4 must be Q2, that is, the quadric surface Q2 is determined by the point
p and {p1, p2, . . . , p8, p9} \ {p j } for 1≤ j ≤ 9. Therefore, we can find a quadric
surface Q5 passing through {p1, p2, . . . , p8, p9} \ {p j }, for 1 ≤ j ≤ 8 and not
passing through p. Let l be the line determined by two points Sing(X4) \ Q5 \ {p}.
Then p cannot lie on the line l. Let Ā1 be a two-dimensional linear subspace in
A1 containing the line l but not containing p. Then the union of Q5 and Ā1 is the
desired form of degree 3. �

Lemma 3.5. Let #|Sing(X4)| = 11. Suppose that X4 contains no 2-planes, there
is a hyperplane A1 in P4 such that A1 ∩ Sing(X4) = Sing(X4), every reducible
quadric surface does not contain all the points of Sing(X4), and there is a space
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curve D of degree 4 in A1 that passes through all the points of Sing(X4). Then
Sing(X4) satisfies the property ∇.

Proof. Fix an arbitrary point p of Sing(X4). Let Sing(X4)= {p1, p2, . . . , p10, p}.
By Lemma 3.2, we assume that there is an irreducible quadric surface containing
all the points of Sing(X4). By Lemma 2.2(1), a twisted cubic contains at most 9
singular points of X4. Lemma 3.3 tells us that D can be written as an intersection
of two different quadric surfaces in A1. Then there is a quadric surface in A1

containing 7 points, say {p1, . . . , p7}, of Sing(X4) \ {p} but not containing p. We
consider the two-dimensional linear subspace Â1 in A1 determined by {p8, p9, p10}.
We can assume that p ∈ Â1; otherwise, one can easily construct the required cubic
surface in A1.

By Lemma 2.2(1), renumbering p8, p9, and p10 if necessary, we can assume
that {p9, p10, p} span Â1. By Lemma 2.2(2), Â1 contains at most 2 points of
{p1, . . . , p7}. We can assume that Â1 contains 2 points, say {p6, p7}, of {p1, . . . , p7}

(a similar method applies to the case when Â1 passes through one or none of
{p1, . . . , p7}). Assume that all the quadric surfaces in A1 containing 7 points,
{p1, . . . , p7, p8} \ {pi } for 1 ≤ i ≤ 5, also pass through p. Then each quadric
surface containing the points p6, p7, and p8 also contains p, and hence p6, p7, p8,
and p lie on a single line. This is a contradiction to Lemma 2.2(1). Thus, we can
find a quadric surface Q6 in A1 containing 7 points, {p1, . . . , p7, p8} \ {pi } for
1≤ i ≤ 5, and not containing p. Take the two-dimensional linear subspace A′1 in
A1 determined by three points Sing(X4) \ Q6 \ {p}. Then A′1 does not contain p,
and hence Q6+ A′1 is the required cubic surface. �

Proposition 3.6. Let #|Sing(X4)| = 11. Suppose that X4 contains no 2-planes, a
hyperplane in P4 contains all the points of Sing(X4), and every reducible quadric
surface does not contain all the points of Sing(X4). Then Sing(X4) satisfies the
property ∇.

Proof. By Lemma 3.2, we can assume that there is an irreducible quadric surface
containing all the points of Sing(X4). It immediately follows from Lemmas 3.4
and 3.5. �

The following result is proved in [Shramov 2007].

Corollary 3.7 [Shramov 2007, Corollary 3.4]. Let Sing(X4) = {p1, . . . , ps}. As-
sume that s ≥ 11, and no 2-plane contains 7 points of Sing(X4). Let p1, . . . , ps be
points lying in a reducible quadric surface (that is, in a pair of planes spanning a
three-dimensional surface). Then either p1, . . . , ps impose independent conditions
on the forms of degree 3 or p1, . . . , ps also lie in an irreducible quadric surface.

Proposition 3.8. Let #|Sing(X4)| = 13. Suppose that X4 contains no 2-planes, and
a hyperplane in P4 contains at most 11 points of Sing(X4). Then X4 is factorial.
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Proof. Fix an arbitrary point p of Sing(X4). It is enough to construct a cubic
threefold T that contains Sing(X4) \ {p} and does not contain p.

Suppose that there is a hyperplane A1 in P4 containing 11 points of Sing(X4);
otherwise, X4 is factorial due to Theorem 2.1 and Lemma 2.2.

Suppose that p /∈ A1. We can find a quadric threefold G passing through two
points Sing(X4) \ A1 \ {p} but not passing through p. Then T = A1+G.

Now assume that p ∈ A1. We divide the case into two subcases. Let {q1, q2} =

Sing(X4) \ A1.
First, assume that a reducible quadric surface in A1 does not contain all the

points of Sing(X4). By Proposition 3.6, we obtain a cubic surface W = Q′+3,
where Q′ is a quadric surface and 3 is a two-dimensional linear subspace, in A1

containing Sing(X4)∩ (A1 \ {p}) but not containing p. Take the cone Q′′ over Q′

with vertex q1 and a hyperplane 3′ in P4 containing 3 together with q2. Then we
can get the required cubic threefold T as the union of Q′′ and 3′.

Second, assume that a reducible quadric surface in A1 contains all the points of
Sing(X4). Applying the proof of Corollary 3.7, we can construct a reducible cubic
surface Y in A1 passing through (Sing(X4)∩ A1) \ {p} and not passing through p
such that Y consists of three two-dimensional linear subspaces, say L1, L2, and L3.
Note that q1, q2 /∈ A1. Then we obtain the required cubic threefold T as the union
of a hyperplane in P4 containing {L1, q1}, a hyperplane in P4 containing {L2, q2},
and a hyperplane in P4 containing L3 but not containing p. �

The following three results are proved in [Shramov 2007]. They are very useful
for the proof of Theorem 1.3. We let Sing(X4)= {p1, . . . , ps}.

Lemma 3.9 [Shramov 2007, Lemma 3.5]. Assume that s ≤ 12, and no 2-plane
contains 7 points of Sing(X4). Let p1, . . . , ps be points in a 3-dimensional subspace
P3
⊂ P4 not lying in some quadric surface. Then p1, . . . , ps impose independent

conditions on the forms of degree 3 in P3 (and therefore also in P4).

Lemma 3.10 [Shramov 2007, Lemma 3.8]. Assume that no 2-plane contains 7
points of Sing(X4). Let p1, . . . , p12 be points in a quadric surface. Then either
p1, . . . , p12 impose independent conditions on the forms of degree 3 in P4 or
p1, . . . , p12 lie in a pencil of quadric surfaces in some 3-dimensional subspace.

Lemma 3.11 [Shramov 2007, Lemma 3.9]. Assume that no 2-plane contains 7
points of Sing(X4). Let p1, . . . , p12 be points lying in a pencil of quadric surfaces
in a 3-dimensional subspace. Then X4 contains a quadric surface.

Proposition 3.12. Let #|Sing(X4)| = 13. Suppose that X4 contains no 2-planes,
and a hyperplane in P4 contains at most 12 points of Sing(X4). Then X4 is either
factorial or contains a quadric surface.
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Proof. Fix an arbitrary point p of Sing(X4). We can assume that there is a hyper-
plane A1 in P4 containing 12 points of Sing(X4). Let {q} = Sing(X4) \ A1.

First, suppose that a quadric surface contains at most 11 points of Sing(X4).
We can assume that p ∈ A1; otherwise, one can easily check that X4 is fac-
torial. By Lemma 3.9, we can find a cubic surface U in A1 passing through
(Sing(X4) ∩ A1) \ {p} and not passing through p. Taking a cone over U with
vertex q, we obtain a cubic threefold passing through Sing(X4) \ {p} and not
passing through p. In this case, X4 is factorial.

Second, suppose that there is a quadric surface Q̂ containing 12 points, say 4,
of Sing(X4). We can assume that 4 cannot lie on a pencil of quadric surface in A1;
otherwise, by Lemma 3.11, X4 contains a quadric surface.

Now we have to prove that X4 is factorial. We can assume that p ∈ Q̂. Let
4= {p1, . . . , p11, p}. Applying the proof of Lemma 3.10, we obtain a reducible
cubic surface K in A1 containing 4 \ {p} but not containing p. Note that q /∈ A1.
Let K = S + L , where S is a quadric surface and L is a two-dimensional linear
subspace. Then we can construct a cubic threefold as the union of the cone over S
with vertex q and a hyperplane in P4 containing L but not containing p. Thus, X4

is factorial. �

Proposition 3.13. Let #|Sing(X4)| = 13. Suppose that X4 contains no 2-planes,
and there is a hyperplane A1 in P4 containing all the points of Sing(X4). Then X4

is either factorial or contains a quadric surface.

Proof. Fix an arbitrary point p of Sing(X4). Let Sing(X4)= {p1, . . . , p12, p}.
Suppose that every quadric surface does not contain all the points of Sing(X4).

Then we find a quadric surface containing 9 points, say {p1, . . . , p9}, of Sing(X4)

but not containing p. We consider the two-dimensional linear subspace Â1 in A1

determined by {p10, p11, p12}. We can assume that p ∈ Â1; otherwise, one can
easily check that X4 is factorial.

By Lemma 2.2(1), renumbering p10, p11, and p12 if necessary, we can assume
that {p11, p12, p} span Â1. By Lemma 2.2(2), Â1 contains at most 2 points
of {p1, . . . , p9}. We can assume that Â1 contains 2 points, say {p8, p9}, of
{p1, . . . , p9} (a similar method applies to the case when Â1 passes through one
or none of {p1, . . . , p9}). Assume that all the quadric surfaces in A1 containing 9
points, {p1, . . . , p9, p10}\{pi } for 1≤ i ≤7, also pass through p. Then each quadric
surface containing the points p8, p9, and p10 also contains p, and hence p8, p9, p10,
and p lie on a single line. This is a contradiction to Lemma 2.2(1). Thus, we can
find a quadric surface Q7 in A1 containing 9 points, {p1, . . . , p9, p10} \ {pi } for
1≤ i ≤ 7, and not containing p. The union of Q7 and the two-dimensional linear
subspace A′′1 in A1 determined by three points Sing(X4)\Q7\{p} is a cubic surface
containing Sing(X4) \ {p} but not containing p. It implies that X4 is factorial.
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Now suppose that there is a quadric surface Q8 containing all the points of
Sing(X4). Then, by Lemma 2.2(2), Q8 is irreducible. We may assume that Q8 is
a quadric cone; otherwise, by Lemma 2.7(1) and 2.11(1), X4 is either factorial or
contains a quadric surface. For instance, since a curve of type (1, 1) contains at
most 6 points of Sing(X4), X4 cannot contain a 2-plane.

If there is a quadric surface different from Q8 containing 12 points of Sing(X4),
then X4 contains a quadric surface due to Lemma 3.11.

We can assume Q8 is unique; that is, any quadric surface different from Q8

passes through at most 11 points of Sing(X4). Consider a nodal quartic threefold
X̂4 defined by

a1(x, y, z, t, w)h3(x, y, z, t, w)+ b2(x, y, z, t, w)g2(x, y, z, t, w)= 0,

where a1, h3, b2 and g2 are homogeneous polynomials of degree 1, 3, 2, and 2,
respectively. Suppose that the quadric Q8 is the quadric cone given by {a1= b2= 0},
and V2 is a quadric surface given by {a1 = g2 = 0}. Then the nodes of X̂4 are
{a1 = h3 = b2 = g2 = 0} and the vertex of Q8. The quartic X̂4 has 13 nodes with
Sing(X̂4)= Sing(X4), and all the points of Sing(X̂4) lie on a hyperplane {a1 = 0}.
By the uniqueness of Q8, X4 must be X̂4. Since V2 contains 12 points of Sing(X4),
this contradicts the assumption. �

Proof of Theorem 1.3. Suppose that every two dimensional linear subspace contains
at most 6 singular points of a nodal quartic X4, i.e, by Lemma 2.2(2), X4 contains
no 2-planes; otherwise, X4 is defined by an equation of the form

y1(x, y, z, t, w) f3(x, y, z, t, w)+ ŷ1(x, y, z, t, w)g3(x, y, z, t, w)= 0,

where y1, f3, ŷ1, and g3 are homogeneous polynomials of degree 1, 3, 1, and 3,
respectively. Then X4 is not factorial.

Theorem 1.3 immediately follows from Propositions 3.8, 3.12, and 3.13. �
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SUPERTROPICAL LINEAR ALGEBRA

ZUR IZHAKIAN, MANFRED KNEBUSCH AND LOUIS ROWEN

The objective of this paper is to lay out the algebraic theory of supertropical
vector spaces and linear algebra, utilizing the key antisymmetric relation of
“ghost surpasses”. Special attention is paid to the various notions of “base”,
which include d-base and s-base, and these are compared to other treat-
ments in the tropical theory. Whereas the number of elements in various
d-bases may differ, it is shown that when an s-base exists, it is unique up to
permutation and multiplication by scalars, and can be identified with a set
of “critical” elements. Then we turn to orthogonality of vectors, which leads
to supertropical bilinear forms and a supertropical version of the Gram ma-
trix, including its connection to linear dependence. We also obtain a super-
tropical version of a theorem of Artin, which says that if g-orthogonality is
a symmetric relation, then the underlying bilinear form is (supertropically)
symmetric.

1. Introduction

The objective of this paper is to lay the foundations for an algebraic theory of linear
algebra in supertropical mathematics. Special attention is paid to the notion of
base, which plays a subtler role here than in classical linear algebra. Although
an extensive literature already exists on tropical linear algebra over the max-plus
algebra, including matrix rank [Akian et al. 2006] and linear dependence [Akian et al.
2009], the emphasis often is combinatoric or geometric. The traditional approach in
semiring theory is to divide the determinant into a positive and negative part (since
−1 need not exist in the semiring); see [Akian et al. 1990]. The ensuing reliance
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on combinatorics leads to competing (and different) definitions. For example, in
[Akian et al. 2006], five different definitions of matrix rank are given: the row
rank, the Barvinok (Shein) rank, the strong rank, the Gondran–Minoux rank, the
symmetrized rank, and the Kapranov rank. Since [Maclagan and Sturmfels 2009]
is an excellent source of fundamental results and examples, we use it as a general
reference for the “standard” tropical theory and compare several of our notions with
the definitions given there.

Extending the max-plus algebra to the algebra of [Izhakian and Rowen 2010]
yields a theory paralleling the classical structure theory of commutative algebras.
The structure theory of supertropical predomains tends to unify these notions, giving
a single formula for the determinant, from which we can define a nonsingular matrix;
then the row rank, column rank, and strong rank all coincide. This makes it easier
to proceed with a traditional algebraic development. Explicit properties of matrices,
especially singularity, were studied in [Izhakian and Rowen 2009; 2011a; 2011b;
2011c]. We elaborate a bit, by proving in Theorem 3.5 that the product of two
nonsingular n× n matrices cannot be in Mn(G0) (although it might be singular).

Our main objective in this paper is to study bases of supertropical vector spaces
over supertropical semifields, relying as far as possible on the structure theory. While
this theory parallels the classical theory of linear algebra, several key differences do
emerge. The major difference is that whereas in classical linear algebra, any maximal
independent set is a minimal spanning set, these two notions differ significantly in
the tropical theory. Thus, we must consider two kinds of “base”, one defined by
means of independence and the other defined by means of spanning.

First, one can take a maximal (tropically) independent set, which we call a d-
base, called a “basis” in [Maclagan and Sturmfels 2009, Definition 5.2.4]. This has
considerable geometric significance, intuitively providing a notion of rank (although,
by an example in [Maclagan and Sturmfels 2009], the rank might vary according
to the choice of d-base). As one might expect from [Izhakian and Rowen 2011b],
any dependence among vectors can be extended to an (often unique) saturated
dependence, which is maximal in a certain sense; see Theorem 4.20. This leads to
a delicate analysis of the rank of a subspace, especially since it turns out that the
number of elements in different d-bases may differ.

Alternatively, one may consider sets that (tropically) span the subspace; a minimal
such set, when it exists, is called an s-base. Such sets are used in generating convex
spaces, as studied in [Feichtner and Sturmfels 2005]. Not every d-base is an s-base,
and not every s-base is a d-base. In fact, the number of elements of an s-base
might necessarily be larger than the number of elements of a d-base. Surprisingly,
an s-base is unique up to scalar multiples, by Corollary 5.25, and actually can
be characterized in terms of critical elements, which intuitively are elements that
cannot be decomposed into sums of other elements; see Theorem 5.24. On the
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other hand, the d-bases can be quite varied, and lead us to interesting subspaces
that they span.

In the last section, we introduce supertropical bilinear forms in order to study
“left ghost orthogonality” between vectors. One calls two vectors v and w left
g-orthogonal with respect to a supertropical bilinear form 〈 , 〉 when 〈v,w〉 is a
ghost. We construct the Gram matrix and prove the connection between tropical
dependence of vectors in a nondegenerate space and the singularity of their Gram
matrix (Theorem 6.7). Finally, we prove Theorem 6.19, a variant of Artin’s theorem:
When the g-orthogonality relation is symmetric in the sense of Definition 6.12, the
supertropical bilinear form is “supertropically symmetric”.

2. Supertropical structures

Supertropical semifields. A semiring without zero, which we notate as a semiring†,
is a structure (R,+, · ,1R) such that (R, · ,1R) is a monoid and (R,+) is a com-
mutative semigroup, with distributivity of multiplication over addition on both sides.
(In other words, a semiring† does not necessarily have the zero element 0, but any
semiring can also be considered as a semiring†.) Given a semiring† R†, we can
formally adjoin the element 0 to obtain the semiring R := R†

∪ {0}, where we
stipulate, for all a ∈ R,

0+ a = a+ 0= a, 0a = a0= 0.

A supertropical semiring† is a triple (R†,G, ν), where R† is a semiring† and G

is a semiring† ideal called the ghost ideal, together with an idempotent map

ν : R†
→ G

(preserving multiplication as well as addition) called the ghost map on R†, satisfying
the properties

(a) a+ b = aν if aν = bν , and

(b) a+ b ∈ {a, b} for all a, b ∈ R† such that aν 6= bν . (Equivalently, G is ordered
via aν ≤ bν if and only if aν + bν = bν .)

In particular, ν(a)= a+ a. We write aν for ν(a).

Remark 2.1. The element e := ν(1R) is both a multiplicative and additive idem-
potent of R†, which plays a key role, since ν(R†)= eR†. Each element of eR† is
additively idempotent:

er + er = (e+ e)r = er.

We write a >ν b if aν > bν .

Definition 2.2. Elements a and b of (R†,G, ν) are ν-matched, written a ∼=ν b, if
aν = bν . The element a dominates b if a >ν b.
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Recall that any commutative supertropical semiring satisfies the Frobenius for-
mula from [Izhakian and Rowen 2010, Remark 1.1]:

(2-1) (a+ b)m = am
+ bm

for any m ∈ N+.
A supertropical semifield† is a supertropical semiring† (F†,G, ν) in which T :=

F†
\G is an Abelian group and the restriction from ν to T maps onto G. T is called

the set of tangible elements of F†.
We have the analogous definitions when we adjoin the element 0F to the super-

tropical semifield† F† to obtain the supertropical semifield F . Thus, we write

F := F†
∪ {0F } = (F,G0, ν),

where G0 := G∪ {0F } is the ghost ideal and the ghost map ν : F → G0 satisfies
ν(0F )= 0F . Conversely, given a supertropical semifield (F,G0, ν), we can take
F†
= F \{0F } and G=G0\{0F } and define the supertropical semifield† (F†,G, ν).

Thus, the theories with or without 0F are basically the same. Throughout the
remainder of this paper, F = (F,G0, ν) denotes a supertropical semifield.

Intuitively, the tangible elements correspond in some sense to the original max-
plus algebra, although here a + a = aν instead of a + a = a. Our motivating
example [Izhakian 2009] of a supertropical semifield, used as the primary example
throughout [Izhakian and Rowen 2010] as well as in this paper, is the extended
tropical semiring

T := D(R) :=
(
R∪Rν ∪ {−∞},Rν ∪ {−∞}, 1R

)
,

whose operations are induced by the standard operations max and + over the real
numbers; we call this logarithmic notation, since the zero element 0T is −∞
and the unit element 1T is 0. To clarify our exposition, most of the examples in
this paper are presented for D(R). On the other hand, it is often convenient to
take Q or Z instead of R, especially when working with powers of elements, and
the “characteristic 1” semifield† consisting of the single element 1 has interesting
applications. (This becomes the well-known “Boolean semifield” {0,1} when the
zero element is adjoined.) Semirings of polynomials over supertropical semifields
also play a crucial role in tropical geometry. Nonidempotent semifields† such as
Q+ have applications to arithmetic. Accordingly, our theory is framed for vector
spaces over supertropical semifields†, although, in analogy to the classical theory,
the major theorems could also be formulated over semidomains.

The supertropical semifield plays a basic role in supertropical algebra parallel
to the role of the field in classical algebra. Accordingly, one is led to study linear
algebra over supertropical semifields.
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Occasionally, we also want to pass back from G to T. Abusing notation slightly,
we pick a representative in T for each class in the image of ν̂, thereby getting a
function ν̂ : R†

→ T by putting ν̂|T = 1T.

The “ghost surpass” and “ghost dependence” relations. We consider the super-
tropical semiring (R,G0, ν).

Definition 2.3. We say b is ghost dependent on a, written b ggd a, if a+ b ∈ G0.

In particular, a ∼=ν b implies that a ggd b.
The ghost dependence relation is symmetric, but not transitive, since 1ggd 3ν and

3ν ggd 2, although 1 and 2 are not ghost dependent. The following antisymmetric
and transitive relation is a key to much of the theory.

Definition 2.4. We define the ghost surpasses relation |=gs on a supertropical
semiring R = (R,G0, ν) by

a |=gs b ⇐⇒ a = b+ c for some c ∈ G0.

In this notation, by writing a |=gs 0R we mean a ∈ G0. This restricts to the ghost
surpasses relation on R† by

a |=gs b ⇐⇒ a = b or a = b+ c for some c ∈ G.

Remark 2.5. The following are equivalent:

(1) a ggd 0R .

(2) a ∈ G0.

(3) a |=gs 0R .

We quote some easy properties of |=gs from [Izhakian and Rowen 2011b]:

Remark 2.6. (i) When a is tangible, a |=gs b implies a= b [loc. cit., Remark 1.2].
In particular, tangible elements are comparable under |=gs if and only if they
are equal. In this way, the relation |=gs generalizes equality.

(ii) a |=gs b if and only if a = b or a is a ghost ≥ν b. In particular, if a |=gs b then
a ≥ν b; if a |=gs b for b ∈ G0, then a ∈ G0.

(iii) The relation |=gs is a partial order on R [loc. cit., Lemma 1.5].

(iv) If a |=gs b, then a ggd b.

Supertropical vector spaces. Modules over semirings (often called “semimodules”
in the literature, or sometimes “cones”) are defined just as modules over rings,
except that now the additive structure is that of a semigroup instead of a group.
(Subtraction does not enter into the other axioms of a module over a ring.)
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Definition 2.7. Let R be a semiring. An R-module V is a semigroup (V,+,0V )

together with scalar multiplication R× V → V satisfying the following properties
for all ri ∈ R and v,w ∈ V :

(1) r(v+w)= rv+ rw.

(2) (r1+ r2)v = r1v+ r2v.

(3) (r1r2)v = r1(r2v).

(4) 1Rv = v.

(5) r0V = 0V .

(6) 0Rv = 0V .

Note 2.8. One could also define a module over a semiring† by deleting Axiom (6).
In the other direction, any module V over a semiring† R† becomes an R-module
when we formally define 0Rv = 0V for each v ∈ V .

The reason we prefer the terminology “module” is that this definition of module
over a semiring R coincides with the usual definition of module when R is a ring,
since −v = (−1R)v.

In case the underlying semiring R is a supertropical semifield F , V is called a
(supertropical) vector space over F , or vector space for short. We focus on vector
spaces in this paper, and call their elements vectors. Our main example of a vector
space in this paper, as well as the main example in [Izhakian and Rowen 2011a], is
F (n), whose ghost map acts as ν on each component. The zero element 0 of F (n) is
(0F , . . . ,0F ). However, we also are interested in subspaces of F (n), so we need
this greater generality.

A supertropical vector space V has the distinguished standard ghost submodule
H0 := eV , as well as the ghost map ν : V →H0, given by ν(v) := v+ v = ev. We
write vν for ν(v). For example, F (n) has the standard ghost submodule G(n)0 , with

(v1, . . . , vn)
ν
= (vν1 , . . . , v

ν
n).

Definition 2.9. The tangible vectors of F (n) are those (v1, . . . , vn) 6= 0 such that
each vi ∈ T0.

Lemma 2.10. The following properties are satisfied for all α ∈ F , v,w ∈ F (n):

(1) (αv)ν = αvν = ανv.

(2) (v+w)ν = vν +wν .

Proof. (1) (αv)ν = e(αv)= (eα)v = (αe)v = α(ev)= αvν .
(2) (v+w)ν = e(v+w)= ev+ ew = vν +wν . �
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As with supertropical semirings, we define the ghost surpassing relation |=gs for
vectors v = (v1, . . . , vn), w = (w1, . . . , wn) by

v |=gs w if vi |=gs wi for 1≤ i ≤ n.

We say that two vectors v,w are ν-matched, written v∼=ν w, if vν=wν . Likewise,
we write v ≥ν w if vν |=gs w

ν .

Example 2.11.

(2-2) (v1, . . . , vn)≥ν (w1, . . . , wn)

in R(n) if and only if vi ≥ν wi for each 1≤ i ≤ n.

Also, for elements v,w in V , we define

v ggd w if v+w ∈H0.

Remark 2.12. (i) If v |=gs w, then v+w ∈H0; thus v ggd w.

(ii) If vi |=gs w for i = 1, 2, then v1+ v2 |=gs w.

Lemma 2.13. The following property holds for all v,w ∈ V , h ∈H0:

v = w+ h =⇒ v+ h = v.

Proof. v = w+ h = w+ h+ h = v+ h. �

Proposition 2.14. Any vector space V satisfies the following property, for v, h1,
h2 ∈ V :

v+ h1+ h2 = v =⇒ v+ h2 = v.

Proof. v= v+h1+h2= (v+h1+h2)+(h1+h2)= v+eh1+eh2. Takew= v+eh1

and h = eh2 in the lemma to get v = v+ eh2 = (v+ h1+ h2)+ h2 = v+ h2. �

Corollary 2.15. The ghost surpassing relation on (supertropical) vector spaces is
a partial order.

Almost tangible vectors. Since one also has the example of supertropical algebras
arising from tropicalizing Puiseux series [Izhakian and Rowen 2010], we digress
briefly to discuss the situation when ν is not necessarily 1:1.

Remark 2.16. Define
Te := {a ∈ T : a ∼=ν 1R}.

This is a submonoid of T, and in fact Te∪{e} is a supertropical subsemifield† of F .

Lemma 2.17. Generalizing Remark 2.6(i), an element a ∈ F is tangible if and only
if the following condition holds: a |=gs b implies b = αa for some α ∈ Te.
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Proof. Remark 2.6(i) yields the forward implication. Conversely, suppose a is not
tangible, that is, a ∈ G, so a = aν . Then a |=gs â, where â ∈ T and (â)ν = a. The
condition implies â = αa for some α ∈ Te, which is impossible since αa ∈ G. �

Motivated by Lemma 2.17, we have an abstract definition of tangibility for any
(supertropical) vector space V over a supertropical semifield:

Definition 2.18. The almost tangible vectors of V are those elements v ∈ V for
which v |=gs w, for all w ∈ V , implies w ∈ Tev.

Remark 2.19. A nonzero ghost vector v cannot be almost tangible. Indeed, we
would have v |=gs 0, implying 0 ∈ Tev, a contradiction.

Example 2.20. Clearly, the almost tangible vectors of F (n) all are tangible.
On the other hand, in logarithmic notation, taking F = D(R), if V is the sub-

module of F (2) spanned by the vectors v1 = (1, 1ν) and v2 = (0, 1), then one sees
without difficulty that v1 is almost tangible in V , although not tangible in F (2).

In fact, a subspace of F (n) need not have any tangible vectors at all, as exemplified
by the submodule F(1, 1ν) of F (2).

Here is a reduction to the case where ν is 1:1.

Remark 2.21. We define an equivalence on F† via a ≡ b when either a = b or
a, b ∈ T with a ∼=ν b. In other words, two tangible elements are equivalent if and
only if they are ν-matched. Then we could define the supertropical semifield† F†/≡

to be (T/≡)∪ G. The ghost map ν defines a 1:1 function from the equivalence
classes of T to G.

3. Background from matrices

Any set S = {v1, . . . , vm} of m row vectors in F (n) corresponds to an m× n matrix
A(S), whose m rows are the vectors of S. We call A(S) the matrix of S. We denote
by Mn(F) the monoid of n × n matrices over F , and by Mn(G0) the monoid of
n× n ghost matrices.

We recall that the tropical determinant of an n× n matrix A = (ai, j ) in Mn(F)
is really the permanent, which we denote as

|A| =
∑
π∈Sn

aπ(1),1 . . . aπ(n),n.

Although the equation |AB|= |A||B| fails over the max-plus algebra, the relation
|AB| |=gs |A||B| holds over a supertropical semiring by Theorem 3.5 of [Izhakian
and Rowen 2011a], and any matrix satisfies its characteristic polynomial in the
sense of Theorem 5.2 of the same work. The tangible roots of this polynomial
are precisely the supertropical eigenvalues of A, as given in [Izhakian and Rowen
2011a, Theorem 7.10].
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We say that the matrix A is nonsingular if |A| is tangible (and thus A is quasi-
invertible [Izhakian and Rowen 2011a]); otherwise, |A| ∈ G0 (that is, |A| |=gs 0F

by Remark 2.5) and we say that A is singular. Although it was shown in [Izhakian
and Rowen 2011a] that the product of nonsingular matrices could be singular, we
do have the consolation that the product of nonsingular matrices cannot be ghost;
see Theorem 3.5 below.

In [Izhakian and Rowen 2011a], we also defined vectors in F (n) to be tropically
independent if no linear combination with tangible coefficients is in H0.

Recall that a quasi-identity matrix is a nonsingular, multiplicatively idempotent
matrix ghost-surpassing the identity matrix; therefore its determinant equals 1F .
Suppose A= (ai, j ), with |A| tangible. In [Izhakian and Rowen 2011b, Theorem 2.8]
one defines the matrix

(3-1) A∇ :=
1F

|A|
adj(A)

and obtains the quasi-identity matrices

(3-2) IA = AA∇, I ′A = A∇ A.

Remark 3.1. Recall some results on nonsingularity and supertropical dependence:

• A(S) has m tropically independent rows (resp. columns) if and only if A(S)
has a nonsingular m×m submatrix [Izhakian and Rowen 2009, Theorem 3.4;
2011a, Corollary 6.6]

• |A adj(A)| = |A|n [Izhakian and Rowen 2011b, Theorem 4.9].

• |adj(A)| = |A|n−1 [Izhakian and Rowen 2011a]. Thus, adj(A) is nonsingular
if A is nonsingular.

Thus, it is natural to try to understand linear algebra in terms of the supertropical
matrix theory of [Izhakian and Rowen 2011a; 2011b].

Annihilators of matrices.

Definition 3.2. A vector v ∈ V := F (n) (written as a column) g-annihilates an
m× n matrix A if Av |=gs 0V in V . Define

Ann(A)= {v ∈ V : Av |=gs 0V };

this is clearly a subspace of V .

Accordingly, G(n)0 ⊆ Ann(A) for any m× n matrix A.

Remark 3.3. (i) The point of this definition is that the vector v = (β1, . . . , βm)

g-annihilates (A(S))t, the transpose of the matrix of S = {w1, . . . , wm}, if and
only if

∑m
i=1 βiwi |=gs 0V . Thus, tangible g-annihilators correspond to tropical

dependence relations.
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(ii) A (nonzero) tangible vector cannot g-annihilate a nonsingular matrix, since
the columns are tropically independent.

We can improve this result to include vectors that are not necessarily tangible.

Lemma 3.4. The diagonal of the product IA IB of quasi-identity matrices IA, IB

cannot all be ghosts.

Proof. Recall from [Izhakian and Rowen 2011a, §3.2] the weighted digraph G =
(V,E) of an n × n matrix A = (ai, j ), which is defined to have vertex set V =

{1, . . . , n} and an edge (i, j) from i to j (of weight ai, j ) whenever ai, j 6= 0F .
Write IA= (ai, j ) and IB= (bi, j ). If the assertion is false, then for each it , the it , it

diagonal entry must be a ghost, so there must be it+1 such that ait ,it+1bit+1,it ≥ν 1F .

This means each edge from it to it+1 in the weighted digraph G of IA IB has weight
≥ν 1. By the pigeonhole principle, the path of vertices of i1, i2, i3, . . . , in+1 contains
a cycle, say from is to i ′s . But the weight of any nonloop cycle in a quasi-identity
has ν-value < 1F . (Otherwise, multiplying by the entries ai,i for all vertices i not in
the cycle gives an extra summand ≥ e= 1νF for |IA|, contrary to |IA| = 1F .) Hence

1F ≤ν

s′−1∏
k=s

aik ,ik+1bik+1,ik =

s′−1∏
k=s

aik ,ik+1

s′−1∏
k=s

bik+1,ik <ν 1F1F = 1F ,

a contradiction. �

Theorem 3.5. The product of two nonsingular n×n matrices cannot be in Mn(G0).

Proof. If AB is ghost for A, B nonsingular, then (A∇ A)(B B∇) ∈ Mn(G0), contra-
dicting the lemma. �

On the other hand, examples were given in [Izhakian and Rowen 2011a] in which
the product of two nonsingular n×n matrices is singular. Here is a related example
using quasi-identities:

Example 3.6. The matrices

A =
(

0 0ν

−∞ 0

)
, B =

(
0 −∞
0ν 0

)

over D(R) are nonsingular, but AB =
(

0ν 0ν

0ν 0

)
and B A =

(
0 0ν

0ν 0ν

)
are singular.

4. Tropical dependence

Dependence plays a major role in module theory. The familiar definition becomes de-
generate for supertropical vector spaces; the following modification from [Izhakian
and Rowen 2011a], in which the role of zero is replaced by the ghost ideal, is more
suitable for our purposes.
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Definition 4.1. Suppose V is a supertropical vector space over F . A family of
elements S = {wi : i ∈ I } ⊂ V is tropically dependent if there exists a nonempty
finite subset I ′ ⊂ I and a family {αi : i ∈ I ′} ⊂ T such that

(4-1)
∑
i∈I ′

αiwi ∈H0.

Any such relation (4-1) is called a tropical dependence for S. A subset S ⊂ V is
called tropically independent if it is not tropically dependent.

Given an element v ∈ V , we say that v is tropically dependent on a family
S = {wi : i ∈ I } if S ∪ {v} is tropically dependent, in which case we write v ggd S.
(In particular, v ggd {v}.) A subset S′ of V is tropically dependent on S if v ggd S
for each v ∈ S′.

An easy observation:

Remark 4.2. Suppose S = {wi : i ∈ I } ⊂ V . For any given set {αi : i ∈ I } ⊂ T of
tangible elements of F , the set S is tropically independent if and only if {αiwi : i ∈ I }
is tropically independent.

Lemma 4.3. If a set S′ is tropically dependent on S ⊂ F (n), then the supertropical
vector space V of F (n) spanned by S′ is also tropically dependent on S.

Proof. It is enough to show that if v, v′ ∈ F (n) are tropically dependent on S, then
v+v′ is also tropically dependent on S. Write v+

∑
αiwi ∈H and v′+

∑
α′iwi ∈H

for wi ∈ S. It is enough to check this on each component. Thus, we may assume
that v, v′, wi , and w′i are all in F . If v ∼=ν v′, then v+ v′ ∈ G. On the other hand, if
v >ν v

′, then v+ v′ = v is already tropically dependent on S, so the assertion is
clear. �

Tropical d-bases and rank.

Definition 4.4. A d-base (for dependence base) of a supertropical vector space V
is a maximal set of tropically independent elements of V . The rank of a d-base B,
denoted rk(B), is the number of elements of B.

Our d-base corresponds to the “basis” in [Maclagan and Sturmfels 2009, Defini-
tion 5.2.4].

Proposition 4.5. Any subspace of F (n) is tropically dependent on any subset S of n
tropically independent elements. All d-bases of F (n) have precisely n elements.

Proof. By Theorem 6.6 of [Izhakian and Rowen 2011a], the matrix A of S is
nonsingular if and only if S is tropically independent, so in particular any d-base B

of F (n) must have at least n elements. Also recall that any n+ 1 vectors of F (n)

are tropically dependent, by Corollary 6.7 of the same work, so B has precisely n
elements. �
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This leads us to the following definition.

Definition 4.6. The rank of a supertropical vector space V is defined as

rk(V ) :=max
{
rk(B) :B is a d-base of V

}
.

For V ⊆ F (n), the tangible rank of V is defined as

t-rk(V ) :=max
{
rk(B) :B⊂ T(n)

0 is a d-base of V
}
.

We have just seen that t-rk(F (n))= rk(F (n))= n.

Corollary 4.7. If V ⊂ F (n), then rk(V )≤ n.

Proof. Any d-base of V is contained in a d-base of F (n) whose order must be that
of the standard base given in (5-1) below, which is n. �

We might have liked rk(V ) to be independent of the choice of d-base of V , for
any supertropical vector space V . This is proved in the classical theory of vector
spaces by showing that dependence is transitive. However, transitivity fails in the
supertropical theory, since we have the following sort of counterexample.

Example 4.8. In logarithmic notation, over D(R)(3), the vector v = (0, 1, 3) is
tropically dependent on W = {w1, w2}, where w1 = (1, 1, 2) and w2 = (1, 1, 3),
since v + w1 + w2 = (1ν, 1ν, 3ν). Furthermore, W is tropically dependent on
U = {u1, u2}, where u1 = (1, 1, 0) and u2 = (−∞,−∞, 1), since

w1+ u1+ 1u2 = (1ν, 1ν, 2ν), w2+ u1+ 2u2 = (1ν, 1ν, 3ν).

But v, u1, and u2 are tropically independent, since the tropical determinant of the
matrix whose rows are these vectors is 3 ∈ T.

In fact, different d-bases may contain different numbers of elements, even when
tangible. An example is given in [Maclagan and Sturmfels 2009, Example 5.4.20],
which is reproduced here with different entries.

Example 4.9. Consider the following vectors in D(R)(3):

v1 = (5, 5, 0), v2 = (5, 5, 4), v3 = (0, 1, 4), v4 = (0, 2, 4).

Then v1, v2, and v3 are tropically dependent (since their sum (5ν, 5ν, 4ν) is ghost),
and likewise v1, v2, and v4 are tropically dependent. It follows that {v1, v2} is a
d-base for the supertropical vector space V spanned by v1, v2, v3, and v4. But
v2, v3, and v4 are tropically independent since their determinant is 11, which is
tangible; hence, {v2, v3, v4} is also a d-base of V .

We do have a consolation.
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Lemma 4.10. If the vectors v1, . . . , vk ∈ F (n) are tropically independent and the
vector v is tangible, then there are i1, . . . , ik−1 in {1, . . . , k} such that the vectors
vi1, . . . , vik−1, v are tropically independent.

Proof. Let A be the (k+1)× n matrix whose rows are v1, . . . , vk, v, and let A0

denote the k× n matrix of the first k rows v1, . . . , vk . Then A0 has a nonsingular
k× k submatrix obtained by deleting n− k columns; deleting these columns in A,
we have reduced to the case that n = k, that is, A is a (k+1)× k matrix. Now let
A′0 = (a

′

j,i )= adj(A0), which is nonsingular; see Remark 3.1. We are done unless
for each row i ≤ k, the k × k submatrix of A obtained by deleting the i row is
singular, which means that

∑k
j=1 a′i, j ak+1, j is ghost. This means that the vector

(ak+1,1, . . . , ak+1,k) g-annihilates the nonsingular matrix A′0, which is impossible.
�

Proposition 4.11. For any tropical subspace V of F (n) and any tangible v ∈ V ,
there is a tangible d-base of V containing v whose rank is that of V .

Proof. Take a tangible d-base of V of maximal rank, and apply the lemma. �

Example 4.12 (failure of the analog of Proposition 4.11 for nontangible vectors).
Consider the supertropical vector space W ⊂ D(R)(2) spanned by w1 = (0, 1) and
w2 = (0, 2). Then v = (1, 3ν) comprises a d-base of W , consisting of only one
element.

Proposition 4.13. If A is a matrix of rank m, its g-annihilator has a tangible
tropically independent set of rank ≥ n−m.

Proof. Take m tropically independent rows v1, . . . , vm of A, which we may assume
are the first m rows of A. For any other row vu of A (m < u ≤ n), we have
βu,1, . . . , βu,m ∈ T0 such that vu +

∑
βi, jvi ∈ G(n)0 . Letting B be the (n−m) × n

matrix whose (i, j) entries are βi, j for 1≤ i, j ≤ m, and for which βi, j = δi, j (the
Kronecker delta) for m < j ≤ n, we see that B contains an (n −m)× (n −m)
identity submatrix and so has tangible rank ≥ n−m, but B A is ghost. �

Example 4.14. We exhibit a 3×3 matrix A over D(R) of rank m = 2, all of whose
entries are tangible, although rk(Ann(A))= 2> 3− 2. Take

A =

4 4 0
4 4 1
4 4 2

.
A is g-annihilated by the tropically independent vectors v1 = (1, 1, 0)t and v2 =

(1, 1, 1)t, since Av1 = Av2 = (5, 5, 5)t.
Note that this kind of example requires n ≥ 3, in view of Theorem 3.5.
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Saturated dependence relations. Let us study tropical dependence relations in F (n)

more closely. Example 5.7(ii) below shows that a tropical dependence of a vector v
on an independent set S = {wi : i ∈ I } is not uniquely determined. Nevertheless, in
this subsection we do get a “canonical” tropical dependence relation, which we call
saturated. But first, in order for tropical dependence relations to be well-defined
with respect to the ghost map ν : F→ G0, we verify the following condition.

Lemma 4.15. Any subspace of F (n) (with H0 = G(n)0 ) satisfies the property that
whenever αi , βi ∈ T with αi ∼=ν βi ,

(4-2)
∑

i

αiwi ∈H0 ⇐⇒
∑

i

βiwi ∈H0.

Proof. The argument is analogous to that of Lemma 4.3. The condition clearly passes
to submodules, so it is enough to prove it for F (n), and thus to check (4-2) on each
component. We write wi, j for the j-component of wi . Note that αiwi, j ∼=ν βiwi, j

for each i . There are two ways for
∑

i αiwi, j ∈ G0:

(1) Some αi ′wi ′, j dominates
∑

i αiwi, j and is ghost, implying wi ′, j ∈ G0, so∑
i

βiwi, j = βi ′wi ′, j = αi ′wi ′, j ∈ G0.

(2) Two essential summands αi ′wi ′, j and αi ′′wi ′′, j are ν-matched. But then∑
i

βiwi, j = βi ′wi ′, j +βi ′′wi ′′, j = (βi ′wi ′, j )
ν

= (αi ′wi ′, j )
ν
= αi ′wi ′, j +αi ′′wi ′′, j =

∑
i

αiwi, j ∈ G0. �

We examine the tropical dependence

(4-3) v ggd
∑
i∈I

αiwi .

Lemma 4.16. Suppose V = F (n). If v ggd
∑

i∈I αiwi and v ggd
∑

i∈I βiwi for
αi , βi ∈ T0, then taking γi = α̂i +βi , we have

v ggd
∑
i∈I

γiwi .

Proof. Checking each component in turn, we may assume that V = F. We proceed
as in Lemma 4.15. Namely, v ggd

∑
i∈I αiwi (resp. v ggd

∑
i∈I βiwi ) implies one

of the following:

(1) v and some term αi ′wi ′ dominate (resp. v and βi ′wi ′ dominate), in which case
γi ′ = αi ′ (resp. γi ′ = βi ′).
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(2) αi ′wi ′ and αi ′′wi ′′ dominate (resp. βi ′wi ′ and βi ′′wi ′′ dominate), in which case
γi ′ = αi ′ and γi ′′ = αi ′′ (resp. γi ′ = βi ′ and γi ′′ = βi ′′).

(3) Some ghost term αi ′wi ′ (resp. βi ′wi ′) dominates, in which case γi ′ = αi ′ (resp.
γi ′ = βi ′). �

Lemma 4.16 gives us a partial order on the coefficients of the tropical dependence
relations of v on a set S, and motivates the following definition:

Definition 4.17. We say that the support of a tropical dependence

αv ggd
∑
i∈I

αiwi

(where α ∈ T and αi ∈ T0) is the set

{i ∈ I : αi 6= 0F }.

A tropical dependence of minimal support is called irredundant.

A vector does not have a unique tropical dependence on a d-base. For example,
if each entry of a vector w1 is nonzero and α ∈ F has a suitably low ν-value, then
w1+αw2 = w1. We do have a slight consolation.

Lemma 4.18. If
∑k

i=1 αiwi ggd
∑k

i=1 βiwi for independent vectors w1, . . . , wk

and tangible αi , βi , then αi ∼=ν βi for some i .

Proof.
∑k

i=1(αi + βi )wi ∈ H0, implying that not all αi + βi are tangible, so that
αi ∼=ν βi . �

We can do better. A tropical dependence of v on a tropically independent set
S is called saturated if the coefficients αi in (4-3) all are maximal possible with
respect to ≥ν ; in other words, whenever v+

∑l
i=1 βiwi ∈ G(n)0 with βi ∈ T0, then

each βi ≤ν αi .

Remark 4.19. If

(4-4) v ggd

l∑
i=1

αiwi

is a saturated tropical dependence, then for any k ≤ l and for v′ = v+
∑k

i=1 αiwi ,

(4-5) v′ ggd

l∑
i=k+1

αiwi

is also a saturated tropical dependence, since any ν-larger tropical dependence for
(4-5) would yield the corresponding ν-larger tropical dependence for (4-4).
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Theorem 4.20. Any irredundant tropical dependence

(4-6) v ggd

l∑
i=1

αiwi

can be extended to a unique (up to equivalence in the sense of Remark 2.21)
saturated tropical dependence of v on S = {w1, . . . , wl}, having the same support.

Remark 4.21. When the vector v is tangible and S is a d-base, Theorem 4.20 is an
immediate consequence of [Izhakian and Rowen 2011b, Theorems 3.5 and 3.8],
which shows that Ax |=gs v has the maximal tangible vector solution x = ν̂(A∇v),
where A∇ = (1/|A|) adj(A). Here we take A to be the matrix of S, which is
nonsingular, and x to be the vector (α1, . . . , αl)

t.
In general, x = A∇v is a solution for the matrix equation Ax |=gs v, which, when

v is written as a row, is x At
|=gs v. (In a sense, row form is more natural, since the

matrix of S is obtained from the rows.) But this solution x need not be tangible.

Here is a direct combinatoric proof of Theorem 4.20 that does not rely on matrix
theory, and does not depend on the additional assumption of tangibility of S.

Proof of Theorem 4.20. Uniqueness of a saturated tangible solution is obvious,
since one could just take the sup of any two distinct saturated tropical dependences
to get a contradiction. This also gives the motivation for proving existence. Write
v = (v1, . . . , vn). We start with some tropical dependence (4-6), which need not be
saturated, with the aim of checking whether we can modify it until it is saturated. In
principle, we could increase the ν-values of the coefficient αi if at each component j
of the vector αiwi the ν-value of v j is not attained, and this is the main idea behind
the proof. But increasing αi still may not yield a saturated tropical dependence,
since the coefficient may be allowed to increase further, so long as some other term
in the tropical dependence also is adjusted so as to have a j -component of the same
ν-value. Since these j-components are the most difficult to keep track of, we pay
special attention to them. Write wi, j for the j-component of wi .

We say that an index j ≤ n has type 1 if v j is not dominated by
∑

i αiwi, j , which
means that either v j itself is ghost, or else there is precisely one i with αiwi, j

matching v j , and this wi, j ∈ T.
We say that j has type 2 for v if v j is dominated by

∑
i αiwi, j , which means

that either there exists i such that αiwi, j is ghost and dominates v j or there are i, i ′

such that αiwi, j and αi ′wi ′, j are ν-matched and both dominate v j .
Note that increasing the coefficients αi in a tropical dependence cannot change

the type of an index j from type 2 to type 1. Also, at least one index must have
type 1, since otherwise

∑
αiwi, j ∈ G(n)0 , contrary to the hypothesis that the wi are

tropically independent. We choose our tropical dependence such that the number
of indices of type 1 is minimal. In this case, if αiwi, j ν-matches v j for j of type 1,
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we cannot find a ν-greater tropical dependence in which αi is increased, since this
would force the tropical dependence to have an extra type 2 index. Thus, in this
case we say wi is anchored at j . Renumbering the vectors, we may assume that
w1, . . . , wk are anchored at various indices, and replace v by v′ = v+

∑k
i=1 αiwi .

Now we have a new tropical dependence

v′+

l∑
i=k+1

αiwi ∈ G(n)0 ,

which by induction on l can be extended to a saturated tropical dependence

v′ ggd

l∑
i=k+1

α′iwi .

But then the tropical dependence

v ggd

( k∑
i=1

αiwi +

l∑
i=k+1

α′iwi

)
is saturated, since w1, . . . , wk are anchored. �

Proposition 4.22. If

(4-7) v ggd

l∑
i=1

αiwi and v′ ggd

l∑
i=1

α′iwi

are saturated tropical dependences, then

(4-8) (v+ v′) ggd

l∑
i=1

̂(αi +α
′

i )wi

is also a saturated tropical dependence.

Proof. Again we have two proofs, the first using results from [Izhakian and Rowen
2011b] in the case when v, v′ are tangible and the matrix A of the wi is nonsingular.
In the first case, one just takes the solutions x = Â∇v and x ′ = Â∇v′ for the vectors
accompanying the αi and the α′i , and then notes that

ν̂
(

A∇v+ A∇v′
)
= ν̂

(
A∇(v+ v′)

)
.

For the general case, one needs to modify the second proof of Theorem 4.20 for
the vector v+ v′. Namely, consider the tropical dependence

(v+ v′) ggd

l∑
i=1

γiwi ,

where γi =
̂(αi+α

′

i ). At least one index in this tropical dependence must have type 1
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for v+ v′, since otherwise the wi are tropically dependent. We choose our tropical
dependence such that the number of indices of type 1 is minimal. As before, if γiwi, j

ν-matches v j for j of type 1, we cannot find a larger tropical dependence in which
γi is increased, so wi is anchored at j . Again, we may assume that w1, . . . , wk are
anchored at various indices, and replace v+ v′ by v′′ = v+ v′+

∑k
i=1 γiwi . But(

v+

k∑
i=1

αiwi

)
ggd

l∑
i=k+1

αiwi and
(
v′+

k∑
i=1

α′iwi

)
ggd

l∑
i=k+1

α′iwi

are saturated tropical dependences by Remark 4.19, so by induction on l,

v′′ ggd

l∑
i=k+1

γiwi

is a saturated tropical dependence. But then the tropical dependence

v ggd

( k∑
i=1

γiwi +

l∑
i=k+1

γiwi

)
is saturated. �

5. Tropical spanning

In this section, we consider further the fundamental question of what “base” should
mean for supertropical vector spaces. The d-base (defined above) competes with
another notion to be obtained from |=gs. But for the moment we turn to the naive
analog from the classical theory of linear algebra.

Definition 5.1 (classical bases and the standard base). A (supertropical) vector
space V over a semifield F is classically spanned by a set S = {wi : i ∈ I } if every
element of V can be written in the form

v =
∑
i∈J

αiwi ,

for αi ∈ F and some finite index set J ⊂ I .
A set B = {b1, . . . , bn} ⊂ V is a classical base of a vector space V over a

semifield F if every element of V can be written uniquely in the form
∑n

i=1 αi bi

for αi ∈ F.
The standard base of F (n) is the classical base defined as

(5-1)

ε1 = (1F ,0F , . . . ,0F ),

ε2 = (0F ,1F ,0F , . . . ,0F ),

. . .

εn = (0F ,0F , . . . ,1F ).
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Proposition 5.2. If V has a classical base b1, . . . , bn , then V is isomorphic to F (n).

The proof is standard; one defines the isomorphism F (n)→ V by

(α1, . . . , αn) 7→

n∑
j=1

α j b j .

Definition 5.3 (tropical spanning). A vector v ∈ V is tropically spanned by a set
S = {wi : i ∈ I } ⊂ V if there exist a nonempty finite subset J ⊂ I and a family
{αi : i ∈ J } ⊂ T such that

(5-2) v |=gs

∑
i∈J

αiwi .

In this case, we write v |=gs S.
A subset S′ ⊆ V is tropically spanned by S, written S′ |=gs S, if v |=gs S for each

v ∈ S′.

Remark 5.4 (transitivity for tropical spanning). If V |=gs W and W |=gs U , then
V |=gs U .

Obviously, any set classically spanned by S is tropically spanned; surprisingly,
the converse often holds.

Remark 5.5. (i) If a tangible vector v ∈ F (n) is tropically spanned by a set S⊂ V ,
then v is classically spanned by S with the same coefficients, as seen by
checking components.

(ii) The assertion in (i) can fail for nontangible v ∈ F (2). Take S = {(1F ,1F )};

then v= (1F ,1νF ) is tropically spanned by S since (1F ,1νF ) |=gs (1F ,1νF ), but
is not classically spanned by S.

(iii) If V has a classical spanning set B of almost tangible vectors, and B is
tropically spanned by a set S, then V is classically spanned by S, by (ii) and
transitivity. In particular, if F (n) is tropically spanned by a set S, then F (n) is
classically spanned by S, since F (n) has the standard base.

(iv) Any element tropically spanned by S is also tropically dependent on S, but
not conversely; for example v = (1F ,1F ) ∈ F (2) is tropically dependent on
S = {(1F ,1νF )} ⊂ F (2), but v is not tropically spanned by S. This leads to an
interesting dichotomy to be studied shortly.

(v) Tropical spanning does not satisfy the assertion analogous to Lemma 4.16. For
example, take {

w1 = (1, 2), w2 = (1, 3)
}
⊂ D(R)(2)

and the vector v = (1, 3ν); then v |=gs w1 and v |=gs w2, but v |6=gs w1+w2 =

(1ν, 3).
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Thus, we see that almost tangible vectors already begin to play a special role in
the theory of tropical dependence, and could be used instead of tangible vectors in
the general theory of supertropical vector spaces.

Lemma 5.6. W = {v ∈ V : v |=gs S} is a subspace of V @for any S ⊂ V .

Proof. If v =
∑

i∈I αiwi + y and v′ =
∑

i∈I α
′

iwi + z, where αi , α
′

i ∈ T, wi ∈ S
and y, z ∈H0, then letting J = {i : αi ∼=ν α

′

i }, we have, by bipotence,

v+ v′ =
∑
i /∈J

βiwi +
∑
i∈J

ανi wi + (y+ z) |=gs

∑
i /∈J

βiwi ,

where βi ∈ {αi , α
′

i } ⊂ T. The other verifications are easier. �

We call W (in Lemma 5.6) the subspace tropically spanned by S, and say that S
is a tropically spanning set of W .

A supertropical vector space is finitely spanned if it has a finite tropically spanning
set.

Example 5.7. Take R = D(R), with logarithmic notation.

(i) The vectors

v1 = (1, 0, 1), v2 = (1, 1, 0), and v3 = (0, 1, 1)

are tropically dependent in D(R)(3) since their sum is (1ν, 1ν, 1ν). None of
these vectors is tropically spanned by the two other vectors.

(ii) Even when a vector is classically spanned by tropically independent vectors,
the coefficients need not be unique. For example,

(4, 5)= 2(1, 1)+ 2(2, 3)= 1(1, 1)+ 2(2, 3).

The point of this example is that the first coefficient is sufficiently small so as
not to affect the outcome.

(iii) Another such example: The vectors

v1 = (−∞,−∞, 1), v2 = (1, 1,−∞), and v3 = (−∞, 1, 1)

are tropically independent, though classical spanning with respect to them (and
thus also tropical spanning) is not unique; e.g., (3, 3, 1)= 2v2+v3 = v1+2v2.

(iv) Another such example: Consider the vectors

v1 = (1, 4, 3), v2 = (2, 3, 4), and v3 = (0, 20, 20).

Then (3, 20, 20)= 1v2+ v3 = 2v1+ v3.
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For S = {w1, . . . , wn}, there need not be a ν-maximal set of α1, . . . , αl ∈ T

such that v |=gs
∑l

i=1 αiwi . For example, in logarithmic notation, take

v = (1, 1), w1 = (1, 0), and w2 = (1, 1).

Then v = αw1+w2 for all α < 0, but taking α = 0 yields w1+w2 = (1ν, 1).

Proposition 5.8. For any subspace V of F (n), the number of elements of any
tropically spanning set S of V is at least rk(V ).

Proof. Take a d-base {v1, . . . , vm} of V , where m = rk(V ) ≤ n. By [Izhakian
and Rowen 2009, Theorem 3.4], the m× n matrix whose rows are v1, . . . , vm has
rank m. Taking a nonsingular m×m submatrix and erasing all the n−m columns
not appearing in this submatrix, we may assume that m = n (since we still have a
supertropically generating set which we can shrink to a minimal one).

Writing vi |=gs
∑
αi, j s j for suitable s j ∈ S, we can procure a nonsingular matrix

whose rows are various s j , implying that some subset of m vectors of S is tropically
independent, and thus |S| ≥ m. �

We are ready for another version of base.

Definition 5.9 (s-base). An s-base (for spanning base) of a (supertropical) vector
space V is a minimal tropical spanning set S, in the sense that no proper subset of
S tropically spans V .

As we shall see in Examples 5.22 below, a vector space with a finite d-base could
still fail to have an s-base. Even when an s-base exists, it could be considerably
larger than any d-base.

Example 5.10. Elements of a vector space V may be tropically dependent on a
subspace W but not tropically spanned by W , as indicated in Example 5.7(i).

Example 5.11. Let V be the subspace of D(R)(2) spanned by

S = {(1, 1), (1ν, 1), (1, 1ν)}

in logarithmic notation, equipped with the standard ghost module. Each of these
vectors alone comprises a d-base of V , whereas S is an s-base of V .

An s-base S need not be finite. On the other hand, obviously any finite tropical
spanning set contains an s-base, so any finitely spanned vector space has an s-
base. In order to coordinate the definitions of s-base and d-base, we introduce the
following definition.

Definition 5.12. A d,s-base is an s-base which is also independent, that is, also
is a d-base. A supertropical vector space V is finite-dimensional if it has a finite
d,s-base.
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Proposition 5.13. The cardinality of the d,s-base S, if finite, is precisely rk(V ).

Proof. |S| ≥ rk(V ) by Proposition 5.8. But we get equality, since by definition S is
itself a d-base. �

Example 5.14. Suppose S is a tropically independent subset of V . Then S is a
d,s-base of the subspace of V tropically spanned by S. These are the subspaces of
greatest interest to us.

Example 5.15. There are four possible sorts of nonzero subspaces of F (2) tropically
spanned by a set S of tangible elements over a supertropical semifield F , writing
{ε1 = (1F ,0F ), ε2 = (0F ,1F )} for the standard base:

(i) The plane F (2) itself.

(ii) A half-plane of tangible rank 2, having tangible s-base containing ε1 or ε2, as
well as one tangible element α1ε1+α2ε2 for α1, α2 ∈ T.

(iii) A planar strip of tangible rank 2, having tangible s-base

{α1ε1+α2ε2, β1ε1+β2ε2},

where α1, α2, β1, β2 ∈ T.

(iv) A subspace of tangible rank 1, each pair of whose elements is tropically
dependent. The tangible vectors are all multiples of a single vector.

One also has examples of nontangibly generated subspaces of F (2), such as
W = {(α, αν) : α ∈ F}.

Here are some examples of strange behavior of s-bases, when we reverse the di-
rection in tropical spanning in a supertropical vector space V . For subsets S, S′ ⊂ V ,
we say that S′ ghost surpasses S if for each v ∈ S′, there is some v′ ∈ S′ such that
v′ |=gs v.

Examples 5.16. (i) Let V be the vector space tropically spanned by the vectors
v1, v2, v3 of Example 5.7(i), and let W be the subspace tropically spanned by the
vectors v1 and v2. Note that

v1+ v2 = (1ν, 1, 1) |=gs (0, 1, 1)= v3.

We claim more generally that W ghost surpasses V . Indeed, by symmetry we may
consider v = (α, β, γ ) ∈ V with α ≤ν β ≤ν γ . By the definition of V , we must
have either β ∼=ν γ or γ = γ ν . In the former case, β(v1 + v2) |=gs v, and in the
latter case, v |=gs βv1+ γ v3.

(ii) Here is an example of a supertropical space V with an s-base {v1, v2, v3, v} in
which the subspace W tropically spanned by v1, v2, and v3 ghost surpasses {v}, and
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the subspace W ′ tropically spanned by v1 and v2 ghost surpasses {v3}, but W ′ does
not ghostsurpass {v}. Let

v1 = (2, 2, 0, 2, 2, 0), v2 = (2, 0, 2, 2, 0, 2),

v3 = (0, 2, 2, 0, 2, 2), v = (2, 2, 2, 1, 1, 1).

Then v1 + v2 + v3 |=gs v and v1 + v2 |=gs v3, but we claim that W ′ does not
ghost surpass {v}. Suppose α1v1+ α2v2 |=gs v. If α1 = α2, then from the second
component, α1 = 0, so from the fifth component α2 = 2: a contradiction.

Thus α1 6= α2. By symmetry, we may assume that α1 > α2. Then from the first
component, α1 =−2, and now we have a contradiction from the second component.

(iii) We now exhibit a space V in which the s-base B has 6 vectors and which is
ghost surpassed by a set of 4 vectors; but if one removes any single vector from B

it fails to ghost surpass V . Take

v1 = (4, 4, 0, 2, 2, 0), v2 = (4, 0, 4, 2, 0, 2), v3 = (0, 4, 4, 0, 2, 2),

w1 = (2, 2, 0, 2, 2, 0), w2 = (2, 0, 2, 2, 0, 2), w3 = (0, 2, 2, 0, 2, 2).

The vector (4, 4, 4, 3, 3, 3) is not ghost surpassed by any 5 of these vectors.

Critical elements versus s-bases. Since s-bases are involved in the actual gener-
ation of the space, they are more in tune with the classical theory of convexity,
and can be studied combinatorially. Here is another way to view the s-base, which
is inspired by the literature on convex spaces. We say that two elements v,w in
a supertropical vector space V over a supertropical semifield F are projectively
equivalent, written v ∼ w, if and only if v = αw for some tangible element α ∈ F .
Accordingly, we define the equivalence class of v as

[v]∼ := {w ∈ V | w ∼ v}.

Definition 5.17. A vector v /∈H0 in a supertropical vector space V is critical if we
cannot write v |=gs v1+v2 for v1, v2 ∈ V \ [v]∼. Taking one representative for each
class [v]∼, a critical set of V is defined as a set of representatives of all the critical
elements of V .

Critical elements correspond to “extreme points” over the max-plus algebra in
[Gaubert and Katz 2007], in which it is shown that every point in F (n) is a linear
combination of at most n+ 1 extreme points.

Example 5.18. Consider the space V spanned by the five critical vectors

(0, −∞, 0, −∞, 0, −∞), (−∞, 0, −∞, 0, −∞, 0),

(0, −∞, −∞, 0, −∞, −∞), (−∞, 0, −∞, −∞, 0, −∞),

(−∞, −∞, 0, −∞, −∞, 0).
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Then (0, 0, 0, 0, 0, 0) is the sum of the first two vectors as well as the last three.

There is a basic connection between criticality and almost tangible.

Lemma 5.19. Suppose v |=gs αv+w for α ∈T, v,w ∈ V . Then α ≤ν e. Moreover:

(1) If α <ν e, then v |=gs w.

(2) Suppose α ∈ Te, that is, α ∼=ν e. If w ∈H0, then v = αv. For any w ∈ V ,

v = α2v+ ew′ = α2v,

where w′ |=gs w.

Proof. Write v = αv+w′, where w′ |=gs w.

If α >ν e, then

v = αv+w′ = (α+1F )v+w
′
= v+αv+w′ = v+ v = ev ∈H0.

But then v = v+αv+w′, implying by Proposition 2.14 that v = v+αv = αv, and
thus α ∼=ν e.

(1) If α <ν e, then 1F = α+1F , implying

v = (α+1F )v = αv+ v = αv+αv+w
′
= eαv+w′ |=gs w,

proving (1).

(2) Thus, we assume that α ∈ Te. If w = ew, then

v=αv+w′=α(αv+w′)+w′=α2v+(α+1F )w
′
=α2v+ew′=α(αv+ew′)=αv.

For any w, if α ∈ Te, then

v = αv+w′ = α(αv+w′)+w′ = α2v+ (α+1F )w
′
= α2v+ ew′.

Hence, v = α2v by the preceding argument, replacing w by ew′. �

Proposition 5.20. Any critical element v ∈ V is almost tangible.

Proof. Otherwise v =w+w′ for suitable w ∈ V , w′ ∈H0, for which w /∈Tev, but
by criticality, w = αv for α ∈ T. Then, by Lemma 5.19, α ≤ν e, and furthermore
α ∈ Te, since otherwise v |=gs ew′, contrary to v /∈H0. But now, by Lemma 5.19,
v = αv = w, a contradiction. �

Lemma 5.21. An almost tangible element v ∈ V is critical if and only if it is not
tropically spanned by V \ [v]∼, that is, v |6=gs

∑
αiwi for any αi ∈T, wi ∈ V \ [v]∼.

Proof. The “if” part is immediate by definition. To prove the converse, suppose on
the contrary that v |=gs

∑t
i=1 αiwi ; by definition of criticality, t > 1. Then taking

v1=α1w1 and v2=
∑t

i=2 αiwi , we must have v2 ∈ [v]∼, and conclude by induction
on t. �
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Clearly a critical set of a vector space V is projectively unique, but could be
empty.

Examples 5.22. (i) The standard base {ε1, . . . , εn} of F (n) is also its critical set.

(ii) The critical set of the subspace W = F (2) \ ([ε1]∼ ∪ [ε2]∼) is empty.

(iii) W = F (2) \ [ε1]∼ has the critical set [ε2]∼, but has no s-base.

Despite the last two examples, some positive information is available.

Lemma 5.23. Any tropical spanning set S contains a tropical critical set of V .

Proof. Suppose v ∈ V is critical. By hypothesis on S, v is tropically spanned by S,
but by Lemma 5.21, it must be an element of S (up to projective equivalence). �

Theorem 5.24. Suppose V has an s-base S. Then S is a critical set of V .

Proof. In view of Lemma 5.23, it remains to show that each element of S is critical.
Suppose v ∈ S is not critical. Then v = v1+ v2 where v1, v2 /∈Tv. Thus, when we
write

v1 =
∑

i

α1,i s1,i +w1 and v2 =
∑

i

α2,i s2,i +w2

for α1,i , α2,i ∈T, s1,i , s2,i ∈ S, and w1, w2 ∈H0, we must have v appearing in one
of the sums (for otherwise v = v1+ v2 is tropically spanned by the other elements
of S, contrary to hypothesis).

Thus, we may assume s1,1 = v, and we have

v1 |=gs α1v+
∑
i 6=1

α1,i s1,i ,

and similarly v2 |=gs α2v+
∑

i 6=1 α2,i s2,i . (Formally, we permit α2 = 0F .) We also
write v j = α j + x j , where x j |=gs

∑
i 6=1 α j,i s j,i .

Now
v = v1+ v2 = βv+ x,

where β = α1,1+ α2,1 and x = x1+ x2. But then β ≤ν e, by Lemma 5.19, which
also says that if β <ν e, then v |=gs x, contrary to S being an s-base. Thus, we
may conclude that β ∼=ν e. By symmetry, we assume that α1 ∼=ν e. If α2 <ν e, then
v2 |=gs x2, and

v = v1+ v2 = α1v+ x1+ v2 = α1(α1v+ x1+ v2)+ x1+ v2

= α2
1v+ (α1+1F )(x1+ v2)= α

2
1v+ e(x1+ v2),

and thus

v1 = α
2
1v+ e(x1+ v2)= α1(α

2
1v+ e(x1+ v2))+ x1+ v2

= α3
1v+ e(x1+ v2)= α1(α

2
1v+ e(x1+ v2))= α1v.
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Thus, we are done for α2 <ν e, and may assume that α2 ∈ Te. Then

v = (α1+α2)v+ x1+ x2 = ev+ x,

implying v = ex ∈H and thus α jv = α j ev = ev for j = 1, 2. Hence

v = v1+ v2 = α1v+ x1+α2v+ x2 = (α1+α2)v+ x = ev+ x,

and thus v = ev+ ex by Lemma 5.19, implying

v1 = ev+ x1 = ev+ ex + x1 = ev+ ex1+ ex2+ x1

= ev+ ex1+ ex2 = ev+ ex = v. �

Thus, we have the following striking result:

Corollary 5.25. The s-base (if it exists) of a supertropical vector space is unique
up to multiplication by tangible elements of F , and is comprised of almost tangible
elements.

Example 5.26. The only s-bases of the supertropical vector space V = F (n) are its
classical bases S = {α1ε1, . . . , αnεn}, where α1, . . . , αn ∈ T.

One also has the following tie between critical sets and s-bases.

Proposition 5.27. Any critical set C of a supertropical vector space V is an s-base
of the subspace W tropically spanned by C.

Proof. By hypothesis, C tropically spans W , so we need only check minimality.
But for any v ∈ C , by definition, C \ {v} does not tropically span v. �

Definition 5.28 (thick subspace). A subspace W of a supertropical vector space V
is thick if rk(W )= rk(V ).

For example, any subspace of F (n) containing n tropically independent vectors
is thick.

Remark 5.29. By definition, any thick subspace of a thick subspace of V is thick
in V .

Remark 5.30. Any thick subspace W of a supertropical vector space V contains a
d-base of V . Indeed, by definition, for n = rk(V ), W contains a set of n tropically
independent elements, which must be a maximal tropically independent set in V ,
by definition of rank. Thus, V is tropically dependent on any thick subspace.

Example 5.31. There exists an infinite chain of thick subspaces W1 ⊂W2 ⊂ · · · of
V = D(R)(2), where Wk is the strip tropically spanned by {(k, 0), (0, k)}, k ∈ N+.
Thus, {(k, 0), (0, k)} is not an s-base of D(R)(2). (One could expand this to an
uncountable chain by taking k ∈ R+.)

Note that projectively a thick subspace need not be either convex in the classical
sense or of pure dimension [Izhakian et al. 2011].
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5A. Change of base matrices. We write Pπ for the permutation matrix whose entry
in the (i, π(i)) position is 1F (for each 1≤ i ≤ n) and 0F elsewhere. Likewise, we
write diag{a1, . . . , an} for the diagonal matrix whose entry in the (i, i) position is
ai and 0F elsewhere, and denote it as D. We call the product Pπ D of a permutation
matrix and a tangible (nonsingular) diagonal matrix, with each diagonal entry 6= 0F ,
a generalized permutation matrix, and denote it as P̃π;D .

Recall from [Izhakian and Rowen 2011a, Proposition 3.9] that over a supertropical
semifield, a matrix is invertible if and only if it is a generalized permutation matrix
P̃π;D with D nonsingular. In particular, the set of all generalized permutation
matrices form a group whose unit element is I .

Definition 5.32. Given s-bases B={v1, . . . , vn} and B′={v′1, . . . , v
′
n} of V ⊆ F (n),

whose respective row matrices are denoted A and A′, a change of base matrix is a
matrix P such that

(5-3) A′ = PA.

Proposition 5.33. The generalized permutation matrices are the only change of
base matrices of s-bases (and thus classical bases).

Proof. Immediate by Corollary 5.25. �

Remark 5.34. It follows from Proposition 5.33, applied to the standard base, that
the matrix A is the matrix of a classical base if and only if A is a generalized
permutation matrix.

6. Supertropical bilinear forms

The classical way to study orthogonality in vector spaces is by means of bilinear
forms. In this section, we introduce the supertropical analog, providing some of the
basic properties. Although the tropical literature deals with orthogonality in terms
of the inner product, as described in [Akian et al. 2006, §25.6], the supertropical
theory leads to a more axiomatic approach.

The notion of supertropical bilinear form follows the classical algebraic theory,
although, as is to be expected, there are a few surprises, mostly because of the
characteristic 2 nature of the theory [Izhakian et al. 2013]. In this section, we
assume that V is a vector space over a supertropical semifield F .

Supertropical bilinear forms.

Definition 6.1. A (supertropical) bilinear form on supertropical vector spaces V
and V ′ is a function B : V × V ′→ F satisfying

B(v1+ v2, w1+w2) |=gs B(v1, w1)+ B(v1, w2)+ B(v2, w1)+ B(v2, w2),

B(αv,w)= αB(v,w)= B(v, αw),
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for all α ∈ F , vi ∈ V , and w j ∈ V ′. We say that a bilinear form B is strict if

B
(
α1v1+α2v2, β1w1+β2w2

)
= α1β1 B(v1, w1)+α1β2 B(v1, w2)+α2β1 B(v2, w1)+α2β2 B(v2, w2),

for all vi ∈ V and wi ∈ V ′.
When V ′ = V , we say that B is a (supertropical) bilinear form on the vector

space V .

We usually write 〈v,w〉 in place of B(v,w). We do not assume that 〈v,w〉 =
〈w, v〉. For the remainder of this section, we take V ′ = V ⊆ F (n), and consider a
(supertropical) bilinear form B on V .

Perhaps surprisingly, one can lift many of the classical theorems about bilinear
forms to the supertropical setting, without requiring strictness.

Definition 6.2. The Gram matrix of vectors v1, . . . , vk ∈ V = F (n) is defined as
the k× k matrix

(6-1) G̃(v1, . . . , vk)=


〈v1, v1〉 〈v1, v2〉 · · · 〈v1, vk〉

〈v2, v1〉 〈v2, v2〉 · · · 〈v2, vk〉

...
...

. . .
...

〈vk, v1〉 〈vk, v2〉 · · · 〈vk, vk〉

 .
The set {v1, . . . , vk} is nonsingular (with respect to B) if and only if its Gram matrix
is nonsingular (see Section 3). The Gram matrix of V is the Gram matrix of an
s-base of V .

Example 6.3. The quasi-identity

(6-2) G̃(v1, v2)=

(
0 1ν

−∞ 0

)
(in logarithmic notation) is the Gram matrix of a bilinear form. Note that

〈v1, v2〉 = 1ν > 0ν = 〈v1, v1〉+ 〈v2, v2〉.

In particular, we have the matrix G̃ = G̃(b1 . . . , bk), which can be written as
(gi, j ) where gi, j = 〈bi , b j 〉; we describe the bilinear form via the matrix equation

(6-3) 〈v,w〉 |=gs v
t G̃w.

Of course, the matrix G̃ depends on the choice of tangible s-base B of V , but
this is unique up to multiplication by scalars and permutation, so G̃ is unique up
to P̃π;DG̃ P̃ t

π;D, where P̃π;D is a generalized permutation matrix. In particular,
whether or not G̃ is nonsingular does not depend on the choice of s-base.
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Ghost orthogonality. Bilinear forms play a key role in geometry since they permit
us to define orthogonality of supertropical vectors. However, as we shall see,
orthogonality is rather delicate in this setup. We work with a fixed bilinear form
B = 〈 , 〉 on a supertropical vector space V .

Definition 6.4. For vectors v,w in V , we write v⊥⊥w when 〈v,w〉 ∈ G0, that is,
〈w1, w2〉 |=gs 0F (see Remark 2.5), and say that v andw are left ghost orthogonal, or
lg-orthogonal for short. For subspaces W1, W2 of V , we say that W1 is lg-orthogonal
to W2 if every w1 ∈W1 is lg-orthogonal to every w2 ∈W2.

The left orthogonal ghost complement S⊥⊥ of S is defined as

S⊥⊥ := {v ∈ V : 〈v, S〉 ∈ G0}.

S⊥⊥ is always a subspace of V , and H0⊆ S⊥⊥ for any S⊂V . The right orthogonal
ghost complement is defined analogously. Of course, when 〈v,w〉 ∈ H0 implies
〈w, v〉 ∈H0, we may omit the words “left” and “right” and talk of g-orthogonality,
which then is a symmetric relation.

Definition 6.5. A subspace W of V is called nondegenerate (with respect to B) if
W⊥⊥ ∩W ⊆H0. The bilinear form B is nondegenerate if the space V is nondegen-
erate.

Lemma 6.6. Suppose {w1, . . . , wm} tropically spans a subspace W of V , and v∈V .
If
∑m

i=1 βi 〈v,wi 〉 ∈ G0 for all βi ∈ T, then v ∈W⊥⊥.

Proof.
〈
v,
∑

i βiwi
〉
|=gs

∑
i 〈v, βiwi 〉 =

∑
i βi 〈v,wi 〉 ∈ G0 for all βi ∈ T. Thus,

v ∈W⊥⊥. �

Theorem 6.7. Assume that the vectors w1, . . . , wk ∈ V span a nondegenerate sub-
space W of V . If |G̃(w1 . . . , wk)| ∈ G0, then w1 . . . , wk are tropically dependent.

Proof. Write G̃ = G̃(v1, . . . , vk). By [Izhakian and Rowen 2011a, Theorem 6.6],
|G̃| ∈ G0 if and only if the rows of G̃ are tropically dependent. By the lemma,
if |G̃| ∈ G0, then some linear combination of the wi is in W⊥⊥. When W is
nondegenerate, this latter assertion is the same as saying that the wi are tropically
dependent. �

Corollary 6.8. If the bilinear form B is nondegenerate on a vector space V , then the
Gram matrix (with respect to any given supertropical d,s-base of V ) is nonsingular.

Remark 6.9. In case the bilinear form B is strict, we can strengthen Lemma 6.6 to
obtain, for v ∈ V ,

v ∈W⊥⊥ ⇐⇒
m∑

i=1

βi 〈v,wi 〉 ∈ G0 for all βi ∈ T.

(Indeed, if v ∈W⊥⊥, then
∑

i βi 〈v,wi 〉 =
〈
v,
∑

i βiwi
〉
∈ G0 for all i .)
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In this case, we can also strengthen Corollary 6.8 to read:

Corollary 6.10. A strict bilinear form B is nondegenerate on a supertropical vector
space V if and only if the Gram matrix (with respect to any given supertropical
d,s-base of V ) is nonsingular.

Symmetry of g-orthogonality.

Definition 6.11. The bilinear form B is supertropically alternate if 〈v, v〉 ∈ G0 for
all v ∈ V . B is symmetric if 〈v,w〉 = 〈w, v〉 for all v,w ∈ V . B is supertropically
symmetric if 〈v,w〉ggd 〈w, v〉 for all v,w ∈ V , that is, 〈v,w〉+ 〈w, v〉 ∈ G0.

In this subsection, we prove the supertropical version of a classical theorem
of Artin, that any bilinear form in which g-orthogonality is symmetric must be a
supertropically symmetric bilinear form. (In characteristic 2, any alternate form is
symmetric, so we would expect our supertropical forms in the conclusion of the
theorem to be symmetric in some sense.)

Definition 6.12. The (supertropical) bilinear form B is orthogonal-symmetric if it
satisfies the following property for all vi , w ∈ V :

(6-4)
∑

i

〈vi , w〉 ∈ G0 ⇐⇒
∑

i

〈w, vi 〉 ∈ G0

for any finite sum taken over vi ∈ V .
B is supertropically orthogonal-symmetric if B is orthogonal-symmetric and

satisfies the additional property that 〈v,w〉 ∼=ν 〈w, v〉 for all v,w ∈ V satisfying
〈v,w〉 ∈ T.

Remark 6.13. If every 〈v, v〉 = 0F , for all v ∈ V , then the (supertropical) bilinear
form B is trivial. (Indeed, 0F = 〈v+w, v+w〉 = 〈v,w〉+ 〈w, v〉 for all v,w ∈ V ,
implying 〈v,w〉 = 〈w, v〉 = 0F .)

Thus we need to modify our notion of isotropic.

Definition 6.14. A vector v ∈ V is g-isotropic if 〈v, v〉 ∈ G0.

Lemma 6.15. When the bilinear form B is strict, Condition (6-4) reduces to the
condition

〈v,w〉 ∈ G0 ⇐⇒ 〈w, v〉 ∈ G0.

Proof. Taking v =
∑

i vi , we have∑
i

〈vi , w〉 = 〈v,w〉, 〈w, v〉 =
∑

i

〈w, vi 〉. �

The symmetry condition extends to sums.
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Lemma 6.16. If B is supertropically symmetric, then∑
i

〈vi , w〉 ∈ T ⇐⇒

∑
i

〈w, vi 〉 ∈ T.

In this case,
∑

i 〈vi , w〉 =
∑

i 〈w, vi 〉.

Proof. We may assume that
∑

i 〈vi , w〉 ∈ T and
∑

i 〈w, vi 〉 ∈ T, since there is
nothing to check if one (and thus the other) is ghost. Take i1 such that 〈vi1, w〉

is the dominant summand of
∑

i 〈vi , w〉, and thus is tangible. Likewise, take i2

such that 〈w, vi2〉 is the dominant summand of
∑

i 〈w, vi 〉, and thus is tangible.
By hypothesis, 〈vi1, w〉 = 〈w, vi1〉 and 〈w, vi2〉 = 〈vi2, w〉, since these are tangible.
Since these dominate their respective sums, we get

∑
i 〈vi , w〉 =

∑
i 〈w, vi 〉 ∈T. �

We aim to prove that a g-orthogonal-symmetric (supertropical) bilinear form is
supertropically symmetric.

Remark 6.17. The condition 〈v,w〉+〈w, v〉∈G0 means that v is g-orthogonal tow
with respect to the new (symmetric) bilinear form given by 〈v,w〉′ :=〈v,w〉+〈w, v〉.

Lemma 6.18. Suppose that B is a g-orthogonal-symmetric bilinear form and
v,w ∈ V . Then either 〈v,w〉+ 〈w, v〉 ∈ G0, or 〈v, v〉 = 〈w,w〉 = 0F .

Proof. One may assume that 〈v,w〉 ∈ T; hence 〈w, v〉 ∈ T. If 〈v,w〉 ∼=ν 〈w, v〉,
then 〈v,w〉+ 〈w, v〉 ∈ G0, so we may assume by symmetry that 〈v,w〉>ν 〈w, v〉.

First assume that w is non-g-isotropic. Then γ 〈v,w〉 + 〈w,w〉 is ghost for
γ = 〈w,w〉/〈v,w〉 and tangible for any other tangible γ in F . At the same time,
γ 〈w, v〉 + 〈w,w〉 is ghost for γ = 〈w,w〉/〈w, v〉, contradicting g-orthogonal-
symmetry unless 〈v,w〉 ∼=ν 〈w, v〉. This implies 〈v,w〉+ 〈w, v〉 ∈ G0.

Next assume that w is g-isotropic but 〈w,w〉 = αν 6= 0F for α ∈ T. Then
for tangible γ >ν 〈w,w〉/〈v,w〉, we see that 〈γ v,w〉 + 〈w,w〉 is tangible, so
〈w, γ v〉+〈w,w〉 must also be tangible, which is false if γ <ν 〈w,w〉/〈w, v〉. This
yields a contradiction if 〈w, v〉<ν 〈v,w〉, and similarly we have a contradiction if
〈w, v〉>ν 〈v,w〉; hence 〈w, v〉 ∼=ν 〈v,w〉, implying 〈v,w〉+ 〈w, v〉 ∈ G0.

Thus, we may assume that 〈w,w〉 = 0F . Likewise, 〈v, v〉 = 0F , since otherwise
we would conclude by interchanging v and w. �

We conclude with our supertropical version of Artin’s theorem.

Theorem 6.19. Every g-orthogonal-symmetric bilinear form B on a supertropical
vector space V is supertropically symmetric.

Proof. We are done by Lemma 6.18 unless there are vectors v,w ∈ V for which
〈v, v〉 = 〈w,w〉 = 0F and 〈v,w〉+ 〈w, v〉 ∈ T.

In this case, α := 〈v,w〉 ∈ T, β := 〈w, v〉 ∈ T, and α+β ∈ T. Observe that, if
v′ ∈ V such that 〈v′, w〉 ∼=ν α, then 〈w, v′〉 ∼=ν β. Indeed, 〈v,w〉 + 〈v′, w〉 = αν ,
implying 〈w, v〉+ 〈w, v′〉 ∈ G0. But 〈w, v′〉 ∈T, so we conclude that 〈w, v′〉 ∼=ν β.
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Now let vector v′ be any vector of V . Then

〈v+ v′, w〉 |=gs 〈v,w〉+ 〈v
′, w〉 6= 0F .

Thus, 〈v+ v′, w〉 ∼=ν γ , for some γ ∈ T. Let v′′ := (α/γ )(v+ v′). Then

〈v′′, w〉 =
α

γ
〈v+ v′, w〉 ∼=ν α,

and thus 〈w, v′′〉 ∼=ν β, as just observed. Hence, 〈v′′, w〉 + 〈w, v′′〉 /∈ G. Now
Lemma 6.18 yields 〈v′′, v′′〉 = 0F . From

0F = 〈γ v
′′, γ v′′〉 |=gs 〈v, v〉+ 〈v, v

′
〉+ 〈v′, v〉+ 〈v′, v′〉,

we conclude that 〈v′, v′〉=0F for all v′ ∈V ; i.e., B is trivial, by Remark 6.13, which
is absurd since α = 〈v,w〉 6= 0F . Thus, B must be supertropically symmetric. �

Corollary 6.20. If the bilinear form B is strict and g-orthogonality is a symmetric
relation, then B is supertropically symmetric.

Proof. B is orthogonal-symmetric, by Lemma 6.15. The theorem then can be
applied. �
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ISOMETRY GROUPS AMONG
TOPOLOGICAL GROUPS

PIOTR NIEMIEC

It is shown that a topological group G is topologically isomorphic to the
isometry group of a (complete) metric space if and only if G coincides with
its Gδ-closure in the Raı̆kov completion of G (resp. if G is Raı̆kov-complete).
It is also shown that for every Polish (resp. compact Polish; locally compact
Polish) group G there is a complete (resp. proper) metric d on X inducing
the topology of X such that G is isomorphic to Iso(X, d), where X = `2

(resp. X = [0, 1]ω; X = [0, 1]ω \ {point}). It is demonstrated that there
are a separable Banach space E and a nonzero vector e ∈ E such that G is
isomorphic to the group of all (linear) isometries of E which leave the point e
fixed. Similar results are proved for arbitrary Raı̆kov-complete topological
groups.

1. Introduction

Gao and Kechris [2003] proved that every Polish group is isomorphic to the (full)
isometry group of some separable complete metric space. Melleray [2008] and
Malicki and Solecki [2009] improved this result in the context of compact and,
respectively, locally compact Polish groups by showing that every such group is
isomorphic to the isometry group of a compact and, respectively, a proper metric
space. (A metric space is proper if and only if each closed ball in this space
is compact). All their proofs were complicated and based on the techniques of
the so-called Katětov maps. In [Niemiec 2012] we introduced a new method to
characterize groups of homeomorphisms of a locally compact Polish space which
coincide with the isometry groups of the space with respect to some proper metrics.
As a consequence, we showed that every (separable) Lie group is isomorphic to
the isometry group of another Lie group equipped with some proper metric and
that every finite-dimensional [locally] compact Polish group is isomorphic to the
isometry group of a finite-dimensional [proper locally] compact metric space. One
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of the aims of this paper is to give the results of Gao and Kechris, Melleray, and
Malicki and Solecki a more “explicit” and unified form:

Theorem 1.1. Let G be a Polish group.

(a) There is a complete compatible metric d on `2 such that G is isomorphic to
Iso(`2, d).

(b) If G is compact, there is a compatible metric d on the Hilbert cube Q such
that G is isomorphic to Iso(Q, d).

(c) If G is locally compact, there is a proper compatible metric d on Q \ {point}
such that G is isomorphic to Iso(Q \ {point}, d).

We shall also prove the following:

Theorem 1.2. For every Polish group G there exist a separable real Banach space
E and a nonzero vector e ∈ E such that G is isomorphic to the group of all linear
isometries of E (endowed with the pointwise convergence topology) which leave the
point e fixed.

Our methods can be adapted to general settings and give a characterization of
topological groups which are isomorphic to isometry groups of complete as well
as incomplete metric spaces. To this end, we recall that a topological group G is
Raı̆kov-complete (or upper-complete) if and only if it is complete with respect to
the upper uniformity, by [Arhangel’skii and Tkachenko 2008, §3.6] or [Roelcke
and Dierolf 1981] (see also the remarks on page 1581 in [Uspenskij 2008]). In
other words, G is upper-complete if every net {xσ }σ∈6 ⊂G satisfying the following
condition is convergent in G:

(C) For every neighborhood U of the neutral element of G there is σ0 ∈6 such
that both xσ x−1

σ ′ and x−1
σ xσ ′ belong to U for any σ, σ ′ > σ0.

Equivalently, the net {xσ }σ∈6 satisfies (C) if both the nets {xσ }σ∈6 and {x−1
σ }σ∈6

are fundamental with respect to the left uniformity of G. We call Raı̆kov-complete
groups briefly complete, following [Uspenskij 2008]. The class of all complete
topological groups coincides with the class of all absolutely closed topological
groups (a topological group is absolutely closed if it is closed in every topological
group containing it as a topological subgroup). It is well-known that for every
topological group G there exists a unique (up to topological isomorphism) complete
topological group containing G as a dense subgroup (see, e.g., [Roelcke and Dierolf
1981; Arhangel’skii and Tkachenko 2008, §3.6]). This complete group is called the
Raı̆kov completion of G and we shall denote it by G.

Less classical are topological groups, which we call Gδ-complete. To define them,
let us agree with the following general convention: Whenever τ is a topology on a
set X , τδ stands for the topology on X whose base is formed by all Gδ-sets (with
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respect to τ ) in X . (In particular, Gδ-sets in (X, τ ) are open in (X, τδ).) Subsets of
X which are closed or dense in the topology τδ are called Gδ-closed and Gδ-dense,
respectively (see, for example, [Arhangel’skii 2002; Arhangel’skii and Tkachenko
2008, page 268]).

It may be easily verified that if (G, τ ) is a topological group, so is (G, τδ).

Definition 1.3. A topological group G is Gδ-complete if (G, τδ) is a complete
topological group (where τ is the topology of G).

Equivalently, a topological group G is Gδ-complete if and only if G is Gδ-closed
in G. The class of all Gδ-complete groups is huge (see Proposition 4.3 below)
and contains all complete as well as metrizable topological groups (more detailed
discussion on this class is included in Section 4). (It is worth noting here that,
according to the Birkhoff–Kakutani theorem, a topological group is metrizable if
and only if it is first-countable, that is, if it has a countable base of neighborhoods of
the neutral element. For a proof see, for example, Theorem 3.3.12 in [Arhangel’skii
and Tkachenko 2008].) However, there are topological groups which are not
Gδ-complete (see Example 4.5 below).

Gδ-complete groups turn out to characterize isometry groups of metric spaces:

Theorem 1.4. Let G be a topological group:

(A) The following conditions are equivalent:

(A1) There exists a metric space (X, d) such that G is isomorphic to Iso(X, d).
(A2) G is Gδ-complete.

Moreover, if G is Gδ-complete, the space X witnessing (A1) may be chosen so
that w(X)= w(G).

(B) The following conditions are equivalent:

(B1) There exists a complete metric space (X, d) such that G is isomorphic
to Iso(X, d).

(B2) G is complete.

Moreover, if G is complete, the space X witnessing (B1) may be chosen so that
w(X)= w(G).

(By w(X) we denote the topological weight of a topological space X .)
One concludes from Theorem 1.4 that the isometry group of an arbitrary metric

space is always Dieudonné-complete (see Corollary 4.4 below). This solves a prob-
lem posed, for example, by Arhangel’skii and Tkachenko [2008, Open Problem 3.5.4
on page 181].

A generalization of Theorems 1.1 and 1.2 has the following form:

Proposition 1.5. Let G be a complete topological group of topological weight not
greater than β > ℵ0.
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(a) There is a complete compatible metric % on Hβ such that G is isomorphic to
Iso(Hβ, %), where Hβ is a real Hilbert space of (Hilbert space) dimension
equal to β.

(b) There are an infinite-dimensional real Banach space E of topological weight β
and a nonzero vector e ∈ E such that G is isomorphic to the group of all linear
isometries of E which leave the point e fixed.

As an immediate consequence of Theorem 1.4 and Proposition 1.5 we obtain:

Corollary 1.6. Let H be a Hilbert space of Hilbert space dimension β > ℵ0 and let

G= {Iso(H, %) | % is a complete compatible metric on H}.

Then, up to isomorphism, G consists precisely of all complete topological groups of
topological weight not exceeding β.

The paper is organized as follows: In Section 2 we give a new proof of the
Gao–Kechris theorem mentioned above. We consider our proof more transparent,
more elementary, and less complicated. The techniques of this part are adapted
in Section 3, where we demonstrate that every closed subgroup of the isometry
group of a (complete) metric space (X, d) is actually (isomorphic to) the isometry
group of a certain (complete) metric space, closely “related” to (X, d). This
theorem is applied in Section 4, where we establish basic properties of the class
of all Gδ-complete groups and prove Theorem 1.4. Section 5 contains proofs of
Theorem 1.2, Proposition 1.5, Theorem 1.1(a), and Corollary 1.6. In Section 6 we
study topological groups isomorphic to isometry groups of completely metrizable
metric spaces. Section 7 is devoted to the proofs of points (b) and (c) of Theorem 1.1.

Notation and terminology. In this paper N = {0, 1, 2, . . . } (and it is equipped
with the discrete topology). All isomorphisms between topological groups are
topological, all topological groups are Hausdorff, and all isometries between metric
spaces are, by definition, bijective. All normed vector spaces are assumed to be
real. The topological weight of a topological space X is denoted by w(X) and it is
understood as an infinite cardinal number. Isometry groups (and all their subsets) of
metric as well as normed vector spaces are endowed with the pointwise convergence
topology, which makes them topological groups. A Polish space (resp. group) is
a completely metrizable separable topological space (resp. group). A metric on a
topological space is compatible if and only if it induces the topology of the space. It
is proper if all closed balls with respect to this metric are compact (in the topology
induced by this metric). Whenever (X, d) is a metric space, a ∈ X and r > 0,
BX (a, r) and B̄X (a, r) stand for, respectively, the open and the closed d-balls with
center at a and of radius r . The Hilbert cube, that is, the countable infinite Cartesian
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power of [0, 1], is denoted by Q and `2 stands for the separable Hilbert space. A
map means a continuous function.

2. The Gao–Kechris theorem revisited

This part is devoted to the proof of the Gao–Kechris theorem [2003] mentioned in
the introductory part and stated below. Another proof may be found in [Melleray
2008].

Theorem 2.1. Every Polish group is isomorphic to the isometry group of a certain
separable complete metric space.

For the purpose of this and the next section, let us agree with the following
conventions: For every nonempty collection {Xs}s∈S of topological spaces,

⊔
s∈S Xs

denotes the topological disjoint union of these spaces. In particular, whenever the
notation

⊔
s∈S Xs appears, the sets Xs(s ∈ S) are assumed to be pairwise disjoint

(the same rule for the symbol “t”). For a function f : X → X and an integer
n > 1, we denote by f n©

: Xn
→ Xn the n-th Cartesian power of f , given by

f n©(x1, . . . , xn)= ( f (x1), . . . , f (xn)); and by f ×w, for an arbitrary point w, we
denote the map X ×{w}→ X ×{w} that sends (x, w) to ( f (x), w) for any x ∈ X .
Similarly, if d is a metric on X , we denote by d n© the maximum metric on Xn

induced by d; that is,

d n©((x1, . . . , xn), (y1, . . . , yn))= max
j=1,...,n

d(x j , y j ),

and d ×w is the metric on X × {w} such that (d ×w)((x, w), (y, w)) = d(x, y).
Finally, for a topological space V and a map v : V → V we put V̂ = (V ×N)t(⊔
∞

n=2 V n
)
tN and define v̂ : V̂ → V̂ by the following rules: v̂(x,m)= (v(x),m),

v̂ |V n =v n©, and v̂(m)=m for any x ∈V , m ∈N, and n∈N\{0}. To avoid repetitions,
for a metric space (X, d) and arbitrary sets A, B ⊂ N, and C ⊂ N \ {0, 1}, let us
say a metric % on (X × A)t

(⊔
j∈C X j

)
t B (⊂ X̂) respects d if and only if the

following three conditions are satisfied:

(AX1) % coincides with d ×m on X ×{m} for each m ∈ A.

(AX2) % coincides with d n© on Xn for each n ∈ C .

(AX3) %(x, y)> 1 whenever x and y belong to distinct members of the collection
{X ×{m} | m ∈ A} ∪ {Xn

| n ∈ C} ∪ {{k} | k ∈ B}.

Observe that (AX1)–(AX3) imply that

(AX4) if % respects d then % is compatible; if, moreover, d is complete, so is %.

The main result of this section is the following:
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Proposition 2.2. Let (X, d) be a separable bounded complete metric space and
let G be a closed subgroup of Iso(X, d). There exists a metric % on X̂ such that %
respects d and the function

G 3 u 7→ û ∈ Iso(X̂ , %)

is a well-defined isomorphism of topological groups.

The proof of Proposition 2.2 will be preceded by a few auxiliary results. The
first of them is a kind of folklore and we leave its (simple) proof to the reader.

Lemma 2.3. Let {(Xs, ds)}s∈S be a nonempty family of metric spaces such that for
A =

⋂
s∈S Xs we have:

• Xs ∩ Xs′ = A and ds |A×A = ds′ |A×A for any two distinct indices s and s ′ of S.

• A is nonempty and closed in (Xs, ds) for each s ∈ S.

Let X =
⋃

s∈S Xs and let d : X × X→ [0,∞) be given by the rules:

• d coincides with ds on Xs × Xs for every s ∈ S.

• d(x, y)= inf{ds(x, a)+ds′(a, y) |a∈ A} whenever x ∈ Xs\Xs′ and y∈ Xs′\Xs

for distinct indices s and s ′.

Then d is a well-defined metric on X with the following property: Whenever fs ∈

Iso(Xs, ds)(s ∈ S) are maps such that fs |A = fs′ |A and fs(A)= A for any s, s ′ ∈ S
then their union f :=

⋃
s∈S fs (that is, f = fs on Xs) is a well-defined function

such that f ∈ Iso(X, d).

The above result will be the main tool for constructing the metric % appearing in
Proposition 2.2.

In the next two results, (X, p) is a complete nonempty metric space with

(1) p < 1.

Lemma 2.4. Let J ⊂ N \ {0} be a finite set such that n = card(J ) > 1. There is a
metric λ on F := [X × (J ∪ {0})] t Xn with the following properties:

(a) λ respects p and λ6 5.

(b) For every u ∈ Iso(X, p), û |F ∈ Iso(F, λ).

(c) If g ∈ Iso(F, λ) is such that g(X × { j}) = X × { j} for each j ∈ J ∪ {0} then
g = û |F for some u ∈ Iso(X, p).

Proof. With no loss of generality, we may assume that J = {1, . . . , n}. Let
A = {(x1, . . . , xn) ∈ Xn

| x1 = · · · = xn} and let λ′0 be the metric on X0
′
:=

(X ×{0})t A that coincides with p× 0 on X ×{0}, with p n© on A, and such that
λ′0((x, 0), (a, . . . , a)) = 1+ p(x, a) for x ∈ X and (a, . . . , a) ∈ A. Now apply
Lemma 2.3 for {(X0

′, λ′0), (X
n, p n©)} to obtain a metric λ0 on X0 := (X×{0})tXn
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which extends both λ′0 and p n©. Observe that λ0 respects p, that λ06 3 (by (1)), that
û |X0∈ Iso(X0, λ0) for each u ∈ Iso(X, p), and that, for arbitrary x, x1, . . . , xn ∈ X ,

(2) λ0((x, 0), (x1, . . . , xn))= 1 ⇐⇒ x1 = · · · = xn = x .

Further, for j ∈ J let λ j be the metric on X j := (X × { j}) t Xn that coincides
with p× j on X × { j}, with p n© on Xn , and such that λ j ((x, j), (x1, . . . , xn)) =

1+p(x, x j ) for any x, x1, . . . , xn ∈ X (λ j is indeed a metric thanks to (1)). Similarly,
as before, notice that λ j respects p, λ j 6 2 and for any x, x1, . . . , xn ∈ X :

(3) λ j ((x, j), (x1, . . . , xn))= 1 ⇐⇒ x j = x .

Now again apply Lemma 2.3 for the family {(X j , λ j ) | j ∈ J∪{0}} to obtain a metric
λ on F which extends each of λ j ( j ∈ J ∪{0}). It follows from the construction and
Lemma 2.3 that points (a) and (b) are satisfied. We turn to (c). Let g be as specified
there. Let u : X → X be such that u × 0 = g |X×{0} and, similarly, for j ∈ J let
u j : X→ X be such that u j× j = g |X×{ j}. Finally, put f = g |Xn : Xn

→ Xn . Since
λ respects p, u ∈ Iso(X, p). So we only need to check that u1 = . . . un = u and
f = u n©. Let π j : Xn

→ X be the projection onto the j -th coordinate ( j = 1, . . . , n).
For any x = (x1, . . . , xn) ∈ Xn and j ∈ J we have, by (3),

1= λ((π j (x), j), x)= λ(g(π j (x), j), g(x))= λ(((u j ◦π j )(x), j), f (x))

and therefore, again by (3), u j ◦ π j = π j ◦ f . Consequently, f (x1, . . . , xn) =

(u1(x1), . . . , un(xn)). Finally, for any z ∈ X we have, by (2),

1=λ((z, 0),(z, . . . , z))=λ(g(z, 0),g(z, . . . , z))=λ((u(z), 0),(u1(z), . . . , un(z)))

and hence, again by (2), u1(z)= · · · = un(z)= u(z). �

Lemma 2.5. Let G be a subgroup of Iso(X, p) and let z ∈ Xn and J ⊂ N \ {0} be
such that card(J )=n>1. Let D denote the closure (in Xn) of the set {u n©(z) |u∈G}.
There exists a metric µ on F := [X×(J∪{0})]tXn

t{n−1} which has the following
properties:

(a) µ respects p and µ6 11.

(b) û |F ∈ Iso(F, µ) for every u ∈ G.

(c) For any g ∈ Iso(F, µ) there is u ∈ Iso(X, p) such that g= û |F and u n©(z)∈ D.

Proof. Without loss of generality, we may assume that J = {1, . . . , n}. Let λ be as
in Lemma 2.4 (so, λ is a metric on F \ {n− 1}). Let c0, . . . , cn+1 be such that

(4) 5< c0 < c1 < · · ·< cn+1 < 6.



84 PIOTR NIEMIEC

Put A = [X × (J ∪ {0})] t D and denote by µ0 the metric on At {n− 1} such that
µ0 coincides with λ on A, µ0((x, j), n− 1)= c j for x ∈ X and j = 0, . . . , n, and
µ0(y, n−1)= cn+1 for y ∈ D (µ0 is a metric thanks to Lemma 2.4(a), (AX3), and
(4)). Now apply Lemma 2.3 for the family {(A∪ {n− 1}, µ0), (F \ {n− 1}, λ)} to
obtain a metric µ which extends both µ0 and λ. We infer the validity of (a) from
(4) and Lemma 2.4(a). Further, since u n©(D)= D for each u ∈ G and thanks to of
Lemma 2.4(b), condition (b) is fulfilled as well (see Lemma 2.3). We turn to (c).

Let g ∈ Iso(F, µ). Since n− 1 is a unique point q ∈ F such that µ(q, x)= c0

and µ(q, y) = c1 for some x, y ∈ F (since λ 6 5 < c0 < c1), we conclude that
g(n − 1) = n − 1. Further, observe that for each x ∈ Xn , µ(x, n − 1) > cn+1

because of (AX3) and (4). Consequently, X × { j} = {x ∈ F | µ(x, n − 1) = c j }

for j = 0, 1, . . . , n. Thus, we see that g(X × { j}) = X × { j} for such j’s. Since
g |F\{n−1} ∈ Iso(F \{n−1}, λ) and g(n−1)= n−1, point (c) of Lemma 2.4 implies
that there is u ∈ Iso(X, p) such that g = û |F . Finally, g(z)= u n©(z) ∈ Xn , and for
y ∈ Xn , µ(y, n− 1)= cn+1 if and only if y ∈ D (by (4) and (AX3)), which gives
u n©(z) ∈ D. �

Proof of Proposition 2.2. Let r > 1 be such that d < r . Put p = d/r < 1 and notice
that Iso(X, p) = Iso(X, d). Let X0 = {xn | n > 1} be a dense subset of X . Let
J1, J2, . . . be pairwise disjoint sets such that

⋃
∞

n=1 Jn=N\{0} and card(Jn)=n+1.
For each n > 2 put zn = (x1, . . . , xn) ∈ Xn , Fn = [X× (Jn−1∪{0})]t Xn

t{n−1},
and let Dn be the closure (in Xn) of {u n©(zn) | u ∈ G}. Further, let µn be a metric
on Fn obtained from Lemma 2.5 (applied for zn and Jn−1). Now apply Lemma 2.3
for the collection {(Fn, µn) | n > 2} to get a metric λ0 on X̂ \ {0} which extends
each of µn (n > 2). In particular, λ0 respects p and λ0 6 22. Finally, we extend
the metric λ0 to a metric λ on X̂ in such a way that for k > 0, λ(x, 0) = ck,1 for
x ∈ X ×{k}, λ(x, 0)= ck,2 for x ∈ X k+2, and λ(k+ 1, 0)= ck,3, where

(5) c0,1, c0,2, c0,3, c1,1, c1,2, c1,3, . . . are all different numbers,

are greater than 22, and smaller than 23 (λ is a metric thanks to (AX3)). It follows
from Lemma 2.3 and Lemma 2.5(b) that û ∈ Iso(X̂ , λ) for any u ∈G. It is clear that
the function G 3 u 7→ û ∈ Iso(X̂ , λ) is a group homomorphism and a topological
embedding. We shall now show that it is also surjective.

Let g ∈ Iso(X̂ , λ). Since 0 is a unique point q ∈ X̂ such that λ(q, x)= c0,1 and
λ(q, y)= c0,2 for some x, y ∈ X̂ , we see that g(0)= 0. Consequently, g(X×{k})=
X ×{k}, g(X k+2)= X k+2, and g(k+ 1)= k+ 1 for each k > 0, by (5). So, taking
into account that g |Fn ∈ Iso(Fn, µ), point (c) of Lemma 2.5 yields that there is
u ∈ Iso(X, p) such that g = û and u(zn) ∈ Dn . The latter condition implies that
there are elements u1, u2, . . . of G which converge pointwise to u on X0. We now
infer from the density of X0 in X that u = limn→∞ un , and in fact u ∈ G by the
closedness of G.
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To end the proof, it suffices to put % = rλ. �

Proof of Theorem 2.1. Let (H, · ) be a Polish group. First we introduce a standard
argument used, for example, by Melleray [2008] in his proof of this theorem: Take
a left-invariant metric d0 6 1 on H and denote by (X, d) the completion of (H, d0).
Then, of course, X is separable and for every h ∈ H there is a unique uh ∈ Iso(X, d)
such that uh(x)= hx for x ∈ H . Observe that the function H 3 h 7→ uh ∈ Iso(X, d)
is a group homomorphism as well as a topological embedding. Therefore, its image
G is isomorphic to H . Since G is a Polish subgroup of a Polish group, G is closed
in Iso(X, d). Now it suffices to apply Proposition 2.2 and to use (AX4) to deduce
the completeness of the metric obtained by that result. �

3. Closed subgroups of isometry groups

In this section we generalize the ideas of the previous part to the context of all
isometry groups. Our aim is to show that a closed subgroup of the isometry group
of a metric space is isomorphic to the isometry group of another metric space. We
have decided to discuss the separable case separately, because in that case the proofs
are more transparent and easier. Actually all tools were prepared in the previous
section, except the following one:

Lemma 3.1. Let X be a set with card(X) 6= 2 and I ⊂ (0,∞) be a nondegenerate
interval. There is a metric d : X × X→ I ∪ {0} such that the identity map of X is a
unique member of Iso(X, d).

We shall prove a stronger version of Lemma 3.1 at the end of the section. Now
we generalize the concepts in Section 3. Let β be an infinite cardinal number and
let Dβ denote a fixed discrete topological space of cardinality β. For a metrizable
space X and a function f : X→ X let X0 be a one-point space and f o©

: X0
→ X0

denote the identity map. Further, we put T (X) =
⊔

n∈N Xn (recall that 0 ∈ N).
Finally, denote by X̂β and f̂β (resp.) the product T (X)×Dβ and the function of X̂β
into itself such that f̂β = f n©

× ξ on Xn
×{ξ} for any n ∈ N and ξ ∈ Dβ . (Notice

that w(X̂β)= β provided β > w(X).) For any J ⊂ N and a collection {An}n∈J of
subsets of Dβ , we say a metric % on

⊔
n∈J (X

n
× An)⊂ X̂β respects a compatible

metric d on X if and only if the following two conditions are fulfilled:

(PR1) % coincides with d n©
× ξ on Xn

×{ξ} for any n ∈ J \ {0} and ξ ∈ An .

(PR2) %(x, y)> 1 whenever x and y belong to distinct members of the collection

{Xn
×{ξ} | n ∈ J, ξ ∈ An}.

As before, we see that (AX4) is satisfied.
A counterpart of Proposition 2.2 in the general case is the following:
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Theorem 3.2. Let β be an infinite cardinal number and (X, d) be a nonempty
bounded metric space such that w(X)6 β. For any closed subgroup G of Iso(X, d)
there exists a metric % on X̂β such that % respects d and the function

(6) G 3 u 7→ ûβ ∈ Iso(X̂β, %)

is a well-defined isomorphism of topological groups.

Proof. In what follows, we shall (naturally) identify X0
× Dβ with Dβ . It follows

from the proof of Proposition 2.2 that we may assume d < 1. Let Z be a dense set
in X such that card(Z)6 β. Fix arbitrary θ ∈ Dβ and write Dβ \ {θ} in the form⋃
∞

n=0 Sn , where card(Sn)= β for any n and

(7) Sn ∩ Sm =∅ (n 6= m).

The set S0 and the point θ will be employed in the last part of the proof. For
simplicity, put S∗ =

⋃
∞

n=1 Sn and X∗ := X̂β \ (S0∪{θ})=
(⊔

n>1(X
n
× Dβ)

)
t S∗.

It follows from (7) that for any ξ ∈ Dβ \{θ} there is a unique number n(ξ)∈N such
that ξ ∈ Sn(ξ)−1. Further, for every n> 2 there are a surjection κn : Sn−1→ Zn and a
bijection τn : Sn−1→ Dβ . Take a collection {Jξ | ξ ∈ S∗} such that for any ξ, η ∈ S∗

(S1) card(Jξ )= n(ξ)(> 2);

(S2) Jξ ∩ Jη =∅ whenever ξ 6= η;

(S3)
⋃
ζ∈S∗ Jζ = Dβ \ {θ}.

We deduce from (S1) and Lemma 2.5 that for each ξ ∈ S∗ there exists a metric
µξ on Fξ := [X × (Jξ ∪ {θ})] t (Xn(ξ)

×{τn(ξ)(ξ)})t {ξ} which has the following
properties:

(D1) µξ respects d and µξ 6 11.

(D2) ûβ |Fξ ∈ Iso(Fξ , µξ ) for every u ∈ G.

(D3) For any g ∈ Iso(Fξ , µξ ) there is u ∈ Iso(X, d) with g= ûβ |Fξ , and u n©(κn(ξ))

belongs to the closure Bξ of { f n©(κn(ξ)) | f ∈ G} in Xn , where n = n(ξ).

Observe that (S2)–(S3), (D1), and the bijectivity of the τn imply that

(8) Fξ ∩ Fη = X ×{θ}

for distinct ξ, η ∈ S∗, and X × {θ} is closed in (Fξ , µξ ), by (PR2). Moreover, it
follows from (D1) that we may apply Lemma 2.3 for the family {(Fξ , µξ ) | ξ ∈ S∗}.
Let µ be the metric on

⋃
ξ∈S∗ Fξ = X∗ obtained by that lemma. Then

(9) ûβ |X∗∈ Iso(X∗, µ) (u ∈ G)

(see (D2) and the last claim in Lemma 2.3) and

(10) µ respects d and µ6 22
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(by (D1)). What is more,

(?) if g ∈ Iso(X∗, µ) is such that g(A)= A for any

A ∈ S := {Xn
×{ξ} | n > 1, ξ ∈ Dβ} ∪ {{ξ} | ξ ∈ S∗},

then g = ûβ |X∗ for some u ∈ G.

Let us briefly show (?). If g is as specified there then g(Fξ )= Fξ for any ξ ∈ S∗.
So we infer from (D3) that g = (̂uξ )β on Fξ for some uξ ∈ Iso(X, d) with

(11) (uξ ) n©(κn(ξ)) ∈ Bξ ,

where n = n(ξ). We conclude from (8) that u := uξ is independent of the choice of
ξ ∈ S∗. Consequently, g = ûβ |X∗ . To end the proof of (?), it remains to check that
u ∈G. Since the κn are surjective, (11) yields that (u(z1), . . . , u(zn)) belongs to the
closure (in Xn) of {( f (z1), . . . , f (zn)) | f ∈ G} for any n > 2 and z1, . . . , zn ∈ Z .
But this, combined with the fact that the function Iso(X, d) 3 f 7→ f |Z ∈ X Z is
an embedding (when X Z is equipped with the pointwise convergence topology),
yields that u belongs to the closure of G in Iso(X, d). But G is a closed subgroup,
so we are done.

By Lemma 3.1, there is a metric

(12) λ : S0× S0→ {0} ∪ [1, 2]

for which Iso(S0, λ) = {idS0} (idS0 is the identity map on S0). Let S be as in (?).
Since card(S) = β = card(S0), there is a one-to-one function v : S→ {11, 12}S0 .
We define a metric % on X∗ t S0 = X̂β \ {θ} by the rules:

• % = µ on X∗× X∗.

• % = λ on S0× S0.

• %(ξ, η)= %(η, ξ)= [v(A)](η) for ξ ∈ X∗ and η ∈ S0, where A ∈ S is such that
ξ ∈ A (such A is unique).

That % is indeed a metric follows from (12), (10), axiom (PR2) for µ, and the fact
that for any η ∈ S0, %( · , η) is constant on each member of S. Finally, we extend the
metric % to X̂β by putting %(ξ, θ)=22 for ξ ∈ X∗ and %(ξ, θ)=23 for ξ ∈ S0. Direct
calculations show that % is indeed a metric on X̂β and that % respects d . It remains
to check that (6) is a well-defined surjection (compare the proof of Proposition 2.2).
We infer from (9) and the fact that %( · , η) is constant on each member of S for any
η ∈ S0 ∪ {θ} that the function (6) is well-defined. Now let g ∈ Iso(X̂β, %). Since θ
is a unique point ω ∈ X̂β such that card({ξ ∈ X̂β | %(ξ, ω)= 23}) > 1, we obtain
g(θ)= θ . Consequently, g(X∗)= X∗ and g(S0)= S0. The latter yields that

(13) g |S0 = idS0
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(because % extends λ). Now if ξ, η ∈ X∗ are arbitrary, the injectivity of v and the
definition of % imply that %(ξ, · ) = %(η, · ) on S0 if and only if ξ and η belong
to a common member of S. But this, combined with (13), allows us to conclude
that g(A)= A for any A ∈ S. Now an application of (?) (recall that % extends µ)
provides us the existence of u ∈ G for which g = ûβ on X∗. Since g(ξ) = ξ for
ξ /∈ X∗, we see that g = ûβ , which finishes the proof. �

Remark 3.3. Under the notation and the assumptions of Theorem 3.2, if M > 1 is
such that d 6 M and ε > 0 is arbitrary, the metric % appearing in the assertion of
that theorem may be chosen so that % 6 M + ε. Indeed, the above proof provides
us the existence of a bounded metric %, say % 6 C , where M < C <∞. Now if
ε is small enough (that is, if M + ε 6 C), it suffices to replace % by ω ◦ %, where
ω : [0,C]→ [0,M+ ε] is affine on [0,M] and [M,C], and ω(0)= 0, ω(M)= M ,
and ω(C)= M + ε.

Let (X, d) be a nonempty metric space and (Y, %) denote the completion of
(X, d). Since every isometry of (X, d) extends to a unique isometry of (Y, %),
the topological group Iso(X, d) may naturally be identified with the subgroup
{u ∈ Iso(Y, %) | u(X)= X} of Iso(Y, %). If we follow this idea, Theorem 3.2 may
be strengthened as follows:

Proposition 3.4. Let (X, d) be a nonempty bounded metric space and (Y, %) denote
its completion. Let β be an infinite cardinal not less than w(X). Further, let G be
a closed subgroup of Iso(X, d) ⊂ Iso(Y, %) and Ḡ denote its closure in Iso(Y, %).
There are a complete metric λ on Ŷβ respecting % and a dense set Xβ ⊂ Ŷβ such
that (Ŷβ \ Xβ, λ) is isometric to (Y \ X, %), and the function

(14) Ḡ 3 u 7→ ûβ ∈ Iso(Ŷβ, λ)

is a well-defined isomorphism of topological groups which transforms G onto the
group of all u ∈ Iso(Ŷβ, λ) with u(Xβ)= Xβ .

Proof. Fix θ ∈ Dβ and put Xβ = Ŷβ \ [(Y \ X)×{θ}]. By Theorem 3.2, there is a
metric λ on Ŷβ which respects % and for which (14) is a well-defined isomorphism.
Note that then λ is complete (see (AX4)), Xβ is dense in Ŷβ , and (Ŷβ \ Xβ, λ) is
isometric to (Y \X, %) (since λ respects %). Finally, if u∈ Ḡ then ûβ(Xβ)= Xβ if and
only if u(X)= X (which follows from the formulas for ûβ and Xβ). Equivalently,
ûβ(Xβ) = Xβ if and only if u ∈ Iso(X, d) ∩ Ḡ = G, by the closedness of G in
Iso(X, d). This shows the last claim of the theorem. �

This proposition will be applied in Section 6, which is devoted to isometry groups
of completely metrizable metric spaces.

To complete the proof of Theorem 3.2, we need to show Lemma 3.1. But the
latter result immediately follows from the following much stronger result:
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Proposition 3.5. Let a and b be two reals such that

(15) 0< a < b 6 2a.

For every set X having more than 5 points there is a metric d : X × X→ {0, a, b}
such that

(16) Iso(X, d)= {idX }.

Proof. First of all, observe that any function d : X × X → {0, a, b} which is
symmetric and vanishes precisely on the diagonal of X is automatically a complete
metric, which follows from (15). So we only need to take care of (16). For the
same reason, we may (and do) assume, with no loss of generality, that a = 1 and
b = 2. We shall make use of transfinite induction with respect to β = card(X) > 5.
Everywhere below in this proof, for x ∈ X , by S(x) we denote the set of all y ∈ X
with d(x, y)= 1. Since we have to define a metric taking values in {0, 1, 2}, it is
readily seen that it suffices to describe the sets S(x) (x ∈ X).

First assume β = n> 6 is finite. We may assume that X ={1, . . . , n}. Our metric
d is defined by the following rules: S(1)= {2}, S(2)= {1, 3, 4, 5}, S(3)= {2, 4},
S(4) = {2, 3, 5}, S(5) = {2, 4, 6}, S(n) = {n − 1}, and S( j) = { j − 1, j + 1} if
5< j < n. Take g ∈ Iso(X, d) and observe that:

• g(2)= 2, since 2 is the only point j ∈ X such that card(S( j))= 4.

• g(1)= 1, because 1 is the unique point j ∈ X for which S( j)= {2}.

• g(3)= 3, since 3 is the only point j ∈ X such that card(S( j))= 2 and 2∈ S( j).

• g(4)= 4, because 4 is the unique point j ∈ X for which 2 6= j ∈ S(3).

• g(5)= 5, since 5 is the only point j ∈ X such that j ∈ S(4) \ {2, 3}.

Now it is easy to check, using induction, that g( j)= j for j = 6, . . . , n.
When β = ℵ0, we may assume X = N. Define a metric d : N×N→ {0, 1, 2}

by d(n,m) = min(|m − n|, 2). It is left to the reader that Iso(N, d) = {idN} (use
induction to show that g(n) = n for any n ∈ N and g ∈ Iso(N, d)). Below we
assume that β >ℵ0 is such that for every infinite α < β the proposition holds for an
arbitrary set X of cardinality α. For simplicity, for any uncountable cardinal γ we
denote by Iγ the set of all cardinals α for which ℵ0 6 α < γ . To get the assertion,
we consider three cases.

First assume β is not limit; that is, β is the immediate successor of an infinite
cardinal α. We may assume that X is the union of three pairwise disjoint sets
X ′, X ′ × Y , and {a}, where card(X ′) = α and card(Y ) = β. It follows from the
transfinite induction hypothesis that there exists a metric d ′ : X ′× X ′→ {0, 1, 2}
such that Iso(X ′, d ′) = {idX ′}. Since β 6 2α, there exists a one-to-one function



90 PIOTR NIEMIEC

µ : X ′× Y → {1, 2}X
′

such that

(17) [µ(x, y)](x)= 1 (x ∈ X ′, y ∈ Y )

(such a function µ may easily be constructed by transfinite induction with respect
to an initial well-order on X ′× Y ). We now define a metric d on X (with values in
{0, 1, 2}) by the rules:

(d1) d = d ′ on X ′× X ′.

(d2) d((x, y), (x ′, y′))= 1 if (x, y) and (x ′, y′) are distinct elements of X ′× Y .

(d3) d((x, y), x ′)= [µ(x, y)](x ′) if x, x ′ ∈ X ′ and y ∈ Y .

(d4) d(x, a)= 1 and d((x, y), a)= 2 for any x ∈ X ′ and y ∈ Y .

Observe that S(x)⊃ {x}×Y and S(x, y)⊃ (X ′×Y ) \ {(x, y)} for any x ∈ X ′ and
y ∈ Y (thanks to (17) and (d2)–(d3)), and

(18) S(a)= X ′

(by (d4)). We infer from these facts that a is a unique point x ∈ X such that
card(S(x)) = α. Consequently, if g ∈ Iso(X, d) then g(a) = a and g(X ′) = X ′

(because of (18)). So g |X ′ ∈ Iso(X ′, d ′) and therefore g(x) = x for any x ∈ X ′.
Finally, if x, x ′ ∈ X ′ and y ∈ Y are arbitrary then g(x, y) /∈ X ′ and d(g(x, y), x ′)=
d((x, y), x ′), which yields that µ(g(x, y)) = µ(x, y). So g(x, y) = (x, y) (since
µ is one-to-one) and we are done.

Now we assume that β is limit and card(Iβ) < β. For simplicity, put I = Iβ . Let
{Xα}α∈I be a family of pairwise disjoint sets such that

(19) Xα ∩ I =∅ and card(Xα)= α < β (α ∈ I ).

Note that the set X∗ =
⊔
α∈I Xα is of cardinality β and therefore we may assume

X = {ω} t I t X∗ (recall that this notation means that ω /∈ I ∪ X∗). It follows from
the transfinite induction hypothesis that there are metrics dI : I × I →{0, 1, 2} and
dα | Xα × Xα→ {0, 1, 2} (α ∈ I ) for which the groups Iso(I, dI ) and Iso(Xα, dα)
are trivial. We define a metric d on X as follows:

(d1′ ) d = dI on I × I and d = dα on Xα × Xα for any α ∈ I .

(d2′ ) d(x, y)= 1 if x and y belong to different members of the collection {Xα}α∈I .

(d3′ ) d(α, x)= 2 for x ∈ Xα and d(α, x)= 1 for x ∈ X∗ \ Xα (α ∈ I ).

(d4′ ) d(α, ω)= 1 and d(x, ω)= 2 for any α ∈ I and x ∈ X∗.

Observe that for any α ∈ I and x ∈ Xα, we have S(α) ⊃ X∗ \ Xα by (d3′ ), and
S(x) ⊃ X∗ \ Xα, by (d2′ ). At the same time, S(ω) = I , by (d4′ ), and hence ω
is the unique point x ∈ X such that card(S(x)) < β (see (19)). Consequently, if
g ∈ Iso(X, d) then g(ω) = ω, g(I ) = I , and g(X∗) = X∗. Then g |I ∈ Iso(I, dI )
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(see (d1′ )) and hence g(α) = α for each α ∈ I . Now use (d3′ ) to conclude that
g(Xα) = Xα for any α ∈ I . So, according to (d1′ ), g |Xα ∈ Iso(Xα, dα) for every
α ∈ I and consequently g(x)= x for all x ∈

⋃
α∈I Xα = X∗, and we are done.

Finally, assume β is limit and card(Iβ)= β. Then we may assume X = Iβ . Since

(20) card(Iα)6 α < β

whenever α ∈ X , for every α ∈ X there is a cardinal γ (α) ∈ X such that

(21) card({ξ | α < ξ 6 γ (α)})= α.

Now define a metric d : X × X → {0, 1, 2} by the following rule: If ℵ0 6 α1 <

α2 < β then d(α1, α2)= 1 if and only if α2 6 γ (α1). It is easy to check that then
card(S(α))= α for any α ∈ X (thanks to (20) and (21)) and hence the identity map
is a unique isometry on (X, d). �

4. Models for Gδ-complete groups

We begin this section with a useful characterization of Gδ-complete groups.

Proposition 4.1. For a topological group G all conditions stated below are equiva-
lent:

(I) G is Gδ-complete.

(II) G is isomorphic to a Gδ-closed subgroup of a complete topological group.

(III) G is Gδ-closed in every topological group which contains G as a topological
subgroup.

(IV) Every net {xσ }σ∈6 of elements of G satisfying the following condition is
convergent in G:

(CC) For every sequence U1,U2, . . . of neighborhoods of the neutral element
of G there exist points y, z ∈ G and a sequence σ1, σ2, · · · ∈6 such that
both x−1

σ y and xσ z−1 belong to Un whenever n > 1 and σ > σn .

(V) Every net {xσ }σ∈6 of elements of G satisfying the following condition is
convergent in G:

(CC ′ ) For every continuous left-invariant pseudometric d on G there are
points y, z ∈ G such that limσ∈6 d(xσ , y)= limσ∈6 d(x−1

σ , z−1)= 0.

Proof. Everywhere below, τ is the topology of G and e is its neutral element.
First assume G is a Gδ-closed subgroup of a complete group H . We want to

show that G is Gδ-complete. Let {xσ }σ∈6 ⊂ G be a net which satisfies condition
(C) with respect to the topology τδ . It then satisfies this condition with respect to τ
as well. Since H is complete, there is y ∈ H such that limσ∈6 xσ = y. It suffices
to check that y belongs to the Gδ-closure of G in H . Take a Gδ-subset A of H
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containing y and write Ay−1 in the form Ay−1
=
⋂
∞

n=1Un , where each Un is open
in H and contains e. Using the regularity of the space H , we may find a sequence
V1, V2, . . . of open (in H ) neighborhoods of e such that the closure (in H ) of Vn is
contained in Vn−1 ∩Un for each n, where V0 = H . Then F :=

⋂
∞

n=1 Vn is a closed
Gδ-subset of H and e ∈ F ⊂ Ay−1. It follows from our assumption about the net
that there is σ0 ∈6 such that xσ0 x−1

σ ∈ F for any σ > σ0. We now infer from the
closedness of F in H that xσ0 y−1

∈ F as well, and consequently, xσ0 ∈ A, which
shows that y belongs to the Gδ-closure of G. This proves that (II) is followed by
(I). Conversely, if G is a Gδ-complete subgroup of a topological group K and O

denotes the topology of K then τδ coincides with the topology (on G) of a subspace
inherited from (K ,Oδ). It now follows from the completeness of (G, τδ) that G
is closed in (K ,Oδ) or, equivalently, that G is Gδ-closed in K , which proves that
(III) is implied by (I). Since (II) obviously follows from (III), in this way we have
shown that conditions (I), (II), and (III) are equivalent. We shall now show that (II)
is equivalent to (IV) and then that (IV) is equivalent to (V).

If (II) is fulfilled then G is Gδ-closed in G. Let {xσ }σ∈6 be a net of elements of G
which satisfies condition (CC). Then it fulfills condition (C) as well and hence there
is w ∈ G such that limσ∈6 xσ = w. It suffices to check that w ∈ G or, equivalently,
that w belongs to the Gδ-closure of G. To this end, take any Gδ-subset A of G which
contains w. Write Aw−1

=
⋂
∞

n=1 Vn , where V1, V2, . . . are open neighborhoods of
e. For each n > 1 take a neighborhood Un of e with Un =U−1

n and Un ·Un ⊂ Vn .
Now let y, z, and σ1, σ2, . . . be as in (CC), applied for the sequence

U1 ∩G,U2 ∩G, . . . .

Fix for a moment n > 1. Choose σ > σn such that xσw−1
∈ Un . Then zw−1

=

(xσ z−1)−1(xσw−1)⊂U−1
n ·Un ⊂ Vn . So zw−1

∈
⋂
∞

n=1 Vn = Aw−1, which implies
that w ∈ A. Consequently, A∩G 6=∅ and we are done.

The converse implication goes similarly: When (IV) is satisfied, we show that
G is Gδ-closed in G. Let w ∈ G belong to the Gδ-closure of G. Then, of course,
w is in the closure of G and thus there is a net {xσ }σ∈6 ⊂ G, which converges to
w. To prove that w ∈ G, it is enough to verify that (CC) is fulfilled. To this end,
fix a sequence U1,U2, . . . of neighborhoods of e and choose its open symmetric
neighborhoods V1, V2, . . . such that Vn ·Vn⊂Un (n>1). We conclude from the fact
that w is in the Gδ-closure of G that there is y ∈G such that y ∈

⋂
∞

n=1(Vnw∩wVn).
Fix n > 1. There is σn ∈ 6 such that both xσw−1 and w−1xσ belong to Vn for
σ > σn . Then, for such σ ’s, xσ y−1

= (xσw−1)(yw−1)−1
⊂ Vn · V−1

n ⊂ Un and
x−1
σ y = (w−1xσ )−1(w−1 y) ⊂ V−1

n · Vn ⊂ Un as well. This shows that (CC) is
satisfied for z = y, and we are done.

Point (V) is easily implied by (IV) (for a fixed continuous left-invariant pseudo-
metric d and a net satisfying (CC ′ ) apply (CC) for Un = {x ∈ G | d(x, e) < 2−n

}).
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The converse implication follows from the well-known fact that for an arbitrary
sequence U1,U2, . . . of neighborhoods of e there exists a left-invariant pseudometric
d on G such that {x ∈ G | d(x, e) < 2−n

} ⊂Un for every n > 1 (see, for example,
the proof of the Kakutani–Birkhoff theorem on the metrizability of topological
groups presented in [Berberian 1974, Theorem 6.3]; or use Markov’s theorem
[Arhangel’skii and Tkachenko 2008, Theorem 3.3.9] to deduce this property). �

Remark 4.2. The proof of Proposition 4.1 shows that points (IV) and (V) of that
result may be weakened by assuming that every net satisfying condition (CC) or
(CC ′ ) with z = y is convergent. However, to prove Theorem 1.4, we need (IV) in
its present form.

Now we can give many examples of Gδ-complete groups. We inform that by
the Cartesian product of a family {Gs}s∈S of topological groups we mean the “full”
Cartesian product

∏
s∈S Gs of them and by the direct product of this family we

mean the topological subgroup
⊕

s∈S Gs of
∏

s∈S Gs consisting of all its finitely
supported elements.

Proposition 4.3. Each of the following topological groups is Gδ-complete:

(a) A Gδ-closed subgroup of a Gδ-complete group. A complete group.

(b) The Cartesian as well as the direct product of arbitrary collection of Gδ-
complete groups.

(c) A topological group which is the countable union of its subgroups each of
which is Gδ-complete.

(d) A topological group which is σ -compact as a topological space. In particular,
all countable topological groups are Gδ-complete.

(e) A topological group in which singletons are Gδ. In particular, metrizable
groups are Gδ-complete.

(f) G = Iso(X, d) for an arbitrary metric space (X, d). Moreover, w(G)6w(X),
and G is complete provided (X, d) is complete.

Proof. In each point we invoke Proposition 4.1.
To prove point (a), use the equivalence between conditions (I) and (III) in

Proposition 4.1. We turn to (b). Let {Gs}s∈S be a nonempty collection of Gδ-
complete groups and let G =

∏
s∈S Gs . Let xσ = (x

(s)
σ )s∈S ∈ G (σ ∈ 6) be a

net satisfying condition (CC). It remains to check that for any t ∈ S, the net
{x (t)σ }σ∈6 ⊂G t satisfies condition (CC) as well (because then it will be convergent),
which is immediate: If V1, V2, . . . is a sequence of neighborhoods of the neutral
element of G t , apply (CC) for the sequence U1,U2, . . . with U j := {(x (s))s∈S ∈G |
x (t) ∈ V j } ( j > 1) to obtain two points y, z ∈ G and then use their t-coordinates.
Now to prove that H :=

⊕
s∈S Gs is also Gδ-complete, it suffices to check that it is
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Gδ-closed in G (by (a)). But if y = (ys)s∈S ∈ G \ H , there is a countable (infinite)
set S′ ⊂ S such that ys 6= es for any s ∈ S′, where es is the neutral element of Gs .
Then the set A := {(zs)s∈S ∈ G | zs 6= es for all s ∈ S′} is a Gδ-subset of G which
contains y and is disjoint from H , which finishes the proof of (b).

Since the proofs of points (c) and (d) are similar, we shall show only (c). Let
G =

⋃
∞

n=1 Gn , where Gn is Gδ-complete for any n. Let y ∈ G \G. Then y /∈ Gn

and Gn is Gδ-closed in G. Consequently, there are Gδ-subsets A1, A2, . . . of G
containing y such that An ∩Gn =∅. Then A :=

⋂
∞

n=1 An is also a Gδ-subset of G
containing y, and A∩G =∅. This shows that y is not in the Gδ-closure of G and
we are done.

Further, if all singletons are Gδ in G then τδ is discrete and hence G is Gδ-
complete. This proves (e).

Finally, we turn to (f). The second and the third claims of (f) are well-known,
but for the sake of completeness we shall prove them too. Let (X, d) be a metric
space and G = Iso(X, d). Let {uσ }σ∈6 ⊂ G be a net satisfying condition (CC ′ ).
Fix x ∈ X and put % : G ×G 3 (u, v) 7→ d(u(x), v(x)) ∈ [0,∞). Observe that %
is a left-invariant continuous pseudometric on G. It follows from (CC ′ ) that there
are f, g ∈ G such that limσ∈6 d(uσ (x), f (x))= limσ∈6 d(u−1

σ (x), g(x))= 0. We
conclude that both the nets {uσ (x)}σ∈6 and {u−1

σ (x)}σ∈6 converge in X . So we may
define u, v : X→ X by u(x)= limσ∈6 uσ (x) and v(x)= limσ∈6 u−1

σ (x) (x ∈ X).
It is readily seen that both u and v are isometric. What is more, a standard argument
proves that u ◦ v = v ◦ u = idX and hence u ∈ G and limσ∈6 uσ = u. So G is Gδ-
complete. Furthermore, if D is a dense subset of X such that card(D)=w(X) then
the function G 3 g 7→ g |D ∈ X D is a topological embedding (when X D is equipped
with the pointwise convergence topology) and therefore w(G)6 w(X D)6 w(X).
Finally, if (X, d) is in addition complete and {uσ }σ∈6 ⊂ G is a net satisfying (C),
similar argument to that above shows that then for any x ∈ X the nets {uσ (x)}σ∈6
and {u−1

σ (x)}σ∈6 are fundamental in (X, d) and hence converge. It now follows
from the previous part of the proof that {uσ }σ∈6 is convergent in G, which finishes
the proof. �

For the purpose of the next result, recall that a topological space X is Dieudonné-
complete if and only if there is a complete uniformity on X inducing the topology
of X (see, for example, [Engelking 1989, Chapter 8]). Accordingly, a topological
group is Dieudonné-complete if and only if it is Dieudonné-complete as a topological
space ([Arhangel’skii and Tkachenko 2008]).

Corollary 4.4. For every metric space (X, d) the topological group Iso(X, d) is
Dieudonné-complete.

Proof. By Proposition 4.3, Iso(X, d) is Gδ-complete and hence it is Gδ-closed in G
thanks to Proposition 4.1. Consequently, Iso(X, d) is Dieudonné-complete (since
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G is such and Gδ-closed subsets of Dieudonné-complete spaces are Dieudonné-
complete as well — see [Dieudonné 1939] or Problem 8.5.13(f) on page 465 in [En-
gelking 1989]; see also the proof of Proposition 6.5.2 on page 366 in [Arhangel’skii
and Tkachenko 2008]). �

The above result gives a full answer to the question of when the isometry group
of a metric space is Dieudonné-complete, posed by Arhangel’skii and Tkachenko
[2008, Open Problem 3.5.4 on page 181].

Example 4.5. As we announced in the introductory part, not every topological
group is absolutely Gδ-closed. Let us briefly justify our claim. Let S be an uncount-
able set and for each s ∈ S let Gs be a nontrivial complete group with the neutral
element es . Then G :=

∏
s∈S Gs is a complete group as well and

G0 = {(xs)s∈S ∈ G | card({s ∈ S | xs 6= es})6 ℵ0}

is a proper subgroup of G which is Gδ-dense in G (and thus G0 is not Gδ-closed in
G). Indeed, if y = (ys)s∈S ∈ G and A is a Gδ-subset of G containing y then there
is a countable set S0 ⊂ S such that {(xs)s∈S ∈ G | xs = ys for all s ∈ S0} ⊂ A; then,
z ∈ G0 ∩ A, where zs = ys for s ∈ S0 and zs = es otherwise.

We are almost ready to prove Theorem 1.4. For the purpose of its proof and the
nearest result, let us introduce auxiliary notations and terminology. Whenever d
and d ′ are two bounded pseudometrics on a common nonempty set X , we put

‖d − d ′‖∞ := sup
x,y∈X
|d(x, y)− d ′(x, y)|.

Further, the relation R := {(x, y) ∈ X × X | d(x, y) = 0} is an equivalence on
X . Let π : X → X/R be the canonical projection. The function D : (X/R)×
(X/R) 3 (π(x), π(y)) 7→ d(x, y) ∈ [0,∞) is a well-defined metric on X/R. We
call a triple (Y, %; ξ) a metric space associated with (X, d) if (Y, %) is a metric
space isometric to (X/R, D) and ξ is a function of X onto Y such that there
is an isometry g : (X/R, D)→ (Y, %) for which ξ = g ◦ π . Observe that then
%(ξ(x), ξ(y))= d(x, y) for any x, y ∈ X .

With use of the following result we shall take care of condition w(X)= w(G)
in Theorem 1.4(A):

Lemma 4.6. Let G be a topological group and {%s}s∈S be a collection of bounded
continuous left-invariant pseudometrics on G. For each s ∈ S, let (Xs, ds;πs) be a
metric space associated with (G, %s) chosen so that the sets Xs are pairwise disjoint.
There exists a metric d on X :=

⋃
s∈S Xs with the following properties:

(DD1) 1
2

3
√

ds(x, y)6 d(x, y)6 3
√

ds(x, y) for any x, y ∈ Xs and s ∈ S.

(DD2) d(πs(a), πt(a))6 3
√
‖%s − %t‖∞ for any a ∈ G and s, t ∈ S.
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(DD3) Each of the sets Xs (s ∈ S) is closed in (X, d).

(DD4) d(πs(ag), πt(ah))= d(πs(g), πt(h)) for any a, g, h ∈ G and s, t ∈ S.

Proof. To simplify arguments, for each x ∈ X denote by κ(x) the unique index
s ∈ S such that x ∈ Xs . Define a function v : X × X→ [0,∞) as follows:

v(x, y)= ‖%κ(x)− %κ(y)‖∞+ inf{dκ(x)(x, πκ(x)(g))+ dκ(y)(πκ(y)(g), y) | g ∈ G}.

Observe that:

• v(x, x)= 0 and v(y, x)= v(x, y) for any x, y ∈ X .

• v(x, y)= ds(x, y) for any x, y ∈ Xs and s ∈ S.

• v(πs(g), πt(g))= ‖%s − %t‖∞ whenever s, t ∈ S and g ∈ G.

• v(πs(g), πt(h))> ‖%s − %t‖∞ for all s, t ∈ S and g, h ∈ G.

• v(πs(ag), πt(ah))= v(πs(g), πt(h)) for any a, g, h ∈ G and s, t ∈ S.

Let us now show that for any x0, x1, x2, x3 ∈ X and each ε > 0

(22) max
j=1,2,3

v(x j−1, x j ) < ε =⇒ v(x0, x3) < 8ε.

Assume v(x j−1, x j ) < ε ( j = 1, 2, 3). This means that there are a1, a2, a3 ∈ G for
which

(23) ‖%κ(x j−1)−%κ(x j )‖∞+dκ(x j−1)(x j−1, πκ(x j−1)(a j ))+dκ(x j )(πκ(x j )(a j ), x j )<ε.

In particular, ‖%κ(x j−1)− %κ(x j )‖∞ < ε for j = 1, 2, 3 and thus

(24) ‖%κ(x0)− %κ(x3)‖∞ < 3ε.

For simplicity, for j ∈ {0, 1, 2, 3} put s j = κ(x j ) and take b j ∈ G such that
πs j (b j )= x j . Recall that ds(πs(g), πs(h))= %s(g, h) for any s ∈ S and g, h ∈ G.
Therefore we have

%s j (b j−1, b j )6 %s j (b j−1, a j )+ %s j (a j , b j )

6 ‖%s j−1 − %s j‖∞+ %s j−1(b j−1, a j )+ %s j (a j , b j ) < ε

(by (23)) and consequently

%s2(b0, b2)6 %s2(b0, b1)+ %s2(b1, b2)

6 ‖%s2 − %s1‖∞+ %s1(b0, b1)+ %s2(b1, b2) < 3ε.

Similarly,

(25) %s3(b0, b3)6 %s3(b0, b2)+ %s3(b2, b3)

6 ‖%s3 − %s2‖∞+ %s2(b0, b2)+ %s3(b2, b3) < 5ε.
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Finally, by (24) and (25) we obtain

v(x0, x3)6 ‖%s0 − %s3‖∞+ ds0(πs0(b0), πs0(b0))+ ds3(πs3(b0), πs3(b3))

< 3ε+ %s3(b0, b3)

< 8ε,

and the proof of (22) is complete. Now let f : X × X → [0,∞) be given by
f (x, y)= 3

√
v(x, y). Below we collect all properties established for v and translated

to the case of the function f :

(F1) f (x, x)= 0 and f (x, y)= f (y, x) > 0 for any distinct points x and y of X .

(F2) If ε > 0 and { f (x, y), f (y, z), f (z, w)} ⊂ [0, ε] for some x, y, z, w ∈ X then
f (x, w)6 2ε, thanks to (22).

(F3) f (x, y) = 3
√

ds(x, y) and f (πs(g), πt(g)) = 3
√
‖%s − %t‖∞ whenever x, y ∈

Xs , g ∈ G, and s, t ∈ S.

(F4) f (πs(g), πt(h))> 3
√
‖%s − %t‖∞ for all g, h ∈ G and s, t ∈ S.

(F5) f (πs(ag), πt(ah))= f (πs(g), πt(h)) for any a, g, h ∈ G and s, t ∈ S.

Finally, we define d : X × X→ [0,∞) as follows:

d(x, y)= inf
{ n∑

j=1

f (z j−1, z j )

∣∣∣ n > 1, z0, . . . , zn ∈ X, z0 = x, zn = y
}
.

Lemma 6.2 of [Berberian 1974] asserts that for any function f : X × X→ [0,∞)
satisfying conditions (F1)–(F2) the function d defined above is a metric on X such
that

(26) 1
2 f (x, y)6 d(x, y)6 f (x, y) (x, y ∈ X).

It follows from (F5) and the formula of d that (DD4) is fulfilled, while (DD1) and
(DD2) may easily be deduced from (F3) and (26). Finally, (DD3) is a consequence
of (F4) and (26). �

Proof of Theorem 1.4. The implications (A1)⇒ (A2) and (B1)⇒ (B2) follow from
Proposition 4.3. It remains to show the converse implications.

First assume that G is complete (in this case the proof is much shorter). By
a well-known result (see, for example, [Uspenskij 2008, Theorem 2.1]), there is
a bounded metric space (Y, %) such that w(G)= w(Y ) and G is isomorphic to a
subgroup H of Iso(Y, %). Since Iso(Y, %) is naturally isomorphic to a subgroup of
Iso(Ȳ , %̄), where (Ȳ , %̄) is the completion of (Y, %), we may assume that (Y, %) is
a complete metric space. Since G is complete, H is a closed subgroup of (Y, %).
Now Theorem 3.2 implies that H is isomorphic to Iso(X, d), where X = Ŷβ with
β =w(Y ), and d is a metric which respects %. Notice that d is complete (by (AX4)),
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w(X)=w(G) (because β=w(Y )=w(G)) and G is isomorphic to Iso(X, d) (being
isomorphic to H ). This proves the remainder of point (B).

We now turn to (A). Assume G is Gδ-complete. Thanks to Theorem 3.2, it
suffices to show that G is isomorphic to a closed subgroup of Iso(X, d) for a metric
space (X, d) of topological weight equal to w(G) (see the previous part of the
proof). We shall do this employing Lemma 4.6 and improving a classical argument,
presented, for example, in the first proof of [Uspenskij 2008, Theorem 2.1]. (That
proof shows that every topological group is isomorphic to a topological subgroup of
Iso(X, d) for some metric space (X, d). However, this fact is insufficient for us, not
only because the topological weight of X is out of control. A much more difficult
problem is to provide the closedness of the subgroup of Iso(X, d) isomorphic to a
given Gδ-complete group.)

Let B be a base of open neighborhoods of the neutral element e of G such that
card(B)6w(G). Let S be the set of all finite and all infinite sequences of members
of B. For any U ∈B there exists a continuous left-invariant pseudometric λU on
G bounded by 1 such that

(27) {x ∈ G | λU (x, e) < 1} ⊂U.

We leave it as a simple exercise that the family {λU }U∈B determines the topology
of G. Now for any s = (U j )

N
j=1 ∈ S (where N is finite or N =∞) let

(28) %s :=

N∑
j=1

1
2 j λU j .

Notice that %s is a continuous left-invariant pseudometric on G bounded by 1. What
is more,

(T) the family {%s}s∈S determines the topology of G

(since %s = λU for s = (U,U, . . . ) ∈ S). Now we apply Lemma 4.6 for the
family {%s}s∈S . Let (Xs, ds;πs) (s ∈ S) and (X, d) be as stated there. That is,
(Xs, ds;πs) is a metric space associated with (G, %s), the sets Xs are pairwise
disjoint, X =

⋃
s∈S Xs , and d is a metric on X satisfying conditions (DD1)–(DD4).

For each s ∈ S let %̃s : G×G→[0,∞) be given by %̃s(g, h)= d(πs(g), πs(h)). It
is clear that %̃s is a pseudometric on G. What is more, it is left-invariant, thanks to
(DD4), and moreover

(29) 1
2

3
√
%s 6 %̃s 6 3

√
%s (s ∈ S),

by (DD1). Consequently, each of the pseudometrics %̃s is continuous and

(T′) the family {%̃s}s∈S determines the topology of G
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(see (T)). We infer from the continuity of %̃s that πs , as a function of G into (X, d),
is continuous as well. We claim that w(X)6 w(G). To see this, let S f consists of
all finite sequences of members of B, and let D be a dense subset of G such that
card(D) 6 w(G). Observe that Z :=

⋃
s∈S f

πs(D) has cardinality not exceeding
w(G). We will now show that Z is dense in X . First of all, note that πs(D) is dense
in Xs , since πs is continuous. In particular, the closure of Z contains all points
of
⋃

s∈S f
Xs . Fix s /∈ S f and a ∈ G. Then s is of the form s = (U j )

∞

n=1 ∈ S. Put
sn := (U j )

n
j=1 ∈ S f and observe that, by (DD2) and (28),

d(πsn (a), πs(a))6 3
√
‖%sn − %s‖∞→ 0 (n→∞).

So, since πs(G)= Xs , the above argument shows that Z is indeed dense in X .
It remains to check that G is isomorphic to a closed subgroup of Iso(X, d).

For g ∈ G let ug : X → X be such that ug(πs(x)) = πs(gx) for any s ∈ S and
x ∈ G. Then 8 : G 3 g 7→ ug ∈ Iso(X, d) is a well-defined (by (DD4)) group
homomorphism as well as a topological embedding (thanks to (T′)). So it follows
from Proposition 4.3(f) that w(X) > w(G) and hence w(X) = w(G). We shall
check that 8(G) is closed, which will finish the proof. Assume {xσ }σ∈6 is a net in
G such that the net {uxσ }σ∈6 converges in Iso(X, d) to some u ∈ Iso(X, d). It is
enough to prove that the net {xσ }σ∈6 is convergent in G. Since G is Gδ-complete,
actually it suffices to verify condition (CC) (see Proposition 4.1). To this end, let
V1, V2, . . . be a sequence of neighborhoods of e. For any n > 1 choose Un ∈B for
which Un ⊂ Vn . Now for s := (U j )

∞

j=1 ∈ S we have

lim
σ∈6

d(πs(xσ ), u(πs(e)))= lim
σ∈6

d(uxσ (πs(e)), u(πs(e)))= 0,

lim
σ∈6

d(πs(x−1
σ ), u−1(πs(e)))= lim

σ∈6
d(u−1

xσ (πs(e)), u−1(πs(e)))= 0.

We infer from (DD3) and the above convergences that there are y, z ∈ G such that
limσ∈6 d(πs(xσ ), πs(y))= limσ∈6 d(πs(x−1

σ ), πs(z−1))= 0. But for any a, b ∈G,
d(πs(a), πs(b))= %̃s(a, b) and thus, thanks to (29),

lim
σ∈6

%s(xσ , y)= lim
σ∈6

%s(x−1
σ , z−1)= 0.

For each n > 1 let σn ∈6 be such that both the numbers %s(xσ , y)= %s(x−1
σ y, e)

and %s(x−1
σ , z−1)= %s(xσ z−1, e) are less than 2−n for any σ > σn . We deduce from

the formula of s, (28), and (27) that {x−1
σ y, xσ z−1

} ⊂Un(⊂ Vn) for all σ > σn . �

The above proof provides the existence of a metric space (namely, X̂β) whose
isometry group is isomorphic to a given Gδ-complete group G. This metric space
is highly disconnected (since it contains a clopen discrete set whose cardinality is
equal to the topological weight of the whole space). In the next section we shall



100 PIOTR NIEMIEC

improve Theorem 1.4 by showing that G is isomorphic to the isometry group of a
contractible open set in a normed vector space of the same topological weight as G.

Corollary 4.7. (A) Let G be a topological group and β be an infinite cardinal
number. There exists a (complete) metric space (X, d) such that w(X)= β and
Iso(X, d) is isomorphic to G if and only if G is Gδ-complete (resp. complete)
and β > w(G).

(B) A topological group is isomorphic to the isometry group of some separable
metric space if and only if it is second-countable.

Proof. Both points (A) and (B) follow from Theorems 1.4 and 3.2, (AX4) and,
respectively, points (f) and (e) of Proposition 4.3. �

We call a metrizable space X zero-dimensional if and only if X has a base
consisting of clopen (that is, simultaneously open and closed) sets; X is strongly
zero-dimensional if the covering dimension of X equals 0.

Corollary 4.8. Let G be an infinite metrizable topological group and β = w(G).
There exists a compatible metric % on Y := Ĝβ such that G is isomorphic to
Iso(Y, %). In particular:

(A) If G is discrete, there is a complete compatible (possibly nonleft-invariant)
metric d on G such that G is isomorphic to Iso(G, d).

(B) If G is countable and nondiscrete, there is a compatible metric d on F :=QtZ

such that G is isomorphic to Iso(F, d).

(C) If G is totally disconnected (zero-dimensional; strongly zero-dimensional) then
there is a metric space (X, d) such that X is totally disconnected (resp. zero-
dimensional; strongly zero-dimensional) as well, w(X)=w(G), and Iso(X, d)
is isomorphic to G.

Proof. Let p be a bounded left-invariant compatible metric on G (if G is discrete,
we may additionally assume that p is complete). It is an easy exercise (and a
well-known fact) that all left translations on G form a closed subgroup of Iso(G, p).
Consequently, by Theorem 3.2, G is isomorphic to Iso(Y, %) for some metric %
which respects p. Note that if G is discrete, Y is homeomorphic to G, which
proves (A). Further, if G is countable and nondiscrete, it is homeomorphic to
the space of all rationals (for example, by Sierpiński’s theorem [1920] that every
countable metrizable topological space without isolated points is homeomorphic
to Q; see point (d) of Exercise 6.2.A on page 370 in [Engelking 1989]) and hence
Y is homeomorphic to F , from which we deduce (B). Finally, (C) simply follows
from the fact that, if G is totally disconnected, or zero-dimensional, or strongly
zero-dimensional, then Y has the same property: see Theorems 1.3.6, 4.1.25, and
4.1.3 in [Engelking 1978]. �
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Corollary 4.8(A) may be generalized to the context of so-called nonarchimedean
complete topological groups. Recall that a topological group is nonarchimedean if
and only if it has a base of neighborhoods of the neutral element consisting of open
subgroups. Nonarchimedean Polish groups play an important role, for example, in
model theory; see §1.5 in [Becker and Kechris 1996]. The equivalence between
points (i) and (ii) of the following result is taken from this book (it was formulated
there only for Polish groups, but the proof works in the general case):

Corollary 4.9. Let G be a topological group and β = w(G). Let D be a discrete
topological space of cardinality β and Sβ be the symmetric group of the set D (that
is, Sβ consists of all permutations of D). The following conditions are equivalent:

(i) G is nonarchimedean and complete.

(ii) G is isomorphic to a closed subgroup of Sβ .

(iii) For arbitrary ε > 0, G is isomorphic to Iso(D, %) for some metric % on D such
that δD 6 % 6 (1+ ε)δD , where δD is the discrete metric on D.

Proof. First note that Sβ = Iso(D, δ). Thus, if (ii) is satisfied, Theorem 3.2 implies
that there is a metric % on X = D̂β which respects δD such that G is isomorphic
to Iso(X, %). Since % respects δD, we readily have % > δX . Use Remark 3.3 to
improve the metric % and take care of the inequality %6 (1+ε)δX . Finally, noticing
that X is homeomorphic to D gives (iii).

Now assume (iii) is satisfied. Since % is complete, so is G, by Proposition 4.3.
Furthermore, the sets UA = {u ∈ Iso(D, %) | u(a)= a for any a ∈ A}, where A runs
over all finite subsets of D, are open (because %> 1) subgroups of Iso(D, %) which
form a base of neighborhoods of the identity map and thus G is nonarchimedean.

Finally, assume (i) is fulfilled. Let B be a base of neighborhoods of the neutral
element eG of G which consists of open subgroups and has cardinality β. For
any H ∈B, the size of the collection {gH | g ∈ G} does not exceed β and hence
card(U) = β = card(D) for U = {gH | g ∈ G, H ∈ B}. Hence we may and do
identify the set D with U. For any g ∈ G put πg : U 3 U 7→ gU ∈ U. Under
the above identification, we readily have πg ∈ Sβ . What is more, the function
π : G 3 g 7→ πg ∈ Sβ is easily seen to be a group homomorphism (possibly
discontinuous). It suffices to check that π is an embedding (because then π(G) is
closed, thanks to the completeness of G). Since

⋂
B= {eG}, π is one-to-one. To

complete the proof, observe that for any net {gσ }σ∈6 ⊂ G one has

lim
σ∈6

gσ = eG ⇐⇒ ∀g ∈G : lim
σ∈6

g−1gσ g= eG

⇐⇒ ∀g ∈G ∀H ∈B ∃σ0 ∈6 ∀σ > σ0 :πgσ (gH)= gH

⇐⇒ lim
σ∈6

πgσ =πeG
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(recall that U, as identified with D, has discrete topology and that for any x ∈ G
and H ∈B, x ∈ H if and only if x H = H ). �

Using Proposition 3.4, we may easily strengthen Theorem 1.4:

Proposition 4.10. For any Gδ-complete group G there are a complete metric space
(X, d) with w(X) = w(G), a dense set X ′ ⊂ X , and an isomorphism 8 : G →
Iso(X, d) such that 8(G)= {u ∈ Iso(X, d) | u(X ′)= X ′}(= Iso(X ′, d)).

Proof. First use Theorem 1.4 to get the isomorphism between G and Iso(Y, %) for
some metric space (Y, %) with w(Y ) = w(G) and then apply Proposition 3.4 to
conclude the whole assertion (recall that the isometry group of a complete metric
space is complete). �

Example 4.11. Let (X, d) be an arbitrary metric space and G be a subgroup of
Iso(X, d). It follows from Theorem 1.4 and Proposition 4.1 that G is isomorphic to
the isometry group of some metric space if and only if G is Gδ-closed in Iso(X, d).
Let us briefly show that the Gδ-closure of G coincides with the set of all u∈ Iso(X, d)
such that for any separable subspace A of X there is v ∈ G which agrees with u
on A. Indeed, there is a countable set D ⊂ A which is dense in A. Then the set
F(u, A) := {v ∈ Iso(X, d) : v |A = u |A} coincides with {v ∈ Iso(X, d) : v |D = u |D}.
This implies that F(u, A) is Gδ in Iso(X, d). Consequently, if u belongs to the
Gδ-closure of G then necessarily G ∩ F(u, A) 6=∅. Conversely, it may be easily
shown that for every Gδ-set P containing u there is a countable set A such that
F(u, A) ⊂ P and hence to conclude that u belongs to the Gδ-closure of G it is
sufficient that F(u, A)∩G 6=∅ for all countable A.

According to the above remark, Theorem 3.2 may now be generalized as follows:
a subgroup G of Iso(X, d) is isomorphic to the isometry group of some metric
space (of the same topological weight as X ) if and only if G satisfies the following
condition: Whenever u ∈ Iso(X, d) is such that for any separable subspace A of X
there exists v ∈ G which agrees with u on A then u ∈ G.

We end the section with the concept of Gδ-completions. Similarly, as in the case
of Raı̆kov completion, any topological group G has a unique Gδ-completion; that is,
G may be embedded in a Gδ-complete group as a Gδ-dense subgroup in a unique
way, as shown by:

Proposition 4.12. Let G and K be Gδ-complete groups and H be a Gδ-dense
subgroup of G:

(a) Every continuous homomorphism of H into K extends uniquely to a continuous
homomorphism of G into K .

(b) If f : H → K is a group homomorphism as well as a topological embedding
and G̃ denotes the Gδ-closure of f (H) in K then there is a unique (topological)
isomorphism F : G→ G̃ that extends f .
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Proof. Let f : H → K be a continuous homomorphism. Since H is dense in G,
there is a unique continuous group homomorphism F : G→ K which extends f .
It suffices to show that F(G)⊂ K . But this follows from the fact that the preimage
of a Gδ-closed set under a continuous function is Gδ-closed too. This proves (a). If
in addition f is a topological embedding, it follows from the above argument that
there is a continuous group homomorphism F̃ : G̃→ G which extends f −1. We
then readily see that both F̃ ◦ F and F ◦ F̃ are the identity maps and hence F is an
isomorphism (and F̃ = F−1), which shows (b). �

Definition 4.13. Let G be a topological group. The Gδ-completion of G is a Gδ-
complete group which contains G as a Gδ-dense (topological) subgroup. It follows
from Proposition 4.12 that the Gδ-completion is unique up to isomorphism fixing
the points of G. It is also obvious that any group has the Gδ-completion.

5. Hilbert spaces as underlying topological spaces

Our first aim of this section is to prove Theorem 1.2 and Proposition 1.5(b). To
this end, we recall a classical construction due to Arens and Eells [1956] (see also
[Weaver 1999, Chapter 2]).

Definition 5.1. Let (X, d) be a nonempty complete metric space. For every p ∈ X
let χp : X → {0, 1} be such that χp(x) = 1 if x = p and χp(x) = 0 otherwise. A
molecule of X is any function m : X → R which is supported on a finite set and
satisfies

∑
p∈X m(p)= 0. Denote by AE0(X) the real vector space of all molecules

of X , and for m ∈ AE0(X) put

‖m‖AE = inf
{ n∑

j=1

|a j |d(p j , q j )

∣∣∣ m =
n∑

j=1

a j (χp j −χq j )

}
.

Then ‖ ·‖AE is a norm and the completion of (AE0(X), ‖ ·‖AE) is called the Arens–
Eells space of (X, d) and denoted by (AE(X), ‖ · ‖AE). Moreover, w(AE(X)) =
w(X).

It is an easy observation that every isometry u : X→ Y between complete metric
spaces X and Y induces a unique linear isometry AE(u) : AE(X)→ AE(Y ) such
that AE(u)(χp−χq)=χu(p)−χu(q) for any p, q ∈ X . The following result is surely
well-known, but probably nowhere explicitly stated. Therefore, for the reader’s
convenience, we give its short proof:

Lemma 5.2. For every complete metric space (X, d), the function

(30) 9 : Iso(X, d) 3 u 7→ AE(u) ∈ Iso(AE(X), ‖ · ‖AE)

is both a group homomorphism and a topological embedding.
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Proof. Continuity and homomorphicity of 9 is clear (note that AE0(X) is dense
in AE(X) and AE0(X) is the linear span of the set {χp − χq | p, q ∈ X}). Here
we focus only on showing that 9 is an embedding. We may and do assume that
card(X) > 1. Suppose {uσ }σ∈6 ⊂ Iso(X, d) is a net such that

(31) lim
σ∈6

9(uσ )=9(u)

for some u ∈ Iso(X, d). Let x ∈ X be arbitrary. We only need to verify that
limσ∈6 uσ (x)= u(x). Let y ∈ X be different from x . We infer from (31) that

(32) χuσ (x)−χuσ (y)→ χu(x)−χu(y) (σ ∈6).

For ε ∈ (0, d(x, y)) let Bε = {z ∈ X | d(u(x), z)> ε}(6=∅) and let vε : X→[0,∞)
denote the distance function to Bε, that is,

vε(z)= inf{d(z, b) | b ∈ Bε}.

Observe that vε is Lipschitz. Since the dual Banach space to AE(X) is natu-
rally isomorphic to the Banach space of all Lipschitz real-valued functions on
X (see, for example, Chapter 2 of [Weaver 1999]), we deduce from (32) that
limσ∈6[vε(uσ (x))−vε(uσ (y))] = vε(u(x))−vε(u(y)). But vε(u(x))−vε(u(y))=
vε(u(x)) > 0 (because u(y) ∈ Bε, by the isometricity of u). So there is σ0 ∈6 such
that vε(uσ (x)) > 0 for any σ > σ0. This means that for σ > σ0, uσ (x) /∈ Bε and
consequently d(uσ (x), u(x)) < ε. �

The homomorphism appearing in (30) is not surjective, unless card(X) < 3.
There is however a fascinating result, discovered by Mayer–Wolf [1981], that
characterizes all isometries of the space AE(X) under some additional conditions
on the metric of X . Below we formulate only a special case of it, enough for our
considerations.

Theorem 5.3. Let d be a bounded complete metric on a set X. Let AE(X) denote
the Arens–Eells spaces of (X,

√
d). Every linear isometry of AE(X) onto itself is of

the form ±AE(u), where u ∈ Iso(X, d)(= Iso(X,
√

d)).

Proof. All parts of this proof come from [Mayer-Wolf 1981]. Alternatively, we
give references to suitable results from [Weaver 1999]. By Proposition 2.4.5 of that
reference, the metric space (X,

√
d) is so-called concave (for the definition, see the

note preceding Lemma 2.4.4 on page 51 in [Weaver 1999]). Now, Theorem 2.7.2
in that reference implies that if 8 is a linear isometry of AE(X) then there is
r ∈R\ {0} and a bijection u : X→ X such that

√
d(u(x), u(y))= |r |

√
d(x, y) and

8(χx − χy) =
1
r (χu(x) − χu(y)) for any x, y ∈ X . The former of these relations,

combined with the boundedness of d, implies that |r | = 1 and u ∈ Iso(X, d). So
8=±AE(u), and we are done. �



ISOMETRY GROUPS AMONG TOPOLOGICAL GROUPS 105

We shall also need quite an intuitive result stated below. Although its proof is
not immediate, we leave it to the reader as an exercise.

Lemma 5.4. Let X be a two-dimensional real vector space, ‖ · ‖ be any norm on
X , and let a and b be two vectors in X :

(a) If B̄X (0, 2)⊂ B̄X (b, 2)∪ B̄X (a, 1) then b = 0.

(b) If ‖a‖ = ‖b‖ = 2 and B̄X (b, 1)⊂ B̄X (0, 2)∪ B̄X (a, 1) then a = b.

Proof of Theorem 1.2 and of Proposition 1.5(b). Because Theorem 1.2 is a special
case of point (b) of the proposition, we focus only on the proof of the latter result.
It follows from Corollary 4.7 that there is a complete metric space (Y, %) such that
w(Y )= β and Iso(Y, %) is isomorphic to G. Since Iso(Y, %)= Iso(Y, %/(2+ 2%))
and the metric %/(2+ 2%) is complete (and compatible), we may and do assume
that % < 1

2 . We also assume that Y ∩ [0, 1] =∅. Let X = Y ∪ [0, 1]. We define a
metric d on X by the rules:

• d(s, t)= |s− t | for s, t ∈ [0, 1].

• d(x, y)= %(x, y) for x, y ∈ Y .

• d(x, t)= d(t, x)= 1+ t for x ∈ Y and t ∈ [0, 1].

We leave it as an exercise that d is indeed a metric, that d is complete, andw(X)=β.
Notice that for any a ∈ X and t ∈ [0, 1](⊂ X):

• a = 1 ⇐⇒ ∃b, c ∈ X : d(a, b)= 3
4 ∧ d(a, c)= 2.

• a = t ⇐⇒ d(a, 1)= 1− t .

These equivalences imply that for every f ∈ Iso(X, d)we have f (t)= t for t ∈ [0, 1]
and f |Y ∈ Iso(Y, %). It is also easy to see that each isometry of (Y, %) extends
(uniquely) to an isometry of (X, d). Hence the function Iso(X, d) 3 f 7→ f |Y ∈
Iso(Y, %) is a (well-defined) isomorphism. Now let (E, ‖ · ‖)= (AE(X), ‖ · ‖AE)

be the Arens–Eells space of (X,
√

d) and let e = χ1−χ0. We see that w(E)= β
and E is infinite-dimensional, since X is infinite. What is more, it follows from
Theorem 5.3 that every linear isometry of E which leaves the point e fixed is of the
form AE(u) for some u ∈ Iso(X,

√
d). Since AE(u)(e)= e for any u ∈ Iso(X, d)

(because u(0)= 0 and u(1)= 1 for such u), noticing that Iso(X, d)= Iso(X,
√

d)
and Lemma 5.2 finishes the proof. �

Our next aim is to show Theorem 1.1(a) and Proposition 1.5(a). We shall need
the next three results.

Theorem 5.5 [Mankiewicz 1972]. Whenever X and Y are normed vector spaces,
U and V are connected open subsets of , respectively, X and Y then every isometry
of U onto V extends to a unique affine isometry of X onto Y .
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We recall that a function 8 : X → Y between real vector spaces X and Y is
affine if 8−8(0) is linear.

The following result is a consequence, for example, of [Bessaga and Pełczyński
1975, Theorem VI.6.2] and a famous theorem of Toruńczyk’s [1981; 1985], which
says that every Banach space is homeomorphic to a Hilbert space:

Theorem 5.6. Every closed convex set in an infinite-dimensional Banach space
whose interior is nonempty is homeomorphic to an infinite-dimensional Hilbert
space.

Our last tool is the next result, which in the separable case was proved by Mogilski
[1979]. The argument there works also in the nonseparable case. This theorem
in its full generality may also be briefly concluded from the results of [Toruńczyk
1981; 1985]. For the reader’s convenience, we give a sketch of its proof.

Theorem 5.7. Let X be a metrizable space. If X is the union of its two closed
subsets A and B such that each of A, B, and A∩ B is homeomorphic to an infinite-
dimensional Hilbert space H then X itself is homeomorphic to H.

Proof. Put C = A∩ B.
First assume that C is a Z -set in both A and B (for the definition of a Z -set

see Section 6). Then there exist homeomorphisms h A : A→ H× (−∞, 0] and
hB : B→ H× [0,∞) which coincide on C and h A(C) = hB(C) = H× {0} (this
follows from the theorem on extending homeomorphisms between Z -sets in Hilbert
manifolds, see [Anderson 1967; Anderson and McCharen 1970; Chapman 1971;
Bessaga and Pełczyński 1975, Chapter V]. Now it suffices to define h : X→H×R

as the union of h A and hB to obtain the homeomorphism we searched for.
Now we consider a general case. Let X ′ = (A × [−1, 0]) ∪ (B × [0, 1]) ⊂

X ×[−1, 1]. Observe that A′ = A×[−1, 0], B ′ = B×[0, 1], and C ′ =C×{0} are
homeomorphic to H (by the assumptions of the theorem) and C ′ is a Z -set in both
A′ and B ′. Thus, we infer from the first part of the proof that X ′ is homeomorphic
to H. Finally, note that the function X ′ 3 (x, t) 7→ (x, 0) ∈ X × {0} is a proper
retraction. So Toruńczyk’s result [1981] implies that X is a manifold modeled on
H. Since it is contractible, it is homeomorphic to H. �

Proof of Theorem 1.1(a) and Proposition 1.5(a). Again, observe that point (a) of
the theorem under the question is a special case of point (a) of the proposition.
Therefore we focus only on the latter result. Let E and e be as in point (b) of
Proposition 1.5. Replacing, if needed, e by 2e/‖e‖, we may assume that ‖e‖ = 2.
Denote by E the group of all linear isometries which leave e fixed. Let W =
B̄E(0, 2) ∪ B̄E(e, 1) be equipped with the metric p induced by the norm of E .
Notice that if V ∈ E then V (W )=W and V |W ∈ Iso(W, p). Conversely, for each
g ∈ Iso(W, p), g = V |W for some linear isometry V ∈ E. Let us briefly justify this
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claim. Let x = g(0) and y= g(e). Then W ⊂ B̄E(x, 2)∪ B̄E(y, 1) and consequently
B̄X (0, 2)⊂ B̄X (x, 2)∪ B̄X (y, 1), where X is a two-dimensional linear subspace of
E which contains x and y. We infer from Lemma 5.4(a) that x = 0. So ‖y‖ = 2
(since g is an isometry) and thus B̄Y (e, 1)⊂ B̄Y (0, 2)∪ B̄Y (y, 1), where Y is a two-
dimensional linear subspace of E such that e, y ∈ Y . Now point (b) of Lemma 5.4
yields that y = e. We then have g(BE(0, 2)∪ BE(e, 1))= BE(0, 2)∪ BE(e, 1). So
an application of Theorem 5.5 gives our assertion: There is a linear (since g(0)= 0)
isometry V of E which extends g.

Having the above fact, we easily see that the function E3 V 7→ V |W ∈ Iso(W, p)
is an isomorphism. Consequently, G is isomorphic to Iso(W, p). So, to finish the
proof, it suffices to show that W is homeomorphic to Hβ . But this immediately
follows from Theorems 5.6 and 5.7, sincew(E)=β and the sets B̄E(0, 2), B̄E(e, 1),
and B̄E(0, 2)∩ B̄E(1, 2) are closed, convex, and have nonempty interiors. �

Proof of Corollary 1.6. It suffices to apply Proposition 1.5 and Proposition 4.3(f). �

The arguments used in the proofs of both points of Proposition 1.5 also show
the next result:

Corollary 5.8. Let G be a Gδ-complete topological group of topological weight
not exceeding β > ℵ0. There are an infinite-dimensional normed vector space E of
topological weight β, a contractible open set U ⊂ E , and a nonzero vector e ∈ E
such that the topological groups G, Iso(U, d), and Iso(E |e) are isomorphic, where
d is the metric on U induced by the norm of E and Iso(E |e) is the group of all
linear isometries of E which leave the point e fixed.

Proof. Let (Y0, %0) be a metric space such that w(Y0)= β and Iso(Y0, %0) is isomor-
phic to G (see Theorems 1.4 and 3.2). Denote by (Y, %) the completion of (Y0, %0).
Now let (X, d), (AE(X), ‖ · ‖AE), and e be as in the proof of Proposition 1.5(b).
We know that the function

Iso(X, d) 3 u 7→ AE(u) ∈ Iso(AE(X)|e)

is an isomorphism. Denote by E the linear span of the set {χa − χb | a, b ∈
Y0 ∪ [0, 1]}(⊂ AE(X)) (recall that X = Y t [0, 1]). Observe that if u ∈ Iso(X, d)
is such that AE(u)(E) = E then u(Y0 ∪ [0, 1]) = Y0 ∪ [0, 1] and consequently
u(Y0) = Y0 (see the proof of point (b) of Proposition 1.5). This yields that the
function

Iso(Y0, %0) 3 u 7→ AE(u)|E ∈ Iso(E |e)

is also an isomorphism. Now it suffices to put U = BE(0, ‖e‖)∪ BE(e, 1
2‖e‖) and

repeat the proof of Proposition 1.5(a) (involving Lemma 5.4 and Theorem 5.5) to
get the whole assertion. (U is contractible as the union of two intersecting convex
sets.) �
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6. Isometry groups of completely metrizable metric spaces

Taking into account Corollary 1.6, the following question naturally arises: Given
an infinite cardinal β, how do we characterize topological groups isomorphic to
Iso(H, d) for some compatible metric d on a Hilbert space H of Hilbert space
dimension β? In this part we give a partial answer to this question. In fact, we will
deduce our main result in this topic from the following general fact:

Proposition 6.1. Let (S, p) be a bounded complete metric space, β an infinite
cardinal not less than w(S), and H a Hilbert space of Hilbert space dimension
β. Let S′ be a dense subset of S and G a closed subgroup of Iso(S′, p). There
exist a compatible complete metric λ on H, a set H′ ⊂ H, and an isomorphism
9 : G→ Iso(H, λ) such that 9(G)= {u ∈ Iso(H, λ) | u(H′)=H′}, (H \H′, λ) is
isometric to (S \ S′,

√
p) and the closure of H \H′ is a Z-set in H. In particular, if

S′ is completely metrizable then H′ is homeomorphic to H.

Recall that a closed set K in a metric space X is a Z-set if and only if every map
of the Hilbert cube Q into X may uniformly be approximated by maps of Q into
X \ K .

Proof. By Proposition 3.4, there is a bounded complete metric space (Y, %), a dense
set Y ′⊂ Y , and an isomorphism F1 :G→ Iso(Y, %) such that w(Y )= β, (Y \Y ′, %)
is isometric to (S \ S′, p), and F1(G)= {u ∈ Iso(Y, %) | u(Y ′)= Y ′}. Now we shall
mimic the proof of Proposition 1.5.

Replacing, if applicable, p and % by t · p and t · % with small enough t > 0 (and
the final metric λ obtained from this proof by λ/

√
t), we may assume that % < 1

2 .
Now let (X, d)⊃ (Y, %) be as in the proof of Theorem 1.2. Further, let (E, ‖ · ‖)=
(AE(X), ‖ · ‖AE) be the Arens–Eells space of (X,

√
d) and e = χ1−χ0 ∈ E . We

denote by λ the metric on W = B̄E(0, 1)∪ B̄E(e, 1
2) induced by the norm of E . The

arguments used in the proofs of Theorem 1.2 and Proposition 1.5 show:

(I1) The function F2 : Iso(X, d)3 u 7→ u |Y∈ Iso(Y, %) is an isomorphism and there
is a dense set X ′ ⊂ X such that X \ X ′ = Y \ Y ′ and F−1

2 (F1(G)) consists
precisely of all u ∈ Iso(X, d) with u(X ′)= X ′.

(I2) The function F3 : Iso(X, d) 3 u 7→ AE(u)|W ∈ Iso(W, λ) is an isomorphism
and u(0)= 0 for any u ∈ Iso(X, d).

(I3) W is homeomorphic to H.

Point (I3) asserts that we may identify H with W . Put 9 = F3 ◦ F−1
2 ◦ F1 : G→

Iso(W, λ) and W ′=W\{χx−χ0 | x ∈ X\X ′} (recall that ‖χy−χ0‖AE=
√

d(y, 0)=1
for every y ∈ Y ⊃ X \ X ′) and note that 9 is an isomorphism. What is more, we
claim that 9(G) consists of all v ∈ Iso(W, λ) for which v(W ′) = W ′. Indeed, it
follows from (I2) that each v ∈ Iso(W, λ) has the form v = AE(u)|W for some
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u ∈ Iso(X, d). So, taking into account (I1), we only need to check that u(X ′)= X ′

if and only if (AE(u))(W ′)=W ′. But this follows from the fact that u(0)= 0.
Further, observe that the function (X \ X ′,

√
d) 3 x 7→ χx −χ0 ∈ (W \W ′, λ) is

an isometry, which implies that the latter metric space is isometric to (S \ S′,
√

p).
To show that the closure D of W \W ′ is a Z -set in W , note that D⊂C := {χy−χ0 |

y ∈ Y } and the maps W 3 w 7→ (1− 1/n)w+ e/n ∈W converge uniformly to the
identity map with respect to λ and their images are disjoint from C .

So, to complete the proof, we only need to check that if S′ is completely metriz-
able then W ′ is homeomorphic to H. But this is an immediate consequence of the
fact that W \W ′ is a set isometric to (S \ S′,

√
p) and contained in a Z -set in W ,

and a known fact on σ -Z -sets in Hilbert spaces: S′, being completely metrizable,
is a Gδ-set in S; hence, S \ S′ is Fσ in S. Consequently, W \W ′ is a countable
union of sets complete in the metric λ thus an Fσ -set in W . But the closure of
W \W ′ is a Z -set in W , so W \W ′ is a σ -Z -set, that is, it is a countable union of
Z -sets. Now the assertion follows from the well-known result that the complement
of a σ -Z -set in a Hilbert space is homeomorphic to the whole space, which simply
follows from Toruńczyk’s characterization [1981; 1985] of Hilbert manifolds. (For
the separable case one may also consult Theorem 6.3 in [Bessaga and Pełczyński
1975, Chapter V].) �

As a conclusion, we obtain:

Theorem 6.2. Let H be a Hilbert space of Hilbert space dimension β > ℵ0 and

G= {Iso(H, %) | % is a compatible metric on H}.

Then, up to isomorphism, G consists precisely of all topological groups G which are
isomorphic to closed subgroups of Iso(X, d) for some completely metrizable spaces
(X, d) with w(X)6 β.

Proof. If G is a closed subgroup of Iso(X, d) for a completely metrizable space
(X, d) with w(X)6 β, we may assume that d is bounded (replacing, if necessary, d
by d/(1+d)). Then Proposition 6.1, applied for (S, p)= the completion of (X, d)
and S′ = X , yields a complete compatible metric λ on H and a dense set H′ ⊂H

homeomorphic to H such that G is isomorphic to G ′ := {u ∈ Iso(H, λ) | u(H′)=H′}.
But G ′ is naturally isomorphic to Iso(H′, λ) and we are done. �

For an infinite cardinal number α, let us denote by IGH(α) the class of all
topological groups which are isomorphic to Iso(H, %) for some compatible metric
% on a Hilbert space H of Hilbert space dimension α (“IGH” is the abbreviation
of “isometry group of a Hilbert space”). Additionally, let IGH stand for the union
of all classes IGH(α). Theorem 6.2 implies that IGH is a variety; that is, closed
subgroups as well as topological products of members of IGH belong to IGH as
well.
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We are mainly interested in the class IGH(ℵ0). It is clear that all groups belonging
to this class are second-countable. In the sequel we shall see that the axiom of
second countability is insufficient for a topological group to belong to IGH(ℵ0) (see
Proposition 6.5 below).

As a simple consequence of Theorem 6.2 we obtain:

Corollary 6.3. If G is a second-countable, σ -compact topological group then
G ∈ IGH(ℵ0).

Proof. Let p be a compatible left-invariant metric on G and let (Y, %) ⊃ (G, p)
denote the completion of (G, p). If the interior of G in Y is nonempty then G is
locally completely metrizable and thus G is Polish. In that case the assertion follows
from Theorem 1.1. On the other hand, if G is a boundary set in Y then Y \G is dense
in Y and therefore Iso(Y \G, %) is isomorphic to {u ∈ Iso(Y, %) | u(Y \G)= Y \G}
and the latter group coincides with {u ∈ Iso(Y, %) | u(G)=G}, which is isomorphic
to Iso(G, %)= Iso(G, p). Since G is σ -compact, Y \G is completely metrizable.
Finally, since p is left-invariant, all left translations of G form a closed subgroup of
Iso(G, p) isomorphic to G. So, to sum up, G is isomorphic to a closed subgroup
of the isometry group of the Polish space (Y \ G, %). Now it suffices to apply
Theorem 6.2. �

To formulate our next result, we remind the reader that a separable metrizable
space X is said to be coanalytic if and only if X is homeomorphic to a space of
the form Y \ Z , where Y is a Polish space and Z ⊂ Y is analytic, that is, Z is the
continuous image of a Polish metric space. We also recall that continuous images
of Borel subsets of Polish spaces are analytic.

Proposition 6.4. Each member of IGH(ℵ0) is coanalytic as a topological space.

Proof. Let (X, %) be a Polish metric space and G = Iso(X, %). Denote by (Y, d)
the completion of (X, %). Since X is completely metrizable, it is a Gδ-set in Y .
Observe that G is naturally isomorphic to the subgroup {u ∈ Iso(Y, d) | u(X)= X}
of Iso(Y, d). Since Iso(Y, d) is a Polish group, it suffices to show that A := {u ∈
Iso(Y, d) | u(X) 6= X} is the continuous image of a Borel subset of a Polish metric
space. To this end, notice that the set W := {(u, x)∈ Iso(Y, d)×X | u(x)∈ Y \X} is
Borel in the Polish space Iso(Y, d)× X and π(W )= A, where π : Iso(Y, d)× X→
Iso(Y, d) is the natural projection. �

Proposition 6.5. There exists a topological subgroup of the additive group of reals
which does not belong to IGH(ℵ0).

Proof. We consider R as a vector space over the field Q of rationals. There exists
a vector subspace G of R such that Q∩G = {0} and G +Q = R. We claim that
G /∈ IGH(ℵ0). To show that, it is enough to prove that G is not coanalytic (thanks to
Proposition 6.4). Since analytic spaces are absolutely measurable (see, for example,
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Theorem A.13 in [Takesaki 1979, Appendix]), it suffices to show that G is not
Lebesgue measurable. But this follows from the following two observations:

• R=
⋃

q∈Q(q +G) and hence the outer measure of G is positive.

• G −G (which equals G) has empty interior and thus its inner measure is 0;
this follows from [Halmos 1950, Chapter XII, §61, Theorem A, p. 266]. �

Propositions 6.4 and 6.5 make the issue of characterizing members of IGH
complicated. The following problems seem to be most interesting:

Problem 6.6. If G ∈ IGH, is it true that G ∈ IGH(w(G))?

Problem 6.7. Does the class IGH contain all Gδ-complete topological groups?

Problem 6.8. Characterize members of IGH(ℵ0).

7. Compact and locally compact Polish groups

This section is devoted to the proofs of points (b) and (c) of Theorem 1.1. Our main
tool will be the following result, very recently shown by us in [Niemiec 2012]:

Theorem 7.1. Let G be a locally compact Polish group, X be a locally compact
Polish space, and let G× X 3 (g, x) 7→ g.x ∈ X be a continuous proper action of
G on X. Assume there is a point ω ∈ X such that the set G.ω = {g.ω | g ∈ G} is
nonopen and G acts freely at ω (that is, g.ω = ω implies g = the neutral element
of G). Then there exists a proper compatible metric d on X such that Iso(X, d)
consists precisely of all maps of the form x 7→ g.x (g ∈ G). In particular, the
topological groups Iso(X, d) and G are isomorphic.

We recall that (under the above notation) the action is proper if for every compact
set K ⊂ X the set {g ∈ G | g.K ∩ K 6=∅} is compact as well (where g.K = {g.x |
x ∈ K }).

Our next tool is the following classical result due to Keller [1931] (see also
[Bessaga and Pełczyński 1975, Theorem III.3.1]):

Theorem 7.2. Every infinite-dimensional compact convex subset of a Fréchet space
is homeomorphic to the Hilbert cube.

We recall that a Fréchet space is a completely metrizable locally convex topolog-
ical vector space.

We call a function u : (X, d)→R (where (X, d) is a metric space) nonexpansive
if and only if |u(x)− u(y)|6 d(x, y) for all x, y ∈ X . The function u is a Katětov
map if and only if u is nonexpansive and additionally d(x, y) 6 u(x)+ u(y) for
any x, y ∈ X . Katětov maps correspond to one-point extensions of metric spaces.

Proof of Theorem 1.1(b). Let G be a compact Polish group. Take a left-invariant
metric % 6 1 on G and equip the space X = G × [0, 1] with the metric d, where
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d((x, s), (y, t)) = max(%(x, y), |t − s|). For g ∈ G denote by ψg the function
X 3 (x, t) 7→ (g−1x, t) ∈ X . Notice that ψg ∈ Iso(G, X) for any g ∈ G. Let 1 be
the space of all nonexpansive maps of (X, d) into [0, 1] endowed with the supremum
metric. Observe that 1 is a convex set in the Banach space of all real-valued maps
on X . What is more, 1 is infinite-dimensional since X is infinite, and 1 is compact
by the Ascoli type theorem. So we infer from Theorem 7.2 that 1 is homeomorphic
to Q. Further, 8g(u) := u ◦ ψg ∈ 1 for any g ∈ G and u ∈ 1 (because ψg is
isometric). It is also easily seen that the function G×1 3 (g, u) 7→8g(u) ∈1 is a
(proper — since both G and 1 are compact) continuous action of G on 1. Finally,
the function ω : X 3 (x, t) 7→ d((x, t), (e, 1))∈R belongs to1 (since d 6 1), where
e is the neutral element of G. Observe that the set K := {ω ◦ψg | g ∈ G} has empty
interior in 1, since 1/n+ (1− 1/n)ω ◦ψg ∈1 \ K for any n > 1. Now we apply
Theorem 7.1. �

Our last aim is to prove Theorem 1.1(c). To this end, we need more information
on Hilbert cube manifolds.

One of the deepest results in infinite-dimensional topology is Anderson’s theorem
[1967] on extending homeomorphisms between Z -sets. Below we formulate it only
in the Hilbert cube settings, it holds however in a much more general context. (For
the discussion on this topic consult [Bessaga and Pełczyński 1975, Chapter V]; see
also [Anderson and McCharen 1970; Chapman 1971]).

Theorem 7.3. Every homeomorphism between two Z-sets in the Hilbert cube Q is
extendable to a homeomorphism of Q onto itself.

The result stated below is a kind of folklore in Hilbert cube manifolds theory.
We present its short proof because we could not find it in the literature.

Theorem 7.4. The spaces Q×[0,∞) and Q \ {point} are homeomorphic.

Proof. Since Q\{point} is a Hilbert cube manifold, it follows from Schori’s theorem
[1971] (see also [Chapman 1976]; compare with [Bessaga and Pełczyński 1975,
Theorem IX.4.1]) that (Q \ {point})× Q is homeomorphic to Q \ {point}. Now
the assertion follows from Theorem 7.3 since (Q×[0, 1])\ (Q×[0, 1))= Q×{1}
is a Z -set in Q× [0, 1] homeomorphic to the Z -set (in Q× Q) (Q× Q) \ [(Q \
{point})× Q]. �

Lemma 7.5. Let (X, d) be a nonempty separable metric space and let E(X) be
the set of all Katětov maps on (X, d) equipped with the pointwise convergence
topology:

(i) For any a ∈ X and r > 0 the set { f ∈ E(X) | f (a)6 r} is compact (in E(X)).

(ii) E(X)× Q is homeomorphic to Q \ {point}.



ISOMETRY GROUPS AMONG TOPOLOGICAL GROUPS 113

Proof. Point (i) follows from the Ascoli type theorem, since E(X) consists of
nonexpansive maps and for any f ∈ E(X) and x ∈ X , f (x) ∈ [0, d(x, a)+ f (a)].

We turn to (ii). First of all, E(X) is metrizable, because of the separability of
X and the nonexpansivity of members of E(X). Further, thanks to Theorem 7.4,
it suffices to show that E(X)× Q is homeomorphic to Q × [0,∞). Fix a ∈ X
and let ω ∈ E(X) be given by ω(x) = d(a, x). For each n > 1 let Kn = { f ∈
E(X) | f (a) ∈ [n − 1, n]} and Zn−1 = { f ∈ E(X) | f (a) = n − 1}. We infer
from (i) that Kn and Zn−1 are compact. It is also easily seen that both are convex
nonempty sets (ω+ n− 1 ∈ Zn−1 ⊂ Kn). Since Kn× Q and Zn−1× Q are affinely
homeomorphic to convex subsets of Fréchet spaces, Theorem 7.2 yields that both
these sets are homeomorphic to Q. Let hn−1 : Zn−1× Q→ Q × {n− 1} be any
homeomorphism. We claim that Zn−1 ∪ Zn is a Z -set in Kn . This easily follows
from the fact that the maps Kn 3 f 7→ (1−1/k) f +1/k(ω+n− 1

2) ∈ Kn send Kn

into Kn \ (Zn−1 ∪ Zn) and converge uniformly (as k→∞) to the identity map of
Kn . Since Q×{n−1, n} is a Z -set in Q×[n−1, n], Theorem 7.3 provides us the
existence of a homeomorphism Hn : Kn× Q→ Q×[n− 1, n] which extends both
hn−1 and hn . We claim that the union H : E(X)×Q→ Q×[0,∞) of all Hn (n> 1)
is the homeomorphism we are searching for. It is clear that H is a well-defined
bijection. Finally, notice that the interiors (in E(X)) of the sets

⋃n
j=1 K j (n > 1)

cover X and hence H is indeed a homeomorphism. �

Proof of Theorem 1.1(c). Let G be a locally compact Polish group. By a theorem
of Struble [1974] (see also [Abels et al. 2011]), there exists a proper left-invariant
compatible metric d on G. Let E(G) be the space of all Katětov maps on (G, d)
endowed with the pointwise convergence topology. By Lemma 7.5, L := E(G)×Q
is homeomorphic to Q \ {point}. So it suffices to show that there is a proper
compatible metric % on L such that Iso(L , %) is isomorphic to G. For any g ∈ G
and ( f, q) ∈ L let g.( f, q) = ( fg, q) ∈ L , where fg(x) = f (g−1x) (since d is
left-invariant, fg ∈ E(G) for each f ∈ E(G)). As in the proof of point (b) of the
theorem, we see that the function G× L 3 (g, x) 7→ g.x ∈ L is a continuous action
of G on L . It is also clear that each G-orbit (that is, each of the sets G.x with
x ∈ L) has empty interior. Similarly, as in point (b), we show that there is ω ∈ L
such that G acts freely at ω (for example, ω = (u, q) with arbitrary q ∈ Q and
u(x)= d(x, e), where e is the neutral element of G). So, by virtue of Theorem 7.1,
it remains to check that the action is proper. To this end, take any compact set W
in L . Then there is r > 0 such that W ⊂ { f ∈ E(G) | f (e)6 r}× Q. Note that the
set {g ∈ G | g.W ∩W 6=∅} is closed and contained in D× Q, where

D = {g ∈ G | ∃ f ∈ E(G) s.t. f (e)6 r ∧ f (g−1)6 r}

and therefore it is enough to show that D has compact closure in G. But if g ∈ D,



114 PIOTR NIEMIEC

and f ∈ E(G) is such that f (e) 6 r and f (g−1) 6 r then d(g, e) = d(e, g−1) 6
f (e)+ f (g−1) 6 2r . This yields that D ⊂ B̄G(e, 2r) and noting that d is proper
finishes the proof. �

Remark 7.6. Van Dantzig and van der Waerden [1928] proved that the isometry
group of a connected locally compact metric space (X, d) (possibly with nonproper
or incomplete metric) is locally compact and acts properly on X . It follows from
[Niemiec 2012] that there exists then a proper compatible metric % on X such that
Iso(X, d)= Iso(X, %). In particular,

{Iso(Q \ {point}, d) | d is a compatible metric}

= {Iso(Q \ {point}, %) | % is a proper compatible metric}

and hence if we omit the word proper in Theorem 1.1(c), we will obtain an equivalent
statement.

As we mentioned in the introductory part, each (locally) compact finite-dimen-
sional Polish group is isomorphic to the isometry group of a (proper locally) compact
finite-dimensional metric space. Taking this, and Corollary 4.8, into account, the
following question may be interesting:

Problem 7.7. Is every finite-dimensional metrizable (resp. finite-dimensional Pol-
ish) group isomorphic to the isometry group of a finite-dimensional (resp. finite-
dimensional separable complete) metric space?
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SINGULARITIES AND LIOUVILLE THEOREMS FOR SOME
SPECIAL CONFORMAL HESSIAN EQUATIONS

QIANZHONG OU

We develop some new techniques to get an integral estimate for some special
conformal Hessian equations, and hence the classification of their singular-
ities. This complete results of González. By this method we were able to
deduce the Liouville theorem for these special conformal Hessian equations,
which were understood by Yanyan Li via the method of moving planes.

1. Introduction

Consider the conformal k-Hessian equation

(1-1) σk(Ag)= uα in �,

where � is the whole space Rn or the punctured unit ball B \ {0} ⊂ Rn and g =
u−2 dx2, u > 0, is a locally conformally flat metric. The matrix Ag is given by
Ag
= g−1 Ãg, where Ãg is the (0, 2) Schouten tensor

Ãg
i j =

1
n−2

(
Rici j −

R
2(n−1)

gi j

)
,

where Ric and R denote the Ricci tensor and the scalar curvature of g, respectively.
In this metric, the (1, 1) Schouten tensor becomes

(1-2) Ag
= u(D2u)− 1

2 |Du|2 I.

These σk are k-Hessians of Ag. More precisely, they are defined as the k-th
elementary symmetric polynomial functions of the eigenvalues λ1, . . . , λn of the
symmetric matrix Ag:

σk(Ag) :=
∑

1≤i1<···<ik≤n

λi1 · · · λik .
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According to Caffarelli, Nirenberg, and Spruck [Caffarelli et al. 1985], we say u
is k-admissible with respect to σk(Ag) if u ∈ 0k , where 0k is defined by

0k
= {u ∈ C2(�) : σs(Ag) > 0, s = 1, 2, . . . , k}.

Equation (1-1) is raised in conformal geometry and has been studied extensively.
For the critical case α = 0 of (1-1), the isolated singularities at the origin were
completely understood by Caffarelli, Gidas, and Spruck for k = 1 [Caffarelli et al.
1989] and by Han, Li, and Teixeira for k>1 [Han et al. 2010], where they employed
the method of moving planes; while for the subcritical case α ∈ (0, k), the isolated
singularities were classified by Gidas and Spruck for k= 1 [1981] and by González
for 1< k < (n−1)/2 [2006a]. The local behavior of singularities of the conformal
Hessian problems was also studied by Chang, Gursky, and Yang [Chang et al.
2003], González [2006b], and Gursky and Viacolvsky [2006].

In this paper, we bring the results of [González 2006a] to completion. The main
arguments in [Gidas and Spruck 1981] and [González 2006a] are some techniques
of integration by parts which were due originally to Obata [1962]. Compared with
the semilinear case k = 1, for k > 1, the problems are fully nonlinear and more
complicated. The “almost” divergent structure for σk(Ag) explored by González
[2005] allows one to carry out integration by parts for the fully nonlinear cases.
We develop the arguments in [Gidas and Spruck 1981] and [González 2006a] to
deal with the special case n = 2k+ 1. Note that the special case k = 1, n = 3 was
treated separately in [Gidas and Spruck 1981]. Of course, our main idea is to use
the “almost” divergent structure for σk(Ag).

Our main result reads as follows.

Theorem 1.1. Let α ∈ (0, k), n = 2k+ 1 and u > 0 be a k-admissible solution of

(1-3) σk(Ag)= uα in B \ {0}

with u−1
∈ C3(B \ {0}). Then there exists a constant C such that

u−1
≤

C
|x |2k/(2k−α) near x = 0.

Furthermore, if u−1 is not bounded near the origin, we also get

u−1
≥

1/C
|x |2k/(2k−α) near x = 0.

González [2006a] proved the above results for n > 2k+1. The main ingredient
in González’s proof is the following integral estimate.
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Proposition 1.2. Let α ∈ (0, k), n > 2k + 1 and u > 0 be a k-admissible solution
of (1-3). Let r > 0 small and M > 0 be such that

{r < |x |< Mr} ⊂ B \ {0}.

Then

(1-4)
∫

r<|x |<Mr
uα((k+1)/k)−δ dx ≤ Crn−(δ−α(k+1)/k)/(1−α/2k),

where the constant δ < n + 1 is close enough to n + 1 and C > 0 depends on M
and δ but not on r.

So, to prove Theorem 1.1, we need a similar integral estimate as (1-4). In fact,
in this paper, we prove the integral estimate as follows.

Proposition 1.3. Let α ∈ (0, k), n = 2k+ 1, and u > 0 be a k-admissible solution
of (1-3). Let r > 0 small and M > 0 be such that

{r < |x |< Mr} ⊂ B \ {0}.

Then

(1-5)
∫

r<|x |<Mr
uα(k+1)/k−n−1 dx ≤

C
r
,

where the constant C > 0 depends on M but not on r.

By this estimate, the rest of the proof of Theorem 1.1 can be done as in [González
2006a], and we omit it in this paper.

Meanwhile, by the method shown in this paper, we are able to get the entire
Liouville theorem for this special case of conformal Hessian equations. Precisely,
we have the following.

Theorem 1.4. For α ∈ [0,+∞) and n = 2k+ 1, consider the problem

(1-6) σk(Ag)= uα in Rn.

(i) If α > 0, (1-6) has no positive k-admissible solution.

(ii) If α = 0, any positive k-admissible solution of (1-6) must be a quadratic poly-
nomial

(1-7) u = a+ b|x − x0|
2

for some fixed x0 ∈ Rn and positive constants a, b.

Li and Li [2005] classified all the solutions of (1-6) for α ∈ [0,+∞) via the
method of moving planes. But our proof of Theorem 1.4 is quite different from
that in [Li and Li 2005], and similar to that in [Chang et al. 2003], where they
treated the case k = 2.
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The paper is organized as follows. In Section 2, we collect some known alge-
braic properties of σk . In Section 3, we deduce some preparation decomposition
results. The proofs of Proposition 1.3 and Theorem 1.4 are given in Section 4.

2. Algebraic properties of σk

Throughout the paper the summation convention for repeated indices is used.

For a general n×n symmetric matrix A, consider its eigenvalues λ1, . . . , λn and
the elementary symmetric polynomial functions

(2-1) σk =
∑

1≤i1<···<ik≤n

λi1 · · · λik .

For k = 1, . . . , n, denote the Newton tensor by

(2-2) T k
= σk I − σk−1 A+ · · ·+ (−1)k Ak

= σk I − T k−1 A,

and the traceless Newton tensor by

(2-3) Lk
=

n− k
n

σk I − T k .

Here we take σ0 = 1 and T 0
i j = δi j .

Propositions 2.1 and 2.2 are well known (see [González 2006a] and references
therein) and we omit their proofs.

Proposition 2.1. For A and T k and Lk as above and with the constant C > 0
depending only on n and s, the following hold:

(a) (n− k)σk = trace(T k).

(b) (k+ 1)σk+1 = trace(AT k).

(c) If σ1, . . . , σk > 0, then T s is positive definite for s = 1, . . . , k − 1, and hence
‖ Ti j

s
‖≤ Cσs .

(d) If σ1, . . . , σk > 0, then σs ≤ C(σ1)
s for s = 1, . . . , k.

(e) If σ1, . . . , σk > 0, then L i j
s L i j

1
≥ 0 for s = 1, . . . , k with equality if and only

if L1
= 0.

Proposition 2.2. For A = Ag, the Schouten tensor as in (1-2), and T k and Lk

defined as in (2-2) and (2-3), we have the following divergence formulas:

(a) ∇g
j Ti j

k
= 0,

(b) ∂ j Ti j
k
=−(n− k)σkui u−1

+ nTi j
ku j u−1,

(c) kσk = u∂ j (ui Ti j
k−1)− nTi j

k−1ui u j +
n−k+1

2
σk−1|Du|2,

(d) ∂ j L i j
k
=

n−k
n
∂iσk + nL i j

ku j u−1,
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where ∇g
j is the j-th covariant derivative with respect to the metric g = u−2 dx2

and ∂i = ∂/∂xi is the usual derivative.

3. Some decomposition results

Let u > 0 be in 0k . In the rest of the paper, we write σs(Ag) simply as σs .
Let η be a smooth cut-off function supported in the ball B4r satisfying

|Dmη|.
1

rm .

We use . , w, etc. to drop some positive constants independent of r and u, and
Dm means the usual m-th order multiple derivative.

Let δ, θ be constants which will be chosen later. For s = 1, . . . , k, set

bs =−
(n+ δ)k+ (2k+ δ)s

s!2s (n+ δ+ 1) · · · (n+ δ+ s− 1)

and

Bs =

∫
σk−s |Du|2suδηθ dx,

Ms =

∫
Ti j

k−sui u j |Du|2(s−1)uδηθ dx,

Es =

∫
Ti j

k−suiη j |Du|2(s−1)uδ+1ηθ−1 dx .

Throughout the paper, for convenience, we drop the domain in integrations; one
can assume that all integrations are over a suitable domain such as supp η without
confusion.

For computational convenience, we give the following recursion formula.

Lemma 3.1. For s = 1, . . . , k− 1,

(3-1) ms Ms=ms+1 Ms+1+
k+ s

2s
ms Bs−

n− k+ s+ 1
2(n+ δ+ s+ 1)

ms+1 Bs+1+cs+1 Es+1,

where

mi =
2i(n+ δ+ i)

(n+ δ)k+ (2k+ δ)i
bi

and
ci = θ

mi

n+ δ+ i

for i = 1, . . . , k.

Proof. Using the above notation, by (2-2), Proposition 2.2(c), and integration by
parts, we get
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(3-2) ms Ms

= ms

∫
Ti j

k−sui u j |Du|2(s−1)uδηθ dx

= ms

∫
(σk−sδi j − Til

k−s−1(uul j −
1
2 |Du|2δl j ))ui u j |Du|2(s−1)uδηθ dx

= ms Bs +
ms

2
Ms+1−

ms

2s

∫
ui Til

k−s−1∂l(|Du|2s)uδ+1ηθ dx

= ms Bs +
ms

2
Ms+1+

ms

2s

∫
∂l(ui Til

k−s−1)|Du|2suδ+1ηθ dx

+
ms

2s
(δ+ 1)Ms+1+ θ

ms

2s
Es+1

= ms Bs +
ms

2
Ms+1+

ms

2s

∫ [
(k− s)σk−s + nTi j

k−s−1ui u j

−
n−k+s+1

2
σk−s−1|Du|2

]
|Du|2suδηθ dx

+
ms

2s
(δ+ 1)Ms+1+ θ

ms

2s
Es+1

= ms+1 Ms+1+
k+ s

2s
ms Bs −

n− k+ s+ 1
2(n+ δ+ s+ 1)

ms+1 Bs+1+ cs+1 Es+1. �

Now we have the decomposition for the integral for σk .

Proposition 3.2.

(3-3)
∫

kσkuδηθ dx =
k∑

s=1

bs Bs +

k∑
s=1

cs Es .

Proof. By Proposition 2.2(c) and integration by parts we get

(3-4)
∫

kσkuδηθ dx

=

∫ [
u∂ j (ui Ti j

k−1)− nTi j
k−1ui u j +

n−k+1
2

σk−1|Du|2
]
uδηθ dx

=
n− k+ 1

2

∫
σk−1|Du|2uδηθ dx − n

∫
Ti j

k−1ui u j uδηθ dx

−

∫
Ti j

k−1ui∂ j (uδ+1ηθ ) dx

=
n− k+ 1

2

∫
σk−1|Du|2uδηθ dx − θ

∫
Ti j

k−1uiη j uδ+1ηθ−1 dx

− (n+ δ+ 1)
∫

Ti j
k−1ui u j uδηθ dx

=
n− k+ 1

2
B1+C1 E1+m1 M1.

Using the recursion formula (3-1) in (3-4) step by step, we deduce (3-3). �
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For the traceless Newton tensor Lk , we also have the following decomposition.

Proposition 3.3.

(3-5)
∫

L i j
k L i j

1uδηθ dx

=−
n−k

n

∫
∂i (σk)ui uδ+1ηθ dx−(n+1+δ)

∫
L i j

kui u j uδηθ dx

+
n−k

n(n+2+δ)

∫
∂i (σk)∂i (η

θ )uδ+2 dx− k
n(n+2+δ)

∫
σk1(η

θ )uδ+2 dx

−
1

2(n+2+δ)

∫
Ti j

k−1∂i j (η
θ )|Du|2uδ+2 dx+n−k+1

n+2+δ

∫
σk−1ui u j∂i j (η

θ )uδ+2 dx

−
n+3+δ
n+2+δ

∫
Til

k−1ulu j∂i j (η
θ )uδ+2 dx− 1

n+2+δ

∫
Til

k−1u j∂i jl(η
θ )uδ+3 dx .

Proof. By Proposition 2.2(d) and integration by parts we get

(3-6)
∫

L i j
k L i j

1uδηθ dx

=

∫
L i j

kui j uδ+1ηθ dx

=−

∫
∂ j (L i j

k)ui uδ+1ηθ dx−(δ+1)
∫

L i j
kui u j uδηθ dx−

∫
L i j

kui∂ j (η
θ )uδ+1 dx

=−

∫ [n−k
n
∂i (σk)+nL i j

ku j u−1
]
ui uδ+1ηθ dx

−(δ+1)
∫

L i j
kui u j uδηθ dx−

∫
L i j

kui∂ j (η
θ )uδ+1 dx

=−
n−k

n

∫
∂i (σk)ui uδ+1ηθ dx−(n+δ+1)

∫
L i j

kui u j uδηθ dx

−

∫
L i j

kui∂ j (η
θ )uδ+1 dx .

For the last term in (3-6), integrating once again, we have

(3-7) −
∫

L i j
kui∂ j (η

θ )uδ+1dx

=

∫
∂i (L i j

k)∂ j (η
θ )uδ+2dx+

∫
L i j

k∂i j (η
θ )uδ+2dx+(δ+1)

∫
L i j

k∂ j (η
θ )ui uδ+1dx

=

∫ [n−k
n
∂i (σk)+nL i j

ku j u−1
]
∂i (η

θ )uδ+2dx

+

∫
L i j

k∂i j (η
θ )uδ+2dx+(δ+1)

∫
L i j

k∂ j (η
θ )ui uδ+1dx

=
n−k

n

∫
∂i (σk)∂i (η

θ )uδ+2dx+
∫

L i j
k∂i j (η

θ )uδ+2dx

+(n+δ+1)
∫

L i j
k∂ j (η

θ )ui uδ+1dx .
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Transposition of the term implies

(3-8) −
∫

L i j
kui∂ j (η

θ )uδ+1 dx

=
n− k

n(n+ 2+ δ)

∫
∂i (σk)∂i (η

θ )uδ+2 dx+
1

n+ 2+ δ

∫
L i j

k∂i j (η
θ )uδ+2 dx .

For the last term in (3-8), we have

(3-9)
∫

L i j
k∂i j (η

θ )uδ+2 dx

=

∫ (
Til

k−1 Al j −
k
n
σkδi j

)
∂i j (η

θ )uδ+2 dx

=

∫
Til

k−1(uul j −
1
2 |Du|2δl j )∂i j (η

θ )uδ+2 dx −
k
n

∫
σk1(η

θ )uδ+2 dx

=−
k
n

∫
σk1(η

θ )uδ+2 dx − 1
2

∫
Ti j

k−1∂i j (η
θ )|Du|2uδ+2 dx

+

∫
Til

k−1ul j∂i j (η
θ )uδ+3 dx .

For the last term in (3-9), by Proposition 2.2(b), we compute

(3-10)
∫

Til
k−1ul j∂i j (η

θ )uδ+3 dx

=−

∫
∂l(Til

k−1)u j∂i j (η
θ )uδ+3 dx −

∫
Til

k−1u j∂i jl(η
θ )uδ+3 dx

− (δ+ 3)
∫

Til
k−1u j ul∂i j (η

θ )uδ+2 dx

=−

∫
[−(n− k+ 1)σk−1ui u−1

+ nTil
k−1ulu−1

]u j∂i j (η
θ )uδ+3 dx

−

∫
Til

k−1u j∂i jl(η
θ )uδ+3 dx − (δ+ 3)

∫
Til

k−1u j ul∂i j (η
θ )uδ+2 dx

= (n− k+ 1)
∫
σk−1ui u j∂i j (η

θ )uδ+2 dx −
∫

Til
k−1u j∂i jl(η

θ )uδ+3 dx

− (n+ δ+ 3)
∫

Til
k−1u j ul∂i j (η

θ )uδ+2 dx .

Inserting this into (3-9), we get

(3-11)
∫

L i j
k∂i j (η

θ )uδ+2 dx

=−
k
n

∫
σk1(η

θ )uδ+2 dx − 1
2

∫
Ti j

k−1∂i j (η
θ )|Du|2uδ+2 dx

+ (n− k+ 1)
∫
σk−1ui u j∂i j (η

θ )uδ+2 dx

− (n+ 3+ δ)
∫

Til
k−1u j ul∂i j (η

θ )uδ+2 dx −
∫

Til
k−1u j∂i jl(η

θ )uδ+3 dx .
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Substituting this into (3-8) and then (3-6), we get (3-5) as desired. �

To end this section, we give the estimate on the “error” terms “Es” in (3-3).

Lemma 3.4.

(3-12) |Es |. ε
k∑

m=s

Bm +
1

r2k

∫
uδ+2kηθ−2k dx .

Proof. First, by |Dη|. 1/r and Proposition 2.1(c), we have

|Es |.
1
r

∫
σk−s |Du|2s−1uδ+1ηθ−1 dx .

Using Young’s inequality with exponent pair (2s/(2s−1), 2s) and ε > 0 small,
the last inequality turns into

(3-13) |Es |. ε
∫
σk−s |Du|2suδηθ dx +

C(ε)
r2s

∫
σk−suδ+2sηθ−2s dx .

For the last term of (3-13), by Proposition 2.2(c), we deduce

(3-14)
C(ε)
r2s

∫
σk−suδ+2sηθ−2s dx

w
1

r2s

∫ [
u∂ j (ui Ti j

k−s−1)− nTi j
k−s−1ui u j

+
n−k+s+1

2
σk−s−1|Du|2

]
uδ+2sηθ−2s dx

w
1

r2s

∫
σk−s−1|Du|2uδ+2sηθ−2s dx −

1
r2s

∫
Ti j

k−s−1ui u j uδ+2sηθ−2s dx

−
1

r2s

∫
Ti j

k−s−1uiη j uδ+2s+1ηθ−2s−1 dx

.
1

r2s

∫
σk−s−1|Du|2uδ+2sηθ−2s dx +

1
r2s+1

∫
σk−s−1|Du|uδ+2s+1ηθ−2s−1 dx

. ε
∫
σk−s−1|Du|2(s+1)uδηθ dx +

C(ε)
r2(s+1)

∫
σk−s−1uδ+2(s+1)ηθ−2(s+1) dx,

where we have used Young’s inequality in the last step in (3-13).
Substituting (3-14) into (3-13) step by step shows (3-12). �

4. Proofs of Proposition 1.3 and Theorem 1.4

For n = 2k+ 1, if we choose δ =−2k = 1− n, (3-12) implies

(4-1) |Es |. ε
k∑

m=s

Bm + r.
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Moreover, by this choice of δ we see that bs < 0(s = 1, 2, . . . , k). Hence if we
take ε small enough, combining (3-3) with (4-1), we have

(4-2)
∫
σku1−nηθ dx +

k∑
s=1

Bs . r.

On the other hand, if we choose δ =−n− 1 in (3-5) , then

(4-3)
∫

L i j
k L i j

1u−n−1ηθ dx

=−
n−k

n

∫
∂i (σk)ui u−nηθ dx+

n−k
n

∫
∂i (σk)∂i (η

θ )u1−n dx−
k
n

∫
σk1(η

θ )u1−n dx

−
1
2

∫
Ti j

k−1∂i j (η
θ )|Du|2u1−n dx+(n−k+1)

∫
σ k−1ui u j∂i j (η

θ )u1−n dx

−2
∫

Til
k−1ulu j∂i j (η

θ )u1−n dx−
∫

Til
k−1u j∂i jl(η

θ )u2−n dx .

By (1-1) and |Dmη|. 1/rm we deduce

(4-4)
∫

L i j
k L i j

1u−n−1ηθ dx

.−
n− k

n
α

∫
|Du|2uα−n−1ηθ dx +

n− k
n

αθ

∫
uiηi uα−nηθ−1 dx

+
1
r2

∫
uα+1−nηθ−2 dx +

1
r2

∫
σk−1|Du|2u1−nηθ−2 dx

+
1
r3

∫
σk−1|Du|u2−nηθ−3 dx .

Using Young’s inequality, by (4-4), we can get

(4-5)
∫

L i j
k L i j

1u−n−1ηθ dx

.
(
ε−

n−k
n

)
α

∫
|Du|2uα−n−1ηθ dx +

1
r2

∫
uα+1−nηθ−2 dx

+
1
r2

∫
σk−1|Du|2u1−nηθ−2 dx +

1
r4

∫
σk−1u3−nηθ−4 dx .

For the last term of (4-5), using (3-14) (with δ = 1− n) step by step, we have

(4-6)
1
r4

∫
σk−1u3−nηθ−4 dx .

1
r2

[ k∑
s=2

Bs +
1

r2k

∫
u1−n+2kηθ−2−2k dx

]

.
1
r2

k∑
s=2

Bs +
1
r
.
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Taking ε small, inserting (4-6) into (4-5), and combining with (4-2) (replacing
θ with θ − 2), we get

(4-7)
∫

L i j
k L i j

1u−n−1ηθ dx +α
∫
|Du|2uα−n−1ηθ dx

.
1
r2

[∫
uα+1−nηθ−2 dx +

k∑
s=1

Bs

]
+

1
r
.

1
r
.

Now, from (4-7), we can prove Theorem 1.4 and Proposition 1.3.

Proof of Theorem 1.4. Let η ≡ 1 in Br , 0< η < 1 in B2r \ Br . Taking r→+∞ in
(4-7), we can get

(4-8)
∫

Rn
L i j

k L i j
1u−n−1 dx +α

∫
Rn
|Du|2uα−n−1 dx ≤ 0.

By Proposition 2.1(e), if α > 0, (4-8) shows u must be a positive constant solu-
tion of (1-6), which is impossible; if α = 0, (4-8) shows L1

= 0 and hence u must
be the quadratic polynomial as in (1-7). �

Proof of Proposition 1.3. Let η ≡ 1 for r ≤ |x | ≤ Mr and η = 0 for 0< |x |< r/2,
2Mr < |x |. By (1-3) and Proposition 2.1(d) we have

(4-9)
∫

uα/k+α−n−1ηθ dx =
∫
(σk)

1/kuα−n−1ηθ dx .
∫
σ1uα−n−1ηθ dx

=−
n
2

∫
|Du|2uα−n−1ηθ dx +

∫
1uuα−nηθ dx .

For the last term in (4-9), integrating by parts and using Young’s inequality, we
deduce

(4-10)
∫
1uuα−nηθ dx = (n−α)

∫
|Du|2uα−n−1ηθ dx−θ

∫
uiηi uα−nηθ−1dx

. (n−α+ε)
∫
|Du|2uα−n−1ηθ dx+

1
r2

∫
uα−n+1ηθ−2dx .

Inserting this into (4-9) and combining with (4-7)and (4-2), we have

(4-11)
∫

u((k+1)/k)α−n−1ηθ dx

.
(n

2
−α+ ε

) ∫
|Du|2uα−n−1ηθ dx +

1
r2

∫
uα−n+1ηθ−2 dx .

1
r
.

This implies (1-5) and hence the proof of Proposition 1.3 is completed. �
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ATTACHING HANDLES TO DELAUNAY NODOIDS

FRANK PACARD AND HAROLD ROSENBERG

For all m ∈ N− {0}, we prove the existence of a one-dimensional family of
genus m, constant mean curvature (equal to 1) surfaces which are complete,
immersed in R3, and have two Delaunay ends asymptotic to nodoidal ends.
Moreover, these surfaces are invariant under the group of isometries of R3

leaving a horizontal regular polygon with m+ 1 sides fixed.

1. Introduction

Delaunay surfaces are complete, noncompact constant mean curvature surfaces of
revolution in R3 which are either embedded or immersed. The embedded Delaunay
surfaces are usually referred to as unduloids. The elements of this family are
generated by roulettes of ellipses [Eells 1987], and they interpolate between a right
cylinder S1

( 1
2

)
×R⊂ R3 and a singular surface which is constituted by infinitely

many tangent spheres of radius 1 which are periodically arranged along the vertical
axis. Close to the singular limit, the Delaunay unduloids can be understood as
infinitely many spheres of radius 1 which are disjoint, arranged periodically along
the vertical axis, each sphere being connected to its two nearest neighbors by
catenoids, whose rotational axis is the vertical axis, which have been scaled by a
small factor τ > 0.

The immersed Delaunay surfaces are referred to as nodoids. The elements of
this family are generated by roulettes of hyperbolas [Eells 1987]. Again, part of
this family converges to infinitely many spheres of radius 1 which are periodically
arranged along the vertical axis. In contrast to unduloids, close to the singular limit,
the Delaunay nodoids can be understood as infinitely many spheres of radius 1
which are either disjoint or slightly overlapping and which are arranged periodically
along the vertical axis, each sphere being connected to its two nearest neighbors
(with which it shares a slight overlap) by catenoids that have vertical axes and that
have been scaled by a small factor τ > 0.

In this paper, we prove the existence of constant mean curvature surfaces which
have two Delaunay ends (of nodoid type) and finite genus.

The first author is partially supported by the ANR-11-IS01-0002 grant.
MSC2010: primary 53C42; secondary 53A10.
Keywords: constant mean curvature surfaces, Delaunay surfaces.
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Theorem 1.1. For all m ≥ 1, there exists a one parameter family of genus m
constant mean curvature (with mean curvature equal to 1) surfaces which are
invariant under the action of the full dihedral group Dih(3)m+1 (the group of isometries
of R3 leaving a horizontal regular polygon with m+ 1 sides fixed) and which have
two Delaunay ends asymptotic to nodoidal ends.

Let us briefly describe how these surfaces are constructed, since this will provide
an opportunity to give a precise picture of the surfaces themselves.

As already mentioned, close to the singular limit, the Delaunay nodoids can
be understood as infinitely many spheres of radius 1 which are either disjoint or
slightly overlapping, arranged periodically along the vertical axis and which are
connected together by catenoids, which have vertical axes, and which are scaled
by a small factor τ > 0; these latter ones are called catenoidal necks. The spheres
of radius 1 arranged along the vertical axis can be ordered (by the height of their
centers) and can be indexed by j ∈ Z (without loss of generality, we can assume
that the center of the sphere of index j is at height 2 j + 1). In this description, one
can check that the distance between the centers of two consecutive spheres can be
expanded as

dτ = 2+ 2τ log τ +O(τ ),

as τ tends to 0. In order to obtain the surfaces of Theorem 1.1, instead of connecting
the sphere indexed by 0 and the sphere indexed by 1 using one catenoidal neck, we
connect these two spheres using m+ 1 catenoids which are scaled by a factor

τ̃ =
τ

m+ 1
+O(τ 3/2),

and whose axes are vertical and pass through the vertices of a horizontal regular
polygon (with m+1 sides) of size ρ>0. We show that this construction is successful
provided the parameter ρ, which measures the size of the polygon, is carefully
chosen (as a function of τ ), and, in fact, we find that

ρ2
=

m
m+ 1

τ

2
+O(τ 5/4).

Notice that all the surfaces we construct have the same small vertical flux (we refer
to Section 4 for a definition of the flux of a Delaunay surface).

Our construction is quite flexible and provides many other interesting constant
mean curvature surfaces. For example, using similar ideas and proofs, one can also
construct singly periodic constant mean curvature surfaces with (infinite) topology:
starting with the spheres of radius 1 which are periodically arranged along the verti-
cal axis and which are either disjoint or slightly overlapping, we can choose to con-
nect any two consecutive spheres using m+ 1 catenoids scaled by a factor τ̃ whose
axes are vertical and pass through the vertices of a horizontal regular polygon (with
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m+1 sides) of size ρ > 0. More generally, there is strong evidence for the following.
It should be possible to construct constant mean curvature surfaces starting from

a subset Z⊂Z and assuming that, for all j ∈Z−Z, we decide to connect the sphere
of index j to the sphere of index j+1 using one catenoid whose axis is the vertical
axis and which is scaled by a factor τ , while, when j ∈ Z, we decide to connect
the sphere of index j to the sphere of index j + 1 using m + 1 catenoids whose
axes are vertical and pass through the vertices of a small horizontal regular polygon
(with m+ 1 sides) of size ρ > 0 with

ρ2
∼

m
m+ 1

τ

2
,

and which are scaled by a factor τ̃ ∼ τ/(m+ 1). We believe that this configuration
can be perturbed into a genuine constant mean curvature surface.

We mention that the present construction is very much inspired by [Hauswirth and
Pacard 2007], where the authors perform a construction of minimal surfaces in R3

that have finite genus and two Riemann type ends. In fact, part of the analysis in the
present paper parallels the analysis in [Hauswirth and Pacard 2007]. Nevertheless,
in the present situation, some extra technical difficulties arise in the construction
(see Section 6), since the points where the connected sum is performed are located
at the vertices of a polygon whose size tends to 0 as the parameter τ tends to 0.

We end the introduction by giving an overview of the paper. In Section 2 we
recall some well known facts about the mean curvature operator of normal graphs
with special emphasize on the differential of the mean curvature operator. Section 3
is concerned with harmonic extensions on half cylinders, for which we prove some
decay properties. Section 4 is quite long. It starts with a careful description of
the Delaunay nodoids as the Delaunay parameter τ tends to 0 (that is, close to the
singular limit). Then we proceed with the analysis of the Jacobi operator about
a Delaunay surface as the Delaunay parameter tends to 0. Finally, starting on
page 151, we apply the implicit function theorem about a half nodoid (which is
a constant mean curvature surface with one boundary and one Delaunay end) to
prove the existence of an infinite-dimensional family of constant mean curvature
surfaces which have one Delaunay end and one boundary. These surfaces are close
to the half nodoid we started with and are parametrized by their boundary data. In
Section 6, we perform a similar analysis starting from the catenoid. As a result, we
obtain the existence of an infinite-dimensional family of constant mean curvature
surfaces which have two boundaries, are close to a truncated catenoid, and are
parametrized by their boundary data. In Section 6, we start with a unit sphere,
from which we excise one small disc close to the north pole and m+ 1 small discs
arranged symmetrically at the vertices of a regular polygon near the south pole. We
perturb this surface with m+ 2 boundaries applying the implicit function theorem
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to obtain an infinite-dimensional family of constant mean curvature surfaces which
are parametrized by their boundary data. In the final section, we explain how all
these pieces can be connected together to produce the surfaces in Theorem 1.1. At
this stage, the problem then reduces to being able to choose the boundary data of the
different summands so that their union is a C1 surface, since elliptic regularity theory
will imply that what we have built is a smooth surface of constant mean curvature.

The construction relies heavily on the analysis of elliptic operators on noncompact
spaces as in [Melrose 1993; Mazzeo 1991; Lockhart and McOwen 1985]. It is true
that similar techniques and ideas have already been used in many constructions,
but the proofs are usually hard to read for nonspecialists, since they always refer
to results which are difficult to find in the literature in the precise form they are
needed. This is why we have decided to present complete proofs based on simple
well-known tools; we hope that this will help the interested reader master these
techniques.

Finally, we mention a problem related to our work. To introduce this problem,
we consider 6 to be the union of the upper hemisphere of the sphere of radius 1
centered at the points (0, 0,−1) and the lower hemisphere of the sphere of radius
1 centered at the points (0, 0, 1). The existence of unduloids, nodoids with small
Delaunay parameters, and the surfaces we construct in this paper shows that, for
all ε > 0, there exist infinitely many surfaces of constant mean curvature 1 that
are included in an ε-tubular neighborhood of the unduloid and are not congruent.
Obviously a similar result holds for the surface 6.

Now, if we consider two radius 1 spheres tangent at a point, can we find constant
mean curvature (=1) surfaces (with no boundary) in any small tubular neighborhood
of this configuration? In fact, we can not even answer the following (apparently)
simpler but striking question: is there any compact mean curvature (= 1) surface
(with no boundary) near a radius 1 sphere? More precisely, is there an ε0 > 0 such
that if 6 is a mean curvature (= 1) surface in the ε0-tubular neighborhood of a
radius 1 sphere, is 6 congruent to the sphere? In other words, what is the form of a
compact constant mean curvature surface?

2. Generalities

The mean curvature. We gather some basic material concerning the mean curva-
ture of a surface in Euclidean space. All these results are well known, but we feel
that collecting them here makes the paper easier to read. This also gives us an
opportunity to introduce some of the notation we use throughout the paper. We
refer to [Colding and Minicozzi 2011; Lawson 1977] for further details.

Let us assume that 6 is a surface embedded in R3. We denote by g the metric
induced on 6 by the Euclidean metric g̊, and by h the second fundamental form,
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defined by
h(t1, t2)=−g̊(∇t1 N , t2)

for all t1, t2 ∈ T6. Here N is a unit normal vector field on6. In this paper, we agree
that the mean curvature of a surface is defined to be the average of the principal
curvatures, or, since we are interested in 2-dimensional surfaces, the half of the
trace of the second fundamental form. Hence the mean curvature of 6 is given by

H := 1
2 trgh,

and the mean curvature vector is then given by EH := H N .
For computational purposes, we recall that the mean curvature appears in the

first variation of the area functional. More precisely, given w, a sufficiently small
smooth function which is defined on 6 and has compact support, we consider the
surface 6w, which is the normal graph over 6 for the function w. Namely,

6 3 p 7→ p+w(p)N (p) ∈6w.

We denote by Aw the area of the surface 6w (we assume that this area is finite).
Then

D A|w=0(v)=−2
∫
6

Hv dvolg.

In the case where surfaces close to 6 are parametrized as graphs over 6 using a
vector field Ñ which is transverse to 6 but which is not necessarily a unit normal
vector field, the previous formula has to be modified. Let us denote by 6̃w the
surface which is the graph over 6, using the vector field Ñ , for some sufficiently
small smooth function w. Namely,

6 3 p 7→ p+w(p)Ñ (p) ∈ 6̃w.

We denote by Ãw the area of this surface. The previous formula must be changed to

(2-1) D Ã|w=0(v)=−2
∫
6

( EH · Ñ )v dvolg.

In the next result, we give the expression of the mean curvature Hw of the surface
6w in terms of w. Some notation is needed. For z ∈ R small enough, we define gz

to be the induced metric on the parallel surface

6z :=6+ zN .

It is given explicitly by
gz = g− 2zh+ z2k,

where the tensor k is defined by

k(t1, t2) := g(∇t1 N ,∇t2 N )

for all t1, t2 ∈ T6.
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Proposition 2.1. The mean curvature Hw of the surface 6w is given by the formula

Hw = 1
2

√
1+ |∇gww|2 trgw(h−wk)+ 1

2 divgw

(
∇

gww√
1+ |∇gww|2

)
−

1
2

1
√

1+ |∇gww|
(h−wk)(∇gww,∇

gww).

Proof. The induced metric g̃ on 6w is given by

g̃ = gz=w + dw⊗ dw.

This implies that
det g̃ = (1+ |∇gww|2) det gw.

We can now compute the area of 6w,

Aw =
∫
6

√
1+ |∇gww|2 dvolgw ,

as well as the differential of this functional with respect to w. In doing so, one
should be careful that the function w appears implicitly in the definition of gw.
Using integration by parts, we find

D Aw(v)=−
∫
6

divgw

(
∇

gww√
1+|∇gww|2

)
v dvolgw

−
1
2

∫
6

g′w(∇
gww,∇

gww)√
1+|∇gww|2

v dvolgw+
1
2

∫
6

√
1+|∇gww|2 trgwg′wv dvolgw ,

where g′w := ∂zgz|z=w =−2(h−wk). To proceed, observe that, if Nw denotes the
unit normal vector field about 6w, we have

Nw =
1√

1+ |∇gww|2
(N −∇gww),

and hence we get
dvolgw = (Nw · N ) dvolg̃.

The result then follows at once from (2-1). �

Linearized mean curvature operators. Again, the material in this section is well
known, and we refer to [Colding and Minicozzi 2011; Lawson 1977] for a more
detailed description. The Jacobi operator appears in the linearization of the mean
curvature operator when nearby surfaces are parametrized as normal graphs over
a given surface. Indeed, we can consider the nonlinear operator w 7→ Hw, which
is defined, for example, from the space C2

loc(6) into the space C0
loc(6), and it
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follows from Proposition 2.1 that the differential of this operator with respect to w,
computed at w = 0, is given by

J := DHw=0 =
1
2(1g + trgk),

where 1g is the Laplace–Beltrami operator on 6 and trgk is the square of the norm
of the shape operator.

Finally, we recall that if 6 is a constant mean curvature surface and if 4 is a
killing vector field (that is, 4 generates a one parameter family of isometries), the
function N ·4, which is usually referred to as a Jacobi field, satisfies

J (N ·4)= 0.

This is probably a good time to recall some elementary facts concerning linearized
mean curvature operators when different vector fields are used. As above, we
assume that we are given a vector field Ñ which is transverse to 6, but which is
not necessarily a unit normal vector field. Any surface close enough to 6 can be
considered either as a normal graph over 6 or as a graph over 6, using the vector
field Ñ . Hence we can define two nonlinear operators

w 7→ Hw and w 7→ H̃w,

which are (respectively) the mean curvature of the normal graph of w and the mean
curvature of the graph of w using the vector field Ñ . The following result gives the
relation between the differentials of these two operators at w = 0.

Proposition 2.2 [Mazzeo et al. 2001]. The relation

DH̃|w=0(v)= DH|w=0((Ñ · N )v)+ (∇H · Ñ )v

holds for any v ∈ C2
loc(6), where H denotes the mean curvature of 6. In the

particular case where 6 has constant mean curvature, this formula reduces to

DH̃|w=0(v)= DH|w=0((Ñ · N )v).

Proof. The implicit function theorem can be applied to the equation

p+ t N (p)= q + s Ñ (q)

to express (at least locally) p and t as functions of q and s, namely,

p =8(q, s) and t =9(q, s),

with 8(q, 0)= q and 9(q, 0)= 0. It is easy to check that

∂s8( · , 0)= Ñ T and ∂s9( · , 0)= Ñ · N ,

where superscript T denotes the projection over T6.
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Differentiating the identity

H9( · ,w)(8(q, w(q)))= H̃w(q)

with respect to w, at w = 0, we find

DH|w=0(∂s9( · , 0)v)+∇H|w=0 · ∂s8v = DH̃|w=0(v).

The result then follows from the expression of ∂s8 and ∂s9 and the fact that
H̃|w=0 = H|w=0. �

3. Harmonic extensions

For all x ∈ R2 and all r > 0 we denote by D(x, r) ⊂ R2 the open disc of radius
r centered at x and by D(x, r)⊂ R2 the closed disc of radius r centered at x . In
this section, we study the harmonic extension of a function which is defined on the
unit circle S1 to a half cylinder [0,∞)× S1, or to a punctured disc D∗(0, 1), or
to the complement of the closed unit disc R2

− D(0, 1). We use the fact that all
these domains are conformal to each other and that the Laplacian is conformally
invariant in dimension 2.

Let us assume that we are given a function f ∈ C2,α(S1). We consider F to
be the bounded harmonic extension of f to the half cylinder, endowed with the
cylindrical metric

gcyl = ds2
+ dθ2.

In other words, F is bounded and is a solution of

1gcyl F = 0

in [0,∞)× S1 with F = f on {0}× S1.
Observe that one can use cylindrical coordinates to parametrize the punctured

unit disc by
X̃(s, θ)= (e−s cos θ, e−s sin θ),

in which case the function F̃ defined by F̃ ◦ X̃ := F is the unique bounded solution
of

1F̃ = 0

(where 1 denotes the Laplacian in R2) in the punctured unit disc with F̃ = f on
S1. We set

W ins
f := F̃ .

Also, one can use cylindrical coordinates to parametrize the complement of the
unit disc in R2 by

X̂(s, θ)= (es cos θ, es sin θ),
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in which case F̂ , defined by F̂ ◦ X̂ = F , is the unique bounded solution of

1F̂ = 0

in the complement of the unit disc with F̂ = f on S1. We set

W out
f := F̂ .

All properties of F will transfer easily to F̃ and F̂ .
Given a function f defined on S1, we shall frequently assume that one or both

of the following assumptions are fulfilled:∫
S1

f dθ = 0.(H1) ∫
S1

cos θ f dθ =
∫

S1
sin θ f dθ = 0.(H2)

The following result follows essentially from [Fakhi and Pacard 2000], where a
similar result was proven in higher dimensions.

Lemma 3.1. There exists a constant C > 0 such that, for all f ∈C2,α(S1) satisfying
(H1), we have

‖es F‖C2,α([0,∞)×S1) ≤ C‖ f ‖C2,α(S1),

and, if f satisfies (H1) and (H2), we have

‖e2s F‖C2,α([0,∞)×S1) ≤ C‖ f ‖C2,α(S1).

Before we proceed with the proof of this result, let us emphasize that the norms
in C2,α([0,∞)× S1) are computed with respect to the cylindrical metric gcyl.

Proof. We consider the Fourier series decomposition of the function f

f (θ)=
∑
n∈Z

fneinθ .

Observe that f0 = 0 when (H1) is fulfilled and f±1 = 0 when (H2) is fulfilled.
For the time being, let us assume that both (H1) and (H2) are satisfied. Then the
(bounded) harmonic extension of f is given explicitly by

F(s, θ)=
∑
|n|≥2

e−|n|s fneinθ .

Since
| fn| ≤ ‖ f ‖L∞(S1),

we get the pointwise estimate

|F(s, θ)| ≤ 2‖ f ‖L∞(S1)

∑
n≥2

e−ns
≤ 2‖ f ‖L∞(S1)

e−2s

1− e−s ,
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which implies that

sup
[1,∞)×S1

e2s
|F(s, θ)| ≤ C‖ f ‖L∞(S1).

Increasing the value of C > 0 if necessary, we can use the maximum principle in
the annular region [0, 1]× S1 to get

sup
[0,∞)×S1

e2s
|F(s, θ)| ≤ C‖ f ‖L∞(S1).

The estimates for the derivatives of F then follow from classical elliptic estimates,
since Schauder’s estimates can be applied on each annulus [s, s+ 1] × S1 for all
s ≥ 0. This already completes the proof of the result when both (H1) and (H2)
are fulfilled. When only (H1) holds, one has to take into account the function
f±1e−se±iθ , which accounts for the slower decay of F as e−s . �

4. The Delaunay nodoids

Parametrization and notations. The Delaunay nodoid Dτ is a surface of revolution
which can be parametrized by

(4-1) Xτ (s, θ) := (φτ (s) cos θ, φτ (s) sin θ, ψτ (s)),

where (s, θ) ∈ R× S1. Here the functions φτ and ψτ depend on the real parameter
τ > 0, but, unless necessary, we do not make this apparent in the notation. The
function φ is chosen to be the unique, smooth, periodic, nonconstant solution of

(4-2) φ̇2
+ (φ2

− τ)2 = φ2,

which takes its minimum value at s = 0 (we denote by · differentiation with respect
to the parameter s), and the function ψ is obtained by integration of

(4-3) ψ̇ = φ2
− τ

with initial condition ψ(0)= 0. Observe that φ is a smooth solution of

(4-4) φ̈+ 2φ(φ2
− τ)= φ.

Since φ2
− τ changes sign, the function ψ is not monotone, and closer inspection

of the solutions shows that Dτ is actually not embedded. The Delaunay nodoids
also arise as the surface of revolution whose generating curve is a roulette of a
hyperbola; we refer to [Eells 1987] for a description of this construction. The
quantity (1/4)τ is sometimes referred to as the vertical flux of the Delaunay surface
Dτ ; see [Rossman 2005, Definition 3.1]. Define

(4-5) τ :=

√
1+ 4τ − 1

2
and τ :=

√
1+ 4τ + 1

2
,
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which, thanks to (4-2) and (4-4), are, respectively, the minimum and maximum
values of φ. As already mentioned, the function φ is periodic. We agree that sτ
denotes one half of the fundamental period of φ. Using (4-2), we can write

(4-6) sτ =
∫ τ̄

τ

dζ√
ζ 2− (ζ 2− τ)2

.

In the above parametrization, the induced metric on Dτ is given by

gτ := φ2(ds2
+ dθ2),

and it is easy to check that the second fundamental form on Dτ is given by

hτ := (φ2
+ τ) ds2

+ (φ2
− τ)dθ2,

when the unit normal vector field is chosen to be

Nτ :=
1
φ
((τ −φ2) cos θ, (τ −φ2) sin θ, φ̇).

Finally, the tensor kτ is given by

kτ :=
(
φ+

τ

φ

)2
ds2
+

(
φ−

τ

φ

)2
dθ2.

In particular, the formulae for the induced metric and the second fundamental form
imply that the mean curvature of this surface is constant and equal to

H := 1
2 trgh = 1.

In these coordinates, it follows at once from the expression of gτ and kτ that the
Jacobi operator about Dτ is given by

Jτ :=
1

2φ2

(
∂2

s + ∂
2
θ + 2

(
φ2
+
τ 2

φ2

))
.

Structure and refined asymptotics. The structure of the Delaunay surfaces Dτ is
well understood, and it is known that, as the parameter τ tends to 0, Dτ converges
to the union of infinitely many spheres of radius 1 which are arranged periodically
along the vertical axis. To get a better grasp on the structure of Dτ as τ tends to
0, we have the following results, which were already used in many constructions
of constant mean curvature surfaces by gluing [Mazzeo and Pacard 2001; Mazzeo
et al. 2001; 2005]. For completeness we give independent proofs of these results.

Lemma 4.1. As τ tends to 0, the following holds.

(i) The sequence of functions φτ ( · + sτ ) converges uniformly on compact sets of
R to the function s 7→ (cosh s)−1.
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(ii) The sequence of functions ψτ ( ·+sτ )−ψτ (sτ ) converges uniformly on compact
sets of R to the function s 7→ tanh s.

Proof. It is easy to check that φτ ( · + sτ ) is even and that φτ (sτ ) = τ̄ converges
to 1 as τ tends to 0 (this follows from the fact that the function φτ achieves its
maximum value when s = sτ ). Passing to the limit in (4-2), we conclude that the
sequence of functions φτ converges uniformly on compact sets of R to a function
φ0 which is a solution of

φ̈0+ 2φ3
0 = φ0.

Moreover, the function φ0 is even and is equal to 1 when s = 0. Therefore,
necessarily φ0(s)= (cosh s)−1. Next, one can pass to the limit in (4-3) to prove that
the sequence ψτ ( · + sτ )−ψτ (sτ ) converges to a function ψ0 which is a solution of

ψ̇0 = φ
2
0

and satisfies ψ0(0)= 0. We find that ψ0(s)= tanh s. �

Now we investigate the behavior of Dτ close to the origin in R3. It turns out that
the sequence of rescaled surfaces (1/τ)Dτ converges on compact sets of R3 to a
catenoid whose axis is the vertical axis:

Lemma 4.2. As τ tends to 0, the following holds:

(i) The sequence of functions (1/τ)φτ converges uniformly on compact sets of R

to the function s 7→ cosh s.

(ii) The sequence of functions (1/τ)ψτ converges uniformly on compact sets of R

to the function s 7→ −s.

Proof. It is easy to check that φτ is even and that (1/τ)φτ (0) = τ/τ converges
to 1 as τ tends to 0 (this follows from the fact that the function φτ achieves its
minimum value when s= 0). Passing to the limit in (4-2), we conclude that (1/τ)φτ
converges uniformly on compact sets of R to a function φ0 which is a solution of

φ̈0 = φ0.

Moreover, φ0 is even and is equal to 1 when s = 0. Therefore, φ0(s)= cosh s. Next,
one can pass to the limit in (4-3) to prove that the sequence (1/τ)ψτ converges to
a function ψ0 that is a solution of ψ̇0 =−1 and satisfies ψ0(0)= 0. Therefore, we
conclude that ψ0(s)=−s, as desired. �

Geometrically, these results show that, as τ tends to 0, the Delaunay surface Dτ

is close to infinitely many spheres of radius 1 which are arranged along the vertical
axis (and are slightly overlapping), each sphere connected to its two neighbors by
small rescaled catenoids.
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We will need a refined and more quantitative version of Lemma 4.2. Observe
that φ̇ < 0 in (−sτ , 0), and hence φ is a diffeomorphism from (−sτ , 0) into (τ , τ̄ ).
We can define the change of variables

r = φτ (s),

to express s ∈ (−sτ , 0) as a function of r ∈ (τ , τ̄ ), so that the equality

Xτ (s, θ)= (r cos θ, r sin θ, uτ (r)),

where r = φτ (s), holds for some function uτ defined in an annulus of R2. Geo-
metrically, this means that the image of (−sτ , 0)× S1 by Xτ is a vertical graph for
some function uτ which is defined over the annulus

{x ∈ R2
: τ < |x |< τ̄ }.

Proposition 4.3. As τ tends to 0,

uτ (r)=
τ

√
1+2τ

log 2r
τ
+OC̊∞

(
τ 3

r2

)
+OC̊∞(r

2)

for r ∈
(
2τ , 1

2 τ̄
)

uniformly as τ tends to 0.

The notation f1 = OC̊∞( f2) means that the function f1 and all its derivatives with
respect to the vector fields r∂r and ∂θ are bounded by a constant (depending on the
order of derivation) times the (positive) function f2.

Proof. By definition τ is the minimum value of φ. Hence we can write

φ(s)= τ cosh(w(s))

for some function w which vanishes at s = 0. Plugging this into (4-2), we find that
the function w is a solution of

ẇ2
= 1+ 2τ − τ 2(1+ cosh2w).

As long as |w(s)− s| ≤ 1, we can estimate

w(s)=
√

1+ 2τ s+O(τ 2 cosh2 s).

In particular, we conclude a posteriori that |w(s)− s| ≤ 1 holds, and hence that
the above estimate is justified, provided |s| ≤ −log τ − c for some constant c > 0
independent of τ ∈ (0, 1). In the range of study, we are entitled to consider the
change of variable

r = τ coshw(s),

and express s < 0 as a function of r . We find

(4-7)
√

1+ 2τ s =−log 2r
τ
+O

(
τ 2

r2

)
+O(r2).
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Finally, using (4-3), we can write

ψ̇ =−τ + τ 2 cosh2w.

Integrating over s, we get

ψ(s)=−τ s+O(τ 2 cosh2 s),

and the result follows directly from (4-7) together with the fact that uτ (r)= ψ(s),
by definition, Similar estimates can be obtained for the derivatives of uτ . �

A close inspection of the proof of Proposition 4.3 also yields the following.

Lemma 4.4. As τ tends to 0, half of the fundamental period of the function φτ can
be expanded as

sτ =−log τ +O(1),

and there exists a constant C > 1 such that
τ

C
cosh s ≤ φτ ≤ Cτ cosh s,

when s ∈ (−sτ , sτ ), this estimate being uniform as τ tends to 0.

Proof. The asymptotics of the half period of φ can also be derived from the formula
(4-6). The estimate for φ follows from the proof of Proposition 4.3. �

Analysis of the Jacobi operator. We analyze the mapping properties of the Jacobi
operator about the Delaunay surface Dτ , paying special attention to what happens
when τ tends to 0. This analysis is very close to the one available in [Mazzeo and
Pacard 2001; Hauswirth and Pacard 2007]. Again, we give a self-contained proof
adapted to the nonlinear argument we use in subsequent sections.

We first analyze the behavior, as τ tends to 0, of the potential which appears in
the expression of Jτ . To this end, we assume that, for each τ > 0, we are given a
real number tτ ∈ R and we define

ξτ :=

(
φ2
τ +

τ 2

φ2
τ

)
( · − tτ ).

Lemma 4.5. As τ tends to 0, a subsequence of the sequence of functions ξτ
converges uniformly on compact sets of R either to 0 or to the function s 7→
(cosh(s− s0))

−2, for some s0 ∈ R.

Proof. We define

ζτ :=

(
φτ +

τ

φτ

)
( · − tτ ).

Using (4-2), we find that ζτ is a solution of

(4-8) ζ̇ 2
τ = (ζ

2
τ − 2τ)(1+ 4τ − ζ 2

τ ),
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and, additionally, (4-4) implies that

(4-9) ζ̈τ = ζτ (1+ 6τ − 2ζ 2
τ ).

Now we can estimate

ζ 2
τ =

(
φ−

τ

φ

)2
+ 4τ ≤ 1+ 4τ,

where we have used (4-2), which provides the estimate (φ2
−τ)2≤φ2. This implies

that ζτ and its derivatives remain bounded as τ tends to 0. We can then let τ tend to
0 and pass to the limit in (4-8) and (4-9) to get that, as τ tends to 0, the sequence
ζτ converges on compact sets to a solution of the equation ζ̈ = ζ(1− 2ζ 2), which
satisfies ζ̇ 2

= ζ 2(1− ζ 2). Hence ζ is either 0 or a translation of z 7→ (cosh s)−1.
The result then follows from the identity ξτ = ζ 2

τ − 2τ . �

We denote by ±δ j (τ ), for j ∈ N, the indicial roots of the operator Jτ . Recall
that the indicial roots ±δ j correspond to the indicial roots of

Jτ, j :=
1

2φ2

(
∂2

t − j2
+ 2

(
φ2
+
τ 2

φ2

))
,

which appears in the Fourier decomposition of the operator Jτ in the θ variable. The
indicial roots of Jτ, j characterize the exponential growth or decay rate at infinity
of the solutions of the homogeneous problem Jτ, jw = 0. In general, it is a very
hard problem to determine the exact value of the indicial roots of an operator, but
in the present case, taking advantage of the geometric nature of the problem, we
can prove the following.

Proposition 4.6. For all τ > 0, we have δ0(τ )= δ1(τ )= 0. Furthermore, for j ≥ 2,

δ j (τ )≥
√

j2
− 2− 4τ ,

provided τ <
√

j2− 2.

Proof. The fact that δ0(τ )= 0 follows from the observation that the function φ̇/φ
is periodic and solves

Jτ,0(φ̇/φ)= 0.

This follows from direct computation, or it can be derived from the fact that

8+0 := φ̇/φ

is the Jacobi field associated to vertical translation (see page 134). Since the function
φ is periodic, the homogeneous problem Jτ,0w = 0 has a bounded solution, which
implies that δ0(τ )= 0.



144 FRANK PACARD AND HAROLD ROSENBERG

The fact that δ1(τ )= 0 follows from the observation that the function φ− τ/φ
is periodic and solves

Jτ,1
(
φ−

τ

φ

)
= 0.

Again, this follows from direct computation or can be derived from the fact that

8+1 :=
(
φ−

τ

φ

)
cos θ and 8+

−1 :=

(
φ−

τ

φ

)
sin θ

are the Jacobi fields associated to translations perpendicular to the axis of the
Delaunay surface.

The estimate from below for the other indicial roots follows from the fact that,
according to (4-2),

2
(
φ2
+
τ 2

φ2

)
= 2

(
φ−

τ

φ

)2
+ 4τ ≤ 2+ 4τ.

This, in particular, implies that the potential in ∂2
s − j2

+ 2(φ2
+ τ 2/φ2) can be

estimated from below by δ̄2
j , where

δ̄ j :=
√

j2
− 2− 4τ .

The result then follows from the maximum principle and standard ODE arguments,
since the function s 7→ eδ̄ j s can be used as a barrier to prove the existence of two
positive solutions of Jτ, jw = 0 which are defined on (0,∞), one being bounded
from above by e−δ̄ j s and the other from below by eδ̄ j s . This implies that δ j ≥ δ̄ j ,
completing the proof of the result. �

For all δ ∈ R, we define the operator

Lδ : eδsC2,α(R× S1)→ eδsC0,α(R× S1),

w 7→ φ2 Jτw,

where the norms in the function spaces Ck,α(R× S1) are computed with respect to
the cylindrical metric gcyl. Observe that the Jacobi operator has been multiplied by
the conformal factor φ2, and hence

φ2 Jτ = 1
2

(
∂2

s + ∂
2
θ + 2

(
φ2
+
τ 2

φ2

))
.

Also, this operator depends on the parameter τ . We now study the mapping
properties of φ2 Jτ as the parameter τ tends to 0. The following result selects a
range of weights for which the norm of the solution of Lδw = f is controlled,
uniformly as τ tends to 0.



ATTACHING HANDLES TO DELAUNAY NODOIDS 145

Proposition 4.7. Assume that |δ| > 1, δ /∈ Z is fixed. Then there exist τδ > 0 and
C>0, only depending on δ, such that, for all τ ∈ (0, τδ) and allw∈ eδsC2,α(R×S1),
we have

‖e−δsw‖C2,α(R×S1) ≤ C‖e−δs Lδw‖C0,α(R×S1).

Proof. Observe that, thanks to Schauder’s elliptic estimates, it is enough to prove

‖e−δsw‖L∞(R×S1) ≤ C‖e−δsφ2
τ Jτw‖L∞(R×S1),

provided τ is close enough to 0. The proof of this estimate is by contradiction.
Assume that, for some sequence τn tending to 0, there exists a sequence of functions
wn such that

‖e−δswn‖L∞(R×S1) = 1 and lim
j→∞
‖e−δsφ2

τn
Jτnwn‖L∞(R×S1) = 0.

Pick a point sn ∈ R such that ‖e−δsnwn(sn, ·)‖L∞(S1) ≥
1
2 and define the rescaled

sequence
w̄n(s, θ) := e−δsnwn(s+ sn, θ).

We still have

‖e−δsw̄n‖L∞(R×S1) = 1 and lim
j→∞
‖e−δs L̄nw̄n‖L∞(R×S1) = 0,

where, by definition, L̄n is defined by

L̄n := ∂
2
s + ∂

2
θ + 2

(
φ2
τn
+
τ 2

n

φ2
τn

)
( · + sn).

Elliptic estimates and the Ascoli–Arzelà theorem allow us to extract some sub-
sequence and pass to the limit as n tends to ∞ to get a function w∞ which is a
nontrivial solution to either

(4-10) (∂2
s + ∂

2
θ )w∞ = 0

or

(4-11)
(
∂2

s + ∂
2
θ +

2
cosh2( ·+s∗)

)
w∞ = 0,

according to the different cases described in Lemma 4.5. To simplify notation, we
assume that s∗ = 0; straightforward modifications are needed to handle the general
case. Observe that we also have

‖e−δsw∞‖L∞(R×S1) ≤ 1,

and ‖w∞(0, ·)‖L∞(S1) ≥
1
2 .
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We decompose w∞ as

w∞(s, θ)=
∑
j∈Z

w( j)(s)ei jθ .

It is easy to prove that, for any solution of (4-10), w( j) is a linear combination of
e± js and it is not bounded by a constant times eδs unless δ is an integer (which we
have assumed not to be the case).

Similarly, if w∞ is a solution of (4-11), we find that w( j) is a solution of

(4-12)
(
∂2

s − j2
+

2
cosh2 s

)
w( j)
= 0,

and is asymptotic to either e js or to e− js at ±∞. Inspection of the behavior of
(4-12) at infinity then implies that there is no solution bounded by a constant times
eδs if | j | < |δ|. When | j | > |δ|, inspection of the behavior of (4-12) at infinity
implies that any solution is necessarily bounded, and the maximum principle then
implies that this solution is identically 0 (observe that in this case j2 > 2 since
| j |> |δ|> 1, and hence the potential in (4-12) is negative).

When j = 0, all solutions of(
∂2

s +
2

cosh2 s

)
w(0) = 0

are linear combinations of the functions tanh s and 1−s tanh s and none is bounded
by a constant times eδs unless δ = 0 (which is not the case).

Finally — and this is the reason we had to choose |δ| > 1 — when j = 1, all
solutions of (

∂2
s − 1+ 2

cosh2 s

)
w(1) = 0

are linear combinations of the functions (cosh s)−1 and s(cosh s)−1
+ sinh s and

none is bounded by a constant times eδs unless |δ| ≤ 1 (which is contrary to our
assumption). Again we have reached a contradiction. Having reached a contradiction
in all cases, the proof of the Proposition is complete. �

Thanks to the previous result, we can now describe the mapping properties of
φ2 Jτ for the range of weights δ of interest for our problem.

Proposition 4.8. Assume that |δ| > 1, δ /∈ Z is fixed. Then there exist τδ > 0 and
C > 0, only depending on δ, such that, for all τ ∈ (0, τδ), the operator Lδ is an
isomorphism, the norm of whose inverse is bounded independently of τ .

Proof. Injectivity follows at once from Proposition 4.7. As far as surjectivity is
concerned, we give here a simple self-contained proof in the case where δ ∈ (1,

√
2)

(or δ ∈ (−
√

2,−1)). We then sketch a general proof.
To fix the ideas, assume that δ ∈ (1,

√
2). First assume that f ∈ C0,α(R× S1)
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has compact sets support and decompose it as

f (s, θ)= f0(s)+ f±1(s)e±iθ
+ f̄ (s, θ),

where, by definition,
f̄ :=

∑
j 6=0,±1

f j (s)ei jθ .

Observe that, if we restrict our attention to functions w̄ whose Fourier decompo-
sition in the θ variable is of the form

w̄(s, θ)=
∑

j 6=0,±1

w j (s)ei jθ ,

we have

(4-13)
∫

R×S1

(
|∂sw̄|

2
+|∂θ w̄|

2
−2

(
φ2
+
τ 2

φ2

)
w̄2
)

ds dθ≥ (2−4τ)
∫

R×S1
w̄2 ds dθ.

This follows at once from the estimate of the potential involved in the expression
of Jτ obtained in the proof of Proposition 4.6, namely,

(4-14) 2
(
φ2
+
τ 2

φ2

)
≤ 2+ 4τ

together with the fact that∫
R×S1
|∂θ w̄|

2 ds dθ ≥ 4
∫

R×S1
w̄2 ds dθ.

Thus, if we assume that
√

2τ < 1, this inequality implies that we can solve

φ2 Jτ w̄ = f̄

in H 1(R× S1). Elliptic estimates then imply that w̄ ∈ C2,α(R× S1). Finally, the
solvability of

φ2 Jτ (w j ei jθ )= f j ei jθ ,

for j=0,±1, follows easily from integration of the associated second order ordinary
differential equation starting from −∞. Hence w j ≡ 0 when s is close to −∞.
Obviously, the function

w := w0+w±1e±iθ
+ w̄

is a solution of the equation φ2 Jτw = f .
We claim that, provided τ is chosen small enough, w ∈ eδsC2,α(R× S1). Assum-

ing that the claim is already proven, Proposition 4.7 applies and we get

‖e−δsw‖C2,α(R×S1) ≤ C‖e−δs f ‖C0,α(R×S1)
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for any function f having compact support. The general result, when f does not
necessarily have compact support, follows from a standard exhaustion argument.
We choose a sequence of functions f (n) ∈ C0,α(R× S1) having compact support
converging on compact sets to a given function f ∈ eδsC0,α(R× S1). Moreover,
without loss of generality, we can assume that

‖e−δs f (n)‖C0,α(R×S1) ≤ C‖e−δs f ‖C0,α(R×S1)

for some constant C > 0 independent of n ≥ 0. Thanks to the above, we have a
sequence of solutions of φ2 Jτw(n) = f (n) satisfying

‖e−δsw(n)‖C2,α(R×S1) ≤ C‖e−δs f ‖C0,α(R×S1).

Extracting some subsequence and passing to the limit, one gets the existence of
w ∈ eδsC0,α(R× S1), a solution of φ2 Jτw = f satisfying

‖e−δsw‖C0,α(R×S1) ≤ C‖e−δs f ‖C0,α(R×S1).

The result then follows from Schauder’s estimates.
It remains to prove the claim. We keep the notations introduced above. We first

prove that w̄ tends to 0 exponentially fast at infinity. Indeed, away from the support
of f̄ , we can multiply the equation φ2 Jτ w̄ = f̄ by w̄ and integrate over S1 to get

1
2

d2

ds2

(∫
S1
w̄2 dθ

)
=

∫
S1

(
|∂sw̄|

2
+ |∂θ w̄|

2
−

(
φ2
+
τ 2

φ2

)
w̄2
)

dθ.

But ∫
S1
|∂θ w̄|

2 dθ ≥ 2
∫

S1
w̄2 dθ,

and we conclude from (4-14) that

d2

ds2

(∫
S1
w̄2 dθ

)
≥ 4(1− 2τ)

∫
S1
w̄2 dθ.

Since we have assumed that δ ∈ (1,
√

2), we can assume that τ > 0 is small enough
so that

δ2
≤ 2(1− 2τ),

and using the fact that w̄ is bounded, we conclude that there exists C > 0 such that∫
S1
w̄2 dθ ≤ C(cosh s)−2δ.

This shows that w̄ ∈ (cosh s)−δL2(R× S1), and, by elliptic regularity, this implies
that w̄ ∈ (cosh s)−δC2,α(R× S1).

It remains to check that the functions w0 and w±1 are at most growing linearly
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at +∞. This follows at once from the fact that, for s large enough, these functions
are solutions of the second order homogeneous ordinary differential equations(

∂2
s − j2

+ 2
(
φ2
+
τ 2

φ2

))
w j = 0.

For j = 0, 1, this ordinary differential equation, whose potential is periodic, has one
solution which is periodic (see the proof of Proposition 4.6), and a standard result
implies that the other linearly independent solution of this ordinary differential equa-
tion is at most growing linearly (see the appendix). In particular, w j ∈ eδsC2,α(R),
and this completes the proof of the claim.

We briefly explain how the proof of the general result can be obtained. The
idea is to solve the equation φ2 Jτ w̄s0 = f̄ in [−s0, s0] × S1 with 0 boundary
conditions. This can be done using the coercivity inequality (4-13). Then the proof
of Proposition 4.7 can be adapted to prove that

‖e−δsw̄s0‖C2,α([−s0,s0]×S1) ≤ C‖e−δs f̄ ‖C0,α(R×S1)

for some constant C > 0 independent of s0 > 1 (observe that we use the fact that
the Fourier decomposition of the function w̄ in the θ variable does not have any
component over 1 and e±iθ ). It then remains to pass to the limit in the sequence ws0

as s0 tends to∞ to prove the existence of a solution w̄ to φ2 Jτ w̄ = f̄ in R× S1,
which satisfies the correct estimate. �

Using similar arguments, one can give a direct proof of the following general
result, which will not be needed in this paper.

Theorem 4.9. Assume that δ 6= ±δ j (τ ) for all j ∈ N. Then Lδ is an isomorphism.

The proof of this result follows from the general theory developed in [Pacard 2008]
(see Theorem 10.2.1 on page 61 and Proposition 12.2.1 on page 81) or [Melrose
1993; Mazzeo 1991].

In what follows we restrict our attention to functions which are invariant under
some symmetries. More precisely, we assume that the functions are invariant under
the action on S1 of the dihedral group Dih(2)m+1 of isometries of R2 which leave a
regular polygon with m + 1 sides fixed. The operator associated to φ2 Jτ , acting
on the weighted space of functions which are invariant under these symmetries,
is denoted by L]δ. This time L]δ is an isomorphism provided δ 6= ±δ j for all
j ∈ Z for which there exist eigenfunctions of ∂2

θ which are invariant under the
action of Dih(2)m+1, namely, j /∈ mZ. Observe that, when j = 1, there are no such
eigenfunctions, and hence working equivariantly allows us to extend the range in
which the weight parameter δ can be chosen.

Close inspection of the previous proof shows that the range in which the weight
δ can be chosen so that the inverse of L]δ remains bounded as τ tends to 0 can be
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enlarged if we work equivariantly. Even though we will not use it, we state here
the corresponding result for the sake of completeness.

Proposition 4.10. Assume that δ /∈ mZ is fixed. Then there exist τδ > 0 and C > 0,
only depending on δ, such that, for all τ ∈ (0, τδ) and for all w ∈ eδsC2,α(R× S1),
which is invariant under the action of Dih(2)m+1, we have

‖e−δsw‖C2,α(R×S1) ≤ C‖e−δs L]δw‖C0,α(R×S1).

The mean curvature of normal graphs over Dτ . In this section, we investigate
the mean curvature of a surface which is a normal graph over Dτ . Given a smooth
function w (small enough) defined on Dτ , we consider the surface parametrized by

X̃(s, θ)= Xτ (s, θ)+w(s, θ)Nτ (s, θ).

We have the following technical result.

Lemma 4.11. The mean curvature of the surface parametrized by X̃ is given by

H(w)= 1+ Jτw+
1
φ

Qτ

(
w

φ

)
,

where the second order differential nonlinear operator Qτ depends on τ and satisfies

‖Qτ (v2)− Qτ (v1)‖C0,α([s,s+1]×S1)

≤ c(‖v1‖C2,α([s,s+1]×S1)+‖v2‖C2,α([s,s+1]×S1))‖v2− v1‖C2,α([s,s+1]×S1)

for some constant c > 0 independent of s and τ ∈ (0, 1) and for all functions v1, v2

satisfying ‖vi‖C2,α([s,s+1]×S1) ≤ 1.

Proof. This follows at once from Proposition 2.1 together with the fact that the
functions φ, τ/φ, and φ̇/φ, as well as their derivatives, are uniformly bounded as τ
tends to 0. Indeed, we have

gw = g− 2wh+w2k = φ2
((

1−
(
φ+

τ

φ

)
w

φ

)2
ds2
+

(
1−

(
φ−

τ

φ

)
w

φ

)2
dθ2

)
.

Hence φ−2gw has coefficients which are bounded functions of w/φ. Similarly,
the tensor φ−1(h−wk) also has coefficients which are bounded functions of w/φ.
Using this, it is straightforward to check that the nonlinear terms in H(w) are a
function of ∂k

s ∂
l
θw/φ for k+ l = 0, 1, 2 with coefficients bounded by 1/φ. Finally,

observe that
∂sw

φ
= ∂s

(
w

φ

)
+
φ̇

φ

w

φ
,

and hence any expressions of the form ∂sw/φ can also be expressed as a linear
combination (with coefficients bounded uniformly as τ tends to 0) of the function
w/φ and its derivatives. We leave the details to the reader. �
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A first fixed-point argument. We assume that we are given τ > 0. We define
s̄ ∈ (−sτ , 0) by the identity

φτ (s̄)= τ 3/4.

Observe that s̄ depends on τ even though we have chosen not to make this apparent
in the notation. Moreover, it follows from the proof of Proposition 4.3 that

s̄ = 1
4 log τ +O(1)

as τ tends to 0. We define the truncated nodoid D+τ to be the image of [s̄,+∞)×S1

by Xτ . Observe that this surface has a boundary, and, thanks to Proposition 4.3,
close to this boundary it can be parametrized as the vertical graph of the function

x 7→ τ log 2|x |
τ
+OC̊∞(τ

3/2)

over the annulus D(0, τ 3/4)− D(0, τ 3/4/2). Moreover, D+τ has one end in the
upper half space.

In this section, we apply the implicit function theorem (or, to be more precise, a
fixed-point argument for a contraction mapping) to produce an infinite-dimensional
family of constant mean curvature surfaces which are close to D+τ and have one
boundary which can be described using a function f : S1

→ R.

Proposition 4.12. Assume that we are given κ > 0 large enough (to be fixed later
on). For all τ > 0 small enough and for all functions f invariant under the action
of Dih(2)m+1 satisfying (H1) (observe that (H2) is automatically satisfied) and

(4-15) ‖ f ‖C2,α(S1) ≤ κτ
3/2,

there exists a constant mean curvature surface D+τ, f with mean curvature equal to 1
that is a graph over D+τ and has one Delaunay end asymptotic to the end of D+τ
and one boundary. When f = 0, Dτ,0 =D+τ and, close to its boundary, the surface
Dτ, f is a vertical graph over the annulus

{x ∈ R2
:

1
2τ

3/4
≤ |x | ≤ τ 3/4

}

for the function x 7→U �
τ, f (τ

−3/4x), which can be expanded as

(4-16) U �
τ, f (x)= τ log 2

τ 1/4 + τ log |x | −W ins
f (x)+U �

τ, f (x),

where we recall that W ins
f denotes the bounded harmonic extension of f in the

punctured unit disc and where

(4-17) ‖U �
τ,0‖C2,α(D(0,1)−D(0,1/2)) ≤ Cτ 3/2.
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Moreover, the nonlinear operator

C2,α(S1) 3 f 7→U �
τ, f ∈ C2,α(D(0, 1)− D

(
0, 1

2

))
is Lipschitz, and, given δ ∈ (−2,−1), we have

(4-18) ‖U �
τ, f ′ −U �

τ, f ‖C2,α(D(0,1)−D(0,1/2)) ≤ Cτ (2+δ)/4‖ f ′− f ‖C2,α(S1)

for some constant C > 0, independent of κ , τ and f, f ′. Finally, D+τ, f is invariant
under the action of the dihedral group Dih(2)m+1.

Before we proceed with the proof, observe that we have chosen to describe the
surface near its boundary as the graph of the function x 7→ U �

τ, f (τ
−3/4x), and,

consequently, the function U �
τ, f is defined over the annulus D(0, 1)− D

(
0, 1

2

)
.

Alternatively, we could have chosen not to scale the coordinates and to have a
function defined over the annulus D(0, τ 3/4)−D(0, τ 3/4/2), which would be more
natural. However, with this latter choice, we would have to consider, in (4-17) and
(4-18), function spaces where partial derivatives are taken with respect to the vector
fields r∂r and ∂θ to evaluate the norm of these functions, while with the former
choice, the Hölder spaces are the usual ones.

Proof. The proof of this result is fairly technical but, by now, standard. To begin
with, in the annular region which is the image of (s̄ − 2, s̄ + 2)× S1 by Xτ , we
modify the unit vector field Nτ into N̄τ in such a way that N̄τ is equal to −e3, the
downward pointing unit normal vector field on the image of (s̄− 1, s̄+ 1)× S1 by
Xτ . Using Proposition 2.2, direct estimates imply that the expression of the mean
curvature given in Lemma 4.11 has to be altered to

H(w)= 1+ Jτw+
1
φ2 lτw+

1
φ

Qτ

(
w

φ

)
,

where Qτ enjoys properties which are similar to the properties enjoyed by Qτ and
where lτ is a linear second order partial differential operator in ∂s and ∂θ whose
coefficients are smooth, have support in [s̄−2, s̄+2]× S1, and are bounded (in the
C∞ topology) by a constant (independent of τ ) times τ 1/2. This estimate comes
from the fact that

N · (−e3)= 1+O(τ 1/2)

on the image of [s̄− 2, s̄+ 2]× S1 by Xτ .
We assume that we are given a function f ∈ C2,α(S1) satisfying (H1), (H2), and

(4-15), and we denote by F the harmonic extension of f in (s̄,∞)× S1.
Given these data, we would like to solve the nonlinear equation

(4-19) φ2 Jτ (F +w)+ lτ (F +w)+φQτ

(
F+w
φ

)
= 0
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in (s̄,∞)× S1. Provided w is small enough and decays exponentially at infinity,
this will then provide constant mean curvature surfaces which are close to a half
nodoid D+τ .

We choose an extension operator

Eτ : C
0,α([s̄,∞)× S1)→ C0,α(R× S1)

such that

Eτ (ψ)=

{
ψ in [s̄,∞)× S1,

0 in (−∞, s̄− 1]× S1,

and
‖Eτ (ψ)‖C0,α([s̄−1,s̄+1]×S1) ≤ C‖ψ‖C0,α([s̄,s̄+1]×S1).

We rewrite (4-19) as

(4-20) φ2 Jτw =−Eτ

(
φ2 Jτ (F +w)+ lτ F +φQτ

(
F+w
φ

))
,

where, this time, the function w is defined on all R× S1 (to be more precise, one
should say that, on the right side, we consider the restriction of w to [s̄,∞)× S1).

The following estimates follow easily if one uses the fact that

C
τ

cosh s ≤ φ ≤ Cτ cosh s in (−sτ , sτ )

for some C > 1, and also that φ is periodic of period 2sτ . Assume that δ ∈ (−2,−1)
is fixed. It is easy to check that there exists a constant c> 0 (independent of κ) and
a constant cκ > 0 (depending on κ) such that∥∥∥∥e−δsEτ

((
φ2
+
τ 2

φ2

)
F
)∥∥∥∥

C0,α(R×S1)

≤ cτ 1/2
‖ f ‖C2,α(S1),

‖e−δsEτ (lτ (F+w))‖C0,α(R×S1)≤ cτ 1/2(
‖e−δsw‖C2,α

δ (R×S1)
+τ−δ/4‖ f ‖C2,α(S1)

)
,

and we also have∥∥∥∥e−δsEτ

(
φQτ

(
w′+F ′

φ

)
−φQτ

(
w+F
φ

))∥∥∥∥
C0,α(R×S1)

≤ cκ(τ 3/4
‖e−δs(w′−w)‖C2,α

δ (R×S1)
+ τ (3−δ)/4‖ f ′− f ‖C2,α(S1)),

provided w and w′ satisfy

‖e−δsw‖C2,α(R×S1)+‖e
−δsw′‖C2,α(R×S1) ≤ Cκτ 2

for some fixed constant Cκ > 0. Here F and F ′ are the harmonic extensions of the
boundary data f and f ′, respectively.

At this stage, we make use of Proposition 4.8 (or, more precisely, its equivariant
version) to rephrase (4-20) as a fixed-point problem in eδsC2,α(R × S1). The
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estimates we have just derived are precisely enough to solve this nonlinear problem
using a fixed-point argument for contraction mappings in the ball of radius Cκτ 2 in
eδsC2,α(R× S1), where Cκ is a constant which is fixed large enough. Therefore,
for all τ > 0 small enough, we find a solution w of (4-20) satisfying

‖e−δsw‖C2,α(R×S1) ≤ Cκτ 2.

In addition, it follows from the above estimates that

‖e−δs(w′−w)‖C2,α(R×S1) ≤ Cκτ 1/2
‖ f ′− f ‖C2,α(S1),

where w (respectively w′) is the solution associated to f (respectively f ′).
To complete the result, it is enough to change coordinates r = φ(s) in the range

where 1
2τ

3/4
≤ r ≤ 2τ 3/4 and |s− s̄| ≤ 1. There is no real difficulty in deriving the

estimates (4-17) and (4-18), which follow from Proposition 4.7 and the estimate for
w. There is a subtlety here: if we change variables r = φ(s) for 1

2τ
3/4
≤ r ≤ 2τ 3/4

and |s− s̄| ≤ 1, then F(s) is not equal to W ins
f (φ(s)), because s does not correspond

to the cylindrical coordinate r = et in R2
−{0}! In fact, we have

F(s)=W ins
f (e

s̄−s),

and τ−3/4r = φ(s)/φ(s̄) and is not equal to es̄−s . Nevertheless, using the expansion
of φ we have derived, we easily check that

‖F(s̄− logφ(s)+ logφ(s̄))− F(s)‖C2,α([s̄,s̄+2]×S1) ≤ cτ 1/2
‖ f ‖C2,α(S1)

for some constant c > 0 independent of τ . �

5. The catenoid

Parametrization and notations. We recall some well-known facts about catenoids
in Euclidean space. The normalized catenoid C is the minimal surface of revolution,
parametrized by

Y0(s, θ) := (cosh s cos θ, cosh s sin θ, s),

where (s, θ) ∈ R× S1. The induced metric on C is given by

g0 := (cosh s)2(ds2
+ dθ2),

and it is easy to check that the second fundamental form is given by

h0 := ds2
− dθ2

when the unit normal vector field is chosen to be

N0 :=
1

cosh s
(cos θ, sin θ,− sinh s).
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In particular, the formulae for the induced metric and the second fundamental form
imply that the mean curvature of the surface C is constant and equal to 0.

In the above defined coordinates, the Jacobi operator about the catenoid is given
by

J0 :=
1

2 cosh2 s

(
∂2

s + ∂
2
θ +

2
cosh2 s

)
.

Refined asymptotics. We are interested in the parametrization of the catenoid as a
(multivalued) vertical graph over the horizontal plane. We consider, for example,
the lower part of the catenoid as the graph over the complement of the unit disc in
the horizontal plane for the function u0. Namely, u0 is the negative function defined
by

u0(cosh s)= s

for all s ≤ 0. It is easy to check that

s =−log(2r)+OC̊∞(r
−2),

and hence the lower end of the catenoid can also be parametrized as a vertical graph
over R2

− D(0, 1) by

(r, θ) 7→ (r cos θ, r sin θ, u0(r)).

With little work, one proves the following.

Lemma 5.1. The expansion

u0(r)=−log(2r)+OC̊∞(r
−2)

holds in R2
− D(0, 2).

Mapping properties of the Jacobi operator about the catenoid. The functional
analysis of the Jacobi operator about the catenoid is well understood, and some
results can be found, for example, in [Mazzeo et al. 2001]. Again the indicial roots
of J0 characterize the asymptotic behavior of the solutions of the homogeneous
problem J0, jw = 0, where

J0, j :=
1

2 cosh2 s

(
∂2

s − j2
+

2
cosh2 s

)
.

It is easy to see that the indicial roots of J0, j are equal to ± j , and hence the indicial
roots of J0 are equal to ± j for j ∈ N.

For all δ ∈ R, we define the operator

Lδ : (cosh s)δC2,α(R× S1)→ (cosh s)δC0,α(R× S1),

w 7→ (cosh s)2 J0w,
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where, as usual, the norms in the function spaces Ck,α(R× S1) are computed with
respect to the cylindrical metric gcyl.

Paralleling what we have proven in Section 4, we have the following.

Proposition 5.2. Assume that δ ∈ (−2, 2). Then there exists C > 0, only depending
on δ, such that, for all w̄ ∈ (cosh s)δC2,α(R× S1), we have

‖(cosh s)−δw̄‖C2,α(R×S1) ≤ C‖(cosh s)−δLδw̄‖C0,α(R×S1),

provided

(5-1)
∫

S1
w̄(s, θ) dθ =

∫
S1
w̄(s, θ)e±iθ dθ = 0

for all s ∈ R.

Proof. The proof is parallel to that of Proposition 4.7 and is left to the reader. �

The following result follows from the general theory developed in [Pacard 2008]
(see Theorem 10.2.1 on page 61 and Proposition 12.2.1 on page 81) or [Lockhart
and McOwen 1985; Melrose 1993; Mazzeo 1991]. For the sake of completeness
we provide a self-contained proof.

Theorem 5.3. Assume δ ∈ (1, 2). Then Lδ is surjective and has a 6-dimensional
kernel.

Proof. The proof is similar to that of Proposition 4.8. Recall that the action of rigid
motions and dilations provides many Jacobi fields. For example,

(5-2) J0(tanh s)= 0 and J0(1− s tanh s)= 0,

which either follow from direct computation or from the fact that these are the Jacobi
fields associated to the group of vertical translations and the group of dilations
centered at the origin.

Similarly

(5-3) J0

(
1

cosh s
e±iθ

)
= 0 and J0

((
sinh s+ 1

cosh s

)
e±iθ

)
= 0,

which again either follows from direct computation or from the fact that these are
the Jacobi fields associated to the group of horizontal translations and the group of
rotations about the vertical axis, centered at the origin.

This already shows that when δ ∈ (1, 2) the kernel of Lδ is at least 6-dimensional.
We first assume that f ∈ C0,α(R× S1) has compact support and we decompose

it as f (s, θ)= f0(s)+ f±1(s)e±iθ
+ f̄ (s, θ), where, by definition,

f̄ :=
∑

j 6=0,±1

f j (s)ei jθ .
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If we restrict our attention to functions w̄ whose Fourier decomposition in the θ
variable is of the form

w̄(s, θ)=
∑

j 6=0,±1

w j (s)ei jθ ,

we have

(5-4)
∫

R×S1

(
|∂sw̄|

2
+ |∂θ w̄|

2
−

2
cosh2 s

w̄2
)

ds dθ ≥ 2
∫

R×S1
w̄2 ds dθ.

Therefore, we can solve
(cosh s)2 J0w̄ = f̄

in H 1(R× S1). Elliptic estimates then imply that w̄ ∈ C2,α(R× S1).
Obviously w̄ ∈ (cosh s)δC2,α(R× S1), since δ > 0. Proposition 5.2 applies, and

we get
‖(cosh s)−δw̄‖C2,α(R×S1) ≤ C‖(cosh s)−δ f ‖C0,α(R×S1)

for any function f having compact support. The general result, when f does not
necessarily have compact support, follows from a standard exhaustion argument.

Finally, the solvability of

(cosh s)2 J0(w j ei jθ )= f j ei jθ

for j=0,±1, follows easily from integration of the associated second order ordinary
differential equation starting from 0 (with initial data and initial velocity equal to
0). We have, explicitly,

w j = A+j

∫ s

0
A−j (t) f j (t) dt − A−j

∫ s

0
A+j (t) f j (t) dt,

where A±j are the two independent solutions of(
∂2

s − j2
+

2
cosh2 s

)
A±j = 0,

which are given in (5-2) and (5-3) and are normalized so that their Wronskian is
equal to 1. Direct estimates imply that

‖(cosh s)−δw j‖C2,α(R) ≤ C‖(cosh s)−δ f ‖C0,α(R×S1),

provided δ > 1 (more precisely, δ > 0 is needed to derive the estimate for w0 and
δ > 1 is needed to derive the estimate for w±1). We set w=w0+w±1e±iθ

+w̄. This
completes the proof of the fact that the operator Lδ is surjective when δ ∈ (1, 2). The
fact that this operator, restricted to the space of functions satisfying the orthogonality
conditions (5-1), is injective follows from Proposition 5.2. Hence the kernel of Lδ

is 6-dimensional. �
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The mean curvature of normal graphs over the catenoid. We consider in this
section the mean curvature of a surface which is a normal graph over C. Hence,
for some smooth (small enough) function w defined on C, we consider the surface
parametrized by

Y (s, θ)= Y0(s, θ)+w(s, θ)N0(s, θ).

We have the following technical result.

Lemma 5.4. The mean curvature of the surface parametrized by Y is given by

H(w)= J0w+
1

cosh s
Q0

(
w

cosh s

)
,

where the nonlinear second order differential operator Q0 satisfies

‖Q0(v2)− Q0(v1)‖C0,α([s,s+1]×S1)

≤ c(‖v1‖C2,α([s,s+1]×S1)+‖v2‖C2,α([s,s+1]×S1))‖v2− v1‖C2,α([s,s+1]×S1)

for some constant c > 0 independent of s and τ ∈ (0, 1) and for all functions v1, v2

satisfying ‖vi‖C2,α([s,s+1]×S1) ≤ 1.

Proof. This result is already proven in [Mazzeo and Pacard 2001]. In any case, a
simple proof follows easily from Proposition 2.1 together with the fact that

gw = cosh2 s
((

1−
w

cosh2 s

)2
ds2
+

(
1+

w

cosh2 s

)2
dθ2

)
.

We leave the details to the reader. �

A second fixed-point argument. Assume that τ, τ̃ > 0 are chosen small enough
and satisfy

(5-5)
∣∣∣∣τ̃ − τ

m+1

∣∣∣∣≤ κτ 3/2,

where the constant κ > 0 is large enough; its value will be fixed in Section 7. The
rationale for this estimate is also explained in Section 7. We define s̃ > 0 by

τ̃ cosh s̃ = τ 3/4.

Observe that s̃ depends on both τ and τ̃ even though we have chosen not to make
this apparent in the notation. It is easy to check that s̃ =−(1/4) log τ +O(1). We
define the truncated catenoid Cτ̃ to be the image of [−s̃, s̃]× S1 by τ̃Y0 (to simplify
the notations, we do not write the dependence of this surface on the parameter τ ).

Building on the previous analysis, we prove the existence of constant mean
curvature surfaces which are close to the truncated catenoid Cτ̃ and have two
boundaries which can be described by some function f : S1

→ R. We also require
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that the surfaces are invariant under the action of the symmetry with respect to the
horizontal plane. More precisely, we have the following.

Proposition 5.5. Assume we are given κ > 0 large enough (to be fixed later). For
all τ, τ̃ > 0 small enough satisfying (5-5) and for all functions f invariant under
the action of the Dih(2)m+1 satisfying (H1) (notice that (H2) is automatically satisfied)
and

(5-6) ‖ f ‖C2,α(S1) ≤ κτ
3/2,

there exists a constant mean curvature 1 surface Cτ̃ , f which is close to Cτ̃ and has
two boundaries. The surface Cτ̃ , f is invariant under the action of S3, the symmetry
with respect to the horizontal plane x3 = 0, S2, the symmetry with respect to the
plane x2 = 0. And, close to its lower boundary, the surface Cτ̃ , f is a vertical graph
over the annulus

{x ∈ R2
:

1
2τ

3/4
≤ |x | ≤ τ 3/4

},

for some function x 7→U �
τ̃ , f (τ

−3/4x) which can be expanded as

(5-7) U �
τ̃ , f (x)=−τ̃ log 2τ 3/4

τ̃
− τ̃ log |x | +W ins

f (x)+U �
τ̃ , f (x),

where we recall that W ins
f denotes the bounded harmonic extension of f in the

punctured unit disc and where

(5-8) ‖U �
τ̃ ,0‖C2,α

(
D(0,1)−D

(
0, 12

)) ≤ Cτ 3/2.

Moreover, the nonlinear mapping

C2,α(S1) 3 f 7→U �
τ̃ , f ∈ C2,α(D(0, 1)− D

(
0, 1

2

))
is Lipschitz, and, given δ ∈ (1, 2), we have

(5-9) ‖U �
τ̃ , f ′ −U �

τ̃ , f ‖C2,α
(

D(0,1)−D
(

0, 12

)) ≤ Cτ (2−δ)/4‖ f ′− f ‖C2,α(S1)

for some constant C > 0 independent of κ, τ, τ̃ and f, f ′. The function U �
τ̃ , f

depends continuously on τ̃ .

Proof. The proof of this result is very similar to the proof of Proposition 4.12, so
we cover only the main differences.

Again, in the annular region which is the image of (−s̃− 2,−s̃+ 2)× S1 by Y0,
we modify the unit vector field N0 into N̄0 in such a way that N̄0 is equal to e3 on
the image of (−s̃− 1, s̃+ 1)× S1 by τ̃Y0. We perform a similar modification on
the upper half of the catenoid, on the image of (s̃ − 2, s̃ + 2)× S1 by Y0, so that
our construction remains invariant under the action of the symmetry with respect
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to the horizontal plane. In this case, using Proposition 2.2, one can check that the
expression of the mean curvature given in Lemma 4.11 has to be altered to

H(w)= J0w+
1

cosh2 s
l0w+

1
cosh s

Q0

(
w

cosh s

)
,

where Q0 enjoys properties which are similar to the properties enjoyed by Q0 and
where l0 is a linear second order partial differential operator in ∂s and ∂θ whose
coefficients are smooth, supported in (−s̃−2,−s̃+2)×S1 and in (s̃−2, s̃+2)×S1,
and are bounded (in the smooth topology) by a constant, independent of τ , times
τ 1/2.

We assume that f is chosen to satisfy (H1), (H2), and

‖ f ‖C2,α(S1) ≤ κτ
1/2.

Observe that the norm of the boundary data f is bounded by a constant times τ 1/2

and not τ 3/2, the reason being that we are going to perturb the image of [−s̃, s̃]×S1

by Y0 and then scale the surface we obtain by a factor τ̃ instead of perturbing Cτ̃ ,
which is the image of [−s̃, s̃]× S1 by Ỹ0. This is also the reason the equation we
solve is H(w)= τ̃ and not H(w)= 1.

We denote by F the harmonic extension of f in (−∞, s̃)× S1 and we set

F̃(s, θ) := F(s, θ)+ F(−s, θ),

which is well defined in [−s̃, s̃]× S1. One should be aware that the boundary data
of F is not exactly equal to f , but the difference between F and f on the boundary
tends to 0 as τ tends to 0. More precisely, we have

‖F − F̃‖C2,α([s̃−1,s̃]×S1) ≤ Cτ‖ f ‖C2,α(S1).

We would like to solve the equation

(5-10) (cosh s)2 J0(F̃ +w)+ l0(F̃ +w)+ cosh s Q0

(
F̃+w
cosh s

)
= (cosh s)2τ̃

in (−s̃, s̃)× S1. This will provide constant mean curvature surfaces with mean
curvature equal to τ̃ which are close to the truncated catenoid. Again, the solvability
of this nonlinear problem follows from a fixed-point theorem for a contraction
mapping.

We choose
Ēτ : C

0,α([−s̃, s̃]× S1)→ C0,α(R× S1),

an extension operator, such that{
Ēτ (ψ)= ψ in [−s̃, s̃]× S1,

Ēτ (ψ)= 0 in ((−∞,−s̃− 1] ∪ [s̃+ 1,∞))× S1,
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and
‖Ēτ (ψ)‖C0,α([−s̃−1,−s̃+1]×S1) ≤ C‖ψ‖C0,α([−s̃,−s̃+1]×S1),

‖Ēτ (ψ)‖C0,α([s̃−1,s̃+1]×S1) ≤ C‖ψ‖C0,α([s̃−1,s̄′]×S1).

We rewrite (5-10) as

(5-11) (cosh s)2 J0w= Ēτ

(
(cosh s)2(τ̃−J0 F̃)−l0(F̃+w)−cosh s Q0

(
F̃+w
cosh s

))
.

Again, on the right side it is understood that we consider the image by Ēτ of the
restriction of the functions to [−s̃, s̃]× S1.

We assume that δ ∈ (1, 2) is fixed. It is easy to check that there exists a constant
c > 0 (independent of κ) and a constant cκ > 0 (depending on κ) such that

‖(cosh s)−δĒτ (cosh2 sτ̃ )‖C2,α(R×S1) ≤ cτ (2+δ)/4,∥∥∥∥(cosh s)−δĒτ
(

F̃
cosh2 s

)∥∥∥∥
C2,α(R×S1)

≤ cτ 1/2
‖ f ‖C2,α(S1),

‖(cosh s)−δĒτ (l0(F̃ +w))‖C2,α(R×S1)

≤ cτ 1/2(‖ f ‖C2,α(S1)+ τ
δ/4
‖(cosh s)−δw‖C2,α(R×S1), ),

and∥∥∥∥(cosh s)−δĒτ
(

cosh s Q
(
w′+ F̃ ′

cosh s

)
− cosh s Q

(
w+ F̃
cosh s

))∥∥∥∥
C2,α(R×S1)

≤ cκ(τ 3/4
‖(cosh s)−δ(w′−w)‖C2,α(R×S1)+ τ

(1+δ)/4
‖ f ′− f ‖C2,α(S1)),

provided w and w′ satisfy

‖(cosh s)−δw‖C2,α(R×S1)+‖(cosh s)−δw′‖C2,α(R×S1) ≤ Cτ (2+δ)/4

for some fixed constant C > 0 (independent of κ, τ , and f ). Here F̃ and F̃ ′ are the
harmonic extensions of the boundary data f and f ′, respectively.

Now we make use of Theorem 5.3 to rephrase the problem as a fixed-point
problem, and the previous estimates are precisely enough to solve this nonlinear
problem using a fixed-point argument for contraction mappings in the ball of radius
Cτ (2+δ)/4 in (cosh s)δC2,α(R× S1), where C > 0 is fixed large enough independent
of κ , provided τ is small enough. Then, for all τ > 0 small enough, we find that
there exists constants C > 0 (independent of κ) and Cκ > 0 (depending on κ) such
that, for all functions f satisfying (H1), (H2), and (4-15), there exists a unique
solution w of (4-20) satisfying

‖(cosh s)δw‖C2,α(R×S1) ≤ Cτ (2+δ)/4.
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In addition, we have the estimate

‖e−δs(w′−w)‖C2,α(R×S1) ≤ Cκτ 1/2
‖ f ′− f ‖C2,α(S1),

where w (respectively w′) is the solution associated to f (respectively f ′).
To complete the result, we simply shrink the surface we have obtained by a factor

τ̃ to get a surface whose mean curvature is constant and equal to 1. The description
of this surface close to its boundary follows from the arguments already used in the
proof of Proposition 4.12. Observe that the solution of (4-20) is obtained through a
fixed-point theorem for contraction mappings, and it is classical to check that the
solution we obtain depends continuously on the parameters of the construction. In
particular, the constant mean curvature surface we obtain depends continuously on
τ̃ (in fact one can also prove that the surface depends smoothly on τ̃ , but we shall
not use this property).

To prove that, near its lower boundary, the surface we have obtained is a vertical
graph for some function which enjoys the decomposition (5-7), we make use of the
expansion in Lemma 5.1, and we follow the steps of the construction. Notice that
U �
τ̃ , f collects many remainders: the one coming from the expansion in Lemma 5.1,

the difference between F and F̃ , the solution w of the fixed-point problem. Also,
the change of coordinates which takes into account that the variable s does not
correspond to the cylindrical coordinates in R2

−{0}. �

6. The unit sphere

Notations and definitions. We denote by x1, x1, x3 the coordinates in R3, and by
Sj the symmetry with respect to the plane x j = 0. For all m ∈ N, we write Rm+1

for a rotation of angle 2π/(m+ 1) about the x3-axis. With slight abuse of notation,
we will keep the same notation to denote the restriction of these isometries to the
horizontal plane.

We define z0, . . . , zm ∈ S1 to be vertices of a regular polygon with m+ 1 edges
in the plane. Without loss of generality, we can choose

z0 := (1, 0)= e1 ∈ R2,

and, for j = 1, . . . ,m − 1, z j+1 ∈ R2 is the image of z j by Rm+1. Thus, if we
identify the horizontal plane with C, the vertices of the polygon are exactly the
(m+1)-th roots of unity. Recall that the dihedral group of symmetries of R2 leaving
this polygon fixed has been denoted by Dih(2)m+1. It is generated by Rm+1 and S2.

Let S2 be the unit sphere in R3. The upper half hemisphere of S2 can be
parametrized by

X �(x) := (x,
√

1− |x |2),
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while the lower hemisphere is parametrized by

X �(x) := (x,−
√

1− |x |2),

where, in both cases, x ∈ D(0, 1).
For all τ > 0 small enough, we set

B�
:= X �(D(0, τ 3/4)),

and, for all ρ > 0 satisfying

(6-1)
1
C
τ ≤ ρ2

≤ Cτ,

for some fixed constant C > 1, we define

B�
j := X �(D(ρz j , τ

3/4))

for j = 0, . . . ,m. We also define

p�
:= X �(0)

to be the north pole of S2, and, for j = 0, . . . ,m, we define the points

p�
j := X �(ρz j ),

which are m + 1 points arranged symmetrically near the south pole of S2. By
construction, p�

j+1 is the image of p�
j by Rm+1.

Definition 6.1. We define Sτ,ρ to be the surface obtained by excising from S2 the
sets B� and B�

j for j = 0, . . . ,m.

Observe that, provided τ is chosen small enough, the surface Sτ,ρ has m + 2
boundaries. Moreover, this surface has been constructed in such a way that it is
invariant under the action of the dihedral group Dih(2)m+1.

The mean curvature of vertical graphs. We recall some well-known facts about
the mean curvature of vertical graphs in R3. The mean curvature of the graph of
the function u ∈ C2

loc(R
2), namely, the surface parametrized by

X (x) := (x, u(x)) ∈ R3,

where x belongs to some open domain in R2, is given by

M(u) := 1
2 div

(
∇u√

1+|∇u|2

)
.

Recall that the mean curvature is defined to be the average of the principal curvatures;
this explains the factor 1

2 .
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It follows from this formula that the linearized mean curvature operator about
the graph of u is given by

DM(u)(v)=
1v

2W
+

3
2W 5 (∇u · ∇v)D2u[∇u,∇u]

−
1

2W 3

(
(∇u · ∇v)1u+ D2v[∇u,∇u] + 2D2u[∇u,∇v]

)
,

where

W :=
√

1+ |∇u|2,

and where D2 f [ · , · ] is the second order differential of the function f . One should
be aware that DM(u) is not the Jacobi operator Ju about the graph of the function
u, since nearby surfaces are not parametrized as normal graphs, but as vertical
graphs over the horizontal plane. As explained in Section 2, this operator and the
Jacobi operator are conjugate, and, in fact, assuming the vertical graph is oriented
so that the unit normal vector field points upward, we have the relation

X∗(Juw)= DM(u)(W X∗w)

for any function defined on the graph of u.
Of interest is the case where, for example,

u(x)=±
√

1− |x |2,

where x = (x1, x2) ∈ R2. According to the sign chosen, the graph of u is the lower
or the upper hemisphere of the sphere of radius 1 centered at the origin. In this
case, we have

∇u(x)=∓
x√

1− |x |2
, ∇2u(x)=∓

(1− |x |2) Id+x ⊗ x
(1− |x |2)3/2

and

1u(x)=∓
2− |x |2

(1− |x |2)3/2
.

Using these, we find that the explicit expression of DH(u) in D(0, 1) is

(6-2) DM(u)w = 1
2(1− |x |

2)1/2(1w−∇2w(x, x)− 4(x · ∇w)).

Green’s function. Let N0 denote the inward pointing unit normal vector field on
S2. We consider an inward pointing vector field N [

0 , which is equal to N0 close to
the (horizontal) equator of S2 and which is equal to a vertical unit vector field close
to the north and south pole of S2 (still pointing inward).
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We define L to be the linearized mean curvature operator using the vector field
N [

0 . According to the analysis in Section 2, we can write

(6-3) Lw := 1
2(1S2 + 2)(N0 · N

[

0w).

We let 0ρ be the unique solution of

(6-4) L0ρ =−πδp� −
π√

1− ρ2

1
m+ 1

(δp�0
+ · · ·+ δp�m

),

which satisfies the orthogonality conditions∫
S2

xi0ρ dvolS2 = 0

for i = 1, 2 and 3. Here δq is the Dirac mass at the point q . The existence of 0ρ is
guaranteed by the fact that the distribution on the right side of (6-4) is orthogonal
to the cokernel of L. Indeed, the Jacobi operator is selfadjoint and its kernel and
cokernel are equal and spanned by the restriction of the coordinate functions to the
unit sphere. Thanks to (6-3), we conclude that the cokernel of L is also spanned
by the restriction of the coordinate functions to the unit sphere, multiplied by the
factor N0 · N

[

0 . For the sake of simplicity, we define the functions

x̃i := xi N0 · N
[

0

for i = 1, 2, 3, which are obtained by multiplication of the coordinate functions by
N0 · N

[

0 .
Now

〈x1, δp�〉D,D′ = 〈x2, δp�〉D,D′ = 0,

since both x1 and x2 vanish at the north pole of S2 and

〈x1, δp�j
〉D,D′ = ρ cos

(
2π

m+1
j
)

and 〈x2, δp�j
〉D,D′ = ρ sin

(
2π

m+1
j
)
.

Since
m∑

j=0

cos
(

2π
m+1

j
)
=

m∑
j=0

sin
(

2π
m+1

j
)
= 0,

we conclude that the distribution on the right side of (6-4) is orthogonal to the
coordinate functions x1 and x2. Geometrically, this just follows from the fact that
the points p�

j are symmetrically arranged around the x3-axis. Finally, we have

〈x3, δp�〉D,D′ = 1 and 〈x3, δp�j
〉D,D′ =−

√
1− ρ2,

and, again, we conclude that the distribution on the right side of (6-4) is orthogonal
to the coordinate function x3 thanks to the choice of the constant in front of the Dirac
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masses at the points p�
j . Geometrically, this has some interesting consequences and

can be interpreted as a conservation of the vertical flux of the surfaces we try to
construct. We shall return to this point later on. Finally, observe that 0ρ is invariant
under the action of the elements of Dih(2)m+1.

We now turn to the expansion of the function 0ρ near the north pole of S2.

Lemma 6.2. The expansion

X �∗0ρ(x)=−log |x | + a�
+OC̊∞(|x |

2)

holds in a fixed neighborhood of 0, where the constant a�
∈ R depends smoothly on

ρ and is bounded as ρ tends to 0. Moreover, the estimate on OC̊∞(|x |
2) is uniform

as ρ tends to 0.

Proof. We define the function 00 on the upper hemisphere by

X �∗00(x)=−log |x |,

and, using (6-2), we compute

X �∗(L00+πδp�)=
3
2

√
1− |x |2.

This immediately implies that, close to p�, the function 0ρ − 00 is smooth. In
particular, this function can be expanded as

X �∗(0ρ −00)(x)= a�
+ b�
· x +OC̊∞(|x |

2),

where a�
∈ R and b�

∈ R2 depend smoothly on ρ and remain bounded as ρ tends
to 0. Since the function 0ρ is also invariant under the action of the elements of
Dih(2)m+1, we conclude that necessarily b�

= 0. This completes the proof. �

Near the other poles, the function 0ρ also has an expansion which we now
describe. As can be suspected, this description relies on the expansion of the
function

G(x) := −
m∑

j=0

log |x − ρz j |

at any of its singularities. Since this is a key point in our construction, we spend
some time deriving this expansion carefully. By symmetry, it is enough to expand
this function at ρz0. We change variables and write x = ρz0+ y. We then expand

log |y− ρ(z j − z0)| = log ρ+ log |z j − z0| +
1
ρ

z0− z j

|z0− z j |
2 · y+O

(
|y|2

ρ2

)
.

Hence we find

G(ρz0+y)=−log |y|−m log ρ−
m∑

j=1

log |z j−z0|−
1
ρ

m∑
j=1

z0− z j

|z0− z j |
2 ·y+O

(
|y|2

ρ2

)
.
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It is easy to check the identity
m∑

j=1

z0− z j

|z0− z j |
2 =

m
2

z0.

Setting

a�
0 :=

m∑
j=1

log |z j − z0|,

we can write

G(ρz0+ y)=−log |y| −m log ρ− a�
0−

m
2ρ

z0 · y+O

(
|y|2

ρ2

)
.

Similar estimates can be obtained for the partial derivatives of G. Finally, we have

1G =−2π(δρz0 + · · ·+ δρzm ).

We now prove that, at p�
j , the expansion of the function X �∗0ρ is (in some sense

to be made precise) close to the expansion of G near ρz j .

Lemma 6.3. The expansion

X �∗0ρ(ρz j + y)=− 1
m+1

(
log |y| +m log ρ+ a�

0,ρ +
m
2ρ

z j · y
)
+OC̊∞(τ

1/2)

holds for |y| ∈
[ 1

2τ
3/4, 2τ 3/4

]
. Here a�

0,ρ ∈ R smoothly depends on ρ > 0 and is
uniformly bounded as ρ tends to 0.

Proof. Thanks to the invariance with respect to the action of Dih(2)m+1, it is enough
to describe this expansion near the point p�

0. As in the proof of Lemma 6.2, we
show that, near the south pole of S2, the function X �∗0ρ is not too far from G. To
this end, we define 0̃ρ on the lower hemisphere of S2 by

X �∗0̃ρ = G,

and, thanks to (6-2), we can compute

X �∗(L0̃ρ +π
√

1− ρ2(δp�0
+ · · ·+ δp�m

))

=
1
2

√
1− |x |2

m∑
j=0

(
3− 2ρ

z j · (x − ρz j )

|x − ρz j |
2 +

ρ2

|x − ρz j |
2

(
1− 2

(z j · (x − ρz j ))
2

|x − ρz j |
2

))
.

Observe that the right side contains three terms which have different regularity
properties. The first one is a smooth function which depends smoothly on ρ and
which is invariant by rotation. The second function has a singularity of order 1 at
each ρz j and is bounded by a constant times ρ|x−ρz j |

−1. The third function has a
singularity of order 2 at each ρz j and is bounded by a constant times ρ2

|x−ρz j |
−2.
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As a consequence, X �∗(0̃ρ − 0ρ) can be decomposed into the sum of three
functions, which can be analyzed independently. The first one, f (1)ρ , is smooth in a
fixed neighborhood of 0 and depends smoothly on the parameter ρ. This implies
that, near each ρz j , this function has a Taylor expansion with coefficients smoothly
depending on ρ. Hence

f (1)ρ (x)= f (1)ρ (ρz0)+∇ f (1)ρ (ρz0) · (x − ρz0)+O(|x − ρz0|
2).

Observe that ∇ f (1)ρ (0) = 0, and hence |∇ f (1)ρ (ρz0)| ≤ Cρ. We conclude that
f (1)ρ (x)= f (1)ρ (ρz0)+O(τ 5/4) when |x − ρz0| ∈

[1
2τ

3/4, 2τ 3/4
]
.

Since
∑

j |z− z j |
−1
∈ L p

(
D
(
0, 1

2

))
for all p ∈ (1, 2), we find that the second

function
f (2)ρ ∈W 2,p(D(0, 1/3)),

and hence it is continuous near ρz0 and f (2)ρ (x) − f (2)ρ (ρz0) is bounded by a
constant times ρ

∑m
j=0 |x − ρz j |

ν for any given ν < 1. In particular, f (2)ρ (x) =

f (2)ρ (ρz0)+O(τ (2+3ν)/4) when |x − ρz0| ∈
[1

2τ
3/4, 2τ 3/4

]
.

Finally, using Proposition 6.6, the third function f (3)ρ is bounded by a constant
times ρ2∑m

j=0 |x − ρz j |
µ for any µ ∈ (−1, 0).

In particular, when |x − ρz0| ∈
[ 1

2τ
3/4, 2τ 3/4

]
, we find that the sum of these

functions can be decomposed as the sum of a constant function (smoothly depending
on ρ) and a function which is bounded by a constant times τ 1/2 (choose ν = 1

2 and
µ=− 1

2 ). The statement then follows at once. �

It is interesting to observe that 0ρ depends on ρ > 0 since the points p�
j do, and,

as ρ tends to 0, the sequence 0ρ converges on compact sets to the unique solution
of

L00 =−π(δp� + δp�),

which is L2-orthogonal to the smooth kernel of 1S2 + 2. Recall that p� denotes the
north pole of S2, and we now agree that p� denotes the south pole of S2.

Remark 6.4. If a solution to Lw = 0 is defined in S2
−{p�, p�

}, is invariant under
the action of Dih(2)m+1, and is bounded by a constant times dist( · , {p�, p�

})ν for
some ν ∈ (−1, 0), then it is a linear combination of x̃3 and 00. This will be useful
later.

We now summarize the above analysis. We set

u�(x) :=
√

1− |x |2 and u�(x) := −
√

1− |x |2.

Observe that, thanks to the previous results, near 0, the graph of the function

v� := u�
+ τ X �∗0ρ
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can be expanded as

v�(x)= 1+ τ(m log ρ+ a�)+ τ log |x | +OC̊∞(τ
3/2)

for |x | ∈ [(1/2)τ 3/4, 2τ 3/4
], where a�

∈ R smoothly depends on ρ. Moreover, we
see that, near ρz j , the graph of the function

v� := u�
+ τ X �∗0ρ

can be expanded as

v�(ρz j + y)

=−

√
1−ρ2−

τ

m+1
(m logρ+a�)−

τ

m+1
log |y|−

(
ρ−

m
m+1

τ

2ρ

)
z j ·y+OC̊∞(τ

3/2)

for |y| ∈ [(1/2)τ 3/4, 2τ 3/4
], where a�

∈ R depends smoothly on ρ. The key point
in our construction is that the constant in front of z j · y can be adjusted by choosing
ρ appropriately. Indeed, if we define ρ0 > 0 by the identity

2(m+ 1)ρ2
0 = mτ,

then, when ρ = ρ0, the constant in front of z j · y in the last expansion is exactly 0,
while choosing ρ 6= ρ0 slightly larger or smaller allows one to prescribe any value
of this constant, close enough to 0.

Mapping properties of the Jacobi operator about a punctured sphere. We first
define on S2 the distance function to the punctures p�, p�

0, . . . , p�
m by

d := distS2( · , {p�, p�
0, . . . , p�

m}).

Even though this is not apparent in the notation, the function d depends implicitly
on ρ, since it depends on the location of the points p�

j , which themselves depend
on ρ. We can define some weighted spaces on

S∗ := S2
−{p�, p�

0, . . . , p�
m}.

For ν ∈R and k ∈N, we define Ck,α
ν (S∗) to be the space of functionsw∈Ck,α

loc (S
∗)

for which the following norm is finite:

‖w‖Ck,α
ν (S∗) :=

k∑
j=0

sup
p∈S∗

d−ν+ j (p)‖∇ jw(p)‖gS2

+ sup
ζ∈(0,π/2)

sup
d(p),d(q)∈[ζ,2ζ ]

ζ−ν+k+α ‖∇
kw(p)−∇kw(q)‖gS2

distS2(p, q)α
.

We further assume that the functions in Ck,α
ν (S∗) are invariant under the action of

Dih(2)m+1. Again, the weighted spaces Ck,α
ν (S∗) do implicitly depend on ρ.
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We consider the operator

Lν : C
2,α
ν (S∗)→ C0,α

ν−2(S
∗),

w 7→ Lw.

It is easy to check that Lν is well defined.
Recall that L is conjugate to 1S2 +2. When acting on a smooth function defined

on S2, the mapping properties of 1S2 + 2 are well understood, and we recall that
the kernel of this operator is spanned by the restriction to S2 of the linear forms
on R3. Since we are assuming that the functions we consider are invariant under
the action of the dihedral group Dih(2)m+1, this implies that the bounded kernel of L

has dimension 1. We now investigate the mapping properties of L (or, alternatively,
1S2 + 2) when acting on functions belonging to the weighted spaces we have just
defined.

Proposition 6.5. Assume that ν ∈ (−1, 0). Then there exist constants C, ρ0 > 0,
only depending on ν, such that, for all ρ ∈ (0, ρ0), we have

‖w‖C2,α
ν (S∗) ≤ C‖Lw‖C0,α

ν (S∗),

for all functions w in the L2(S2)-orthogonal complement of the functions x̃3 and 0ρ .

Proof. As usual, thanks to Schauder’s estimates, it is enough to prove that

‖d−νw‖L∞(S∗) ≤ C‖d2−νLw‖L∞(S∗)

for all ρ small enough.
As usual, the proof of this estimate is by contradiction. Assume that the estimate

is not true. Then there exists a sequence ρn tending to 0 and a sequence of functions
wn such that

‖d−νwn‖L∞(S∗) = 1 and lim
n→∞
‖d2−νLwn‖L∞(S∗) = 0.

Moreover wn is invariant under the action of Dih(2)m+1 and is L2-orthogonal to x̃3

and 0ρn (recall that 0ρ = 0ρn depends on ρn). Hence

(6-5)
∫

S2
x̃3wn dvolS2 = 0

and

(6-6)
∫

S2
0ρnwn dvolS2 = 0.

We choose a point qn ∈ S∗ such that

|wn(qn)| ≥
1
2 dν(qn),
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and we distinguish various cases according to the behavior of the sequence d(qn).
In each case, we rescale coordinates (using the exponential map) by 1/d(qn), and
we use elliptic estimates together with the Ascoli–Arzelà theorem to extract from
the sequence w̃n := d−ν(qn)wn convergent subsequences. Finally, we pass to the
limit in the equation satisfied by w̃n . If, for some subsequence, d(qn) remains
bounded away from 0, we get in the limit a nontrivial solution of

Lw = 0,

which is defined in S2
−{p�, p�

}, where we recall that p� and p� denote the north and
south poles of S2. Moreover, w is bounded by a constant times (dist(p, {p�, p�

}))ν

and w is invariant under the action of Dih(2)m+1. Finally, we can pass to the limit in
(6-5) and (6-6) and check that w is L2-orthogonal to x̃3 and 00 := limn→∞ 0ρn . It is
easy to check (see Remark 6.4) that this implies that w≡ 0, which is a contradiction.

The second case we have to consider is the case where limn→∞ d(qn)= 0 and
limn→∞ d(qn)/ρn =+∞ or the case where limn→∞ d(qn)/ρn = 0. In either case,
we obtain a nontrivial solution of

1w = 0

in R2
−{0}, which is bounded by a constant times dist( · , {0})ν . It is easy to check

that w ≡ 0 since δ /∈ Z, which is again a contradiction.
Finally, we consider the case where limn→∞ d(qn)/ρn exists. In this case,

we obtain a nontrivial solution of 1w = 0 in R2
− {r0z0, . . . , r0zm} for some

r0 > 0. Moreover, we know that this solution is bounded by a constant times
(dist( · , {r0z0, . . . , r0zm}))

ν and w is also invariant under the action of Dih(2)m+1.
Inspection of the behavior of w at the points r0z j together with the fact that ν >−1
and w is invariant with respect to the action of Dih(2)m+1 implies that w is a solution
in the sense of distributions of

1w = a
m∑

j=0

δr0z j

for some a ∈ R. Then inspection of w at infinity together with the fact that ν < 0
implies that a = 0, and hence w ≡ 0. This is again a contradiction. �

Thanks to the previous result, we can prove:

Proposition 6.6. Assume that ν ∈ (−1, 0) is fixed. Then the operator Lν is surjective
and has a 2-dimensional kernel spanned by the functions x̃3 and 0ρ . Moreover,
the right inverse of Lν , which is chosen so that its image is in the L2-orthogonal
complement of the kernel of Lν , has a norm which is bounded independently of ρ
small enough.



172 FRANK PACARD AND HAROLD ROSENBERG

Proof. The existence of a right inverse follows from the general theory developed,
for example, in [Pacard 2008]. Nevertheless, we give a self-contained proof.

Let us assume that we are given a function f ∈ C0,α(S∗) which has compact
support in S∗. Recall that the functions we are interested in are invariant under the
action of Dih(2)m+1. We choose a ∈ R so that f − aδp� is orthogonal to the function
x̃3. In particular, this implies that we can solve

Lw̃ = f − aδp�,

and, choosing the constant b ∈ R appropriately, we can assume that w := w̃− b0ρ
is L2-orthogonal to the function x̃3 and 0ρ . Observe that

Lw = f

in S∗, and also that w ∈C2,α
ν (S∗). In particular Proposition 6.5 applies and we have

‖w‖C2,α
ν (S∗) ≤ C‖Lw‖C0,α

ν (S∗).

The general result, when f is not assumed to have compact support in S∗, can
be handled as usual, using a sequence of functions having compact support and
converging on compact sets to a given function in C0,α

ν (S∗). �

A third fixed-point argument. Assume that we are given τ, τ̃ > 0 small enough
and satisfying

(6-7) |τ̃ − τ | ≤ κτ 3/2,

where the constant κ > 0 is large enough (it will be fixed in Section 7). We also
assume that ρ > 0 satisfies

(6-8)
∣∣∣∣ρ− m

m+1
τ

2ρ

∣∣∣∣≤ κτ 3/4.

We prove the existence of an infinite-dimensional family of constant mean
curvature surfaces which are close to Sτ,ρ and are parametrized by their boundary
values described by two functions f � : S1

→ R and f � : S1
→ R. The surfaces also

depend on τ̃ and ρ satisfying the above estimates.

Proposition 6.7. Assume we are given κ >0 large enough (to be fixed later). For all
τ, τ̃ > 0 small enough satisfying (6-7) and for all functions f � which are invariant
under the action of the dihedral group Dih(2)m+1 and f �, which are invariant under
the action of S2, satisfying both (H1) and

‖ f ‖C2,α(S1) ≤ κτ
3/2,

there exists a constant mean curvature surface Sτ̃ ,ρ, f �, f � which is a graph over
Sτ,ρ , has m + 2 boundaries (one boundary close to the north pole and m + 1
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boundaries close to the south pole), and is invariant under the action of the dihedral
group Dih(2)m+1. Close to the upper boundary, the surface Sτ̃ ,ρ, f �, f � is a vertical
graph over the annulus

{x ∈ R2
: τ 3/4

≤ |x | ≤ 2τ 3/4
},

for some function x 7→ V �
τ̃ ,ρ, f �, f �(τ

−3/4x) which can be expanded as

(6-9) V �
τ̃ ,ρ, f �, f �(x)

=1+τ̃ (m log ρ+a�
τ̃ ,ρ, f �, f �)+

3
4 τ̃ log τ+τ̃ log |x |−W out

f � (x)+V �
τ̃ ,ρ, f �, f �(x),

where a�
∈ R, W out

f denotes the bounded harmonic extension of f in R2
− D(0, 1),

and

(6-10) ‖V �
τ̃ ,ρ,0,0‖C2,α(D(0,2)−D(0,1)) ≤ Cτ 3/2,

and, given ν ∈ (−1, 0),

(6-11) ‖V �
τ̃ ,ρ, f �, f � − V̂ �

τ̃ ,ρ, f �′,′, f �′‖C2,α
(

D(0,1)−D
(

0,12

))
≤ Cτ (1+ν)/4(‖ f �′− f �‖C2,α(S1)+‖ f �′− f �‖C2,α(S1))

for some constant C > 0 independent of κ , τ̃ , and f �, f �, f �′, f �′.
Near one of the lower boundaries, the surface Sτ̃ ,ρ, f �, f � is a vertical graph over

the annulus

{x ∈ R2
: τ 3/4

≤ |x − ρz0| ≤ 2τ 3/4
}

for some function x 7→ V �
τ̃ ,ρ, f �, f �(τ

3/4(x − ρz0)), which can be expanded as

(6-12) V �
τ̃ ,ρ, f �, f �(x)

=−

√
1− ρ2−

τ̃

m+1
(m logρ+a�

τ̃ ,ρ, f �, f �)−
3τ̃

4(m+1)
logτ− τ̃

m+1
log |x |

−τ 3/4
(
ρ−

m
m+1

τ̃

2ρ

)
z0 · x +W out

f � (x)+ V �
τ̃ , f �, f �(x),

where V �
τ̃ ,ρ, f �, f � enjoys properties similar to those described above for V �

τ̃ ,ρ, f �, f � .
Moreover, both depend continuously on τ̃ and ρ.

Proof. Again the arguments of the proof are similar to those in the previous sections.
The equation we must solve can be written formally as

(6-13) L(τ̃0ρ + F̂ +w)= Q(τ̃0ρ + F̂ +w),
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where Q collects all the nonlinear terms. Here F̂ is a function which can be
described as follows: near the north pole p�,

X �∗ F̂(x)= χW out
f � (τ

−3/4x),

where χ is a cutoff function identically equal to 1 in D(0, 1/4) and identically
equal to 1 outside D

(
0, 1

2

)
. Near the south pole, p�

X �∗ F̂(x)=
m∑

j=0

χ̄

(
x − ρz j

ρ

)
W out

f � (x − ρz j ),

where χ̄ is a cutoff function identically equal to 1 in D(0, c) and identically equal to
1 outside D(0, c/2). Here c = sin(π/(m+ 1)) so that the balls of radius c centered
at the points z j for j = 0, . . . ,m are disjoint.

We choose an extension operator

Êτ : C
0,α(Sτ,ρ)→ C0,α(S∗)

such that

Êτ (ψ)=

{
ψ in Sτ,ρ,

0 in X �(D(0, τ 3/4/2))∪
⋃m

j=0 X �(D(ρz j , τ
3/4/2)),

and
‖Êτ (ψ)‖C0,α

ν (S∗) ≤ C‖ψ‖C0,α
ν (Sτ,ρ)

.

By definition, the norm in the space C0,α
ν (Sτ,ρ) is defined exactly as the norm in

C0,α
ν (S∗), but points are restricted to Sτ,ρ instead of S∗.
We rewrite (6-13) as

(6-14) Lw = Êτ (−LF̂ + Q(τ̃0ρ + F̂ +w)).

Observe that, by construction, L(τ̃0ρ)= 0 away from the singular points.
Again, on the right side, it is understood that we consider the image by Êτ of

the restriction of the functions to Sτ,ρ .
We assume that ν ∈ (−1, 0) is fixed. It is easy to check that there exists a constant

c > 0 (independent of κ) and a constant cκ > 0 (depending on κ) such that

‖Êτ (Q(τ̃0ρ))‖C2,α
ν−2(S

∗)
≤ cτ (6−3ν)/4,

‖Êτ (LF̂)‖C2,α
ν−2(S

∗)
≤ cτ (1−2ν)/4(‖ f �‖C2,α(S1)+‖ f �‖C2,α(S1)),

and

‖Êτ (Q(τ̃0ρ + F̂ ′+w′)− Q(τ̃0ρ + F̂ +w))‖C2,α
ν−2(S

∗)

≤ cκ(τ‖w′−w‖C2,α
ν (S∗)+ τ

(4−3ν)/4(‖ f �′− f �‖C2,α(S1)+‖ f �′− f �‖C2,α(S1))),
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provided w and w′ satisfy

‖w‖C2,α
ν (S∗)+‖w

′
‖C2,α

ν (S∗) ≤ Cτ (6−3ν)/4

for some fixed constant C > 0 independent of κ . Here F̂ and F̂ ′ are associated to
the harmonic extensions of the boundary data f �, f � and f �′, f �′, respectively.

Now we make use of Proposition 6.6 to rephrase the problem as a fixed-point
problem, and the previous estimates are precisely enough to solve this nonlinear
problem using a fixed-point argument for contraction mappings in the ball of radius
Cκτ (6−3ν)/4 in C2,α

ν (S∗), where Cκ is fixed large enough. Then, for all τ > 0 small
enough, we find that there exists a constant Cκ > 0 (depending on κ) such that, for
all functions f �, f � satisfying the above hypothesis, there exists a solution w of
(6-13) satisfying

‖w‖C2,α
ν (S∗) ≤ Cτ (6−3ν)/4.

In addition, we have the estimate

‖w′−w‖C2,α
ν (S∗) ≤ Cκτ (1−2ν)/4(‖ f �′− f �‖C2,α(S1)+‖ f �′− f �‖C2,α(S1))

for some constant C > 0, which does not depend on κ or τ , where w (respectively
w′) is the solution associated to f �, f � (respectively f �′, f �′).

The solution of (6-13) is obtained through a fixed-point theorem for contraction
mappings, and it is classical to check that the solution we obtain depends con-
tinuously on the parameters of the construction. In particular, the constant mean
curvature surface we obtain depends continuously on τ̃ and ρ. �

7. Connecting the pieces together

We keep the notation of the previous sections. We assume that κ > 0 is large enough
(to be chosen shortly) and assume that τ > 0 is chosen small enough so that all the
results proven so far apply.

For all x̃ ∈ R2, we define the annuli

Aout
τ (x̃) := {x ∈ R2

: τ 3/4
≤ |x − x̃ | ≤ 2τ 3/4

},

Ains
τ (x̃) := {x ∈ R2

:
1
2τ

3/4
≤ |x − x̃ | ≤ τ 3/4

}.

Recall from page 137 the conditions (H1) and (H2). Also recall that a function f
defined on S1 is invariant under the action of Dih(2)m+1 if

f
(
θ +

2π
m+1

)
= f (θ) for all θ ∈ S1,

and f is invariant under the action of the symmetry S2 if

f (−θ)= f (θ) for all θ ∈ S1.
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We now describe the different pieces of constant mean curvature surfaces we
have at hand.

(i) Assume that we are given f � ∈ C2,α(S1), which is invariant under the action of
Dih(2)m+1 and satisfies (H1) and

‖ f �‖C2,α(S1) ≤ κτ
3/2.

Proposition 4.12 provides a constant mean curvature (equal to 1) surface D+τ, f which
is invariant under the action of the dihedral group Dih(2)m+1, has one end asymptotic
to the end of D+τ , and which, close to its boundary, can be parametrized as the
vertical graph of x 7→U �(τ−3/4x) over Ains

τ (0), where

U �(x)= c�+ τ log |x | −W ins
f (x)+U �(x),

where
c� := τ log 2

τ 1/4 ∈ R,

and where U � satisfies (4-17) and (4-18). To simplify the notation we have not
mentioned the data τ, f in the notation for U � and U �.

(ii) Next, we assume that we are given τ1 > 0 satisfying

|τ1− τ | ≤ κτ
3/2,

and ρ1 > 0 satisfying ∣∣∣∣ρ1−
m

m+1
τ

2ρ1

∣∣∣∣≤ κτ 3/4.

Further assume that we are given a function f �1 ∈ C2,α(S1) invariant under the
action of the dihedral group Dih(2)m+1 and a function f �1 ∈ C2,α(S1) invariant under
the action of the symmetry S2, both satisfying (H1) and

‖ f �1 ‖C2,α(S1) ≤ κτ
3/2 and ‖ f �1 ‖C2,α(S1) ≤ κτ

3/2.

Proposition 6.7 provides a constant mean curvature (equal to 1) surface Sτ1,ρ1, f �1 , f �1
which is invariant under the action of the dihedral group Dih(2)m+1 and which, close
to its upper boundary, can be parametrized as the vertical graph of x 7→ V �(τ−3/4x)
over Aout

τ (0), where

V �(x)= 1+ d�
+ τ1 log |x | −W out

f �1
(x)+ V �(x),

d�
: = τ1(m log ρ1+ a�

τ1,ρ, f �1 , f �1
+

3
4 log τ) ∈ R,

and where V � satisfies (6-10) and (6-11). Close to one of its lower boundaries, this
surface can be parametrized as a vertical graph for some function

x 7→ V �(τ−3/4(x − ρ1z0))



ATTACHING HANDLES TO DELAUNAY NODOIDS 177

over Aout
τ (ρ1z0) which can be expanded as

V �(x)= −1+c�−
τ1

m+1
log|x |−τ 3/4

(
ρ1−

m
m+1

τ1

2ρ

)
z0 · x+W out

f �1
(x)+V �(x),

c� := 1−
√

1−ρ2
1−

τ1

m+1
(m logρ1+a�

τ1,ρ1, f �1 , f �1
−

3
4 logτ) ∈ R,

and where V � satisfies estimates of the form (6-10) and (6-11). Again, to simplify
the notation we have not mentioned the parameters τ1, ρ1, f �1 , f �1 in the notation
for V �, V �, V �, and V �.

(iii) Assume that we are given τ2 > 0 satisfying∣∣∣∣τ2−
τ

m+1

∣∣∣∣≤ κτ 3/2,

and a function f �2 ∈ C2,α(S1) which satisfies (H1), (H2), and

‖ f �2 ‖C2,α(S1) ≤ κτ
3/2.

Proposition 5.5 provides a constant mean curvature (equal to 1) surface Cτ2, f �2 which
is invariant under the action of S3, the symmetry with respect to the horizontal
plane x3= 0, and is also invariant under the action of S2, the symmetry with respect
to the plane x2 = 0. Moreover, close to its lower boundary, this surface can be
parametrized as the vertical graph of x 7→U �(τ−3/4x) over Ains

τ (0), where

U �(x)= d�
− τ2 log |x | +W ins

f �2
(x)+U �(x),

where

d�
:= −τ2 log 2τ 3/4

τ2
∈ R,

and where U � satisfies (5-8) and (5-9). To simplify the notation we have not
mentioned the data τ2, f �2 in the notation for U � and U �.

Let us emphasize that the functions f �1 , f �2 and f �, f �1 are all assumed to satisfy
(H1). Hence they have no constant term in their Fourier series. The function f �2
is also assumed to satisfy (H2). Now, the functions f � and f �1 are assumed to
be invariant under the action of the dihedral group Dih(2)m+1, and, as was already
mentioned, this implies that both functions also satisfies (H2) since its Fourier series
does not contain any term of the form z ·x . Therefore, f �1 is the only function which
does not satisfy (H2). Since f �1 is assumed to be invariant under the action of S2,
we can decompose it as

f �1 = λ1z0 · x + f �,⊥1 ,

where λ1 ∈ R and where f �,⊥1 satisfies both (H1) and (H2).
We denote by C(0)τ2, f �2 ,ρ1

the surface Cτ2, f �2 translated by ρ1z0. For j = 1, . . . ,m,
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C(0)τ2, f �2 ,ρ1
:= Cτ2, f �2 + ρ1z0.

We denote the image of C(0)τ2, f �2 ,ρ1
under the rotation (Rm+1)

j by

C
( j)
τ2, f �2 ,ρ1

:= (Rm+1)
j (C(0)τ2, f �2 ,ρ1

).

In particular, the collection of surfaces C(0)τ2, f �2 ,ρ1
, . . . ,C(m)τ2, f �2 ,ρ1

constitute m + 1
constant mean curvature surfaces which are symmetric with respect to the dihedral
group Dih(3)m+1.

Given t1 ∈ R small enough, we denote by Sτ1,ρ1, f �1 , f �1 ,t1 the surface Sτ1,ρ1, f �1 , f �1
translated in the vertical direction by (1− c�+ d�

+ t1)e3:

Sτ1,ρ1, f �1 , f �1 ,t1 :=Sτ1,ρ1, f �1 , f �1 + (1− c�+ d�
+ t1)e3.

This is a constant mean curvature surface which is symmetric with respect to the
dihedral group Dih(2)m+1. Observe that the lower boundaries of C(0)τ2, f �2 ,ρ1

, . . . ,C(m)τ2, f �2 ,ρ1

are close to the lower boundaries of Sτ1,ρ1, f �1 , f �1 ,t1 .
Finally, given t ∈ R small enough, we denote by D+τ, f,t the surface D+τ, f,t trans-

lated in the vertical direction by (2− c�+ d�
− c�+ d�

+ t1+ t)e3:

D+τ, f,t :=D+τ, f + (2− c�+ d�
− c�+ d�

+ t1+ t)e3.

This is a constant mean curvature surface which is symmetric with respect to the
dihedral group Dih(2)m+1. Observe that the boundary of D+τ, f,t is close to the upper
boundary of Sτ1,ρ1, f �1 , f �1 ,t1 .

To complete the proof of the main theorem, it remains to adjust the free parameters
of our construction, namely, t, t1, τ1, τ2, ρ1 ∈ R, and the functions f �1 , f �2 , f � and
f �1 defined on S1, so that

C(0)τ2, f �2 ,ρ1
t · · · tC(m)τ2, f �2 ,ρ1

tSτ1,ρ1, f �1 , f �1 ,t1 tD
+

τ, f,t

constitute a C1 surface which can be extended by reflection through the horizontal
plane as a C1 surface which is complete, noncompact, and has two ends of Delaunay
type (asymptotic to a nodoid end). Observe that the surface is invariant under the
action of the dihedral group Dih(3)m+1 and that there is still one free parameter,
namely, τ , which determines the Delaunay type end and hence the vertical flux of
the surface.

This surface is in fact piecewise smooth and has constant mean curvature equal
to 1 away from the boundaries where the connected sum is performed. Since all
pieces have constant mean curvature identically equal to 1, elliptic regularity theory
then implies that this surface is in fact a smooth surface. Indeed, near one of
the boundaries where the connected sum is performed the surface is a graph of a
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function, say uins defined over Ains
τ and another function, say uout defined over Aout

τ .
The functions uins and uout are C2,α and solve the mean curvature equation

(7-1) 1
2 div

(
∇u√

1+|∇u|2

)
= 1

on their respective domains of definition (for the sake of simplicity, we assume that
the mean curvature vector is upward pointing near the boundary we are interested
in). Moreover, uins

= uout and ∂r uins
= ∂r uout on ∂Ains

τ ∩ ∂Aout
τ . This implies that

the function u defined on Ains
τ ∪ Aout

τ by u := uins on Ains
τ and u := uout on Aout

τ

belongs to C1,1 and is a weak solution of (7-1) on Ains
τ ∪ Aout

τ . Elliptic regularity
implies that u is C2,α , and hence the surface we have obtained is a smooth constant
mean curvature surface.

Therefore, to complete the proof, it remains to explain how to find the parameters
t , t1, τ1, τ2, ρ1 ∈ R, and the functions f �1 , f �2 , f �, and f �1 defined on S1, so that the
following system of equations on S1 is fulfilled:

U �
− c�+ t = V �

− 1− d� and ∂r (V �
−U �)= 0,(7-2)

V �
+ 1− c�+ t1 =U �

− d� and ∂r (V �
−U �)= 0.(7-3)

Recall that, even though this is not apparent in the notations, all functions and
constants depend on the parameters and boundary data. The rest of this section is
devoted to the proof that the above system does have a solution, provided τ is small
enough.

Proposition 7.1. There exists κ > 0 such that, for all τ > 0 small enough, there
exist parameters t , t1, τ1, τ2, ρ1, and functions f �1 , f �2 , f �, f �1 defined on S1 and
satisfying the above symmetries and estimates such that the system (7-2) and (7-3)
is satisfied.

Proof. First we make use of Propositions 4.12, 5.5, and 6.7 to get the expansion
of the functions U �, V �, U � and V �. Recalling that we have to restrict all those
functions to S1, it is easy to check, using (4-16) and (6-9), that the first two equations
of the system we have to solve read

(7-4)
t + f �1 − f � = V �

−U �,

(τ1− τ)+ ∂r (W out
f �1
−W ins

f � )= ∂r (V �
−U �),

while, using (5-7) and (6-12), we see that the next two equations are given by

(7-5)

t1− τ 3/4
(
ρ1−

m
m+ 1

τ1

2ρ1

)
z0 · x + f �1 − f �2 =U �

− V �,

−

(
τ1

m+ 1
− τ2

)
− τ 3/4

(
ρ1−

m
m+ 1

τ1

2ρ1

)
z0 · x + ∂r (W out

f �1
−W ins

f �2
)

= ∂r (U �
− V �).
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In writing this system one has to be a bit careful about the invariance of the functions
we are interested in. Indeed, in (7-4), all functions are invariant under the action of
Dih(2)m+1, while in (7-5), all functions are invariant under the action of the symmetry
S2.

Let us denote by 50 the L2(S1)-orthogonal projection over the space of constant
functions, by 51, the L2(S1)-orthogonal projection over the space spanned by
the function x 7→ z0 · x , and by 5⊥, the L2(S1)-orthogonal projection over the
orthogonal complement of the space spanned by the constant function and the
function x 7→ z0 · x .

We project this system over the L2(S1)-orthogonal complement of the constant
function and the function x 7→ z0 · x . We obtain the coupled system

(7-6)

f �1 − f � =5⊥(V �
−U �),

∂r (W out
f �1
−W ins

f � )=5
⊥∂r (V �

−U �),

f �,⊥1 − f �2 =5
⊥(U �

− V �),

∂r (W out
f �,⊥1
−W ins

f �2
)=5⊥∂r (U �

− V �),

where we recall that we have decomposed f �1 = λ1z0 · x + f �,⊥1 .
The projection of the system (7-4)–(7-5) over the space of constant functions

leads to the coupled system

(7-7)

t =50(V �
−U �),

τ1− τ =5
0∂r (V �

−U �),

t1 =50(U �
− V �),

τ2−
τ1

m+ 1
=50∂r (U �

− V �).

Finally, the projection of the system (7-4)–(7-5) over the space of functions
spanned by x 7→ z0 · x leads to the coupled system

(7-8)

(
λ1− τ

3/4
(
ρ1−

m
m+ 1

τ1

2ρ1

))
z0 · x =51(U �

− V �),(
−λ1− τ

3/4
(
ρ1−

m
m+ 1

τ1

2ρ1

))
z0 · x =51∂r (U �

− V �).

To obtain the second equation, we have used the fact that

W out
f �1
= λ1

z0 · x
|x |2
+W out

f �,⊥1
.

Observe that the right sides of (7-6), (7-7), and (7-8) do not depend on t and t1.
Hence the first and third equations in (7-7) give us the values of t and t1, once the
rest of the equations are solved.
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For all τ small enough, we solve (7-6) using a fixed-point theorem for contraction
mappings to obtain a solution ( f �, f �1 , f �,⊥1 , f �2 ) continuously depending on the
parameters τ1, τ2, ρ1, λ1 (and τ ). Then we introduce the corresponding solution in
(7-7) and (7-8) to get a nonlinear system in τ1, τ2, and ρ1, which we solve using
Browder’s fixed-point theorem.

To begin with, we explain how (7-6) can be rewritten in diagonal form. This
makes use of the following result, whose proof can be found, for example, in
[Mazzeo and Pacard 2001]:

Proposition 7.2. The operator

C2,α(S1)⊥ 3 f 7→ ∂r (W ins
f −W out

f )|r=1 ∈ C1,α(S1)⊥

is an isomorphism. Here Ck,α(S1)⊥ denotes the image of Ck,α(S1) under 5⊥.

Proof. The Fourier decomposition of a function f ∈ Ck,α(S1)⊥ is given by

f (θ)=
∑

n 6=0,±1

fneinθ ,

in which case

W out
f =

∑
n 6=0,±1

fnr−|n|einθ and W ins
f =

∑
n 6=0,±1

fnr |n|einθ .

Therefore,
∂r (W ins

f −W out
f )|r=1 = 2

∑
n 6=0,±1

fn|n|einθ

is equal to twice the Dirichlet to Neumann map for the Laplace operator in the
unit disc. This is a well-defined, selfadjoint, first order elliptic operator which is
injective, and elliptic regularity theory implies that it is an isomorphism. �

Using this result, the system (7-6) can be rewritten as

( f �, f �1 , f �,⊥1 , f �2 )= N⊥τ1,τ2,ρ1,λ1
( f �, f �1 f �,⊥1 , f �2 ),

where the nonlinear operator N⊥τ1,τ2,ρ1,λ1
satisfies

(7-9) ‖N⊥τ1,τ2,ρ1,λ1
( f �, f �1 , f �,⊥1 , f �2 )‖(C2,α(S1))4 ≤ Cτ 3/2

for some constant C > 0 independent of κ > 0, provided τ is chosen small enough.
This last estimate follows directly from (4-17), (5-8) and (6-10). Moreover, thanks
to (4-18), (5-9), and (6-11), provided κ > 0 is fixed larger than the constant C
which appears in (7-9), we can use a fixed-point theorem for contraction mappings
in the ball of radius κτ 3/2 in

(
5⊥C2,α(S1)

)4 to get the existence of a solution of
(7-9) for all τ > 0 small enough. This solution depends continuously on τ1, τ2,
ρ1, and λ1, since N⊥τ1,τ2,ρ1,λ1

does (observe that N⊥τ1,τ2,ρ1,λ1
depends implicitly on
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τ ). We now insert this solution in (7-7) and (7-8). With simple manipulations, we
conclude that it remains to solve the nonlinear system

(7-10)
(
τ1− τ, τ2−

τ

m+1
, τ 3/4

(
ρ1−

m
m+1

τ

2ρ1

)
, λ1

)
= N0(τ1, τ2, ρ1, λ1),

where N0 satisfies
‖N0(τ1, τ2, ρ1, λ1)‖R4 ≤ Cτ 3/2

for some constant C > 0 independent of κ > 0, provided τ is chosen small enough.
Moreover, N0 depends continuously on the parameters τ1, τ2, ρ1, and λ1 (observe
that N0 depends implicitly on τ ). Equation (7-10) can then be solved using a simple
degree argument (Browder’s fixed-point theorem). �

Appendix

We discuss the elementary result in the theory of second order ordinary differential
equations which is used at the end of the proof of Proposition 4.8. Assume that
we are given a function s 7→ p(s) which is periodic (say of period S > 0). Further
assume that the homogeneous problem (∂2

s + p)w+ = 0 has a nontrivial periodic
solution of period S. Without loss of generality, we can assume that w+(0) = 1
and ∂sw

+(0)= 0 (just choose the origin so that 0 coincides with a point where w+

achieves its maximum). Let w− be the unique solution of (∂2
s + p)w− = 0 such

that w−(0)= 0 and ∂sw
−(0)= 1. The Wronskian of w+ and w− being constant,

we conclude that

∂sw
−(S)= ∂sw

−(S)w+(S)− ∂sw
+(S)w−(S)

= ∂sw
−(0)w+(0)− ∂sw

+(0)w−(0)

= 1.
We define

v(s) := w−(S+ s)−w−(S)w+(s).

It is clear that v is a solution of (∂2
s + p)v = 0. Further, observe that ∂sv(0) = 1

and v(0)= 0. Therefore, v = w−. This proves that

w−(S+ s)= w−(s)+w−(S)w+(s),

and hence w− is at most growing linearly in the sense that |w−(s)| ≤ C(1+ |s|)
for some constant C > 0.
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SOME NEW CANONICAL FORMS FOR POLYNOMIALS

BRUCE REZNICK

We give some new canonical representations for forms over C. For exam-
ple, a general binary quartic form can be written as the square of a qua-
dratic form plus the fourth power of a linear form. A general cubic form in
(x1, . . . , xn) can be written uniquely as a sum of the cubes of linear forms
l i j (xi, . . . , x j ), 1 ≤ i ≤ j ≤ n. A general ternary quartic form is the sum
of the square of a quadratic form and three fourth powers of linear forms.
The methods are classical and elementary.

1. Introduction and overview

Introduction. Let Hd(C
n) denote the vector space of complex forms of degree d

in n variables, or n-ary d-ic forms; it has dimension N (n, d) :=
(n+d−1

d

)
. One of

the major accomplishments of 19th century algebra was the discovery of canonical
forms for certain classes of n-ary d-ics, especially as the sum of d-th powers of
linear forms. By a canonical form we mean a polynomial F(t; x) in two sets of
variables, t ∈ CN (n,d) and x ∈ Cn , with the property that, for general p ∈ Hd(C

n),
there exists t so that p(x)= F(t; x). Put another way, the set {F(t; x) : t ∈CN (n,d)

}

is a Zariski open set in Hd(C
n).

In this paper, we present some new canonical forms, whose main novelty is
that they involve intermediate powers of forms of higher degree, or forms with a
restricted set of monomials. (These variations have been suggested by Hilbert’s
study of ternary quartics [1888], which led to his 17th problem, as well as by a
remarkable theorem of B. Reichstein [1987] on cubic forms.) These expressions
are less susceptible to apolarity arguments than the traditional canonical forms, and
lead naturally to (mostly open) enumeration questions.

To take a simple, yet familiar, example,

(1-1) F(t1, t2, t3; x, y)= (t1x + t2 y)2+ (t3 y)2

is a canonical form for binary quadratic forms. By the usual completion of squares,
p(x, y) = ax2

+ 2bxy + cy2 can be put into (1-1) for t1 =
√

a, t2 = b/t1 and

MSC2000: primary 11E76, 14N15; secondary 11E25, 11P05, 15A72.
Keywords: canonical forms, sums of powers of polynomials.
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t2
3 = c− t2

2 . Many of the examples in this paper can be viewed as imperfect attempts
to generalize (1-1).

Sylvester [1851a; 1851b] presented a family of canonical forms for binary forms
in all degrees.

Theorem 1.1 (Sylvester’s theorem). (i) A general binary form p of odd degree
2s− 1 can be written as

(1-2) p(x, y)=
s∑

j=1

(α j x +β j y)2s−1.

(ii) A general binary form p of even degree 2s can be written as

(1-3) p(x, y)= λx2s
+

s∑
j=1

(α j x +β j y)2s

for some λ ∈ C.

The somewhat unsatisfactory nature of the asymmetric summand in (1-3) has
been the inspiration for other canonical forms for binary forms of even degree.

Another familiar canonical form is the generalization of (1-1) into the upper-
triangular expression for quadratic forms, found by repeated completion of the
square:

Theorem 1.2. A general quadratic form p ∈ H2(C
n) can be written as

(1-4) p(x1, . . . , xn)=

n∑
k=1

(tk,k xk + tk,k+1xk+1+ · · ·+ tk,nxn)
2, tk,l ∈ C.

The expression in (1-4) is unique, up to the signs of the linear forms.
There are two ways to verify that a candidate expression F(t; x) is, in fact, a

canonical form. One is the classical nonconstructive method based on the existence
of a point at which the Jacobian matrix has full rank. (See Corollary 2.3, and see
Theorem 3.2 for the apolar version.) Lasker [1904] attributes the underlying idea to
Kronecker and Lüroth — see [Wakeford 1920, p. 208].

Ideally, however, a canonical form can be derived constructively, and the number
of different representations can thereby be determined. The convention in this paper
will be that two representations are the same if they are equal, up to a permutation
of like summands and with the identification of f k and (ζ f )k when ζ k

= 1. The
representation in (1-2) is unique in this sense, even though there are s! · (2s− 1)s

different 2s-tuples (α1, β1, . . . , αs, βs) for which (1-2) is valid.
In addition to Theorem 1.1, another motivational example for this paper is a

remarkable canonical form for cubic forms found in [Reichstein 1987], which can
be thought of as a “completion of the cube”.



SOME NEW CANONICAL FORMS FOR POLYNOMIALS 187

Theorem 1.3 (Reichstein). A general cubic p ∈ H3(C
n) can be written uniquely as

(1-5) p(x1, . . . , xn)=

n∑
k=1

l3
k (x1, . . . , xn)+ q(x3, . . . , xn),

where lk ∈ H1(C
n) and q ∈ H3(C

n−2).

This is a canonical form, provided q is viewed as a t-linear combination of the
monomials in (x3, . . . , xn); since N (n, 3)= n2

+N (n−2, 3), the constant count is
right. Iteration (see (6-1)) gives p as a sum of roughly n2/4 cubes. The minimum
from constant-counting, which is justified by the Alexander–Hirschowitz theorem
[1995], is roughly n2/6. We give Reichstein’s constructive proof of Theorem 1.3 in
Section 6.

Here are some representative examples of the new canonical forms in this paper.

Theorem 1.4. A general cubic form p ∈ H3(C
n) has a unique representation

(1-6) p(x1, . . . , xn)=
∑

1≤i≤ j≤n

(t{i, j},i xi + · · ·+ t{i, j}, j x j )
3,

where t{i, j},k ∈ C.

Theorem 1.5. A general binary sextic p ∈ H6(C
2) can be written as p(x, y) =

f 2(x, y) + g3(x, y), where f ∈ H3(C
2) is a cubic form and g ∈ H2(C

2) is a
quadratic form.

Theorem 1.4 has a constructive proof. Theorem 1.5 is, in fact, a very special case
of much deeper recent results of Várilly-Alvarado [2008, especially Theorem 1.2
and Remark 4.5; 2011, Section 1.2]). We include it because our proof, in the next
section, is very short.

Theorems 1.1 and 1.5 are both special cases of a more general class of canonical
forms for Hd(C

2), which is a corollary of [Ehrenborg and Rota 1993, Theorem 4.4]
(see Theorem 3.4), but not worked out explicitly there.

Theorem 1.6. Suppose d ≥ 1, {l j : 1 ≤ j ≤ m} is a fixed set of pairwise non-
proportional linear forms, and suppose ek | d, d > e1 ≥ · · · ≥ er , 1 ≤ k ≤ r ,
and

(1-7) m+
r∑

k=1

(ek + 1)= d + 1.

Then a general binary d-ic form p ∈ Hd(C
2) can be written as

(1-8) p(x, y)=
m∑

j=1

t j ld
j (x, y)+

r∑
k=1

f d/ek
k (x, y),

where t j ∈ C and deg fk = ek .
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The condition ek < d excludes the vacuous case m = 0, r = 1, e1 = d. If each
ek = 1 and r =b(d+1)/2c, then m= d+1−2b(d+1)/2c ∈ {0, 1} and Theorem 1.6
becomes Theorem 1.1; Theorem 1.5 is Theorem 1.6 in the special case d = 6, m= 0,
r = 2, e1 = 3, e2 = 2. As an example of a canonical form that is unlikely to find a
constructive proof: for a general p∈ H84(C

2), there exist f ∈ H42(C
2), g ∈ H28(C

2)

and h ∈ H12(C
2) so that p = f 2

+ g3
+ h7.

By taking d = 2s, e1 = 2, e2 = · · · = es−1 = 1 and m = 0, in Theorem 1.6, we
obtain an alternative to the dangling term λx2s in (1-3).

Corollary 1.7. A general binary form p of even degree 2s can be written as

(1-9) p(x, y)= (α0x2
+β0xy+ γ0 y2)s +

s−1∑
j=1

(α j x +β j y)2s .

A different generalization of Theorem 1.1 focuses on the number of summands.

Theorem 1.8. A general binary form of degree uv can be written as a sum of
d(uv+ 1)/(u+ 1)e v-th powers of binary forms of degree u.

Cayley proved that, after an invertible linear change of variables (x, y) 7→ (X, Y ),
a general binary quartic can be written as X4

+6λX2Y 2
+Y 4. There are two natural

ways to generalize this to higher even degree, and, almost 100 years ago, Wakeford
[1913; 1920] did both.

Theorem 1.9 (Wakeford’s theorem). After an invertible linear change of variables,
a general p ∈ Hd(C

n) can be written so that the coefficient of each xd
i is 1 and the

coefficient of each xd−1
i x j is 0.

There are N (n, d)− n2 unmentioned monomials above, and, when combined
with the n2 coefficients in the change of variables, the constant count is correct
for a canonical form. Wakeford was also interested in knowing which sets of
n(n− 1) monomials can be eliminated by a change of variables, and we are able
to settle this for binary forms in Theorem 2.4. (Theorem 1.9 was independently
discovered in [Guazzone 1975], as an attempt to generalize the canonical form
X3
+ Y 3

+ Z3
+ 6λXY Z for H3(C

3). Babbage [1976] subsequently observed that
this can be proved by the Lasker–Wakeford theorem, without noting that Wakeford
[1920] had already done so.)

The second generalization of X4
+ 6λX2Y 2

+ Y 4 will not be pursued here; see
[Ehrenborg and Rota 1993, Corollary 4.11]. A canonical form for binary forms of
even degree 2s is given by

(1-10)
s∑

k=1

l2s
k (x, y)+ λ

s∏
k=1

l2
k (x, y), lk(x, y)= αk x +βk y.
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This construction is due to Sylvester [1851b] for 2s = 4, 8. His methods failed for
2s = 6, but Wakeford [1913] was able to prove it. The full version of (1-10) is
proved in [Wakeford 1920, p. 408], where he notes that “the number of ways this
reduction can be performed is interesting”, citing “3, 8, 5” for 2s = 4, 6, 8.

The nontrivial study of canonical forms was initiated by Clebsch’s discovery
[1861] (see, e.g., [Geramita 1996, pp. 50–51; Reznick 1992a, pp. 59–60]) that,
despite the fact that N (3, 4) = 5× N (3, 1), a general ternary quartic cannot be
written as a sum of five fourth powers of linear forms. This was early evidence that
constant-counting can fail. But N (3, 4) is also equal to 1× N (3, 2)+ 3× N (3, 1),
and ternary quartics do satisfy an alternative canonical form as a mixed sum of
powers.

Theorem 1.10. A general ternary quartic p ∈ H4(C
3) can be written as

(1-11) p(x1, x2, x3)= q2(x1, x2, x3)+

3∑
k=1

l4
k (x1, x2, x3),

where q ∈ H2(C
3) and lk ∈ H1(C

3).

As an alternative generalization of canonical forms, one might also consider poly-
nomial maps F : S 7→ Hd(C

n), where S is an N -dimensional subspace of some CM .
In the simplest case, for binary quadratic forms, observe that the coefficient of x2 in

(1-12) (t1x + t2 y)2+ (i t1x + t3 y)2

is 0, so (1-12) is not canonical. This is essentially the only kind of exception.

Theorem 1.11. Suppose (c1, c2, c3, c4) ∈ C4, and it is not true that c3 = εc1 and
c4= εc2 for ε ∈ {±i}. Then, for general p ∈ H2(C

2), there exists (t1, t2, t3, t4)∈C4

satisfying
4∑

j=1

c j t j = 0

and such that

(1-13) p(x, y)= (t1x + t2 y)2+ (t3x + t4 y)2.

In the exceptional case, there exists (x0, y0) so that, for all feasible choices of t j ,
p(x0, y0)= 0.

Another alternative version of (1-3) is the following conjecture, which can be
verified up to degree 8.

Conjecture 1.12. A general binary form p of even degree 2s can be written as

(1-14) p(x, y)=
s+1∑
j=1

(α j x +β j y)2s, where
s+1∑
j=1

(α j +β j )= 0.
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Outline. Here is an outline of the paper. In Section 2, we introduce notation and
definitions. The definition of canonical form is the classical one and roughly parallels
that in [Ehrenborg and Rota 1993], an important updating of this subject about
20 years ago. Our point of view is considerably more elementary in many respects
than [Ehrenborg and Rota 1993], but uses the traditional criterion: a polynomial
map F :CN

7→ Hd(C
n) is a canonical form if a general p ∈ Hd(C

n) is in the range;
this occurs if and only if there is at least one point u ∈ CN so that {∂F/∂t j (u)}
spans Hd(C

n). (See Corollary 2.3.) This leads to immediate nonconstructive proofs
of Theorems 1.2, 1.5, 1.9 and 1.10, and a somewhat more complicated proof of
Theorem 2.4, which answers Wakeford’s question about missing monomials for
binary forms.

In Section 3, we discuss classical apolarity and its implications for canonical
forms. (Apolarity methods become more complicated when a component of a
canonical form comes from a restricted set of monomials.) A generalization of the
classical fundamental theorem of apolarity from [Reznick 1996] allows us to identify
a class of bases for Hd(C

n) which give a nonconstructive proof of Theorem 1.6, and
hence Theorem 1.1. A similar argument yields the proof of Theorem 1.8. We also
present Sylvester’s algorithm, Theorem 3.8, allowing for a constructive proof of
Theorem 1.1. We conclude with a brief summary of connections with the theorems
of Alexander and Hirschowitz and recent work on the rank of forms.

In Section 4 we discuss some special cases of Theorem 1.6. Sylvester’s algorithm
is used in constructive proof of Theorem 1.6 when ek ≡ 1, in which case the
representation is unique. We give some other constructive proofs for d ≤ 4, and
present numerical evidence regarding the number of representations in Corollary 1.7
and a few other cases. Using elementary number theory, we show that, for each r ,
there are only finitely many canonical forms (1-8) with m = 0, and, up to degree N ,
there are N +O(N 1/2) such canonical forms in which the ek are equal.

Section 5 discusses some familiar results on sums of two squares of binary forms
and canonical representations of quadratic forms as a sum of squares of linear forms.
This includes a constructive proof of Theorem 1.2, which provides the groundwork
for the proof of Theorem 1.4. We also give a short proof of a canonical form
which illustrates the classical result that a general ternary quartic is the sum of three
squares of quadratic forms.

In Section 6, we turn to forms in more than two variables and low degree,
give constructive proofs of Theorems 1.3 and 1.4, as well as the noncanonical
Theorem 6.2, which shows that every cubic in H3(C

n) is a sum of at most n(n+1)/2
cubes of linear forms. Theorem 1.3 can be “lifted” to an ungainly canonical form
for quartics as a sum of fourth powers (see Corollary 6.3), but not further to quintics.
Number theoretic considerations rule out a Reichstein-type canonical form for
quartics in 12 variables; see Proposition 6.4 for other instances of this phenomenon.
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In Section 7, we offer a preliminary discussion of canonical forms in which the
domain of a polynomial map F : CM

7→ Hd(C
n) is restricted to an N -dimensional

subspace of CM , of which Theorem 1.11 and Conjecture 1.12 are examples.

2. Basic definitions, and proofs of Theorems 1.2, 1.5, 1.9 and 1.10

Let I(n, d) denote the index set of monomials in Hd(C
n):

(2-1) I(n, d)=
{
(i1, . . . , in) : 0≤ ik ∈ Z,

∑
k

ik = d
}
.

Let x i
= x i1

1 · · · x
in
n and c(i) = d!/

(∏
ik !
)

denote the multinomial coefficient. If
p ∈ Hd(C

n), then we write

(2-2) p(x1, . . . , xn)=
∑

i∈I(n,d)

c(i)a(p; i)x i , a(p; i) ∈ C.

We say that two forms are distinct if they are nonproportional, and a set of forms
is honest if the forms are pairwise distinct. For later reference, recall Biermann’s
theorem; see [Reznick 1992a, p. 31].

Theorem 2.1 (Biermann’s theorem). If p ∈ Hd(C
n) and p 6= 0, then there exists

i ∈ I(n, d) so that p(i) 6= 0.

The easy verification of whether a formula is a canonical form for Hd(C
n) relies

on a crucial alternative. A self-contained accessible proof is in [Ehrenborg and Rota
1993, Theorem 2.4], for which Ehrenborg and Rota thank M. Artin and A. Mattuck.
For further discussion of the underlying algebraic geometry, see Section 9.5 in [Cox
et al. 2007].

Theorem 2.2. Suppose M ≥ N and F : CM
→ CN is a polynomial map; that is,

F(t1, . . . , tM)=
(

f1(t1, . . . , tM), . . . , fN (t1, . . . , tM)
)
,

where each f j ∈ C[t1, . . . , tM ]. Then either (i) or (ii) holds:

(i) The N polynomials { f j : 1≤ j ≤ N } are algebraically dependent and F(CM)

lies in some nontrivial variety {P = 0} in CN .

(ii) The N polynomials { f j : 1≤ j ≤ N } are algebraically independent and F(CM)

is dense in CN .

The second case occurs if and only there is a point u ∈CM at which the Jacobian
matrix [∂ fi/∂t j (u)] has full rank.

When M = N = N (n, d), we may interpret such an F as a map from CN to
Hd(C

n) by indexing I(n, d) as {i(k) : 1≤ k ≤ N } and making the interpretation in
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an abuse of notation that

(2-3) F(t; x)=
N∑

k=1

c(i(k)) fk(t1 . . . , tN )x i(k).

Definition. A canonical form for Hd(C
n) is any polynomial map F : CN (n,d)

7→

Hd(C
n) in which F satisfies Theorem 2.2(ii).

That is, F is a canonical form if and only if N = N (n, d) and, for a general
p ∈ Hd(C

n), there exists t ∈ CN so that p(x) = F(t; x). The significance of this
choice of N is that it is the smallest possible value. In the rare cases where F is
surjective, we say that the canonical form is universal.

By translating the definitions and using (2-1) and (2-3), we obtain an immediate
corollary of Theorem 2.2:

Corollary 2.3. The polynomial map F : CN
7→ Hd(C

n) is a canonical form if and
only if there exists u ∈ Cn so that {∂F/∂t j (u)} spans Hd(C

n).

We shall let J := J (F; u) denote the span of the forms {∂F/∂t j (u)}. In any par-
ticular case, the determination of whether J = Hd(C

n) amounts to the computation
of the determinant of an N (n, d)× N (n, d) matrix. As much as possible in this
paper, we give proofs which can be checked by hand, by making a judicious choice
of u and ordering of the monomials in Hd(C

n), showing sequentially that they all
lie in J .

Classically, the use of the term “canonical form” has been limited to cases in
which F(t; x) has a natural interpretation as a combination of forms in Hd(C

n),
such as a sum of powers of linear forms, or as a result of a linear change of variables.
It seems odd that canonical forms are perceived as rare, since a “general” polynomial
map from CN

7→ Hd(C
n) is a canonical form. (This is an observation which goes

back at least to [Richmond 1902].) For example, if { f j (x)} is a basis for Hd(C
n),

then

(2-4) F(t; x)=
N∑

j=1

t j f j (x)

should be (but usually isn’t) considered a canonical form. In particular, (2-2) with
f j (x)= c(i j )x i j is itself a canonical form.

The following computation will occur repeatedly. If es = d , then

(2-5) g =
∑

i j∈I(n,e)

t j x i j =⇒
∂gs

∂t j
= sx i j gs−1.

If g is specialized to be a monomial, then all these partials will also be monomials.
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Nonconstructive proof of Theorem 1.2. Given (1-4), let

lk(x)=
n∑

m=k

tk,m xm, F(x)=
n∑

k=1

l2
k (x).

Then ∂F/∂tk,m = 2xmlk . Set tk,m = δk,m , so that lk = xk and ∂F/∂tk,m = 2xk xm .
Since 1≤ k ≤ m ≤ n, all monomials from H2(C

n) appear in J . �

Nonconstructive proof of Theorem 1.5. Suppose

(2-6) p(x, y)= f 2(x, y)+ g3(x, y),

with

f (x, y)= t1x3
+ t2x2 y+ t3xy2

+ t4 y3, g(x, y)= t5x2
+ t6xy+ t7 y2.

Then, by (2-5), the partials with respect to the t j are

2x3 f, 2x2 y f, 2xy2 f, 2y3 f ; 3x2g2, 3xyg2, 3y2g2.

Upon specializing at f = x3, g = y2, these become

2x6, 2x5 y, 2x4 y2, 2x3 y3
; 3x2 y4, 3xy5 , 3y6.

It is then evident that J = H6(C
2). �

Nonconstructive proof of Theorem 1.9. Let L⊂I(n, d) consist of all n-tuples except
the permutations of (d, 0, . . . , 0) and (d − 1, 1, . . . , 0) and let X i =

∑n
j=1 αi j x j .

The assertion is that, with the
(
N (n, d)− n −

(n
2

))
+ n2
= N (n, d) parameters tl

and αi j ,

(2-7)
n∑

i=1

Xd
i +

∑
l∈L

tl X l1
1 · · · X

ln
n

is a canonical form. Evaluate the partials at the point where X i = xi and tl = 0:
they are dx j xd−1

i (for αi j ) and x l (for tl). Taking 1 ≤ i, j ≤ n and l ∈ L, we see
that J contains all monomials in Hd(C

n). �

As a special case (used later in Theorem 4.6), we obtain the familiar result
that, after appropriate linear changes of variable, a general binary quartic may
be written as x4

+ 6λx2 y2
+ y4. It is classically known (see [Elliott 1913, Sec-

tion 211]) that the choice of λ is not unique: in fact, after appropriate linear
changes of variable, x4

+ 6λx2 y2
+ y4 can be written as x4

+ 6µx2 y2
+ y4 for

µ ∈ {±λ,±(1− λ)/(1+ 3λ),±(1+ λ)/(1− 3λ)}.
Wakeford asserts that Theorem 1.9 is also true with xd−1

i x j replaced by xd−r
i xr

j
(evidently when r 6= d/2), but his proof seems sketchy. He also gives necessary
conditions for sets of n(n−1) monomials which may be omitted, and these are hard
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to follow as well. Below, we answer his question in the binary case: in the only
two excluded cases below, (2-8) has a square factor, and so cannot be canonical.

Theorem 2.4. Let B = (m1,m2, n1, n2) be four distinct integers in {0, . . . , d} so
that {m1,m2} 6= {0, 1}, {d−1, d}. Then, after an invertible linear change of variable,
a general binary form p of degree d can be written as

(2-8) p(x, y)= xd−n1 yn1 + xd−n2 yn2 +

∑
k /∈B

tk xd−k yk for some {tk} ⊂ C.

Proof. Writing (x, y) 7→ (α1x +α2 y, α3x +α4 y) := (X, Y ), we have

(2-9) F = Xd−n1Y n1 + Xd−n2Y n2 +

∑
k /∈B

tk Xd−kY k .

Evaluate the partials of (2-9) at (α1, α2, α3, α4) = (1, 0, 0, 1) (so X = x , Y = y)
and tk = 1 (note the difference with the previous proof, in which tk = 0). The d− 3
partials with respect to the tk are simply xd−k yk , k /∈B, so these are in J . Further,

(2-10)
∂F
∂α1
=

∑
j 6=m1,m2

(d − j)xd− j y j ,
∂F
∂α4
=

∑
j 6=m1,m2

j xd− j y j .

Since most monomials used in (2-10) are already in J , it follows that J also contains

(2-11) (d − n1)xd−n1 yn1 + (d − n2)xd−n2 yn2, n1xd−n1 yn1 + n2xd−n2 yn2,

and since (d − n1)n2 6= (d − n2)n1, (2-11) implies that xd−n j yn j ∈ J for j = 1, 2.
To this point, we have shown that J contains all monomials from Hd(C

2) except
for xd−m j ym j , where m1 < m2. The two remaining partial derivatives are

(2-12)
∂F
∂α2
=

∑
j 6=m1,m2

(d − j)xd− j−1 y j+1,
∂F
∂α3
=

∑
j 6=m1,m2

j xd− j+1 y j−1,

and so J contains as well the forms in (2-12) of the shape c1xd−m1 ym1+c2xd−m2 ym2 .
We need to distinguish a number of cases. If m1 = 0, m2 = d, then these forms
are yd , xd . If m1 = 0 and 2≤m2 ≤ d− 1, then these forms are (d−m2)xd−m2 ym2

and xd
+ (m2 + 1)xd−m2 ym2 , and similarly when 1 ≤ m1 ≤ d − 2 and m2 = d.

(Recall that we have excluded the cases (m1,m2)= (0, 1) and (d − 1, d)). In the
remaining cases, 1 ≤ m1 < m2 ≤ d − 1. If m2 = m1 + 1, then these forms are
(d − (m1− 1))xd−m1 ym1 and (m2+ 1)xd−m2 ym2 . Finally, if m2 > m1+ 1, then all
four terms appear, and the forms are

(2-13) (d −m1+ 1)xd−m1 ym1 + (d −m2+ 1)xd−m2 ym2,

(m1+ 1)xd−m1 ym1 + (m2+ 1)xd−m2 ym2 .

In each of the cases, linear combinations of the forms produce the missing mono-
mials, so J = Hd(C

2). �
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Remark. By writing p(x, y) =
∏

k(x + αk y), it follows from Theorem 1.9 that,
for a general set of d complex numbers αk , there exists a Möbius transformation T
so that

(2-14)
d∑

k=1

T (αk)= 0,
d∑

k=1

T
(

1
αk

)
= 0,

d∏
k=1

T (αk)= 1.

Nonconstructive proof of Theorem 1.10. Write (1-11) as F(x; t), where

q(x1, x2, x3)= t1x2
1 + t2x2

2 + t3x2
3 + t4x1x2+ t5x1x3+ t6x2x3,

lk(x1, x2, x3)= tk1x1+ tk2x2+ tk3x3.

Evaluate the partials at q = x1x2+ x1x3+ x2x3 and (l1, l2, l3)= (x1, x2, x3). Then
∂F/∂tkl = 4xl x3

k , so x4
i , x3

i x j ∈ J ; since ∂F/∂t1= 2x2
1q = 2x2

1(x1x2+x1x3+x2x3),
it follows that x2

1 x2x3 ∈ J . Similarly, by considering ∂F/∂t2 and ∂F/∂t3, it follows
that x1x2

2 x3, x1x2x2
3 are in J . Finally, ∂F/∂t4=2x1x2q=2x1x2(x1x2+x1x3+x2x3),

and so now x2
1 x2

2 ∈ J . Similarly, by considering ∂F/∂t5 and ∂F/∂t6, it follows that
x2

1 x2
3 , x2

2 x2
3 are also in J , and this accounts for all monomials in H4(C

3). �

Other applications of Corollary 2.3 to canonical forms can be found in [Ehrenborg
and Rota 1993], including interpretations of the older results in [Richmond 1902;
Turnbull 1960, pp. 265–269].

3. Apolarity and proofs of Theorems 1.1, 1.6 and 1.8

Using the notation of (2-1) and (2-2), for p, q ∈ Hd(C
n), define the following

bilinear form:

(3-1) [p, q] =
∑

i∈I(n,d)

c(i)a(p; i)a(q; i).

Recall two basic notations. For α ∈ Cn , define (α · )d ∈ Hd(C
n) by

(3-2) (α · )d(x)= (α · x)d =
( n∑

j=1

α j x j

)d

=

∑
i∈I(n,d)

c(i)αi x i .

Define the differential operator f (D) for f ∈ He(C
n) in the usual way by

(3-3) f (D)=
∑

i∈I(n,e)

c(i)a( f ; i)
(
∂

∂x1

)i1

· · ·

(
∂

∂xn

)in

.

It follows immediately that, for α ∈ Cn ,

(3-4) [p, (α · )d ] =
∑

i∈I(n,d)

c(i)a(p; i)αi
= p(α).
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If i 6= j ∈I(n, d), then ik > jk for some k, so Di x j
=0; otherwise Di x i

=
∏

k(ik)!=

d!/c(i). Suppose p, q ∈ Hd(C
n). Bilinearity and (3-3) imply the classical result

that

(3-5) p(D)q =
∑

i∈I(n,d)

c(i)a(p; i)Di
( ∑

j∈I(n,d)

c( j)a(q; j)x j
)

=

∑
i∈I(n,d)

∑
j∈I(n,d)

c(i)c( j)a(p; i)a(q; j)Di x j

=

∑
i∈I(n,d)

c(i)c(i)a(p; i)a(q; i)Di x i

=

∑
i∈I(n,d)

c(i)2a(p; i)a(q; i)
d!

c(i)
= d! [p, q] = d! [q, p] = q(D)p.

Definition. If p ∈ Hd(C
n) and q ∈ He(C

n), then p and q are apolar if p(D)q =
q(D)p = 0.

Note that, if d = e, then p and q are apolar if and only if [p, q] = 0, and, if
d > e, say, then the equation p(D)q = 0 is automatic, so only q(D)p = 0 need be
checked. By (3-4), p is apolar to (α · )d if and only if p(α)= 0.

The following lemma is both essential and trivial.

Lemma 3.1. Suppose X = span({h j })⊆ Hd(C
n). Then X = Hd(C

n) if and only if
there is no 0 6= p ∈ Hd(C

n) which is apolar to each of the h j .

From this point of view, Theorem 3.2 is a direct consequence of Corollary 2.3:

Theorem 3.2 (Lasker–Wakeford). If F :CN
→ Hd(C

n), then F is a canonical form
if and only if there is a point u so that there is no nonzero form q ∈ Hd(C

n) which
is apolar to all N forms {∂F/∂tk(u)}.

The attribution “Lasker–Wakeford” (for [Lasker 1904; Wakeford 1920]) is taken
from [Turnbull 1960]: H. W. Turnbull (1885–1961) was one of the last practicing
invariant theorists who had been trained in the pre-Hilbert approach; see [Fisher
1967, pp. 231–232]. (His text [Turnbull 1960] is a Rosetta Stone for understanding
the 19th century approach to algebra in more modern terminology.) Turnbull
referred to Theorem 3.2 as “paradoxical and very curious”. E. Lasker (1868–1941)
received his Ph.D. under M. Noether at Göttingen in 1902. He is probably better
known for being the world chess champion for 27 years (1894–1921), spanning the
life of E. K. Wakeford (1894–1916). J. H. Grace, Wakeford’s professor at Oxford,
edited the second half of his thesis into [Wakeford 1920] and also wrote a memorial
article [Grace 1918] for him in 1918:

“He [EKW] was slightly wounded early in 1916, and soon after coming
home was busy again with Canonical Forms. . . [H]e discovered a paper
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of Hilbert’s which contained the very theorem he had long been in want
of — first vaguely, and later quite definitely. This was in March; April
found him, full of the most joyous and reverential admiration for the great
German master, working away in fearful haste to finish the dissertation. . .
He returned to the front in June and was killed in July. . . He only needed
a chance, and he never got it.”

The following properties are easily established; see, e.g., [Reznick 1992a; 1996]
for proofs.

Theorem 3.3. (i) If e≤ d and f ∈ He(C
n), g ∈ Hd−e(C

n) and p ∈ Hd(C
n), then

(3-6) d! [ f g, p] = ( f g)(D)p = f (D)g(D)p = e! [ f, g(D)p].

Thus, p is apolar to every multiple of g in Hd(C
n) if and only if p and g are

apolar.

(ii) If p ∈ Hd(C
n), then (1/d)∂p/∂x j (α) = [p, x j (α · )

d−1
]. Thus, p is apolar

to (α · )d−1 if and only if p is singular at α. More generally, p is apolar to
(α · )d−e if and only if p vanishes to e-th order at α.

(iii) If e ≤ d and g ∈ Hd−e(C
n), then g(D)(α · )d = (d!/e!)g(α)(α · )e.

Suppose F(t; x) contains hs as a summand, where h(x) =
∑

l∈I(n,e) tl x l , and
suppose that no tl occurs elsewhere in F(t; x). If p is apolar to each partial of F ,
then it will be apolar to ∂F/∂tl = sx lhs−1 by (2-5). Since this is true for every
l ∈ I(n, e), it follows from (i) that p is apolar to hs−1. It is critical to note that this
observation requires that each of the monomials of degree e appear in h, and does
not apply if h is defined as a sum from a restricted set of monomials.

We are now able to give a short proof of the “second main theorem on apolarity”
from [Ehrenborg and Rota 1993], which was not concerned with preserving the
constant count.

Theorem 3.4. Suppose jl = ( jl,1, . . . , jl,m), 1≤ l ≤ r , are m-tuples of nonnegative
integers, and suppose positive integers dk , 1≤ k ≤ m, and d are chosen so that

(3-7) ul := d −
m∑

k=1

jl,kdk ≥ 0

for each l. Fix forms ql ∈ Hul (C
n) and, for fk ∈ Hdk (C

n), define

(3-8) F( f1, . . . , fm)=

r∑
l=1

ql(x) f jl,1
1 · · · f jl,m

m .

Let F j := ∂F/∂ f j . Then a general p ∈ Hd(C
n) can be written as (3-8) if and

only if there exists a specific f̄ = ( f̄k) so that no nonzero p ∈ Hd(C
n) is apolar to
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each F j ( f̄ ), 1≤ j ≤ m. If , in addition,

(3-9)
m∑

k=1

N (n, dk)= N (n, d),

then (3-8) is a canonical form.

Proof. Let

(3-10) f j (x)=
∑

iv∈I(n,d j )

t j,vx iv .

By Theorem 2.2, (3-7) and Lemma 3.1, (3-8) represents general p ∈ Hd(C
n) if and

only if there is some f̄ so that there is no nonzero form in p ∈ Hd(C
n) which is

apolar to each ∂F/∂t j,v( f̄ ) = dk x iv F j ( f̄ ), or, by Theorem 3.3(i), to each F j ( f̄ ).
The constant count is checked by (3-9). �

By Theorem 3.3(ii) and Theorem 3.4,

F =
r∑

k=1

(αk · )
d

is a canonical form if and only if there exist r points ᾱk ∈ Cn at which no nonzero
form p ∈ Hd(C

n) is singular. This result is classical, and goes back to [Clebsch
1861]; see also [Ehrenborg and Rota 1993, Theorem 4.2]. A particularly deep
result of Alexander and Hirschowitz [1995] states that a general form in Hd(C

n),
d ≥ 3, may be written as a sum of dN (n, d)/ne d-th powers of linear forms, except
when (n, d) = (5, 3), (3, 4), (4, 4), (5, 4), when an extra summand is needed.
(For much more on this, see [Geramita 1996, Lecture 7; Iarrobino and Kanev
1999, Corollary 1.62; Landsberg 2012, Chapter 15; Ranestad and Schreyer 2000,
Theorem 0.2]; for a brief exposition of the proof, see [Landsberg 2012, Chapter 15].)
These references also discuss the exceptional examples, which were all known in
the 19th century. The expression of forms as a sum of powers of forms is currently
a very active area of interest; see the references above as well as [Carlini et al. 2012;
Fröberg et al. 2012; Landsberg and Teitler 2010].

The fundamental theorem of apolarity (see [Reznick 1996] for a history) states
that, if f is irreducible and p ∈ Hd(C

n), then f and p are apolar if and only if p
can be written as a sum of terms of the form (α j · )

d , where f (α j )= 0. This was
generalized as follows:

Theorem 3.5 [Reznick 1996, Theorem 4.1]. Suppose q ∈ He(C
n) factors as∏r

j=1 qm j
j into a product of powers of distinct irreducible factors and suppose

p ∈ Hd(C
n). Then q(D)p = 0 if and only if there exist α jk ⊂ {q j (α) = 0} and

φ jk ∈ Hm j−1(C
n) such that

p =
r∑

j=1

n j∑
k=1

φ jk(α jk · )
d−(m j−1).
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The application of apolarity to binary forms is particularly simple, because zeros
correspond to factors. If e = d+ 1, then q(D)p = 0 for every p ∈ Hd(C

n), and we
obtain the following result, also found in [Ehrenborg and Rota 1993, Theorem 4.5].

Corollary 3.6. Suppose {α j x+β j y : 1≤ j ≤ r} is honest and suppose
∑r

j=1 m j =

d + 1. Then the following set is a basis for Hd(C
2):

(3-11) S=
{

xk ym j−1−k(β j x −α j y)d−m j+1
: 0≤ k ≤ m j − 1, 1≤ m j ≤ r

}
.

Proof. If p is apolar to each term in (3-11), then (α j x+β j y)m j | p by Theorem 3.3(ii).
Thus p = 0 by degree considerations, and S has d + 1 elements, so it is a basis. �

If each m j = 1, then Corollary 3.6 states that an honest set S= {(α j x +β j y)d}
of d + 1 forms is a basis for Hd(C

2). This is easily proved directly, since the repre-
sentation of S with respect to the basis

{(d
j

)
xd− j y j

}
, [αd−k

j βk
j ], has Vandermonde

determinant

(3-12)
∏

1≤i< j≤n

(αiβ j −α jβi ).

Each product in (3-12) is nonzero because {(α j x+β j y)d} is honest. One implication
of this independence is found in [Reznick 2013, Corollary 4.3].

Lemma 3.7. If p(x, y) ∈ Hd(C
2) has two honest representations

(3-13) p(x, y)=
m∑

i=1

(αi x +βi y)d =
n∑

j=1

(γ j x + δ j y)d

and m+ n ≤ d + 1, then the representations are permutations of each other.

Proof. If (3-13) holds, then {(αi x + βi y)d , (γ j x + δ j y)d} is linearly dependent,
which is impossible unless the dependence is trivial. �

It follows immediately from Lemma 3.7 that the representations (1-2) and (1-3),
if they exist for p, are unique. When n ≥ 3, the linear dependence of a set {(α j · )

d
}

depends on the geometry of the points as well as the number (see the discussion
of Serret’s theorem in [Reznick 1992a, p. 29].) Even for powers of binary forms
of degree e ≥ 2, there are singular cases. It is not hard to show that a general set
of (2k + 1) k-th powers of quadratic forms is linearly independent; however, for
example, (x2

− y2)2+ (2xy)2 = (x2
+ y2)2. For much more on this, see [Reznick

≥ 2013].

Nonconstructive proof of Theorem 1.6. For 1≤ k ≤ r , write

fk(x, y)=
ek∑

l=0

tk,l xek−l yl .
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By Corollary 2.3 and (2-5), (1-8) is a canonical form in the variables {t j , tk,l}
provided there is a point at which the partials

{ld
j , 1≤ j ≤ m} ∪

{
xek−l yl f d/ek−1

k , 1≤ l ≤ ek, 1≤ k ≤ r
}

span Hd(C
2). Let fk = l̃ek

k , where {l1, . . . , lm, l̃1, . . . , l̃r } is chosen to be honest.
Then, by (1-7), the desired assertion follows immediately from Corollary 3.6. �

Nonconstructive proof of Theorem 1.8. Write uv+ 1= r(u+ 1)+ s. If s = 0, then
Theorem 1.8 is simply a special case of Theorem 1.6 with m = 0, d = uv and
ek ≡ u. Otherwise, 1≤ s ≤ u, so that r + 1= d(uv+ 1)/(u+ 1)e. Let

F({αi j })=

r+1∑
i=1

f vi (x, y), fi (x, y)=
u∑

j=0

αi j xu− j y j .

This is not a canonical form, as there are too many constants. As before,

∂F
∂αi j
= vxu− j y j f v−1

i .

We now specialize to fi (x, y)= (i x − y)u and use the apolarity argument to show
that J = Huv(C

2). Suppose q ∈ Huv(C
2) is apolar to each partial. Then, by

Theorem 3.3, it is apolar to f v−1
i = (i x − y)uv−u , and so q vanishes to u-th order

at (i,−1) for 1≤ i ≤ r +1. It follows that q is a multiple of
∏r+1

i=1 (x+ iy)u+1, and
so q = 0 by degree considerations.

It is an exercise to show that F can be converted to an canonical form by requiring,
say, that fr+1 only contain monomials xu− jv j for 0≤ j ≤ s− 1. �

We present now Sylvester’s algorithm. For modern discussions of this, along
with Gundelfinger’s generalization [1887], which is not included here, see [Kung
and Rota 1984, Section 5; Kung 1986; 1987; 1990; Reznick 1996; 2013].

Theorem 3.8 (Sylvester’s algorithm). Let

p(x, y)=
d∑

j=0

(
d
j

)
a j xd− j y j

be a given binary form and suppose {α j x +β j y} is honest. Let

h(x, y)=
r∑

t=0

ct xr−t yt
=

r∏
j=1

(β j x −α j y).

Then there exist λk ∈ C so that

p(x, y)=
r∑

k=1

λk(αk x +βk y)d
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if and only if

(3-14)


a0 a1 · · · ar

a1 a2 · · · ar+1
...

...
. . .

...

ad−r ad−r+1 · · · ad

 ·


c0

c1
...

cr

=


0
0
...

0

 .
Theorem 3.8 can be put in the context of our previous discussion. Let Ar (p)

denote the (d − r + 1)× (r + 1) Hankel matrix on the left-hand side of (3-14). If
h(D)=

∏r
j=1(β j∂/∂x −α j∂/∂y), then a direct computation shows that

(3-15) h(D)p =
d−r∑
m=0

d!
(d − r −m)!m!

( d−r∑
i=0

ai+mci

)
xd−r−m ym .

It follows from (3-15) that the coefficients of h(D)p are thus, up to multiple,
the rows of the matrix product, so (3-14) is equivalent to h(D)p = 0. In this
way, Theorem 3.8 follows from Theorem 3.5. Sylvester’s algorithm can also be
visualized as seeking constant-coefficient linear recurrences satisfied by {ak} and
looking for the shortest one whose characteristic equation has distinct roots; this is
the proof given in [Reznick 2013]. In this case, Gundelfinger’s results handle the
case when the roots are not distinct.

Constructive proof of Theorem 1.1. Suppose d = 2s− 1 is odd. The matrix As(p)
is s× (s+ 1) and has a nontrivial null-vector. The corresponding h (which can be
given in terms of the coefficients of p) has distinct factors unless its discriminant
vanishes. Thus, for general p ∈ H2s−1(C

2), Theorem 3.8 gives p as a sum of s
(2s− 1)-st powers of linear forms.

If d = 2s, the matrix As(p) is square, and if p is a sum of s 2s-th powers,
then det As(p) = 0. Conversely, if det As(p) = 0 and the corresponding h has
distinct factors (which is generally true), then p is a sum of s 2s-th powers. If M1

and M2 are two square matrices and rank(M2) = k, then det(M1 + λM2) is a
polynomial in λ of degree k. In particular, if q = (αx+βy)2s , then rank(Hs(q))= 1.
Thus, in general, there is a unique value of λ and some matrix M so that 0 =
det As(p−λ(αx+βy)2s)=det As(p)−λ det M . (When αx+βy= x , M is the (1, 1)-
cofactor of As(p).) In the special case αx +βy = x , this proves Theorem 1.1(ii).
The same argument shows that, for general q ∈ H2s(C

2), there exist s+ 1 values
of λ so that p− λq is a sum of s 2s-th powers. �

Sylvester [1870] recalled his discovery of this algorithm and its consequences.

“I discovered and developed the whole theory of canonical binary forms
for odd degrees, and, as far as yet made out, for even degrees too, at one
evening sitting, with a decanter of port wine to sustain nature’s flagging
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energies, in a back office in Lincoln’s Inn Fields. The work was done,
and well done, but at the usual cost of racking thought — a brain on fire,
and feet feeling, or feelingless, as if plunged in an ice-pail. That night we
slept no more.”

Example 3.1. This example of Sylvester’s algorithm will be used in Example 4.1.
Let

p(x, y)= 2x3
+ 3x2 y− 21xy2

− 41y3

=
(3

0

)
· 2 x3

+
(3

1

)
· 1 x2 y+

(3
2

)
· (−7) xy2

+
(3

3

)
· (−41) y3.

Since (
2 1 −7
1 −7 −41

)
·

(
6
−5

1

)
=

(
0
0
0

)
,

we have h(x, y) = 6x2
− 5xy + y2

= (2x − y)(3x − y). It now follows that
p(x, y)= λ1(x+2y)3+λ2(x+3y)3, and a simple computation shows that λ1 = 5,
λ2 =−3.

Lemma 3.1, when applied to Theorem 2.1, yields the following corollary.

Corollary 3.9. A basis for Hd(C
n) is given by {(i · )d : i ∈ I(n, d)}.

This in turn gives a very weak version of the Alexander–Hirschowitz theorem:

Corollary 3.10. A general form in Hd(C
n) is a sum of

N (n, d − 1)=
nd

n+ d − 1
·

1
n

N (n, d)

d-th powers of linear forms.

Proof. Consider the sum

N (n,d−1)∑
l=1

(tl,1x1+ · · ·+ tl,nxn)
d ,

and apply Corollary 2.3 with tl specialized to il ∈ I(n, d − 1). Then J contains
xk(il · )

d−1 for each k, l and hence xk Hd−1(C
n)⊆ J for each k, so J = Hd(C

n). �

4. Examples of binary canonical forms and the proof of Theorem 1.6

This section is devoted to special cases of Theorem 1.6. First, in the special case
ek = 1, we give a constructive proof showing uniqueness, which gives a kind of
interpolation between Sylvester’s theorem and the representations of Hd(C

2) by
(2-4) with a fixed basis consisting of d-th powers, as in Corollary 3.6.
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Corollary 4.1. Suppose d ≥ 1, and {l j (x, y)= α j x +β j y} is a fixed honest set of
m = d + 1− 2r linear forms. Then a general binary d-ic form p ∈ Hd(C

2) can be
written uniquely as

(4-1) p(x, y)=
m∑

j=1

t j l j (x, y)d +
r∑

k=1

(tk1x + tk2 y)d

for suitable tk1, tk2 ∈ C.

Proof. Let

f (x, y)=
m∏

j=1

(β j x −α j y).

Then f (D)p has degree d−m = 2r−1 and by Theorem 3.8 generally has a unique
representation as a sum of r (2r − 1)-st powers of linear forms, say

(4-2) f (D)p =
r∑

k=1

(uk1x + uk2 y)2r−1.

Further, it is generally true that f (uk1, uk2) 6= 0. Let

(4-3) q(x, y)=
(2r − 1)!

d!

r∑
k=1

(uk1x + uk2 y)d

f (uk1, uk2)
.

It follows from Theorem 3.3(iii), (4-2) and (4-3) that f (D)p = f (D)q. Since f
has distinct factors, it then follows from Theorem 3.8 that there exist t j ∈ C so that

p(x, y)− q(x, y)=
m∑

j=1

t j (α j x +β j y)d .

Conversely, suppose p has two different representations:

(4-4)
m∑

j=1

t j ld
j (x, y)+

r∑
k=1

(tk1x + tk2 y)d =
m∑

j=1

t̃ j ld
j (x, y)+

r∑
k=1

(t̃k1x + t̃k2 y)d .

By combining the first sum on each side, (4-4) becomes a linear dependence
with m + 2r = d + 1 summands, which by Lemma 3.7 must be trivial; thus, the
representations in (4-4) are essentially the same. �

Example 4.1. Let l1(x, y)= x + y and l2(x, y)=−x + 3y and let

p(x, y)=−x5
+ 15x4 y− 170x3 y2

+ 390x2 y3
− 505x2 y3

+ 483y5.

In an application of the last proof, f (x, y) = (x − y)(3x + y) = 3x2
− 2xy− y2,
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and

3
∂2 p
∂x2 − 2

∂2 p
∂x∂y

−
∂2 p
∂y2 = 160x3

+ 240x2 y− 1680xy2
− 3280y3.

Example 3.1 implies that this expression equals 400(x+2y)3−240(x+3y)3. Since
f (1, 2)=−5 and f (1, 3)=−12, it follows that

p(x, y)=
3! ·400

5! ·(−5)
(x+2y)5+

3! ·(−240)
5! ·(−12)

(x+3y)5+ t1(x+ y)5+ t2(−x+3y)5

=−4(x+2y)5+(x+3y)5+ t1(x+ y)5+ t2(−x+3y)5

and it can be readily be computed that t1 = 7
2 and t2 = 3

2 .

If each ek = 2 in Theorem 1.6 and m is as small as possible, then we obtain an
analogue of Sylvester’s theorem for forms of even degree.

Corollary 4.2. (i) A general binary form of degree d = 6s can be written as

(4-5) λx6s
+

2s∑
j=1

(α j x2
+β j xy+ γ j y2)3s for some λ ∈ C.

(ii) A general binary form of degree d = 6s+ 2 can be written as

(4-6)
2s+1∑
j=1

(α j x2
+β j xy+ γ j y2)3s+1.

(iii) A general binary form of degree d = 6s+ 4 can be written as

(4-7) λ1x6s+4
+ λ2 y6s+4

+

2s+1∑
j=1

(α j x2
+β j xy+ γ j y2)3s+2 for some λi ∈ C.

We have not been able to find an analogue to Sylvester’s algorithm for determining
the representations (4-5), (4-6), (4-7) in Corollary 4.2. In the linear case, (αx+βy)d

is killed by β∂/∂x −α∂/∂y, and two operators of this shape commute. Although
each (αx2

+2βxy+γ y2)d is killed by the nonconstant-coefficient (βx+γ y)∂/∂x−
(αx +βy)∂/∂y, two operators of this kind do not usually commute. The smallest
constant-coefficient differential operator which kills (αx2

+ 2βxy + γ y2)d has
degree d + 1; the product of any two of these would kill every form of degree 2d
and so provide no information.

Let us say that (1-8) is a neat canonical form if m = 0, and of Sylvester-type if it
is neat and if ek = e for 1≤ k ≤ r . Counting the numbers of neat and Sylvester-type
canonical forms leads to some number theory. The first lemma is standard.

Lemma 4.3. Given 0 < p/q ∈ Q and 0 < n ∈ N, there exist only finitely many
choices of m j ∈ Z, 0< m1 ≤ m2 · · · ≤ mn , such that p/q =

∑n
j=1 1/m j .
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Proof. If n = 2, then p/q > 1/m1 ≥ p/(2q) implies that there are finitely many
integral choices for m1, each of which determines m2= (p/q−1/m1)

−1. Supposing
the lemma valid for n− 1, we have p/q > 1/m1 ≥ p/(nq), and each choice of m1

implies the equation p/q − 1/m1 =
∑n

j=2 1/m j . This has finitely many solutions
by the induction hypothesis. �

Theorem 4.4. For a fixed value of r , there are only finitely many neat canonical
forms (1-8) with r summands.

Proof. Suppose m = 0 in Theorem 1.6. Write d = ekmk ; then, by (1-7),

d + 1=
r∑

k=1

(
d

mk
+ 1

)
,

which implies

(4-8) 1=
r∑

k=1

1
mk
+

r − 1
d
=

r∑
k=1

1
mk
+

r−1∑
l=1

1
d
.

Now apply Lemma 4.3 with p/q = 1 and n = 2r − 1: there are only finitely many
expressions of 1 as a sum of 2r − 1 unit fractions, of which only a subset satisfy
the additional restrictions of (4-8). �

It is not hard to work out that, for r = 2, there are three neat canonical forms:
(d, e1, e2)= (3, 1, 1), (4, 2, 1) and (6, 3, 2). The first is Theorem 1.1(i) with d = 3,
the second is Corollary 1.7 with d = 4 (see Theorem 4.6 below), and the third is
Theorem 1.5. When r = 3, there are twenty-two neat canonical forms.

Let s(d) denote the number of neat Sylvester-type canonical forms of degree d .
Suppose ek = e for all k in one of these. Then e | d and, by (1-7), r(e+ 1)= d+ 1,
so (e+1) | (d+1). Since d ≡ 0 (mod e) and d ≡−1 (mod (e+1)), it follows from
the Chinese remainder theorem that d ≡ e (mod e(e+1)); that is, d = e+ue(e+1),
u ≥ 1, so that e <

√
d .

Theorem 4.5. Let S(N ) :=
∑N

d=1 s(d). Then S(N )= N+O(N 1/2), supd s(d)=∞.

Proof. The generating function for the sequence (s(d)) is

(4-9)
∞∑

n=1

s(d)xd
=

∞∑
e=1

∞∑
u=1

xe+ue(e+1)
=

∞∑
e=1

xe2
+2e

1− xe2+e
=

∞∑
N=e

⌊
N − e
e2+ e

⌋
X N .

Let T = bN 1/2
c. It follows from (4-9) that

(4-10) S(N )=
N∑

n=1

sn =

∞∑
e=1

⌊
N − e
e2+ e

⌋
=

T∑
e=1

⌊
N − e
e2+ e

⌋
.
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Thus, using the telescoping sum for
∑ 1

e(e+1)
, (4-10) implies that

(4-11) S(N )≤
T∑

e=1

N − e
e2+ e

= N
T∑

e=1

1
e2+ e

−

T∑
e=1

1
e+ 1

≤ N
(

1−
1

T + 1

)
− log T +O(1)= N − N 1/2

+O(log N ).

The lower bound is the same, minus T , so (4-11) implies that S(N )= N+O(N 1/2).
Now, s(d) counts the number of e< d so that e divides d and e+1 divides d+1.

If d=2r
−1, then e+1 |2r implies that e+1=2t for some t < r . But 2t

−1 |2r
−1 if

and only if t | r ; hence s(2r
−1)= d(r)−1, where d(n) denotes the divisor function.

In particular, s(22t
− 1)= t , so the sequence (s(d)) is unbounded. More generally,

if e | d and e+ 1 | d + 1, then e | d2
+ 2d and e+ 1 | d2

+ 2d + 1, and since e = d
contributes to the count in s(d2

+ 2d) but not in s(d), s(d2
+ 2d)≥ s(d)+ 1. �

Half of the neat Sylvester forms come from Theorem 1.1(i), another sixth come
from Corollary 4.2(ii), etc. The smallest d for which s(d)= 2 is d = 15: (e, r)=
(1, 8), (3, 4), so a general binary form of degree 15 is a sum of eight linear forms
to the 15th power, or four cubics to the 5th power. Mathematica computations show
that the smallest d for which s(d)= 3 is d = 99: (e, r)= (1, 50), (3, 25), (9, 10).
For d < 107, the largest value of s(d) is s(7316000) = 12. Note that 2213

− 1 =
24096

− 1 ≈ 1.04× 101233, so the examples given in the proof are not likely to
describe the fastest growth. We conjecture as well that {s(d)} has an underlying
distribution.

If the degree d is prime, then Corollary 4.1 accounts for all canonical forms in
Theorem 1.6. The smallest d which is not covered by Corollary 4.1 is then d = 4,
and there are two such cases, one of which is neat: e1= 2, e2= 1, m = 0 and e1= 2,
m = 2. Both can be discussed constructively.

Theorem 4.6. A general binary quartic p ∈ H4(C
2) can be written as

(4-12) p(x, y)= (t1x2
+ t2xy+ t3 y2)2+ (t4x + t5 y)4

in six different ways. Further, the set of possible values for {t5/t4} is the image of
the set {0,∞, 1,−1, i,−i} under a Möbius transformation.

Proof. By Theorem 2.4, if p is a general binary quartic, then there exist ci , λ so that
p(c1x + c2 y, c3x + c4 y) = pλ(x, y) := x4

+ 6λx2 y2
+ y4. If (4-12) holds for pλ,

then

(4-13)
1= t2

1 + t4
4 , 0= 2t1t2+ 4t3

4 t5, 6λ= 2t1t3+ t2
2 + 6t2

4 t2
5 ,

0= 2t2t3+ 4t4t3
5 , 1= t2

3 + t4
5 .
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First suppose that t4 = 0. Then (4-13) implies that 1= t2
1 and 0= 2t1t2, so t1 = 1

(without loss of generality) and t2 = 0. The remaining equations imply that t3 = 3λ
and t4

5 = 1− 9λ2. A similar argument works if t5 = 0, giving two representations:

(4-14) pλ(x, y)= (x2
+ 3λy2)2+ (1− 9λ2)y4

= (3λx2
+ y2)2+ (1− 9λ2)x4.

Now suppose t4t5 6= 0, so t1t2t3 6= 0 and we get successively

t3
t1
=
−2t2t3
−2t1t2

=
4t4t3

5

4t3
4 t5
=

t2
5

t2
4
=⇒

1− t2
3

1− t2
1
=

t4
5

t4
4
=

t2
3

t2
1
=⇒ t2

1 = t2
3 .

It follows that t5 = ik t4 and t3 = (−1)k t1, and (4-13) can be completely solved:

t4
4 = 1− t2

1 , t2 = 2ik(t1− t−1
1 ), 2+ 6(−1)kλ= 4t−2

1 .

After some massaging of the algebra, this gives four representations:

(4-15) pλ(x, y)=
(

(−1)k2
3λ+ (−1)k

)(
x2
− i3k(3λ− (−1)k)xy+ (−1)k y2)2

+

(
3λ− (−1)k

3λ+ (−1)k

)
(x + ik y)4, k = 0, 1, 2, 3.

In order to find the six representations of p as (4-12), we start with the six rep-
resentations of pλ given in (4-14) and (4-15), in which t4x + t5 y is a multiple
of one of the six linear forms x , y, x + ik y. Apply the inverse of the map
(x, y) 7→ (c1x+c2 y, c3x+c4 y), which takes t4x+t5 y to a multiple of t4(c4x−c2 y)+
t5(−c3x + c1 y): t5/t4 7→ G(t5/t4), where G(z)= (c1z− c2)/(c4− c3z). �

Theorem 4.7. Given two fixed nonproportional binary linear forms l1, l2, a general
binary quartic in H4(C

2) has two representations as

(4-16) p(x, y)= (t1x2
+ t2xy+ t3 y2)2+ t4l1(x, y)4+ t5l2(x, y)4.

Proof. Given p, l1, l2, make an invertible linear change of variable taking (l1, l2) 7→

(x, y), and suppose p(x, y) 7→ q(x, y)=
∑

i ai x4−i yi . Then q has the shape (4-16)
if and only if the coefficients of x3 y, x2 y2, xy3 in (t1x2

+ t2xy+ t3 y2)2 and q agree.
Thus, we seek to solve the system

(4-17) a1 = 2t1t2, a2 = 2t1t3+ t2
2 , a3 = 2t2t3.

But (4-17) implies a1t2
2 − 2a2t1t2+ 2a3t2

1 = 0; hence, in general, there are exactly
two values of β so that t2 = βt1; in each case, t2

1 = a1/(2β). The two choices of
sign for t1 lead to the same square, and t3 = (a1/a3)t1, so (4-17) has these two
solutions. �

In the case of Theorem 1.6 let F(d; e1, . . . , er ) denote the number of different rep-
resentations that a general p∈ Hd(C

2) has, by our convention. We present in Table 1
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d e1, . . . , er m F(d; e) Source

any 1b(d+1)/2c 0 or 1 1 Theorem 1.1
any 1r d + 1− 2r 1 Corollary 4.1
4 2, 1 0 6 Theorem 4.6
4 2 2 2 Theorem 4.7
6 3, 2 0 40 [Várilly-Alvarado 2008; 2011]
6 2, 12 0 22 Experiment
6 3, 1 1 14 Experiment
6 22 1 9 Experiment
6 2, 1 2 12 Experiment
6 3 3 5 Experiment
6 2 4 5 Experiment
8 2, 13 0 62 Experiment

10 2, 14 0 147 Experiment
12 2, 15 0 308 Experiment
2s 2, 1s−1 0 2

(s+3
5

)
+
(s+2

3

)
Conjecture

Table 1. Proved and conjectural values of F(d; e).

a complete list of proved or conjectural values when d ≤ 6, reflecting numerical
experiments on Mathematica. (Recall that, if d is prime, then Corollary 4.1 presents
all possible canonical forms of this type.) The conjectural value of F(2s; 2, 1s−1)

is suggested by the given data for 2≤ s ≤ 6 and [OEIS 2013, A081282].
Várilly-Alvarado [2008; 2011] constructs explicitly all 240 representations of

x6
+ y6 as f 2

+ g3; he considers forms multiplied by roots of unity as different,
which explains the appearance of 240/(2 · 3) in the table above. This is also proved
to be the number of representations for a general sextic.

To describe the experiments for F(2s; 2, 1s−1) more precisely, we generate a
form

p(x, y)=
2s∑

k=0

(
2s
k

)
ak x2s−k yk,

where ak = t+iu for random integers t , u in [−100, 100]. In case s= 1, we assume
a change of variables so that the fixed linear forms are xd or yd ; for s ≥ 2 we choose
additional linear forms with random coefficients. Let h(x, y)=U x2

+V xy+W y2

for variables (U, V,W ) and let q(x, y)= p(x, y)−hs(x, y), and apply Sylvester’s
algorithm to q . That is, we construct the (s+2)×s matrix As−1(q), with polynomial
entries in (U, V,W ) of degree s and require that it have rank less than s. This is
done by counting the number of (U, V,W ) which are common zeros of all s× s
minors. This number is divided by s to account for hs

= (ζ k
s h)s . As a back of



SOME NEW CANONICAL FORMS FOR POLYNOMIALS 209

the envelope calculation, one might take the first s− 1 rows of As−1 and use the
cofactors to compute a nontrivial null-vector. Ignoring possible cancellation, the
components would be polynomials of degree s(s − 1) in (U, V,W ). Taking the
dot product with the last three rows of As−1 gives three polynomials of degree s2.
Ignoring cancellations and multiplicity, there should be (s2)3 common zeros, and
dividing by s gives an upper bound for F(2s; 2, 1s−1) of s5. The conjectural value
is asymptotically 1

60 s5, which shows the same order of growth.

5. Quadratic forms and the proof of Theorem 1.2

We begin this section with a constructive proof of Theorem 1.2 which will serve as
a template for constructive proofs involving cubic forms.

Constructive Proof of Theorem 1.2. Suppose p ∈ H2(C
n), and, specifically,

p(x1, . . . , xn)=

n∑
i=1

ai i x2
i + 2

∑
1≤i< j≤n

ai j xi x j .

Then ∂p/∂x1 = 2
∑n

j=1 a1 j x j . Since a11 6= 0 in general, we can define

q(x1, . . . , xn)= p(x1, . . . , xn)−
1

a11

( n∑
j=1

a1 j x j

)2

.

Observe that ∂q/∂x1 = 0, so q = q(x2, . . . , xn). Iterating this argument gives the
construction. There is only one linear form ±l so that ∂p/∂x1 = 2l∂l/∂x1, so the
representation is unique. �

Constant-counting for sums of squares is complicated by the action of the or-
thogonal group on a sum of t squares. If M ∈Matt(C) and M M t

= I , then

t∑
i=1

f 2
i =

t∑
i=1

( t∑
j=1

mi j f j

)2

.

When t = 2, choose θ ∈ C and let eiθ
= cos θ + i sin θ := (u, v), so that

(5-1) f 2
+ g2
= (u f − vg)2+ (v f + ug)2.

This means that we may safely remove one monomial from one of the summands.

Theorem 5.1. A general binary form p ∈ H2s(C
2) can be written as

(5-2)
( s∑

k=0

tk x s−k yk
)2

+

( s∑
k=1

ts+k x s−k yk
)2

in
(2s−1

s

)
different ways.



210 BRUCE REZNICK

Proof. The nonconstructive proof is a simple application of Corollary 2.3. Writ-
ing (5-2) as f 2

+ g2 gives the partials with respect to the t j as

{2x s−k yk f, 0≤ k ≤ s} ∪ {2x s−k yk g, 1≤ k ≤ s};

specializing to f = x s and g = ys above gives all monomials in H2s(C
2).

The more obvious expression

(5-3) p(x, y)= f 2(x, y)+ g2(x, y), g, h ∈ Hs(C
2)

is not a canonical form, because 2(s + 1) > 2s + 1. However, every sum of two
squares can be formally factored, and these behave nicely with respect to (5-1):

f 2
+ g2
= ( f + ig)( f − ig) ⇐⇒

(u f + vg)2+ (v f − ug)2 =
(
eiθ ( f + ig)

)(
e−iθ ( f − ig)

)
.

Suppose p(1, 0)= a0 6= 0 (true for general p) and (5-3) holds, where f (1, 0)= ρ
and g(1, 0)= τ . Then ρ2

+ τ 2
= a0, so that τ/ρ 6= ±i and the coefficient of x s in

v f +ug will be vρ+uτ = sin θρ+cos θτ , which is zero exactly when tan θ =−τ/ρ.
Thus, for precisely one value of tan θ , the right-hand side of (5-1) will be in the
form (5-2). This determines a pair (±u,±v); however, the squares in (5-2) will be
the same.

In other words, each distinct factorization of p (up to multiple) as a product of
two s-ic forms, when combined with the orthogonal action of (5-1), yields exactly
one representation as (5-2). A general p ∈ H2s(C

2) is a product of 2s distinct linear
factors; these can be organized into an unordered pair of products of s distinct linear
factors in 1

2

(2s
s

)
=
(2s−1

s

)
ways. �

The “lost” degree of freedom in a sum of squares never arises in Theorem 1.6
because 2(d/2+ 1) > d + 1. The missing monomial x s in the second summand
of (5-2) may be replaced by any specified monomial x s−k0 yk0 by a similar argument.

Another classical result is that a general ternary quartic is a sum of three squares
of quadratic forms, generally in 63 different ways up to the action of the orthog-
onal group (see [Powers et al. 2004]). Hilbert [1888] proved that every positive
semidefinite p ∈ H4(R

3) is a sum of three squares from H2(R
3). He then showed

that there exist psd forms in H6(R
3) and H4(R

4) which are not sums of squares
in H3(R

3) and H2(R
4), respectively, which ultimately led to his 17th problem. (See

[Reichstein 1987] for much more on this subject.)
A constructive discussion of Hilbert’s theorem on p ∈ H4(R

3) has recently been
given in [Powers and Reznick 2000; Powers et al. 2004; Pfister and Scheiderer
2012; Plaumann et al. 2011]. A nonconstructive proof (without the count) can
easily be given.
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Theorem 5.2. A general ternary quartic p ∈ H4(C
3) can be written as p =

q2
1 + q2

2 + q2
3 , where q j ∈ H2(C

3).

Proof. We take qi so that the monomial x2 only appears in q1 and the mono-
mial y2 only appears in q1 and q2, and so the number of coefficients in the q j is
6+5+4=15. Taking the partials where (q1, q2, q3)= (x2, y2, z2) shows that J con-
tains 2x2

{x2, y2, z2, xy, xz, yz}, 2y2
{y2, z2, xy, xz, yz} and 2z2

{z2, xy, xz, yz},
and so is equal to H4(C

3). �

Since 3
(m+2

2

)
− 3<

(2m+1
2

)
for m ≥ 3, this result does not generalize to ternary

forms of higher even degree.
The situation is somewhat simpler over R. A real version of Theorem 5.1 appears

in [Reznick 2000]. If p is real and positive definite and p= f 2
+g2, where f and g

are also real, then the factors of p consist of s conjugate pairs. In the factorization
p= ( f +ig)( f −ig), the pairs must be split between the conjugate factors, and if p
has distinct factors, this can be done in 2s−1 different ways. A real generalization of
Theorem 5.2 appears in [Choi et al. 1995, Corollary 2.12]. Suppose a real psd form
p ∈ H2s(R

n) is a sum of t squares and xβi ∈ Hs(R
n), 1≤ i ≤ t , is given. Then there

is a representation p =
∑t

j=1 g2
j , in which xβi does not occur in g j for j > i . This

argument can also be applied to a general sum of t squares over C, but it no longer
applies to all forms. For example, if xy = (ax +by)2+ (cx +dy)2, then abcd 6= 0.

6. Cubic forms and proofs of Theorems 1.3 and 1.4

In this section, we present three representations for forms in H3(C
n) as a sum of

cubes of linear forms. The first two are canonical; the third isn’t, but it represents
all cubics, not just general cubics.

We begin with Theorem 1.3, which first appeared in [Reichstein 1987]. At the
time of this writing, that paper has had no citations in MathSciNet. (It was discussed
in [Reznick 1992b] and, from there, in [Comon and Mourrain 1996]. The former
was never submitted for publication and the latter appeared in an unindexed journal.)
The original presentation and proof in [Reichstein 1987] were given for trilinear
forms (see Section 2); the theorem is applied to cubic forms there mainly in the
examples.

By iterating (1-5), we obtain a canonical form for p ∈ H3(C
n); see [Reichstein

1987, p. 98].

Corollary 6.1. A general n-ary cubic p ∈ H3(C
n) can be written uniquely as

(6-1) p(x1, . . . , xn)=

b(n−1)/2c∑
m=0

n−2m∑
k=1

(
t {k}m,1+2m x1+2m + · · ·+ t {k}m,nxn

)3

for some t {k}m, j ∈ C.
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This gives p as a sum of n+ (n− 2)+ · · · = b(n+ 1)2/4c cubes. Recall that,
by Alexander–Hirschowitz, for n 6= 5, a general cubic form in n variables can
be written as a sum of d(n+ 1)(n+ 2)/6e cubes. Thus (6-1) is a canonical form
which represents a general cubic as a sum of about 50% more cubes than the true
minimum; this is due to the large number of linear forms with restricted sets of
variables.

Reichstein’s proof of Theorem 1.3 requires the well-known “generalized eigen-
value problem” for pairs of symmetric matrices, as interpreted for quadratic forms:
if a general pair of quadratic forms f , g ∈ H2(C

n) is given, then there exist n
linearly independent forms L i (x)=

∑n
j=1 αi j x j and ci ∈ C so that

(6-2) f =
n∑

i=1

L2
i , g =

n∑
i=1

ci L2
i .

If M f , Mg are the matrices associated to f , g, then the ci are the n roots of the
determinantal equation det(Mg−λM f )= 0, which are generally distinct, so the L i

are uniquely determined up to multiple. We may also assume that the coefficients αi j

of the linear forms are generally nonzero; cf. Corollary 6.3.

Proof of Theorem 1.3. For general p ∈ H3(C
n), we simultaneously diagonalize

f = ∂p/∂x1 and g = ∂p/∂x2 as in (6-2). Since mixed partials are equal,

(6-3)
∂ f
∂x2
=
∂g
∂x1
=

n∑
i=1

2αi2L i =

n∑
i=1

2ciαi1L i ,

and since the L i are linearly independent, (6-3) implies that αi2 = ciαi1.
It is generally true that αi1 6= 0. Let

q(x1, . . . , xn)= p(x1, . . . , xn)−

n∑
i=1

1
3αi1

L3
i .

It follows that

∂q
∂x1
=
∂p
∂x1
−

n∑
i=1

3αi1

3αi1
L2

i =
∂p
∂x1
−

n∑
i=1

L2
i = 0,

∂q
∂x2
=
∂p
∂x2
−

n∑
i=1

3αi2

3αi1
L2

i =
∂p
∂x2
−

n∑
i=1

ci L2
i = 0.

Since ∂q/∂x1 = ∂q/∂x2 = 0, we have q = q(x3, . . . , xn).
For uniqueness, suppose (1-5) holds and lk(x1, . . . , xn)=

∑
j βk j x j . Then

∂p
∂x1
=

n∑
k=1

3βk1l2
k ,

∂p
∂x2
=

n∑
k=1

3βk2l2
k .
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Thus, after a scaling, ∂p/∂x1 and ∂p/∂x2 have already been simultaneously diago-
nalized (as in (6-2)), and the lk are, up to multiples, a rearrangement of the Lk . �

We now give a constructive proof of Theorem 1.4, which gives a different
canonical form for H3(C

n) requiring even more cubes.

Proof of Theorem 1.4. The constant-counting makes this a potential canonical form:
the variables are t{i, j},k with 1≤ i ≤ j ≤ k ≤ n, and there are

(n+2
3

)
= N (n, 3) such

triples (i, j, k). Given p ∈ H3(C
n), ∂p/∂xn is a quadratic form, so we can generally

complete the square by Theorem 1.2:

∂p
∂xn
=

n∑
j=1

(t j j x j + · · ·+ t jnxn)
2.

Then t jn 6= 0 for general p and if we let

q(x1, . . . , xn)= p(x1, . . . , xn)−

n∑
j=1

1
3t jn

(t j j x j + · · ·+ t jnxn)
3,

then ∂q/∂xn = 0, so q = q(x1, . . . , xn−1). Iterate this construction to get (1-6).
Uniqueness follows by working backwards. If (1-6) holds for a cubic p, then it

gives ∂p/∂xn in its (unique) upper-triangular diagonalization. This can be integrated
with respect to xn and subtracted from p, giving a cubic q(x1, . . . , xn−1). Again,
iterate. �

It is not hard to give nonconstructive proofs of Theorems 1.3 and 1.4 using
Corollary 2.3. These are left for the reader.

We first presented this next construction in [Reznick 1992b]; an outline of the
proof can be found in [Comon and Mourrain 1996]. This is not a canonical form,
but is included here because it gives an absolute upper bound for the length of cubic
forms.

Theorem 6.2. If p ∈ H3(C
n), then there exists an invertible linear change of

variables y j =
∑
λ jk xk and n linear forms l j so that, for some q ∈ H3(C

n−1),

(6-4) p(x1, . . . , xn)=

n∑
j=1

l3
j (x1, . . . , xn)+ q(y2, . . . , yn).

Thus every cubic in n variables is a sum of at most
(n+1

2

)
cubes of linear forms.

Proof. Define linear forms l j,m(y) for 1≤ j ≤ m+ 1 by

(6-5) l j,m(y1, . . . , yn)= y j +α

m∑
j=1

y j , 1≤ j ≤ m

and
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(6-6) lm+1,m(y1, . . . , yn)=−(1+mα)
m∑

j=1

y j , α =
−(m+ 1)+

√
m+ 1

m(m+ 1)
.

Then it can be easily checked that

(6-7)
m+1∑
j=1

l j,m(y)= 0 and
m+1∑
j=1

l2
j,m(y)=

m∑
k=1

y2
k .

Suppose 0 6= p ∈ H3(C
n). Use Biermann’s theorem to find a point u where

p(u) 6= 0, and, after an invertible linear change of variables, taking {x j } 7→ {u j },
we may assume that p(1, 0, . . . , 0)= 1 and so

(6-8) p = u3
1+ 3h1(u2, . . . , un)u2

1+ 3h2(u2, . . . , un)u1+ h3(u2, . . . , un),

where deg h j = j . Now let u1 = y1− h1(u2, . . . , un) to clear the quadratic term,
so

(6-9) p = y3
1 + 3y1h̃2(u2, . . . , un)+ h̃3(u2, . . . , un),

where again deg h̃ j = j . Diagonalize h̃2(u2, . . . , un) as a quadratic form into
y2

2 + · · ·+ y2
r , where r ≤ n, and make the accompanying change of variables. We

now have

(6-10) p = y3
1 + 3y1(y2

2 + · · ·+ y2
r )+ k3(y2, . . . , yn), r ≤ n,

where deg k3 = 3. Finally, using (6-5) and (6-7), we construct g, a sum of r ≤ n
cubes:

(6-11) g(y1, . . . , yn):=
1
r

r∑
j=1

(
y1+
√

r ·l j,r−1(y2, . . . , yr )
)3

=
1
r

r∑
j=1

y3
1+

3
√

r

r∑
j=1

y2
1 l j,r−1+3

r∑
j=1

y1l2
j,r−1+

√
r

r∑
j=1

l3
j,r−1

=y3
1+3y1(y2

2+·· ·+y2
r )+
√

r
r∑

j=1

l3
j,r−1(y2, . . . , yr ).

Then
q := p− g

is a cubic form in (y2, . . . , yn) as in (6-4). Iteration of this argument shows that
any cubic p ∈ H3(C

n) is a sum of at most n(n+ 1)/2 cubes. �

Equation (1-5) can be extended to a canonical form for quartics as a sum of
fourth powers of linear forms. Note that xn appears in each summand of (6-1), with,
generally, a nonzero coefficient.
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Corollary 6.3. For general p ∈ H4(C
n), there exist lk ∈ H1(C

n) and q ∈ H4(C
n−1)

so that, with a(n)= b(n+ 1)2/4c,

p(x1, . . . , xn)=

a(n)∑
k=1

lk(x1, . . . , xn)
4
+ q(x1, . . . , xn−1).

As a consequence, a general p ∈ H4(C
n) can be written as

p(x1, . . . , xn)=

b(n−1)/2c∑
m=0

n∑
r=1+2m

r−2m∑
k=1

(
t {k}m,r,1+2m x1+2m + · · ·+ t {k}m,r,r xr

)4
.

Proof. By Theorem 1.3 and (6-1), for general p ∈ H4(C
n), we can write

(6-12)
∂p
∂xn
=

b(n−1)/2c∑
m=0

n−2m∑
k=1

(
t {k}m,1+2m x1+2m + · · ·+ t {k}m,nxn

)3

=:

b(n−1)/2c∑
m=0

n−2m∑
k=1

(l{k}m (x))3.

As before, if q = p−
∑

k,m 1/(4t {k}m,n)l4
k,m , then ∂q/∂xn = 0, so q = q(x1, . . . , xn−1).

Repeat as before. There are N (n, 3) coefficients in (6-12), and, since N (n, 3)+
N (n− 1, 4)= N (n, 4), the count is correct for a canonical form. �

Note that there is no variable which appears in each linear form in (6-12), so the
argument can’t be extended to quintics. For the same reason, Theorem 1.4 does
not extend to quartics. By combining Theorems 1.3 and 6.3, we obtain canonical
forms as a sum of powers of linear forms in the four exceptional cases of Alexander–
Hirschowitz, of course at the expense of the number of summands. With regard to
ternary quartics and Theorem 1.10, Corollary 6.3 becomes the following canonical
form for H4(C

3) as a sum of seven fourth powers:

3∑
k=1

(tk1x1+ tk2x2+ tk3x3)
4
+ t10x4

3 +

2∑
l=1

(ul1x1+ ul2x2)
4
+ u5x4

1 .

There is an arithmetic obstruction to a “Reichstein-type” canonical form for
quartics, that is, one in which each linear form is allowed to involve each variable.
If

(6-13) p(x1, . . . , xn)=

r∑
k=1

(αk1x1+ · · ·+αknxn)
4
+ q(x1, . . . , xm)

were a canonical form for some n, then we would have N (n, 4)= rn+ N (m, 4).
However, for n = 12, there does not exist m < 12 so that 12 |

(15
4

)
−
(m+3

4

)
, so no

such canonical form can exist. More generally, let
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(6-14) Ad =
{
n : n 6 |

(n+d−1
d

)
−
(m+d−1

d

)
for 0≤ m < n

}
denote the set of n for which this argument rules out Reichstein-type canonical
forms. We present without proof a number of results about Ad . Note that there is
no obstacle for (6-13) in prime degree, such as d = 2, 3.

Proposition 6.4. (i) If 3 6 | k, then n = 22k
· 3 ∈ A4.

(ii) If p ≡ 1 (mod 144) is prime, then 12p ∈ A4.

(iii) If p is prime, then p |
(n+p−1

p

)
−
(n

p

)
; hence Ap =∅ for prime p.

(iv) The smallest elements of A6, A8, A10, A12, A14 and A15 are 10, 1792, 6, 242,
338 and 273, respectively. If A9 or A16 are nonempty, then their smallest
elements are at least 105.

7. Subspace canonical forms and the proof of Theorem 1.11

One natural generalization of the definition of canonical forms is to consider
maps F : X 7→ Hd(C

n) where X ⊂ CM is an N (n, d)-dimensional subspace of
CM . (Similar ideas can be found in [Wakeford 1920], though his approach is
different from ours.) These can be analyzed in the simplest nontrivial case: M = 4,
N (2, 2)= 3.

Proof of Theorem 1.11. Assume that some c j 6= 0. Without loss of generality,
we may assume that c4 6= 0 and divide through by c4 so that the equation is
t4 = a1t1 + a2t2 + a3t3, where ai = −ci/c4 for i = 1, 2, 3. Then (1-13) can be
parametrized as a map from C3

7→ H2(C
2) as

(7-1) F(t; x)= (t1x + t2 y)2+
(
t3x + (a1t1+ a2t2+ a3t3)y

)2
.

The partials with respect to the t j are

(7-2)

2x(t1x + t2 y)+ 2a1 y
(
t3x + (a1t1+ a2t2+ a3t3)y

)
,

2y(t1x + t2 y)+ 2a2 y
(
t3x + (a1t1+ a2t2+ a3t3)y

)
,

2(x + a3 y)
(
t3x + (a1t1+ a2t2+ a3t3)y

)
.

Now, (7-1) is a canonical form if and only if there exists a choice of ti so that the
three quadratics in (7-2) span H2(C

2). A computation shows that the determinant
of the forms in (7-2) with respect to the basis {x2, xy, y2

} is the cubic

(7-3) −8
(
(a1a2−a3)t1+(1+a2

2)t2+(a2a3+a1)t3
)
(a1t2

1 +a2t1t2+a3t1t3− t2t3).

The second factor in (7-3) always has the term −t2t3 and so never vanishes; hence
this determinant is not identically zero (and (7-1) is a canonical form), unless

(7-4) a1a2− a3 = 1+ a2
2 = a2a3+ a1 = 0.
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In the exceptional case where (7-4) holds, then a2 = ε, where ε =±i , and a3 = εa1.
Evaluating (7-1) at (x, y)= (a1, ε) yields

(a1t1+εt2)2+(a1t3+εa1t1+ε2t2+ε2a1t3)2

=(a1t1+εt2)2+
(
(1+ε2)a1t3+εa1t1+ε2t2

)2
=(a1t1+εt2)2+ε2(a1t1+εt2)2=0,

as claimed. �

It would be interesting to know how Theorem 1.11 generalizes to higher degrees.
Conjecture 1.12 is true for degree 2 by Theorem 1.11. We have verified it for

even degrees up to eight by Corollary 2.3 applied to random choices for α j , β j in
(1-14). We hold some hope that generalizations such as Conjecture 1.12 will have
applications in more than two variables as well.
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APPLICATIONS OF THE DEFORMATION FORMULA
OF HOLOMORPHIC ONE-FORMS

QUANTING ZHAO AND SHENG RAO

This paper studies some geometric aspects of moduli of curves Mg , using as
a tool the deformation formula of holomorphic one-forms. Quasi-isometry
guarantees the L2 convergence of deformation of holomorphic one-forms,
which is a kind of global result. After giving the period map a full expansion,
we can also write out the Siegel metric, curvature and second fundamental
form of a nonhyperelliptic locus of Mg in a quite detailed manner, while gain-
ing some understanding of a totally geodesic manifold in a nonhyperelliptic
locus.

1. Introduction

This paper is a complement to our joint paper [Liu et al. 2012b] with Kefeng Liu,
and explores more applications of the deformation formula of holomorphic one-
forms to some problems related to moduli spaces of Riemann surfaces, including
the full expansion of the period map, the Siegel metric and its curvature formulae,
the second fundamental form of Torelli space’s nonhyperelliptic locus, and also a
global result about the deformation of holomorphic one-forms.

We start with the Kuranishi coordinate of the Teichmüller space Tg of Riemann
surfaces of genus g and the deformation formula of holomorphic one-forms θ(t),
whose construction is contained in Section 2. The key points of the deformation
formula lie in Theorem 2.1. To be more precise, on the Kuranishi family$ :X→1

with a Riemann surface $−1(0) = X0 as its central fiber and a global holomor-
phic one-form of the central fiber θ ∈ H 0(X0, �

1
X0
), the deformation formula of

holomorphic one-forms emerges as

(1-1) θ(t)= θ +
∑
|I |≥1

t I
( n∑

j=1

H
(
µ jyη(i1,...,i j−1,...,in)

))
,
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such that θ(t) ∈ H 0(X t , �
1
X t
), where

µ(t)=
n∑

i=1

tiµi

is the integrable Beltrami differential of the Kuranishi family and H is the harmonic
projector in Hodge decomposition with respect to the Poincaré metric on X0.
Moreover, G denotes the associated Green operator, and ηI is given by{

ηi =−G∂̄∗∂(µiyθ),

η(i1,...,in) =−G∂̄∗∂
(∑n

k=1 µkyη(i1,...,ik−1,...,in)

)
.

We identify ηi with η(0,...,1i-th,...,0) here. Apply (1-1) to the canonical basis {θαp }
g
α=1

of H 0(X p, �
1
X p
) with respect to the symplectic basis

{Aγ , Bγ }
g
γ=1

for the Kuranishi coordinate 1p,ε , yielding

θαp (t)= θ
α
p +

n∑
i=1

ti
(
H(µiyθ

α
p )+ d f αi

)
+

∑
|I |≥2

t I
( n∑

j=1

H
(
µ jyη

α
(i1,...,i j−1,...,in)

)
+ d f αj,(i1,...,i j−1,...,in)

)
.

We then define A(t) by

∑
|I |≥1

t I
( n∑

j=1

H(µ jyη
α
(i1,...,i j−1,...,in)

)

)
= A(t)αβ θ̄

β
p .

Let σp, πp be the A, B period matrices of {θαp }
g
α=1 and Mp = Im(πp). The period

map
5 : Tg→Hg,

where Hg is the classifying space of Hodge structures of weight one, can be written
out on the Kuranishi coordinate as

(1-2) 5(t)= (πp + π̄p A(t)T )(1g + A(t)T )−1.

H. Rauch [1959] and A. Mayer [1969] have expanded the period map only up to
the first order, while Fangliang Yin’s expansion formula [2010] via computing high
derivatives of the period map is not explicit for orders larger than two, since it is
difficult to write all the derivatives out. In a different manner, by solving a recursive
relation, we can get an explicit formula for every order part of the expansion:
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Theorem 1.1 (Theorem 2.5). The period map

5 : Tg→Hg

has the following full expansion on the Kuranishi coordinate 1p,ε :

5αβ(t)=5αβ(0)+
∫

X0

θα∧H
(
µ(t)yθβ

)
+

∫
X0

θα∧H
(
µ(t)yηβt,1

)
−

i
2

∫
X0

θα∧H
(
µ(t)yθ δ

)
Mδγ

∫
X0

θγ ∧H
(
µ(t)yθβ

)
+

∑
k≥3

∑
mi>0,1≤i≤l

m1+···+ml=k

{
(−1)l−1

∫
X0

θα∧H
(
µ(t)yηα1

t,m1−1

)
×

i
2

Mα1α2

∫
X0

θα2 ∧H
(
µ(t)yηα3

t,m2−1

)
· · ·

×
i
2

Mα2l−3α2l−2

∫
X0

θα2l−2 ∧H
(
µ(t)yηβt,ml−1

)}
,

where ηαt,N is the N-th order part of the expansion of ηαt in the deformation formula
of θα by Theorem 2.1, Mαβ is the inverse matrix of Mp = Im(πp), and i=

√
−1.

Geometric information on the period map is contained in the homogeneous parts
in this theorem, whose meaning will become apparent in the following sections.

In Section 3, by a quasi-isometry result in [Liu et al. 2012a] for the operator
∂ ◦G ◦ ∂ , we obtain a global result for the deformation of holomorphic one-forms.

Proposition 1.2. The (1, 0)-form η(t) on X p constructed in Theorem 2.1 converges
in L2-norm as long as |t |< 1, and so does θ(t) constructed in Theorem 2.1.

In Section 4, the deformation formula of holomorphic one-forms provides us
with an effective way to write out the Siegel metric and its curvature explicitly
according to the expansion degree of t . To maintain that the formula is integral and
clean, we need Definition 4.1 of symmetric derivatives. Also the normal coordinate
(4-5) is used in our calculation.

Theorem 1.3. The Siegel metric ωs(t) on the nonhyperelliptic locus of the Torelli
space Torg can be written as

ωs(t)=
i
2

∞∑
n=1

1
n
∂∂̄ tr(A(t)A(t))n

=
i
2

∑
k≥0

∑
mi>0,1≤i≤2l

m1+···+m2l=k+2

1
l

tr
(
Si j̄
(

Am1(t)Am2(t) . . . Am2l (t)
))

dti ∧ dt̄ j ,
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and its curvature Ri j̄ kl̄ is given by

Ri j̄ kl̄ =−
∑
N≥0

∑
mi>0,1≤i≤2l

m1+···+m2l=N+4

1
l

tr
(
Si j̄ Skl̄

(
Am1(t)Am2(t) . . . Am2l (t)

))

+

∑
N≥0

∑
Ni≥0,1≤i≤3∑3

i=1 Ni=N

[ ∑
mi>0,1≤i≤l

m1+···+ml=N1

(−1)l
l∏

i=1

1
si

×

∑
m1n>0,1≤n≤2s1∑2s1

n=1 m1n=m1+2

tr
(
Sqi1

(
Am11(t) . . . Am12s1

(t)
))

×

∑
m2n>0,1≤n≤2s2∑2s2

n=1 m2n=m2+2

tr
(
Si1i2

(
Am21(t) . . . Am22s2

(t)
))
· · ·

×

∑
mln>0,1≤n≤2sl∑2sl

n=1 mln=ml+2

tr
(
Sil−1 p̄

(
Aml1(t) . . . Aml2sl

(t)
))]

×

[ ∑
mi>0,1≤i≤2l∑2l

i=1 mi=N2+3

1
l

tr
(
Si Skq̄

(
Am1(t) . . . Am2l (t)

))]

×

[ ∑
mi>0,1≤i≤2l∑2l

i=1 mi=N3+3

1
l

tr
(
Sj̄ Spl̄

(
Am1(t) . . . Am2l (t)

))]
,

where we need the convention that the first square bracket in the second summand
equals δqp if N1 = 0.

The bound H(v)≤−2/g for the holomorphic sectional curvature H(v) along the
direction v =

∑3g−3
i=1 aiµi ∈ H

0,1
∂̄
(X p, TX p) of Ri j̄ kl̄ is also discussed in this section.

Section 5 is motivated by Oort’s conjecture and Moonen’s result as follows.

Conjecture 1.4 [Oort 1997]. Let Jg := J(Mg)⊂Ag be the Zariski closure of the
(open) Torelli locus Jg := J(Mg). For g ≥ 4, determine all special subvarieties (or
varieties of Hodge type) of positive dimension in Ag that are contained in Jg and
meet Jg. Conjecturally, there are no such subvarieties when g is sufficiently large.

As a complex orbifold, Ag(C) is a quotient of the Siegel space, which is an
irreducible homogeneous symmetric space under the group Sp(g,R), and special
subvarieties can be considered as images of orbits of an algebraic subgroup. Here
we refer the readers to the remarkable survey [Moonen and Oort 2013, Section 3.6]
for the three equivalent definitions of special subvarieties and other preliminaries.
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Fortunately, we have an important result by B. Moonen [1995]: Let V ⊂ Ag be
an algebraic subvariety. Then V is a special subvariety if and only if it is totally
geodesic with respect to the Siegel metric and it contains at least one special point.
From [Oort 2003], we know that a special point in Ag corresponds to a moduli point
of principally polarized abelian variety (A, λ) with A admitting sufficiently many
complex multiplications. The notion of sufficiently many complex multiplications
of an abelian variety A has an equivalent expression: there is a commutative
semisimple subalgebra E ⊂ End0(A) := End(A)⊗Z Q with dimQ E = 2g. Perhaps
we need a more geometric description of special points for deeper investigation.

Therefore, it is important to understand the second fundamental form of the
Torelli locus and totally geodesic subvarieties, which is also proposed by B. Farb
[2006], R. Hain [1999] and D. Toledo [1987]. By our deformation method, we can
get the second fundamental form of a nonhyperelliptic locus and some understanding
of a totally geodesic manifold in a nonhyperelliptic locus. The full formula for
the second fundamental form is included in the Appendix, since it is long and
complicated.

Proposition 1.5. The second fundamental form of a nonhyperelliptic locus at the
central point is

6i j̄ kl̄(0)= tr(Aik A jl),

where Ai j is defined in our discussion of the homogeneous part of A(t) after
Definition 2.2.

As a direct corollary, the holomorphic sectional curvature along a totally geodesic
submanifold in a nonhyperelliptic locus of Tg is bounded from below. Moreover,
we obtain the relationship between the total geodesicness and local symmetry, that
is, a totally geodesic manifold in the nonhyperelliptic locus of Tg must be locally
symmetric.

2. Full expansion of the period map

Kuranishi coordinates and small deformation of holomorphic one-forms. Fix a
compact topological surface6 of genus g with g≥2. The pair (C, [ f ]) is a Riemann
surface C with the Teichmüller structure [ f ], where f is an orientation-preserving
homeomorphism from C to 6 and [ f ] denotes the isotopic class represented
by f . An isomorphism between two Riemann surfaces with the Teichmüller
structures (C, [ f ]) and (C ′, [ f ′]) is a biholomorphic map φ from C to C ′ such that
[ f ] = [ f ′φ]. The equivalence classes of all compact Riemann surfaces of genus
g with this Teichmüller structure, modulo the isomorphism equivalences, actually
constitute Tg. Thus an isomorphism class of [C, [ f ]] is a point in Tg.

From the construction of the Hilbert scheme, the existence of the Kuranishi family
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of Riemann surfaces follows. To be more precise, for every Riemann surface C ,
there exists a holomorphic deformation ($, ϕ)

$ : X→ B, ϕ : C
'
→ Xb0

of C parametrized by a pointed base (B, b0) and a complex manifold with dimC B=
3g− 3; this deformation is universal at b0 and actually universal at every point b
of B. The pair ($, ϕ) is called the Kuranishi family of C . For any other deformation
(ι, ψ)

ι : X′→ B ′, ψ : C
'
→ X ′b′0

of C , there exists a unique map (φ,8) in a small neighborhood of b′0 such that the
diagram

X′
8 //

ι

��

X

$

��
(B ′, b′0)

φ // (B, b0)

commutes, where ϕ−18b′0ψ = 1C and X′ is isomorphic to the pullback family 8∗X
on the small neighborhood of b′0. Accordingly, we also have a family of Riemann
surfaces with the Teichmüller structure (Xb, [ fb]), that is, $ : X→ B, together
with the local topological trivialization

Fα : X|Uα
→6×Uα,

where
⋃
α Uα is an open covering of B such that [Fαb ] = [ fb] with b ∈Uα . For any

Riemann surface with the Teichmüller structure (C, [ f ]), the Kuranishi family also
exists and satisfies exactly analogous universal properties to the one without this
Teichmüller structure. Possibly after shrinking B, we can describe the Kuranishi
family of (C, [ f ]) as a triple ($, ϕ, F) given by

$ : X→ B, ϕ : C
'
→ Cb0, F : X→6× B,

where F is a topological trivialization such that Fb0ϕ = f .
A Kuranishi coordinate chart of Tg is given by

(B, b0)→ Tg, t→ [X t , [Ft ]],

where the triple ($, ϕ, F) is the Kuranishi family of (C, [ f ]). By Ehresmann’s
classical theorem, there is a natural diffeomorphism 9 : Xb0×B→X; all the fibers
of $ : X→ B

6× B

X

F

OO

9 // Xb0 × B
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share the same differential structure as Xb0 . From this point of view, for every
b ∈ B, the map Fb9

−1
b can be deformed to Fb09

−1
b0

, that is,

[Fb9
−1
b ] = [Fb09

−1
b0
].

Let ω : H1(6,Z)×H1(6,Z)→Z be the intersection pairing on6. The symplectic
basis of H1(6,Z) on (6, ω) gives, from the map 9F−1, one such basis on Xb0 ,
which is enjoyed by the whole Kuranishi family X over the Kuranishi coordinate
chart B. Later on we will write (B, b0) as 1p,ε , where p denotes the point [C, [ f ]]
in Tg, and 1p,ε =

{
t ∈ Cn

∣∣ ‖t‖< ε, t (p)= 0
}

with n = 3g− 3.
Let 1p,ε be the Kuranishi coordinate centered at p ∈ Tg above. Denote the

corresponding Kuranishi family on 1p,ε by $ : X→1p,ε with the central fiber
$−1(0)= X p. Let

θ ∈ H 0(X p, �
1
X p
)

be a global holomorphic one-form on X p. We will construct θ(t) ∈ H 0(X t , �
1
X t
),

a holomorphic deformation of θ with t small.
Denote the well known Poincaré metric on X p by ωp. Fix {µi }

n
i=1 as a basis of

harmonic T (1,0)
X p

-valued (0,1) forms, written as H
0,1
∂̄
(X p, T (1,0)

X p
), on (X p, ωp). And

µ(t)=
∑n

i=1 tiµi is the integrable Beltrami differential of the Kuranishi family
$ : X→1p,ε .

Theorem 2.1 [Liu et al. 2012b, Theorem 2.1 and Corollary 2.2]. Given θ ∈
H 0(X p, �

1
X p
), there exists a unique (1, 0)-form η(t) on X p that is holomorphic in

t for sufficiently small t , satisfying

(1) H (η(t))= θ , where H is the harmonic projection on (X p, ωp), and

(2) θ(t)= (1+µ(t))yη(t) ∈ H 0(X t , �
1
X t
),

and θ(t) is the desired deformation of θ , given by

θ(t)= θ +
n∑

i=1

ti (H(µiyθ)+ d fi )

+

∑
|I |≥2

t I
( n∑

j=1

H
(
µ jyη(i1,...,i j−1,...,in)

)
+ d f j,(i1,...,i j−1,...,in)

)
,

where f j,(i1,...,i j−1,...,in) ∈ C∞(X p).

Based on this, an explicit formula of the period map and variation of Hodge
structures on Kuranishi coordinates are discussed below. Denote the canonical basis
of H 0(X p, �

1
X p
) by {θαp }

g
α=1 with respect to the symplectic basis {Aγ , Bγ }

g
γ=1

for the Kuranishi coordinate 1p,ε . Let σp, πp be the A, B period matrices of
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{θαp }
g
α=1 and Mp = Im(πp). Applying the deformation formula above, we get the

holomorphic one-forms θαp (t) on X t , starting at θαp , given by

(2-1) θαp (t)= θ
α
p +

n∑
i=1

ti
(
H(µiyθ

α
p )+ d f αi

)
+

∑
|I |≥2

t I
( n∑

j=1

H
(
µ jyη

α
(i1,...,i j−1,...,in)

)
+ d f αj,(i1,...,i j−1,...,in)

)
.

Definition 2.2 (A(t) and E(t)). A(t) is a g×g matrix, while E(t) is a g×1 vector
defined by ∑

|I |≥1

t I
n∑

j=1

H
(
µ jyη

α
(i1,...,i j−1,...,in)

)
= A(t)αβ θ̄

β
p ,

∑
|I |≥1

t I
( n∑

j=1

d f αj,(i1,...,i j−1,...,in)

)
= Eα(t).

We write the homogeneous part of order N of A(t) as AN (t). Then

AN (t)=
∑
|I |=N

t I AI ,

where
∑n

j=1 H
(
µ jyηα(i1,...,i j−1,...,in)

)
= AI ,

α
β θ̄

β
p . In particular, H(µiyθαp )= Ai ,

α
β θ̄

β
p .

Detailed discussion of homogeneous parts of A(t) is given as follows, and will
be useful in the computation.

(1) The first two homogeneous parts A1(t) and A2(t):

H(µiyθ
α
p )= Ai ,

α
β θ̄

β
p for |I | = 1,{

H(µiyηαj )+H(µ jyηαi )= A(0,...,0,1i-th,0,...,0,1 j th ,0,...,0),
α
β θ̄

β
p for |I | = 2, i 6= j,

H(µiyηαi )= A(0,...,0,2i-th,0,...,0),
α
β θ̄

β
p for |I | = 2, i = j.

Set

Ai j :=


A(0,...,0,1i-th,0,...,0,1 j th ,0,...,0) for i < j,

2A(0,...,0,2i-th,0,...,0) for i = j,

A j i for i > j.

Then it is easy to check that
n∑

i, j=1

ti t j Ai j = 2
∑
|I |=2

t I AI and
∂

∂ti

∂

∂t j
A2(t)= Ai j .

(2) The general homogeneous part AN (t):
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Define Ai1,...,iN , symmetric in all its subscripts, such that
n∑

i1,...,iN=1

ti1 . . . tiN Ai1,...,iN = N !AN (t).

From this, we can deduce that

N !
j1! j2! . . . jn!

Ai1,...,iN = N !A( j1, j2,..., jn)

if k appears jk times in i1, . . . , iN . Here
∑n

k=1 jk = N since we are considering
the homogeneous N -part. Also it is easy to check that

∂

∂ti1

. . .
∂

∂tiN

AN (t)= Ai1,...,iN .

Set

2p(t)=

θ
1
p(t)
...

θ
g
p(t)

 and 2p =

θ
1
p
...

θ
g
p

 .
Thus using A(t) and E(t), we rewrite (2-1) as

(2-2) 2p(t)= (1g A(t))
(
2p

2̄p

)
+ E(t).

Since a holomorphic one-form on a Riemann surface is uniquely determined by its
integration on A cycles, it is clear that {θαp (t)}

g
α=1 being a frame of H 0(X t , �

1
X t
)

on X t is equivalent to nondegeneracy of the A period matrix σαβ(t) on X t , i.e.,

(2-3) det(σαβ(t))= det
(∫

Aα
θβp (t)

)
6= 0 ⇐⇒ det(1g + A(t)T ) 6= 0,

where A(t)T is the transpose of A(t). And when {θαp (t)}
g
α=1 becomes a frame, we

have the Hodge–Riemann bilinear relations on X t
0= i

2

∫
X t

θαp (t)∧ θ
β
p (t),

0< i
2

∫
X t

θαp (t)∧ θ̄
β
p (t),

which, together with (2-2), implies that
0= i

2

∫
X p

(
θαp + A(t)αγ θ̄

γ
+ Eα(t)

)
∧
(
θβp + A(t)βλ θ̄

λ
+ Eβ(t)

)
,

0< i
2

∫
X p

(
θαp + A(t)αγ θ̄

γ
p + Eα(t)

)
∧
(
θ̄βp + A(t)

β

λθ
λ
p + Ēβ(t)

)
.
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Thus, by type consideration and Stokes’s theorem, we have{
0= Mp,αγ A(t)βγ −Mp,βγ A(t)αγ ,

0< Mp,αβ −Mp,λγ A(t)αγ A(t)
β

λ .

The matrix forms of these are given by

(2-4)
{

A(t)Mp = (A(t)Mp)
T ,

Mp − A(t)Mp A(t)
T
> 0.

As our deformation formula is local, {θαp (t)}
g
α=1 is always a frame, as t ∈1p,ε with

ε sufficiently small. Therefore, (2-3) and (2-4) hold.
On our Kuranishi coordinate 1p,ε , the period map 5 :Tg→Hg can be written

out quite explicitly:

(2-5)
5(t)αβ =

∫
Bα
σ(t)γβθγp (t)=

∫
Bα
σ(t)γβ

(
θγp + A(t),γδ θ̄

δ
p
)

= πp,αγ σ(t)γβ + π̄p,αδ A(t)γδ σ(t)
γβ,

where σ(t)αβ is the inverse matrix of σ(t)αβ . Here σ(t)αβ is given by

(2-6) σαβ(t)=
∫

Aα
θβp (t)= (1g + A(t)T )αβ .

By (2-6), we formulate (2-5) into the matrix type to get

(2-7) 5(t)= (πp + π̄p A(t)T )(1g + A(t)T )−1.

Full expansion of the period map. We are going to give (2-7) a full expansion,
writing out every order part explicitly.

Lemma 2.3 [Farkas and Kra 1992, Proposition III.2.3]. If φ andψ are two d-closed
one-forms on a Riemann surface X , then∫

X
φ ∧ψ =

∑
γ

(∫
Aγ
φ

∫
Bγ
ψ −

∫
Bγ
φ

∫
Aγ
ψ

)
,

where {Aγ , Bγ }
g
γ=1 is the symplectic basis of X.

Lemma 2.4. We hve∫
Aα

H(µkyθ
β)=

i
2

Mαγ

∫
X
θγ ∧H(µkyθ

β),

where {θα}gα=1 is the canonical basis of holomorphic one-forms on X and Mαβ is
the inverse matrix of Mαβ = Im(παβ).
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Proof. Set H(µkyθβ)= cβk,γ θ̄
γ . Then∫

Aα
H(µkyθ

β)= cβk,α,

while Lemma 2.3 implies that

i
∫

X0

θγ ∧H(µkyθ
β)= icβk,γ

∫
X0

θα∧ θ̄γ = 2cβk,γ Mαγ .

Finally we have the equality above. �

Theorem 2.5. The period map5 :Tg→Hg has the full expansion on the Kuranishi
coordinate 1p,ε

5αβ(t)=5αβ(0)+
∫

X0

θα∧H
(
µ(t)yθβ

)
+

∫
X0

θα∧H
(
µ(t)yηβt,1

)
−

i
2

∫
X0

θα∧H
(
µ(t)yθ δ

)
Mδγ

∫
X0

θγ ∧H
(
µ(t)yθβ

)
+

∑
k≥3

∑
mi>0,1≤i≤l

m1+···+ml=k

{
(−1)l−1

∫
X0

θα∧H
(
µ(t)yηα1

t,m1−1

)
×

i
2

Mα1α2

∫
X0

θα2 ∧H
(
µ(t)yηα3

t,m2−1

)
· · ·

×
i
2

Mα2l−3α2l−2

∫
X0

θα2l−2 ∧H
(
µ(t)yηβt,ml−1

)}
,

where ηαt,N is the N-th order part of the expansion of ηαt from the deformation
formula of θα by Theorem 2.1 and Mαβ is the inverse matrix of Mp = Im(πp).

Proof. Write out A, B periods of X t as σαβ(t), παβ(t), respectively. Then

σαβ(t)=
∫

Aα
θβ(t)=

∫
Aα

(
θβ +

∑
|I |≥1

t I
( n∑

j=1

H
(
µ jyη

β

(i1,...,i j−1,...,in)

)))
,

παβ(t)=
∫

Bα
θβ(t)=

∫
Bα

(
θβ +

∑
|I |≥1

t I
( n∑

j=1

H
(
µ jyη

β

(i1,...,i j−1,...,in)

)))
.

Those expansion coefficients are

(2-8)


σαβ,I =

∫
Aα

n∑
j=1

H
(
µ jyη

β

(i1,...,i j−1,...,in)

)
,

παβ,I =

∫
Bα

n∑
j=1

H
(
µ jyη

β

(i1,...,i j−1,...,in)

)
.

Thus the period map can be computed as
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(2-9) 5αβ(t)=
∫

Bα
θ̃
β
t =

∫
Bα
σ γβ(t)θγt = σ

γβ(t)παγ (t),

where θ̃β(t) is the canonical basis of holomorphic one-forms on X t and σ βα(t) is
the inverse matrix of σαβ(t).

Now we only focus on the expansion of σ γβ(t), since the expansion of παβ(t) is
already obtained. Set

σ αβ(t)= δαβ +
∑
|I |≥1

t Iσ
αβ

I ;

then

δαγ = σαβ(t)σ βγ (t)=
(
δαβ +

∑
|I |≥1

t Iσαβ,I

)(
δβγ +

∑
|I |≥1

t Iσ
βγ

I

)
= δαγ + t Iσαγ,I + t Iσ

αγ

I + t I+Jσαβ,I bβγJ

= δαγ +

n∑
i=1

ti
(
σαγ,(0,..., 1

i-th
,...,0)+ σ

αγ

(0,..., 1
i-th
,...,0)

)
+

∑
|K |≥2

t K
(
σαγ,K + σ

αγ

K +
∑

|I |≥1,|J |≥1
I+J=K

σαβ,Iσ
βγ

J

)
.

Compare both sides of this equation to get

(2-10)

{
σαγ,(0,...,1i-th,...,0)+ σ

αγ

(0,..., 1
i-th
,...,0) = 0,

σ
αγ

K + σαγ,K +
∑

|I |≥1,|J |≥1
I+J=K

σαβ,Iσ
βγ

J = 0.

Define the homogeneous parts of σαβ(t), παβ(t) and σ αβ(t) as

(2-11) (σαβ)k :=
∑
|K |=k

t Kσαβ,K , (παβ)k :=
∑
|K |=k

t Kπαβ,K , (σ
αβ)k :=

∑
|K |=k

t Kσ
αβ

K .

Using these definitions, we rewrite (2-10) to obtain the recursive relation

(2-12)

{
(σαγ )1+ (σ

αγ )1 = 0,

(σαγ )k + (σ
αγ )k +

∑
i≥1, j≥1
i+ j=k

(σαβ)i (σ
βγ ) j = 0.

From (2-9) and (2-11), we get
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5αβ(t)= σ γβ(t)παγ (t)=
(
δγβ +

∑
|I |≥1

t Iσ
γβ

I

)(
παγ (0)+

∑
|I |≥1

t Iπαγ,I

)

= παβ(0)+
n∑

i=1

ti
(
παγ (0)σ

γβ

(0,...,1i-th,...,0)
+παβ,(0,...,1i-th,...,0)

)
+

∑
|K |≥2

t K
{
παβ,K +παγ (0)σ

γβ

K +
∑

|I |≥1,|J |≥1
I+J=K

παγ,Iσ
γβ

J

}

=5αβ(0)+παγ (0)(σ γβ)1+ (παβ)1

+

∑
k≥2

{
(παβ)k +παγ (0)(σ γβ)k +

∑
i≥1, j≥1
i+ j=k

(παγ )i (σ
γβ) j

}
.

After observing the formula above, we need to use the recursion relation (2-12) to
get the full expansion of σ αβ(t).

Claim. σ αβ(t) has the expansion

σ αβ(t)= δαβ −
∫

Aα
H(µ(t)yθβ)

+

∑
k≥2

∑
mi>0,1≤i≤n
m1+···+ml=k

{
(−1)l

∫
Aα

H
(
µ(t)yηα1

t,m1−1

)∫
Aα1

H
(
µ(t)yηα2

t,m2−1

)
· · ·

×

∫
Aαl−2

H
(
µ(t)yηαl−1

t,ml−1−1

) ∫
Aαl−1

H
(
µ(t)yηβt,ml−1

)}
.

Proof. Use an induction argument: For k = 1, according to (2-12), the first-order
part of σ αβ(t) is given by

(σ αβ)1 =−(σαβ)1 =−

∫
Aα

H(µ(t)yθβ).

Assume that the homogeneous parts with orders less than or equal to k−1 are given
by the formula in the claim. Then the k-th term is

(σ αβ)k =−(σαβ)k −
∑

i≥1, j≥1
i+ j=k

(σαγ )i (σ
γβ) j

=−

∫
Aα

H
(
µ(t)yηβt,k−1

)
−

∑
i≥1, j≥1
i+ j=k

∫
Aα

H
(
µ(t)yηγt,i−1

)

×

{ ∑
mi>0,1≤i≤l

m1+···+ml= j

(−1)l
∫

Aγ
H
(
µ(t)yηα1

t,m1−1

)
· · ·

∫
Aαl−1

H
(
µ(t)yηβt,ml−1

)}
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=−

∫
Aα

H
(
µ(t)yηβt,k−1

)
+

∑
i 6=k,m j>0,1≤ j≤l
i+m1+···+ml=k

(−1)l+1
∫

Aα
H
(
µ(t)yηγt,i−1

)

×

∫
Aγ

H
(
µ(t)yηα1

t,m1−1

)
· · ·

∫
Aαl−1

H
(
µ(t)yηβt,ml−1

)
=−

∫
Aα

H
(
µ(t)yηβt,k−1

)
+

∑
m1 6=k,mi>0,2≤i≤l

m1+···+ml=k

(−1)l
∫

Aα
H
(
µ(t)yηα1

t,m1−1

)

×

∫
Aα1

H
(
µ(t)yηα2

t,m1−1

)
· · ·

∫
Aαl−1

H
(
µ(t)yηβt,ml−1

)
=

∑
mi>0,1≤i≤l

m1+···+ml=k

(−1)l
∫

Aα
H
(
µ(t)yηα1

t,m1−1

)
×

∫
Aα1

H
(
µ(t)yηα2

t,m1−1

)
· · ·

∫
Aαl−1

H
(
µ(t)yηβt,ml−1

)
.

Thus our claim has been proved. �

Let us proceed to the expansion of 5αβ(t). Use the claim and the expansion
formula of 5αβ(t) above to get

5αβ(t)

=5αβ(0)+παγ (0)(σ γβ)1+
∫

Bα
H(µ(t)yθβ)

+

∑
k≥2

{∫
Bα

H
(
µ(t)yηβt,k−1

)
+παγ (0)(σ γβ)k+

∑
i≥1, j≥1
i+ j=k

∫
Bα

H
(
µ(t)yηγt,i−1

)
(σ γβ) j

}

=5αβ(0)−παγ (0)
∫

Aγ
H(µ(t)yθβ)+

∫
Bα

H(µ(t)yθβ)

+

∑
k≥2

{∫
Bα

H
(
µ(t)yηβt,k−1

)
−παγ (0)

∫
Aγ

H
(
µ(t)yηβt,k−1

)
−

∑
i≥1, j≥1
i+ j=k

παγ (0)
∫

Aγ
H
(
µ(t)yησt,i−1

)
(σ σβ) j +

∑
i≥1, j≥1
i+ j=k

∫
Bα

H
(
µ(t)yησt,i−1

)
(σ σβ) j

}

=5αβ(0)+
∫

X0

θα∧H(µ(t)yθβ)

+

∑
k≥2

{∫
X0

θα∧H
(
µ(t)yηβt,k−1

)
+

∑
i≥1, j≥1
i+ j=k

∫
X0

θα∧H
(
µ(t)yησt,i−1

)
(σ σβ) j

}
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=5αβ(0)+
∫

X0

θα∧H(µ(t)yθβ)

+

∑
k≥2

{∫
X0

θα∧H
(
µ(t)yηβt,k−1

)
+

∑
i≥1, j≥1
i+ j=k

∫
X0

θα∧H
(
µ(t)yησt,i−1

)

×

[ ∑
mi>0,1≤i≤l

m1+···+ml= j

(−1)l
∫

Aσ
H
(
µ(t)yηα1

t,m1−1

)
· · ·

∫
Aαl−1

H
(
µ(t)yηβt,ml−1

)]}

=5αβ(0)+
∫

X0

θα∧H
(
µ(t)yθβ

)
+

∑
k≥2

{∫
X0

θα∧H
(
µ(t)yηβt,k−1

)
+

∑
i 6=k,m j>0,1≤ j≤l
i+m1+···+ml=k

(−1)l
∫

X0

θα∧H
(
µ(t)yησt,i−1

)

×

∫
Aσ

H
(
µ(t)yηα1

t,m1−1

)
· · ·

∫
Aαl−1

H
(
µ(t)yηβt,ml−1

)}
=5αβ(0)+

∫
X0

θα∧H(µ(t)yθβ)

+

∑
k≥2

∑
mi>0,1≤i≤l

m1+···+ml=k

{
(−1)l−1

∫
X0

θα∧H
(
µ(t)yηα1

t,m1−1

)
×

i
2

Mα1α2

∫
X0

θα2∧H
(
µ(t)yηα3

t,m2−1

)
· · ·

i
2

Mα2l−3α2l−2

∫
X0

θα2l−2∧H
(
µ(t)yηβt,ml−1

)}
and this concludes the proof of Theorem 2.5. �

Corollary 2.6. For every N ≥ 0,∫
X0

θα∧H
(
µ(t)yηβt,N

)
is a symmetric matrix of (α, β).

Proof. We again use an induction argument.
When N = 0,

∫
X0
θα∧H(µ(t)yθβ) is the homogeneous part of first order of

5αβ(t). It is easy to see that 5αβ(t) is a symmetric matrix of (α, β), and thus the
homogeneous part of every order of its expansion will be symmetric in (α, β), and
in particular the first order.

Assume that
∫

X0
θα∧H(µ(t)yηβt,N ), with N ≤ k−1, is symmetric in (α, β). Now

we come to the case N = k. By Theorem 2.5, the (k+ 1)-th homogeneous part of
the expansion of 5αβ is
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X0

θα∧H
(
µ(t)yηβt,k

)
+

∑
mi≤k

m1+m2+···+ml=k+1

(−1)l−1
∫

X0

θα∧H
(
µ(t)yηα1

t,m1−1

)

×
i
2

Mα1α2

∫
X0

θα2 ∧H
(
µ(t)yηα3

t,m2−1

)
· · ·

×
i
2

Mα2l−3α2l−2

∫
X0

θα2l−2 ∧H
(
µ(t)yηβt,ml−1

)
and is thus symmetric in (α, β). By use of the induction assumption and the
symmetric matrix Mαβ , the second summand of the above formula is symmetric in
(α, β). Thus

∫
X0
θα∧H

(
µ(t)yηβt,k

)
is symmetric in (α, β). �

Remark 2.7. It is easy to see that i
2

∫
X0
θα∧H

(
µ(t)yηβt,N

)
= Mαγ AN+1(t)

β
γ . Thus

MAT
N+1(t) is a symmetric matrix for N ≥ 0.

3. A global result on deformation of holomorphic one-forms

This section will present a global convergence of the deformation of holomorphic
one-forms in L2 norm as a result of the following quasi-isometry for the operator
∂
∗
◦G ◦ ∂ .

Proposition 3.1 [Liu et al. 2012a, Theorem 2.2.(3)]. Let T p,q
=∂T p−1,q

∈ Ap,q(M)
on a compact Kähler manifold M. Then we have the inequality

(3-1)
∥∥∂∗ ◦G ◦ ∂T p−1,q∥∥

L2 ≤ ‖T p−1,q
‖L2 .

Furthermore, if T p−1,q is ∂∗-exact, then the equality in (3-1) holds, i.e.,∥∥∂∗ ◦G ◦ ∂T p−1,q∥∥
L2 = ‖T p−1,q

‖L2 .

This proposition was originally proved by step-by-step spectral decompositions
in the preliminary version of [Liu et al. 2012a]. It is motivated by an attempt to
prove the global Torelli theorem for the Teichmüller space of CY manifolds and
inspired by the integral operators P and T defined by

Ph(ζ )=−
1
π

∫∫
C

h(z)
(

1
z− ζ

−
1
z

)
dx dy, for functions h ∈ L p, p > 2,

T h(ζ )= lim
ε→0
−

1
π

∫∫
|z−ζ |>ε

h(z)
(z− ζ )2

dx dy, for functions h ∈ C2
0 .

These integral operators satisfy (Ph)z̄ = h, (Ph)z = T h, and the (quasi-)isometry
relations

‖T h‖L2 = ‖h‖L2, ‖T h‖L p ≤ C p‖h‖L p , for any p > 1, with C p→ 1 for p→ 2,
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which all appear in the classical Teichmüller theory for Riemann surfaces; see
[Ahlfors 1966], whose main result is the proof of the existence of a solution of the
Beltrami differential equation in C

∂

∂ z̄
w(τ ; z, z̄)= τµ (z, z̄)

∂

∂z
w(τ ; z, z̄),

where µ (z, z̄) is a Beltrami differential with ‖µ (z, z̄)‖∞ ≤ c < 1. The solution of
the Beltrami differential equation is based on an iteration method due to Bojarski
[1955], while it was Morrey [1938] who first proved the existence of the solution of
the Beltrami equation. One of the main ingredients in the proof of the convergence
of the Bojarski iteration method is the L2-isometry of the inverse ∂−1 of the ∂
operator in one complex variable. Kuranishi generalized the iteration method of
Bojarski and constructed the Kuranishi map κ :H0,1(X, T 1,0

X )→H0,2(X, T 1,0
X ), the

most basic technical tool in various aspects of deformation theory.
Fix a basis {µi }

n
i=1 of harmonic T (1,0)

X p
-valued (0,1) forms with

n∑
i=1

‖µi‖L∞ ≤ 1,

and let µ(t)=
∑n

i=1 tiµi be the integrable Beltrami differential of the Kuranishi
family $ : X→1p,1.

Theorem 3.2. The (1, 0) form η(t) on X p constructed in Theorem 2.1 converges in
L2-norm as long as |t |< 1.

Proof. Recall that

η(t)= θ +
n∑

i=1

tiηi +
∑
|I |≥2

t IηI

is constructed as

(3-2)

{
ηi =−G∂̄∗∂(µiyθ),

η(i1,...,in) =−G∂̄∗∂
(∑n

k=1 µkyη(i1,...,ik−1,...,in)

)
.

Here we identify ηi with η(0,...,1i-th,...,0). Now let us discuss the global convergence
in L2-norm of the power series. By the quasi-isometry result in Proposition 3.1,
together with (3-2) and the assumption

∑n
i=1 ‖µi‖L∞ ≤ 1, we have

∑
|I |=i

‖ηI‖L2 ≤

( n∑
i=1

‖µi‖L∞

)( ∑
|I |=i−1

‖ηI‖L2

)
.

Also when |I | = 1, it is clear that
n∑

i=1

‖ηi‖L2 ≤

( n∑
i=1

‖µi‖L∞

)
‖θ‖L2 ≤ ‖θ‖L2 .
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By induction, this yields that for every k ≥ 1,∑
|I |=k

‖ηI‖L2 ≤ ‖θ‖L2,

which implies the estimates of η(t)

‖η(t)‖L2 ≤ ‖θ‖L2 +‖θ‖L2

∑
‖I‖≥1

|t ||I |. �

Corollary 3.3. The function θ(t) constructed in Theorem 2.1 converges in L2-norm
for |t |< 1.

Proof. This follows directly from Theorem 3.2. �

4. The Siegel metric and its curvature

Let us recall the local and global Torelli theorems of the moduli spaces of compact
Riemann surfaces with genus g. Denote the Teichmüller space of the compact
Riemann surface of genus g by Tg and the generalized Siegel upper half-plane
by Hg, which is {Z ∈ M(g,C) | Z = Z t , Im Z > 0}, an irreducible noncompact
symmetric space, giving Ag a locally symmetric structure. Then

0g(n) := Kernel
(
0g

ρ
→ Sp(g,Z)

π
→ Sp(g,Z/nZ)

)
for n ≥ 2 and Tg := Kernel

(
0g

ρ
→ Sp(g,Z)

)
, where 0g is the mapping class group

of the compact Riemann surface of genus g. Also, the moduli space M(n)
g of the

compact Riemann surface of genus g with a fixed n-level structure is defined as the
quotient of Tg by 0g(n). We will fix n ≥ 3 from now on. Meanwhile, the Torelli
space Torg is the quotient of Tg by Tg, called the Torelli group. Then we have the
commutative diagram

Tg

��

5

""
Torg

��

Jtor
// Hg

��

M(n)
g

��

J(n) // A(n)
g

��
Mg

J // Ag

J is always injective for g ≥ 2. Jtor is an open embedding for g = 2, while Jtor and
J(n) are 2 : 1 branched coverings onto its image ramified over hyperelliptic locus
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for g ≥ 3. In other words, Jtor
:Tg/T̃g→Hg is an embedding where T̃g is defined

as ρ−1(〈−I2g〉) and 〈−I2g〉 is a subgroup of Sp(g,Z) generated by −I2g. We shift
to the local point of view. 5 is everywhere an immersion for g = 2, but for the
case g ≥ 3, the tangent map of 5 is injective on the nonhyperelliptic locus and
vanishes on the normal directions of the hyperelliptic locus HETg. When restricted
to HETg, 5 is an immersion. According to [Liu et al. 2012b], the tangent map
of Jtor

: Tg/T̃g→Hg at the hyperelliptic locus from the Zariski tangent space of
Tg/T̃g to the tangent space of Hg is injective.

Denote the Hodge bundle on Mg and Ag by Eg; its fiber at a point is the vector
space of holomorphic one-forms on [X ], a representative of the complex structure
given by that point. There are three canonical metrics on Hg and Ag, namely
the Hodge metric, the Bergman metric and the Siegel metric. Hard Lefschetz
decomposition and Hodge polarization give us a hermitian metric on Eg, denoted
by 〈 , 〉. From the natural isomorphism �1

Hg
∼= S2Eg, where S is the symmetric

operator, it induces a hermitian metric on T (1,0)
Hg

, denoted by ω̃h . The Bergman
metric is defined by the Bergman kernel

ρ =− log det(1g −W t W )=− log det
(
1g −

(
1g + i Z
1g − i Z

)t(
1g + i Z
1g − i Z

))
,

where W ∈
{

A
∣∣ A ∈ M(g,C), At

= A,1g − At A > 0
}
, which is the bounded

domain, and Z is the coordinate of the Siegel upper half-plane{
Z
∣∣ Z ∈M(g,C), Z = Z t , Im(Z) > 0

}
.

Here M(g,C) denotes the group of complex g × g matrices. Thus ω̃b =
i
2∂∂̄ρ.

Finally, the Siegel metric ω̃s is defined by πc1(Eg, 〈 , 〉). Pulled back by the period
map, Siegel metrics, denoted by ωs , also exist on Tg, Tg and Mg.

These three metrics are Kähler metrics and also invariant metrics on the irre-
ducible homogeneous and symmetric space Hg. It is clear that they are different by
a constant multiple, while by [Yin 2010, Theorem 3.1 of Chapter 4], we know they
are actually the same on Hg.

Definition 4.1 (symmetric derivatives Si , Sj̄ , Si j̄ , Si j̄ Skl̄ and S′
i j̄

S′
kl̄

). We give some
examples to explain the use of these symbols. Here we use the notation A := A(t),
and similarly for B(t), C(t) and D(t).

(1) First derivative: Si , Sj̄ and Si j̄ .

Si (ABC D) :=
∂A
∂ti

BC D+ AB
∂C
∂ti

D, Sj̄ (ABC D) := A
∂B
∂t j

C D+ ABC
∂D
∂t j

,

Si j̄ (ABC D) :=
∂A
∂ti

∂B
∂t j

C D+
∂A
∂ti

BC
∂D
∂t j
+ A

∂B
∂t j

∂C
∂ti

D+ AB
∂C
∂ti

∂D
∂t j

,
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where A, B,C, D ∈M(n,C) are all holomorphic in t . Indices without a bar mean
taking derivatives through all holomorphic matrices, and indices with a bar do so
through all antiholomorphic matrices.

(2) Second derivative: Si j̄ Skl̄ and S′
i j̄

S′
kl̄

.

Si j̄ Skl̄(ABC D)

:=
∂2 A
∂ti∂tk

∂2 B
∂t j∂tl

C D+
∂A
∂ti

∂2 B
∂t j∂tl

∂C
∂tk

D+
∂A
∂tk

∂2 B
∂t j∂tl

∂C
∂ti

D+ A
∂2 B
∂t j∂tl

∂2C
∂ti∂tk

D

+
∂2 A
∂ti∂tk

∂B
∂t j

C
∂D
∂tl
+
∂A
∂ti

∂B
∂t j

∂C
∂tk

∂D
∂tl
+
∂A
∂tk

∂B
∂t j

∂C
∂ti

∂D
∂tl
+ A

∂B
∂t j

∂2C
∂ti∂tk

∂D
∂tl

+
∂2 A
∂ti∂tk

∂B
∂tl

C
∂D
∂t j
+
∂A
∂ti

∂B
∂tl

∂C
∂tk

∂D
∂t j
+
∂A
∂tk

∂B
∂tl

∂C
∂ti

∂D
∂t j
+ A

∂B
∂tl

∂2C
∂ti∂tk

∂D
∂t j

+
∂2 A
∂ti∂tk

BC
∂2 D
∂t j∂tl

+
∂A
∂ti

B
∂C
∂tk

∂2 D
∂t j∂tl

+
∂A
∂tk

B
∂C
∂ti

∂2 D
∂t j∂tl

+ AB
∂2C
∂ti∂tk

∂2 D
∂t j∂tl

,

S′i j̄ S′kl̄(ABC D)

:=
∂A
∂ti

∂B
∂t j

∂C
∂tk

∂D
∂tl
+
∂A
∂tk

∂B
∂t j

∂C
∂ti

∂D
∂tl
+
∂A
∂ti

∂B
∂tl

∂C
∂tk

∂D
∂t j
+
∂A
∂ti

∂B
∂tl

∂C
∂tk

∂D
∂t j

.

The difference between these two symbols lies in that
∂

∂ti
and

∂

∂tk
can’t operate on

a matrix simultaneously in S′
i j̄

S′
kl̄

.

Theorem 4.2. The Siegel metric ωs(t) on the nonhyperelliptic locus of Tg can be
written as

ωs(t)=
i
2

∞∑
n=1

1
n
∂∂̄ tr(A(t)A(t))n.

Proof. From the definition of the Siegel metric and the fact that holomorphic
one-forms on the Riemann surface and its Jacobian torus can be identified, we
will write it out explicitly using the Kuranishi coordinate 1p,ε on Tg with g ≥ 3
and the deformation formula for holomorphic one-forms, where p lies in the
nonhyperelliptic locus.

ωs(t)= πc1(Eg, 〈 〉)(4-1)

=−
i
2
∂∂̄ log det

i
2

∫
X p

θα(t)∧ θβ(t)

=−
i
2
∂∂̄ tr log

i
2

∫
X p

(
θαp+A(t)αγ θ̄

γ
p +Eα(t)

)
∧
(
θ
β
p+A(t)βδ θ̄ δp+Eβ(t)

)
=−

i
2
∂∂̄ tr log

(
Mp,αβ − A(t)αγ A(t)βδ Mp,δγ

)
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=−
i
2
∂∂̄ tr log Mp,αη

(
δηβ −Mησ

p A(t)σγ A(t)βδ Mp,δγ
)

=−
i
2
∂∂̄ tr log

(
δαβ −Mασ

p A(t)σγ A(t)βδ Mp,δγ
)
.

We remark here that the i
2

∫
X p
θα(t)∧ θβ(t) are positive hermitian matrices for t

small, and thus diagonalizable matrices. Thus it makes sense for the operator tr log.
Formulate all these into the matrix type to get

ωs(t)=−
i
2
∂∂̄ tr log

(
I −M−1

p A(t)Mp A(t)
T )
.

From the Hodge–Riemann bilinear relation A(t)Mp = Mp A(t)T , it follows that

M−1
p A(t)Mp A(t)

T
= A(t)T A(t)

T
.

Then the Siegel metric ωs(t) is given by

(4-2) ωs(t)=−
i
2
∂∂̄ tr log

(
I − A(t)T A(t)

T )
=

i
2
∂∂̄ tr

∞∑
n=1

1
n

(
A(t)T A(t)

T )n

=
i
2

∞∑
n=1

1
n
∂∂̄ tr

(
A(t)T A(t)

T )n
=

i
2

∞∑
n=1

1
n
∂∂̄ tr

(
A(t)A(t)

)n
.

Restricted to the origin, the Siegel metric is ωs(0)=
i
2

n∑
i, j=1

tr(Ai A j )dti ∧ dt̄ j . �

To compute the curvature of the Siegel metric, we rewrite (3-2) according to the
degree of t :

(4-3) ωs(t)=
i
2
∂∂̄
∑
k≥2

∑
mi>0,1≤i≤2l
m1+···+m2l=k

1
l

tr
(

Am1(t)Am2(t) . . . Am2l (t)
)

=
i
2

∑
k≥2

∑
mi>0,1≤i≤2l
m1+···+m2l=k

1
l

tr
(
Si j̄
(

Am1(t)Am2(t) . . . Am2l (t)
))

dti ∧ dt̄ j

=
i
2

∑
k≥0

∑
mi>0,1≤i≤2l

m1+···+m2l=k+2

1
l

tr
(
Si j̄
(

Am1(t)Am2(t) . . . Am2l (t)
))

dti ∧ dt̄ j .

From (4-3), we know that, if we set ωs(t)= i
2ωi j̄ dti ∧ dt̄ j , then

(4-4) ωi j̄ =
∑
k≥0

∑
mi>0,1≤i≤2l

m1+···+m2l=k+2

1
l

tr
(
Si j̄
(

Am1(t)Am2(t) . . . Am2l (t)
))
,

with ωi j̄ (0)= tr(Ai A j ).
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We need an auxiliary combinatorial lemma before getting to the curvature formula.

Lemma 4.3. The function hi j (t) has the expansion

δi j + (hi j )1+ (hi j )2+ · · · ,

where (hi j )n is the n-th order part of the expansion; then hi j (t) can be expanded as

hi j (t)= δi j − (hi j )1+
∑
k≥2

∑
mi>0,1≤i≤l

m1+···+ml=k

(−1)l(hi i1)m1(hi1i2)m2 . . . (hil−1 j )ml .

Proof. Directly check that hi j (t)h jk(t)= δik , which is equivalent to

δik =

[
δi j + (hi j )1+

∑
p≥2

(hi j )p

]

×

[
δ jk − (h jk)1+

∑
p≥2

∑
mi>0,1≤i≤l

m1+···+ml=p

(−1)l(h j i1)m1(hi1i2)m2 . . . (hil−1k)ml

]
.

It is quite easy to see that the zeroth- and first-order parts of both sides coincide.
Thus this reduces to checking that for p ≥ 2,

0= (hik)p − (hi j )p−1(h jk)1+ · · ·

+ (hi j )1
∑

mi>0,1≤i≤l
m1+···+ml=p−1

(−1)l(h j i1)m1(hi1i2)m2 . . . (hil−1k)ml

+

∑
mi>0,1≤i≤l

m1+···+ml=p

(−1)l(hi i1)m1(hi1i2)m2 . . . (hil−1k)ml .

The right-hand side can be written as
p∑

i=1

∑
m1=i,m j>0,2≤ j≤l

m1+···+ml=p

(−1)l−1(hi i1)m1(hi1i2)m2 . . . (hil−1k)ml

+

∑
mi>0,1≤i≤l

m1+···+ml=p

(−1)l(hi i1)m1(hi1i2)m2 . . . (hil−1k)ml

=

∑
mi>0,1≤i≤l

m1+···+ml=p

(−1)l−1(hi i1)m1(hi1i2)m2 . . . (hil−1k)ml

+

∑
mi>0,1≤i≤l

m1+···+ml=p

(−1)l(hi i1)m1(hi1i2)m2 . . . (hil−1k)ml .

Now clearly this is zero. Our lemma is proved. �
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Choose a normal coordinate around p such that ωi j̄ (0)= δi j , (∂ωi j̄/∂tk)(0)=
(∂ωi j̄/∂ t̄k)(0) = 0, and (∂ωi j̄/∂tk∂tl)(0) = (∂ωi j̄/∂ t̄k∂ t̄l)(0) = 0, still denoted by
1p,ε . According to the convention of AN (t) we make after the definition of A(t)
and E(t), this is equivalent to saying

(4-5)


tr(Ai A j )= δi j ,

tr(Ai A jk)= tr(Aik A j )= 0,

tr(Aikl A j )= tr(Ai A jkl)= 0.

From Lemma 4.3, we get

(4-6) ωī j
= δi j +

∑
k≥1

∑
mi>0,1≤i≤l

m1+···+ml=k

(−1)l
l∏

i=1

1
si

×

( ∑
m1n>0,1≤n≤2s1∑2s1

n=1 m1n=m1+2

tr
(
Si i1

(
Am11(t) . . . Am12s1

(t)
)))

×

( ∑
m2n>0,1≤n≤2s2∑2s2

n=1 m2n=m2+2

tr
(
Si1i2

(
Am21(t) . . . Am22s2

(t)
)))

× · · ·×

( ∑
mln>0,1≤n≤2sl∑2sl

n=1 mln=ml+2

tr
(
Sil−1 j̄

(
Aml1(t) . . . Aml2sl

(t)
)))

.

Theorem 4.4. The curvature Ri j̄ kl̄ of the Siegel metric ωs(t) is given by

Ri j̄ kl̄ =−
∑
N≥0

∑
mi>0,1≤i≤2l

m1+···+m2l=N+4

1
l

tr
(
Si j̄ Skl̄

(
Am1(t)Am2(t) . . . Am2l (t)

))

+

∑
N≥0

∑
Ni≥0,1≤i≤3∑3

i=1 Ni=N

[ ∑
mi>0,1≤i≤l

m1+···+ml=N1

(−1)l
l∏

i=1

1
si

×

∑
m1n>0,1≤n≤2s1∑2s1

n=1 m1n=m1+2

tr
(
Sqi1

(
Am11(t) · · · Am12s1

(t)
))

×

∑
m2n>0,∑2s2

n=1 m2n=m2+2

tr
(
Si1i2

(
Am21(t) . . . Am22s2

(t)
))
. . .

×

∑
mln>0,∑2sl

n=1 mln=ml+2

tr
(
Sil−1 p̄

(
Aml1(t) . . . Aml2sl

(t)
))]
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×

[ ∑
mi>0,∑2l

i=1 mi=N2+3

1
l

tr
(
Si Skq̄

(
Am1(t) . . . Am2l (t)

))]

×

[ ∑
mi>0,∑2l

i=1 mi=N3+3

1
l

tr
(
Sj̄ Spl̄

(
Am1(t) . . . Am2l (t)

))]
,

where we need the convention that the first square bracket in the second summand
will be δqp as N1 = 0.

Proof. Just use the well known curvature formula

Ri j̄ kl̄ =−
∂2ωkl̄

∂ti∂ t̄ j
+ωq̄ p ∂ωkq̄

∂ti

∂ωpl̄

∂ t̄ j
.

By use of (4-4), we have

∂2ωkl̄

∂ti∂ t̄ j
=

∑
n≥0

∑
mi>0,1≤i≤2l

m1+···+m2l=n+4

1
l

tr
(
Si j̄ Skl̄

(
Am1(t)Am2(t) . . . Am2l (t)

))
,

∂ωkq̄

∂ti
=

∑
n≥0

∑
mi>0,1≤i≤2l

m1+···+m2l=n+3

1
l

tr
(
Si Skq̄

(
Am1(t)Am2(t) . . . Am2l (t)

))
,

∂ωpl̄

∂ t̄ j
=

∑
n≥0

∑
mi>0,1≤i≤2l

m1+···+m2l=n+3

1
l

tr
(
Sj̄ Spl̄

(
Am1(t)Am2(t) . . . Am2l (t)

))
.

From this we get the formula (4-6) of ωī j . Thus the theorem follows easily. �

Also the curvature of the Siegel metric at the point p can be easily gotten from
the curvature formula together with (4-5):

(4-7) Ri j̄ kl̄(0)=− tr
(
Si j̄ Skl̄

(
A2(t)A2(t)

))
−

1
2 tr
(
Si j̄ Skl̄

(
A1(t)A1(t)A1(t)A1(t)

))
+ tr

(
Si Sk p̄

(
A2(t)A1(t)

))
tr
(
Sj̄ Spl̄

(
A1(t)A2(t)

))
=− tr(Aik A jl)− tr(Ai A j Ak Al)

− tr(Ai Al Ak A j )+ tr(Aik Ap) tr(Ap A jl)

=− tr(Aik A jl)− tr(Ai A j Ak Al)− tr(Ai Al Ak A j ).

The holomorphic sectional curvature along the direction v=
3g−3∑
i=1

aiµi∈H
0,1
∂̄
(X p,TX p)

is given by
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(4-8) H(v)=
Rvv̄vv̄
|v|4

=

∑3g−3
i, j,k,l=1 ai a j akalRi j̄ kl̄(0)(∑3g−3

i, j=1 ai a jωi j̄ (0)
)2

=
−2 tr

(
(ai Ai )(a j A j )(ak Ak)(al Al)

)
− tr

(
(ai ak Aik)(a j al A jl)

)(
ai a j tr(Ai A j )

)2

≤−2
tr
(
(ai Ai )(a j A j )(ak Ak)(al Al)

)(
tr((ai Ai )(a j A j ))

)2 .

Set
∑3g−3

i=1 ai Ai = E and normalize Mp to i1g. Then A(t) is symmetric and Ai

are all symmetric for 1≤ i ≤ g. By the mean value inequality,

(4-9) 1≥
tr(E E E E)

(tr(E E))2
≥

1
g

for the symmetric matrix E . The proof of Proposition 5.4 contains further details.
Thus we have

H(v)≤−
2
g
.

5. The second fundamental form of a nonhyperelliptic locus and the totally
geodesic submanifold

Now we are ready to compute the second fundamental form of J :Mg→Ag, always
fixing the Siegel metric ω̃s on Ag. Lift to Jtor

: Tg→ Hg, with Siegel metric ω̃s

on Hg. The local Torelli theorem assures the exact sequence

0→ T (1,0)
Tg
→ Jtor ∗T (1,0)

Hg

π
→ N → 0

when restricted to a nonhyperelliptic locus of Tg and when N is the normal bundle.
Also we have the natural connection Jtor ∗

∇ on Jtor ∗T (1,0)
Hg

, where the Chern con-
nection ∇ is determined by ω̃s on Hg. Following the argument of [Colombo and
Frediani 2010, pp. 6–7], the second fundamental form σ is defined by

σ(s)= π(∇s), s ∈ A0(T (1,0)
Tg

)
.

From the Gauss equation, it follows that(
R
(
∂

∂tk

)
,
∂

∂tl

)(
∂

∂ti
,
∂

∂t j

)
=

(
R̃
(
∂

∂tk

)
,
∂

∂tl

)(
∂

∂ti
,
∂

∂t j

)
−

(
σ

(
∂

∂tk

)
, σ

(
∂

∂tl

))(
∂

∂ti
,
∂

∂t j

)
,

where R is the curvature operator of the Siegel metric on Tg, while R̃ is the one
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on Hg. Set

6i j̄ kl̄ =

(
σ

(
∂

∂tk

)
, σ

(
∂

∂tl

))(
∂

∂ti
,
∂

∂t j

)
.

Thus

(5-1) Ri j̄ kl̄ = R̃i j̄ kl̄ −6i j̄ kl̄ .

Thus we focus on the Siegel metric ω̃s and its curvature, and use the bounded
domain Bg to simplify the computation.

Siegel geometry on Bg .

Theorem 5.1. The Siegel metric ω̃s on Bg has the full expansion formula

ω̃s =
i
2

∑
n≥0

∑
α≤β

∑
γ≤δ

1
n+ 1

tr
(
S(αβ)(γ δ)(W W )n+1)dWαβ ∧ dWγ δ.

Proof. Because the Siegel metric equals the Bergman metric, we use the Bergman
kernel

ω̃s =−
i
2
∂∂ log det(1g −W W )=−

i
2
∂∂ tr log(1g −W W )

=
i
2
∂∂

( ∞∑
n=1

1
n

tr(W W )n
)
=

i
2
∂∂

( ∞∑
n=1

1
n

tr(W W )n
)
.

Now ω̃s can be written as

ω̃s =
i
2

∑
n≥0

∑
α≤β

∑
γ≤δ

1
n+ 1

tr
(
S(αβ)(γ δ)(W W )n+1)dWαβ ∧ dWγ δ,

where S(αβ)(γ δ) indicates taking derivatives along ∂/∂Wαβ and ∂/∂Wγ δ with α ≤
β, γ ≤ δ according to Definition 4.1. Since W is symmetric, ∂/∂Wαβ takes the
derivative with respect to Wαβ and Wβα. �

Similarly, if we write ω̃s =
∑

α≤β

∑
γ≤δ

i
2 ω̃(αβ)(γ δ)dWαβ ∧ dWγ δ, it is easy to

see that

ω̃(αβ)(γ δ)(0)=


1 for α = γ = β = δ,
2 for α = γ 6= β = δ,
0 otherwise,

and

(5-2) ω̃(αβ)(γ δ) =
i
2

∑
n≥0

1
n+ 1

tr
(
S(αβ)(γ δ)(W W )n+1).

In the following computation, the matrix D is defined as

Dαβ =

{
1 for α = β,
√

2 for α 6= β.
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Lemma 5.2. We have

ω̃(αβ)(γ δ) =
1

D2
αβ

1
D2
γ δ

ω̃(αβ)(γ δ)(0)

+

∑
k≥1

∑
mi>0,1≤i≤l

m1+···+ml=k

(−1)l
1

D2
αβ

1
D2
γ δ

(
1

m1+ 1
tr
(
S(αβ)(α1β1)

(W W )m1+1))

×

(
1

m2+1
tr
(
S(α1β1)(α2β2)

(W W )m2+1))
· · ·

(
1

ml+1
tr
(
S(αl−1βl−1)(γ δ)

(W W )ml+1)),
where α1, β1, . . . , αl−1, βl−1 are free indices from 1 to g. (Here (αiβi )means taking
the derivative just with respect to Wαiβi ; this convention will remain in force later.)

Proof. We use another coordinate Yαβ := DαβXαβ on Bg to rewrite ω̃s . It is easy
to check that ω̃s =

i
2

∑
α≤β

∑
γ≤δ

�̃(αβ)(γ δ) dYαβ ∧ dYγ δ, where

(5-3) �̃(αβ)(γ δ) =
1

Dαβ

1
Dγ δ

ω̃(αβ)(γ δ)

and �̃(αβ)(γ δ)(0)= δαγ δδβ (Kronecker symbol). Now an application of Lemma 4.3
to �̃(αβ)(γ δ) yields

�̃(αβ)(γ δ)= �̃(αβ)(γ δ)(0)+
∑
k≥1

∑
mi>0,1≤i≤n
m1+···+ml=k

∑
α1≤β1

. . .
∑

αl−1≤βl−1

(−1)l
(
�̃(αβ)(α1β1)

)
m1
. . .

×
(
�̃(αl−1βl−1)(γ δ)

)
ml
.

From (5-3) and the equality �̃(αβ)(γ δ) = DαβDγ δω̃
(αβ)(γ δ), we get the result. �

Theorem 5.3. The curvature R̃(αβ)(γ δ)(ζη)(στ) is given by

R̃(αβ)(γ δ)(ζη)(στ) =−
∑
N≥0

1
N+2

tr
(
S(αβ)(γ δ)S(ζη)(στ)

(
W W

)N+2)
+

∑
N≥0

∑
N1≥0,N2>0,N3>0∑3

i=1 Ni=N+1

[ ∑
mi>0,1≤i≤l

m1+···+ml=N1

(−1)l
(

1
m1+1

tr
(
S(λµ)(α1β1)

(W W )m1+1))

×

(
1

m2+1
tr
(
S(α1β1)(α2β2)

(W W )m2+1))
· · ·

(
1

ml+1
tr
(
S(αl−1βl−1)(φψ)

(W W )ml+1))]
×

1
N2+1

tr
(
S(αβ)S(ζη)(λµ)(W W )N2+1) 1

N3+1
tr
(
S(γ δ)S(φψ)(στ)(W W )N3+1),

where α1, β1, . . . , αl−1, βl−1, λ, µ, φ,ψ are free indices from 1 to g. (We use the
convention that the quantity in square brackets equals δλφδµψ if N1 = 0.)
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Proof. We resort to the curvature formula again:

R̃(αβ)(γ δ)(ζη)(στ) =−
∂2ω̃(ζη)(στ)

∂Wαβ∂Wγ δ

+

∑
λ≤µ

∑
φ≤ψ

ω̃(λµ)(φψ)
∂ω̃(ζη)(λµ)

∂Wαβ

∂ω̃(φψ)(στ)

∂Wγ δ

.

Also from (5-2), we have

∂2ω̃(ζη)(στ)

∂Xαβ∂Xγ δ
=

∑
k≥0

1
k+ 2

tr
(
S(αβ)(γ δ)S(ζη)(στ)(W W )k+2),

∂ω̃(ζη)(λµ)

∂Xαβ
=

∑
k≥1

1
k+ 1

tr
(
S(αβ)S(ζη)(λµ)(W W )k+1),

∂ω̃(φψ)(στ)

∂Xγ δ
=

∑
k≥1

1
k+ 1

tr
(
S(γ δ)S(φψ)(στ)(W W )k+1).

From this and Lemma 5.2, the result follows. �

Based on Theorem 5.3, the holomorphic sectional curvature H(V ) of ω̃s along
the direction V =

∑
α≤β Vαβ∂/∂Wαβ at the zero matrix of Bg can be easily gotten:

(5-4) H(V )=

∑
α≤β

∑
γ≤δ

∑
ζ≤η

∑
σ≤τ VαβVγ δVζηVστ R̃(αβ)(γ δ)(ζη)(στ)(0)(∑

α≤β

∑
γ≤δ ω̃(αβ)(γ δ)(0)VαβVγ δ

)2

=

∑
α,β

∑
γ,δ

∑
ζ,η

∑
σ,τ VαβVγ δVζηVστ R̃(αβ)(γ δ)(ζη)(στ)(0)(∑

α,β

∑
γ,δ VαβVγ δ1(αβ)(γ δ)

)2

=−2

∑
α,β,γ,δ VαβVβγ Vγ δVδα(∑

α,β VαβVαβ
)2 .

In the second equality, Vαβ has a symmetric extension to the whole matrix, and
there (αβ) in R̃(αβ)(γ δ)(ζη)(στ) stands for the derivative with respect to Wαβ , not to
both Wαβ and Wβα.

By the mean value inequality,

1
g
≤

∑
α,β,γ,δ VαβVβγ Vγ δVδα(∑

α,β VαβVαβ
)2 ≤ 1.

Thus

−2≤ H(V )≤−
2
g
.

Yin [2010, Corollaries 1.1 and 1.2 of Chapter 4] has reproved the classical fact that
H(V )=−2 if and only if V is a symmetric matrix of rank 1.
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Proposition 5.4. If H(V )=−2/g, then V = kUU T with k > 0 and U ∈M(g,C)

unitary.

Proof. H(V )=−2/g forces the following inequalities to become equalities:∑
α,β,γ,δ VαβVβγ Vγ δVδα(∑

α,β VαβVαβ
)2 =

∑
α,γ

∣∣∑
β VαβVγβ

∣∣2(∑
α,β |Vαβ |2

)2

=

∑
α=γ

∣∣∑
β VαβVγβ

∣∣2+∑α 6=γ

∣∣∑
β VαβVγβ

∣∣2(∑
α,β |Vαβ |2

)2

≥

∑
α

∣∣∑
β |Vαβ |

2
∣∣2(∑

α,β |Vαβ |2
)2 ≥

(1/g)
(∑

α,β |Vαβ |
2
)2(∑

α,β |Vαβ |2
)2 .

This is equivalent to
∑

β VαβVγβ = 0 and
∑

β |Vαβ |
2
=
∑

β |Vγβ |
2 for any α 6= γ .

Up to a constant multiple that is a real number bigger than zero, Vαβ is symmetric
and unitary. Here is a result from [Mok 1989, p. 70]: If V ∈M(g,C) is complex
symmetric, V can be written as

U T


λ1

λ2
. . .

λg

U,

with U unitary and λi ≥ 0. Also since V is unitary,

U T


λ2

1
λ2

2
. . .

λ2
g

U = 1g,

which is equivalent to λ2
i = 1, so λi = 1. Thus V = kUU T with k > 0 and U

unitary. �

Yin [2010, Lemma 1.2 and Remark 1.6 of Chapter 4] showed that R̃ is very
strongly seminegative in the sense of Siu, but not very strongly negative.

Remark 5.5. In the literature one sees H(V ) ∈ [−1,−1/g], since the Bergmann
kernel used is ρ =−2 log det(1g −W T W ).

The second fundamental form and the totally geodesic submanifold. Recall that

Torg
Jtor

// Hg // Bg.
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The period map Jtor is given by, from (2-7),

Jtor(t)= (i1g − iA(t)T )(1g + A(t)T )−1
= i

1g − A(t)T

1g + A(t)T
,

where we normalize the target point to i1g. The transformation from Hg to Bg is
given by

W =
1g + iZ
1g − iZ

.

Hence W = A(t)T = A(t), where A(t) is symmetric.
Together with Theorem 5.3, we have

(5-5) R̃i j̄ kl̄ =
∑
α≤β

∑
γ≤δ

∑
ζ≤η

∑
σ≤τ

R̃(αβ)(γ δ)(ζη)(στ)
∂Wαβ

∂ti

∂Wγ δ

∂t j

∂Wζη

∂tk

∂Wστ

∂tl

=

∑
α,β

∑
γ,δ

∑
ζ,η

∑
σ,τ

R̃(αβ)(γ δ)(ζη)(στ)
∂Wαβ

∂ti

∂Wγ δ

∂t j

∂Wζη

∂tk

∂Wστ

∂tl

=−

∑
N≥0

1
N + 2

tr
(
S′i j S′kl(W W )N+2)

+

∑
N≥0

∑
N1≥0,N2>0,N3>0∑3

i=1 Ni=N+1

[ ∑
mi>0,1≤i≤l

m1+···+ml=N1

(−1)l

×

(
1

m1+ 1
tr
(
S(λµ)(α1β1)

(W W )m1+1))
×

(
1

m2+ 1
tr
(
S(α1β1)(α2β2)

(W W )m2+1)) . . .
×

(
1

ml + 1
tr
(
S(αl−1βl−1)(φψ)

(W W )ml+1))]
×

[
1

N2+ 1
tr
(
S′i S′

k(λµ)
(W W )N2+1)]

×

[
1

N3+ 1
tr
(
S′j̄ S′

(φψ)l̄(W W )N3+1)].
In the second equality, we also need a symmetric extension of the indices, as in (5-4).
In the third equality, Si means taking the derivative along ∂/∂ti , since W = A(t)
can be seen as a matrix with variable t ; and ∂/∂ti and ∂/∂tk still run through all
W ’s but can’t operate simultaneously on a single W , according to Definition 4.1.
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Since the calculation is a little bit complicated, we will present a more detailed
formula in the Appendix. Also, the second fundamental form of Jtor, restricted to a
nonhyperelliptic locus, can be computed out. However, it is difficult to understand
the vanishing of the second fundamental form entirely. Partial results are given as
follows.

Proposition 5.6. The second fundamental form of the nonhyperelliptic locus at the
central point is

6i j̄ kl̄(0)= tr(Aik A jl).

Proof. From (5-5), we easily have R̃i j̄ kl̄(0)=−
1
2 tr
(
S′

i j̄
S′

kl̄

(
A1(t)A1(t)A1(t)A1(t)

))
.

Also, Theorem 4.4 tells us

Ri j̄ kl̄(0)=− tr
(
Si j̄ Skl̄(A2(t)A2(t))

)
−

1
2 tr
(
Si j̄ Skl̄(A1(t)A1(t)A1(t)A1(t))

)
+
[
tr
(
Si Sk p̄(A2(t)A1(t))

)][
tr
(
Sj̄ Spl̄(A1(t)A2(t))

)]
.

Hence 6i j̄ kl̄(0) = tr(Aik A jl) − tr(Aik Ap) tr(Ap A jl). By the use of (4-5), this
proposition follows easily. �

Corollary 5.7. Holomorphic sectional curvature along a totally geodesic submani-
fold M in a nonhyperelliptic locus of Tg is bounded from below.

This shows indicates that a totally geodesic submanifold can’t be arbitrarily
negatively curved.

Proof. Proposition 5.6 tells us that Ai j = 0 on the totally geodesic manifold M .
From (4-7) and (4-8), the holomorphic sectional curvature H(v) becomes

H(v)=−2
tr
(
(ai Ai )(a j A j )(ak Ak)(al Al)

)(
tr((ai Ai )(a j A j ))

)2 .

By (4-9),
H(v)≥−2. �

Proposition 5.8. The totally geodesic manifold M in the nonhyperelliptic locus of
Tg must be locally symmetric.

Proof. We just need to check that ∇R= 0 on M . We use the well known formulas

∇pRi j̄ kl̄ =
∂

∂tp
Ri j̄ kl̄ −0

q
pi Rq j̄kl̄ −0

q
pkRi j̄ql̄,

∇ p̄Ri j̄ kl̄ =
∂

∂ t̄p
Ri j̄ kl̄ −0

q
pj Ri q̄kl̄ −0

q
plRi j̄ kq̄ .

The normal coordinate gives us 0k
i j (0)= 0, and thus both ∇pRi j̄ kl̄(0) and ∇ p̄Ri j̄ kl(0)

concern the first derivative of Ri j̄ kl̄ . By Proposition 5.6, Ai j = 0, i.e., A2(t) = 0,
follows from the fact that the manifold M is totally geodesic. Also, Theorem 4.4
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implies that

R(1)
i j̄ kl̄
=− tr

(
Si j̄ Skl̄

(
A2(t)A3(t)+ A3(t)A2(t)

))
− tr

(
Si j̄ Skl̄

(
A2(t)A1(t)A1(t)A1(t)+ A1(t)A2(t)A1(t)A1(t)

))
+ tr

(
Si Sk p̄

( 1
2 A1(t)A1(t)A1(t)A1(t)+ A3(t)A1(t)

))
tr
(
Sj̄ Spl̄(A1(t)A2(t))

)
+ tr

(
Si Sk p̄(A2(t)A1(t))

)
tr
(
Sj̄ Spl̄

( 1
2 A1(t)A1(t)A1(t)A1(t)+ A1(t)A3(t)

))
− tr

(
Sq p̄

(
A2(t)A1(t)+ A1(t)A2(t)

))
tr
(
Si Skq̄(A2(t)A1(t))

)
tr
(
Sj̄ Spl̄(A1(t)A2(t))

)
.

Every summand above has an A2(t) term. So R(1)
i j̄ kl̄
= 0, and thus ∇pRi j̄ kl̄(0)= 0

and ∇ p̄Ri j̄ kl(0)= 0. �

Appendix

We give here the full formula for the second fundamental form. Let Eαβ be defined by
(Eαβ )γ δ = δαγ δβδ (Kronecker delta). The following example will serve to illustrate
the meaning of the symbol P (permutation summation):

P(ABC DE FG H)

= ABC DE FG H +C B ADE FG H + E BC D AFG H +G BC DE F AH ,

where A to H are all complex matrices. The matrices with bars are stationary, and
those with bars travel through those without bars.

Replace W by A(t) in (5-5) and rearrange that formula according to degrees in t
to get

R̃i j̄ kl̄ =−
∑
N≥0

∑
mi>0,1≤i≤2l,l≥2
m1+···+m2l=N+4

1
l

tr
(
S′i j̄ S′kl̄

(
Am1(t) . . . Am2l (t)

))

+

∑
N1≥0,N2>0,N3>0∑3

i=1 Ni=N

[ ∑
mi>0,1≤i≤l

m1+···+ml=N1

(−1)l

×

∑
m1n>0,∑2s1

n=1 m1n=m1

tr
(

P
(
EλµAm11(t) . . . Am12s1

(t)Eα1
β1

))

×

∑
m2n>0,∑2s2

n=1 m2n=m2

tr
(

P
(
Eα1
β1

Am21(t) . . . Am22s2
(t)Eα2

β2

))
· · ·

×

∑
mln>0,∑2sl

n=1 mln=ml

tr
(

P
(
Eαl−1
βl−1

Aml1(t) . . . Aml2sl
(t)Eφψ

))]
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×

[ ∑
mi>0,∑2l+1

i=1 mi=N2+2

tr
(
S′i S′k

(
Am1(t) . . . Am2l+1(t)Eλµ

))]

×

[ ∑
mi>0,∑2l+1

i=1 mi=N3+2

tr
(
S′j̄ S′l̄

(
Eφψ Am1(t) . . . Am2l+1(t)

))]
.

By convention, the term in the first square brackets has the value δλφδµψ if N1 = 0.

Theorem A.9. The second fundamental form 6i j̄ kl̄ of the nonhyperelliptic locus is

6i j̄ kl̄

=

∑
N≥0

1
l

( ∑
mi>0,1≤i≤2l∑2l

i=1 mi=N+4

tr
(
Si j̄ Skl̄

(
Am1(t)Am2(t) . . . Am2l (t)

))
−

∑
mi>0,l≥2∑2l
i=1 mi=N+4

tr
(
S′i j̄ S′kl̄

(
Am1(t) . . . Am2l (t)

)))

+

∑
N≥0

∑
N1≥0,N2>0,N3>0∑3

i=1 Ni=N

[ ∑
mi>0,1≤i≤l

m1+···+ml=N1

(−1)l

×

∑
m1n>0,∑2s1

n=1 m1n=m1

tr
(

P
(
EλµAm11(t) . . . Am12s1

(t)Eα1
β1

))

×

∑
m2n>0∑2s2

n=1 m2n=m2

tr
(

P
(
Eα1
β1

Am21(t) . . . Am22s2
(t)Eα2

β2

))
· · ·

×

∑
mln>0∑2sl

n=1 mln=ml

tr
(

P
(
Eαl−1
βl−1

Aml1(t) . . . Aml2sl
(t)Eφψ

))]

×

[ ∑
mi>0∑2l+1

i=1 mi=N2+2

tr
(
S′i S′k

(
Am1(t) . . . Am2l+1(t)Eλµ

))]

×

[ ∑
mi>0,∑2l+1

i=1 mi=N3+2

tr
(
S′j̄ S′l̄

(
Eφψ Am1(t) . . . Am2l+1(t)

))]

−

∑
N≥0

∑
Ni≥0,1≤i≤3∑3

i=1 Ni=N

[ ∑
mi>0,1≤i≤l

m1+···+ml=N1

(−1)l
l∏

i=1

1
si
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×

∑
m1n>0,1≤n≤2s1∑2s1

n=1 m1n=m1+2

tr
(
Sqi1

(
Am11(t) . . . Am12s1

(t)
))

×

∑
m2n>0,1≤n≤2s2∑2s2

n=1 m2n=m2+2

tr
(
Si1i2

(
Am21(t) . . . Am22s2

(t)
))
· · ·

× · · ·

∑
mln>0,1≤n≤2sl∑2sl

n=1 mln=ml+2

tr
(
Sil−1 p̄

(
Aml1(t) . . . Aml2sl

(t)
))]

×

[ ∑
mi>0,1≤i≤2l∑2l

i=1 mi=N2+3

1
l

tr
(
Si Skq̄

(
Am1(t) . . . Am2l (t)

))]

×

[ ∑
mi>0,1≤i≤2l∑2l

i=1 mi=N3+3

1
l

tr
(
Sj̄ Spl̄

(
Am1(t) . . . Am2l (t)

))]
.

Proof. This follows from Theorem 4.4, the formula for R̃i j̄ kl̄ above and (5-1). �
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