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We consider the harmonic mean curvature flow of an axially symmetric torus whose axis is a closed geodesic, where the ambient space is a hyperbolic three-manifold. Assuming the initial surface is strictly convex and its harmonic mean curvature is less than $\frac{1}{2}$, we show that the evolving surface satisfies a curvature condition comparable to that of a perfectly symmetric torus evolving under harmonic mean curvature flow. In other words, we prove that $\lambda_1 \approx e^{-t}$, $\lambda_2 \approx e^t$ and $\lambda_1 \lambda_2 \approx 1$, where $\lambda_1$ and $\lambda_2$ are the principal curvatures of the evolving torus.

1. Introduction

We consider the contraction of a convex torus embedded in a hyperbolic 3-manifold to a closed geodesic using the harmonic mean of the principal curvatures. Each point on the torus whose axis is a closed geodesic moves in the normal direction pointing to its axis with a speed equal to the harmonic mean curvature. Let $\Sigma^2 = S^1 \times S^1$ be a two-dimensional torus, $N^3$ a hyperbolic 3-manifold containing a closed geodesic and $\Phi_0 : \Sigma^2 \to N^3$ a smooth initial immersion of $\Sigma^2$ into $N^3$ centered at a closed geodesic. The evolution process is described by a one-parameter family of immersions $\Phi : \Sigma \times [0, T) \to N$ satisfying

\[
\frac{\partial \Phi(p, t)}{\partial t} = -F(p, t) \cdot N(p, t),
\]

\[
\Phi(p, 0) = \Phi_0(p).
\]

Here, $F = \lambda_1 \lambda_2 / (\lambda_1 + \lambda_2)$ is the harmonic mean curvature of $\Sigma_t := \Phi(\Sigma, t)$ where $\lambda_1, \lambda_2$ are the principal curvatures and $N$ is the outward unit normal vector of $\Sigma_t$.

Andrews studied harmonic mean curvature flow (HMCF) of strictly convex compact hypersurfaces without boundary in Euclidean [Andrews 1994a] and Riemannian manifolds [1994b], showing that the evolving hypersurface converges to a round point in finite time. Other authors studied HMCF of hypersurfaces in Euclidean space under various curvature conditions [Caputo and Daskalopoulos...]
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2009; Daskalopoulos and Hamilton 2006; Daskalopoulos and Sesum 2010; Dieter 2005] and showed that the evolving hypersurface converges, when it does, to a round point. In this paper, we are interested in surfaces converging to a closed geodesic, not a point, in hyperbolic 3-manifolds by HMCF. Examples of hypersurfaces in hyperbolic manifolds converging to a totally geodesic submanifold by HMCF were constructed in [Gulliver and Xu 2009]. However, only hypersurfaces at a constant distance from totally geodesic submanifolds were considered there, so the curvature flow problem reduced to analyzing simple ODEs. This paper generalizes parts of the results of Gulliver and Xu to axially symmetric surfaces. Recently in [Andrews et al. 2013], weakly convex hypersurfaces in Euclidean space containing cylindrical regions were shown to shrink to a line segment when the hypersurface is deformed by certain curvature function. However, curvatures of the evolving surface were not analyzed in that paper.

In this paper, we will obtain curvature estimates of an axially symmetric torus contracting to a closed geodesic in hyperbolic 3-manifold by HMCF. Analyzing the principal curvatures of a torus presents a novel problem since as the torus approaches the axis we expect the small principal curvature to converge zero and the large principal curvature to approach infinity. And the product of the principal curvatures is expected to be more or less constant since it equals 1 (see (1-1)) on a perfect torus whose axis is a closed geodesic. This kind of curvature estimate is different from the estimates obtained for spherical hypersurfaces in Theorem 4.1 of [Andrews 1994b] and Theorem 5.1 of [Huisken 1984], stating that the ratio of principal curvatures are uniformly bounded. We need to estimate each principal curvature separately to show that they exhibit contrasting dynamics but the product should remain bounded throughout the evolution process.

We will consider a torus $\Sigma^2$ embedded into a hyperbolic 3-manifold $N^3$ such that it is axially symmetric about a closed geodesic $\gamma : S^1 \to N^3$. Let $r : S^1 \to [0, R]$ be a generating function defined on $\gamma$. An axially symmetric torus can be constructed by revolving the graph of $r$ about $\gamma$. Theorem 1.1 (main theorem). Let $\Sigma_0$ be an axially symmetric torus around a closed geodesic $\gamma$ in a hyperbolic 3-manifold $N$, generated by revolving a graph of $r : S^1 \to \mathbb{R}^+$ about $\gamma$. Assume $\Sigma_0$ is strictly convex and $\max_{x \in \Sigma_0} F(x) < \frac{1}{2}$ where $F(x)$ is the harmonic mean curvature at $x \in \Sigma_0$. Then, the solution of the HMCF with initial surface $\Sigma_0$ exists for all $t \in [0, \infty)$ and remains strictly convex. The evolving surface converges to the closed geodesic exponentially fast and the principal curvatures satisfy $\lambda_1 \approx e^{-t}, \lambda_2 \approx e^t$ and $\lambda_1 \lambda_2 \approx 1$.

Notation. Uniform constants are denoted by $C_i$. The same symbol $C$ might imply different constants from line to line. The approximation symbol $f \approx g$ denotes that there exist $C_1, C_2 > 0$ such that $C_1 g \leq f \leq C_2 g$. 
Remarks. (1) The reason we impose the curvature condition $\max_{\Sigma_0} F < \frac{1}{2}$ is that for a perfectly symmetric torus we have $0 < F(r) < \frac{1}{2}$ for all $r \in (0, \infty)$; thus perfectly symmetric tori of any radius satisfy the condition. This can be easily seen as follows: Since the principal curvatures of a perfect torus are $\lambda_1 = \tanh r$ and $\lambda_2 = \coth r$ (by the Riccati equation, $\lambda_i' + \lambda_i^2 = 1$), the harmonic mean curvature is

$$F = \frac{1}{(\coth r)^{-1} + (\tanh r)^{-1}} = \frac{1}{\coth r + \tanh r}.$$ 

Thus,

$$\frac{dF}{dr} = \frac{1}{\sinh^2 r + \cosh^2 r} > 0 \quad \text{for all } r.$$ 

But

$$\lim_{r \to 0} \coth r = \infty, \quad \lim_{r \to 0} \tanh r = 0, \quad \lim_{r \to \infty} \coth r = \lim_{r \to \infty} \tanh r = 1.$$ 

Therefore

$$\lim_{r \to 0} F = 0, \quad \lim_{r \to \infty} F = \frac{1}{2}, \quad 0 < F(r) < \frac{1}{2}.$$ 

(2) The HMCF of a perfectly symmetric torus whose axis is a closed geodesic in a hyperbolic manifold was considered in Theorem 3 of [Gulliver and Xu 2009]. The authors showed that the radius $r(t)$ of the evolving torus satisfies

$$r(t) = \frac{1}{2} \sinh^{-1}(e^{-t} \sinh 2r_0) \approx e^{-t},$$

where $r_0$ is the radius of the initial torus. Since the principal curvatures of perfect torus are $\lambda_1 = \tanh r$ and $\lambda_2 = \coth r$, we obtain the asymptotic estimates of both principal curvatures:

$$\lambda_1 \approx e^{-t}, \quad \lambda_2 \approx e^t, \quad \lambda_1 \lambda_2 = 1. \quad (1-1)$$

The main theorem of this paper shows that the principal curvatures of an axially symmetric torus contracting to a closed geodesic under HMCF retain the curvature estimates (1-1) of an evolving perfectly symmetric torus.

The paper is organized as follows. In Section 2, we derive essential geometric quantities available on axially symmetric spaces. In Section 3, we prove the short and long time existence of HMCF of axially symmetric torus and discuss the preservation of convexity of the surface. We derive the evolution equations of important geometric quantities in Section 4. In Section 5, we prove that the evolving surface remains a graph throughout the deformation process and also prove that $\lambda_2 \approx e^t$. Along the way, we obtain the optimal estimate $\lambda_1 \approx e^{-t}$ and conclude that $\lambda_1 \lambda_2 \approx 1$. 
2. Axially symmetric spaces

In this section, we will use the orthonormal frames to derive geometric quantities defined on axially symmetric surfaces. A similar computation was carried out in [Cabezas-Rivas and Miquel 2009] for general rotationally symmetric spaces. In the neighborhood of the closed geodesic, the hyperbolic metric can be expressed in Fermi coordinates as

\[ ds^2 = dr^2 + h(r)^2 d\theta^2 + b(r)^2 dz^2 \]

where \( r \) is the distance from the axis, \( \theta \) is the angular unit of the circle perpendicular to the axis, and \( z \) is the position along the axis.

We have the following orthonormal frames in \((n+1)\)-dimensional rotationally symmetric space.

\[
E_0 := E_r = \frac{\partial}{\partial r}, \quad E_1 := E_z = \frac{1}{b(r)} \frac{\partial}{\partial z}, \quad E_i = \frac{1}{h(r)} e_i \quad \text{for} \quad i = 2, \ldots, n,
\]

where \( e_i \) is an orthonormal frame of \( S^{n-1} \) with the standard metric. Its dual orthonormal coframe is given by

\[
\theta^r = dr, \quad \theta^z = b(r) dz, \quad \theta^i = h(r) e_i \quad \text{for} \quad i = 2, \ldots, n.
\]

In these frames, the Cartan connection form \( \omega^b_a \) defined by \( d\theta^b = -\sum_{a=0}^{n} \omega^b_a \wedge \theta^a \) is given by

\[
\omega^z_r = \frac{b'(r)}{b(r)} \theta^z, \quad \omega^r_i = \frac{h'(r)}{h(r)} \theta^i, \quad \omega^i_z = 0, \quad \omega^i_j = S^i_j \omega^j_i
\]

where \( S^i_j \) represents the Cartan connection form on \( S^{n-1} \). The covariant derivatives of the orthonormal frames can be computed from the equation \( \nabla_X E_a = \sum_{b=0}^{n} \omega^b_a(X) E_b \) and their results are given below. We denote the covariant derivative defined on the ambient manifold by \( \nabla \) and the covariant derivative on the hypersurface by \( \bar{\nabla} \). The symbol ‘ denotes the derivative with respect to \( r \) and subscripts of \( r \) mean the derivative with respect to \( z \). For \( i = 2, \ldots, n \),

\[
\begin{align*}
\bar{\nabla}_E_r E_r &= 0, \quad \bar{\nabla}_E_z E_r = \frac{b'(r)}{b(r)} E_z, \quad \bar{\nabla}_E_i E_r = \frac{h'(r)}{h(r)} E_i \\
\bar{\nabla}_E_r E_z &= 0, \quad \bar{\nabla}_E_z E_z = -\frac{b'(r)}{b(r)} E_r, \quad \bar{\nabla}_E_z E_z = 0, \\
\bar{\nabla}_E_r E_i &= 0, \quad \bar{\nabla}_E_z E_i = 0, \quad \bar{\nabla}_E_i E_j = -\frac{h'(r)}{h(r)} \delta_{ij} E_r + S^k_j (E_i) E_k.
\end{align*}
\]

For a hypersurface constructed by revolving the graph of a generating function \( r : S^1 \rightarrow \mathbb{R}^+ \), the tangent vector \( \sigma \) of the generating curve and the unit normal vector \( N \) of the hypersurface are given by

\[
\sigma = \frac{1}{\sqrt{r_z^2 + b^2}} (r_z E_r + b E_z), \quad N = \frac{1}{\sqrt{r_z^2 + b^2}} (b E_r - r_z E_z).
\]
The principal curvatures of the hypersurface in the direction of \(\sigma\) and \(E_i\) are

\[
\lambda_1 = \langle \nabla_\sigma \sigma, N \rangle = \frac{1}{\sqrt{r_z^2 + b^2}} \left( \frac{-r_{zz}b + r_z^2b'}{r_z^2 + b^2} + b' \right),
\]

\[
\lambda_i = \langle \nabla_{E_i} E_i, N \rangle = \frac{b}{\sqrt{r_z^2 + b^2}} \frac{h'}{h} = u \frac{h'}{h} \quad \text{for} \quad i = 2, \ldots, n,
\]

respectively. Note the hypersurfaces of revolution is generated by a graph if

\[
u := \langle E_r, N \rangle = \frac{b}{\sqrt{r_z^2 + b^2}}
\]
is greater than 0; equivalently, \(v := u^{-1}\) is finite. Note that \(u \leq 1\) by its definition.

3. Short and long time existence and preserving convexity

In this section, we first prove the short time existence of HMCF of axially symmetric torus and review the long time existence and preservation of convexity proved in [Gulliver and Xu 2009]. Let \(W_i^j = h_{ik}g^{kj}\) be the Weingarten map of \(\Sigma_t\), where \(h_{ij}\) is the second fundamental form and \(g_{ij}\) is the induced metric on \(\Sigma_t\). We can view the harmonic mean curvature function as \(F(W_i^j) = f(\lambda(W_i^j))\), where \(\lambda(W_i^j) = (\lambda_1, \lambda_2)\) is the set of eigenvalues of \(W_i^j\) and \(f(\lambda_1, \lambda_2) = \lambda_1\lambda_2/(\lambda_1 + \lambda_2)\). Let us first discuss the short time existence of HMCF when the flow equation is cast in terms of the graph function. If we express (HMCF) in terms of the graph function using

\[
\left\langle \frac{\partial \phi}{\partial t}, N \right\rangle = F,
\]

we obtain

\[
\frac{\partial r}{\partial t} = -\frac{r_{zz} - 2 \tanh(r)r_z^2 - \sinh r \cosh r}{\tanh(r)r_{zz} - (2 \tanh^2 r + 1)r_z^2 - \sinh^2 r - \cosh^2 r}, \quad r(z, 0) = r_0(z)
\]

for all \((z, t) \in S^1 \times [0, T)\). Since the initial surface is assumed to be strictly convex, from (2-3) and (2-4) we find that at \(t = 0\)

\[
\tilde{\lambda}_1 := -r_{zz} + 2 \tanh(r)r_z^2 + \sinh r \cosh r > 0.
\]

We consider positive solutions

\[
r > 0.
\]

We define \(C^\alpha(S^1)\) to be the set of standard Hölder continuous functions on \(S^1\) and \(C^{2+\alpha}(S^1)\) to be a space of functions \(g\) on \(S^1\) such that \(g, g_z, g_{zz} \in C^\alpha(S^1)\). We set \(Q_\tau = S^1 \times [0, \tau]\) for some \(\tau > 0\) and define \(C^{2+\alpha}(Q_\tau)\) to be a space of functions \(g\) on \(Q_\tau\) such that \(g_t, g, g_z, g_{zz} \in C^\alpha(S^1)\).
Lemma 3.1. Let $r_0 \in C^{2+\alpha}(S^1)$. There exists some $t_0 > 0$ such that a unique solution $r \in C^{2+\alpha}(S^1 \times [0, t_0])$ solves (3-1).

Proof. Let $M : C^{2+\alpha}(Q_\tau) \to C^\alpha(Q_\tau)$ be a fully nonlinear operator defined by

$$M(r) = r_t - F(z, t, r, r_z, r_{zz}),$$

where

$$F(z, t, r, r_z, r_{zz}) = -\frac{r_{zz} - 2 \tanh r r_z^2 - \sinh r \cos r}{\tanh r r_{zz} - (2 \tanh^2 r + 1) r_z^2 - \sinh^2 r - \cosh^2 r}.$$ 

Consider the linearization of $M$ around a function $r \in C^{2+\alpha}(Q_\tau)$ such that $\|r - r_0\| < \delta$ for some $\delta > 0$. If we choose $\delta$ small enough, any such $r$ will satisfy conditions (3-2) and (3-3) since the initial condition $r_0 \in C^{2+\alpha}(S^1)$ satisfies those conditions. Then, the linearized equation around the function $r$, namely

$$(3-4) \quad \frac{\partial \tilde{r}}{\partial t} = DF(r)(\tilde{r}) = \alpha(r, r_z, r_{zz})\tilde{r}_{zz} + \beta(r, r_z, r_{zz})\tilde{r}_z + \gamma(r, r_z, r_{zz})\tilde{r},$$

where

$$\alpha = \frac{-r_z^2 - \cosh^2 r}{(\tanh r \tilde{\lambda}_1 + r_z^2 + \cosh^2 r)^2}, \quad \beta = \frac{(4 \tanh^2 r - 2) r_z \tilde{\lambda}_1 + 4 \tanh r r_z (r_z^2 + \cosh^2 r)}{(\tanh r \tilde{\lambda}_1 + r_z^2 + \cosh^2 r)^2},$$

$$\gamma = \left[\left(\frac{r_{zz}}{\cosh^2 r} - \frac{2 \tanh r r_z^2 - 3 \sinh r \cosh r + \sinh^2 r \tanh r}{\cosh^2 r} \right) \tilde{\lambda}_1 + \left(\frac{2r_z^2}{\cosh^2 r} + \cosh^2 r + \sinh^2 r \right) (r_z^2 + \cosh^2 r)^2 \right] \frac{1}{(\tanh r \tilde{\lambda}_1 + r_z^2 + \cosh^2 r)^2}$$

satisfy

$$\inf_{Q_\tau} \alpha(r, r_z, r_{zz}) > \mu > 0 \quad \text{for some } \mu \text{ and } \alpha, \beta, \gamma \in C^\alpha(Q_\tau).$$

By standard theory for linear parabolic PDEs, the linearized equation (3-4) with the initial condition $\tilde{r}_0 \in C^{2+\alpha}(S^1)$ has a unique solution $\tilde{r} \in C^{2+\alpha}(Q_\tau)$. Applying the inverse function theorem for Banach spaces (see [Daskalopoulos and Hamilton 1999, Theorem 8.5]), we conclude that there exists $t_0 > 0$ such that (3-1) has a unique solution $r \in C^{2+\alpha}(Q_{t_0})$. \hfill \Box

Remark. The fully nonlinear equation (3-1) is, in fact, uniformly parabolic due to $C^1$ and $C^2$ estimates of $r$ (Corollary 5.7).

In [Gulliver and Xu 2009, Theorem 6], it is proved that the solution of (HMCF) exists for infinite time and the evolving surface remains strictly convex. We will restate the theorem dividing it into two parts: the first stating the lower bound of
the harmonic mean curvature (HMC) and the second stating its upper bound. We will give the entire proof of the second part since some estimates used in the proof will be improved in Section 4 in order to obtain the asymptotically optimal upper bound for HMC.

**Theorem 3.2** [Gulliver and Xu 2009, Theorem 6]. Let $N^3$ be a hyperbolic manifold. If the initial surface is strictly convex, then $F(x, t) \geq (\min_{M_0} F) e^{-t}$ as long as the solution of HMCF exists. In other words, the surface remains strictly convex.

**Theorem 3.3.** Let $N^3$ be a hyperbolic manifold. Assume that the initial hypersurface is strictly convex and $\max_{\Sigma_0} F < \frac{1}{2}$. Then, the solution of HMCF exists for infinite time and $\max_{\Sigma} F \leq C e^{-t/2}$ for some constant $C$ and for all $t \in [0, \infty)$.

**Remark.** Note that $f \leq \lambda_1 \leq 2f$ if $\lambda_i > 0$. Therefore, the theorem implies that $\max_{\Sigma} \lambda_1 \leq C e^{-t/2}$, where $\lambda_1$ is the smallest principal curvature. Together with Theorem 3.2, we obtain $C_1 e^{-t} \leq F \leq C_2 e^{-t/2}$.

**Proof.** We find the upper bound for $F$ by analyzing the evolution equation of $F$. We set

$$\mathcal{L} = \frac{\partial F}{\partial h^j_i} \nabla_i \nabla^j,$$

which is an elliptic operator as long as the hypersurface is strictly convex.

$$\frac{\partial F}{\partial t} = \mathcal{L}(F) + F \left( \dot{F}, W^2 \right) + F \left( \dot{F}^i j, R_{i0j0} \right)$$

$$= \mathcal{L}(F) + \sum_i F \frac{\partial f}{\partial \lambda_i} (\lambda_i^2 + R_{i0j0})$$

$$\leq \mathcal{L}(F) + \sum_i F^3 - \sum_i F \frac{\partial f}{\partial \lambda_i}$$

$$= \mathcal{L}(F) + 2F^3 - F^3 \sum_i \lambda_i^{-2} \leq \mathcal{L}(F) + 2F^3 - \frac{1}{2} F.$$

By the maximum principle, we can solve the following ODE and obtain an upper bound for $F(x, t)$:

$$\frac{d \tilde{F}}{dt} = 2\tilde{F}^3 - \frac{1}{2} \tilde{F}, \quad \tilde{F}(0) = \max_{x \in M} F(x, 0).$$

The solution of the ODE is $\tilde{F}(t)^{-2} = (\tilde{F}(0)^{-2} - 4) e^t + 4$, so we have $F(x, t) \leq \tilde{F}(t)$ for all $x \in M$ as long as the solution of HMCF exists. For the proof of infinite time existence, see [Gulliver and Xu 2009, Theorem 6].

Since disjoint surfaces remain disjoint under HMCF by the maximum principle, given a torus whose axis is a closed geodesic, two perfect tori enclosing it from inside and outside, which are called barriers, will remain disjoint throughout the flow; thus, the radius of the evolving torus is comparable to the radii of the barriers.
Lemma 3.4. Let \( r \) be the generating function of an axially symmetric torus evolving by HMCF. Then there exist \( C_1 \) and \( C_2 \) such that \( C_1 e^{-t} \leq r(x, t) \leq C_2 e^{-t} \) for all \( x \in \Sigma_t \) as long as the solution of HMCF exists.

4. Evolution equations

To show that the surface of revolution remains a graph over the closed geodesic, it is sufficient to prove that \( v \) remains uniformly bounded for all time. To this end, we first derive the evolution equations of \( r \) (Lemma 4.1) and \( v \) (Lemma 4.3). From now on we will only consider the case \( n = 2 \).

Lemma 4.1. The generating function satisfies following evolution equation.

\[
\left( \frac{\partial}{\partial t} - \mathcal{L} \right) r = \left( \lambda_1 \frac{\partial f}{\partial \lambda_1} - f \right) u - \frac{\partial f}{\partial \lambda_1} b' \frac{b}{h} u^2 - \frac{\partial f}{\partial \lambda_2} h' \left( 1 - u^2 \right).
\]

Proof. Let us compute \( \frac{\partial r}{\partial t} \) and \( \mathcal{L} r \).

\[
\frac{\partial r}{\partial t} = \left\{ \frac{\partial}{\partial r}, \frac{\partial X}{\partial t} \right\} = -f u.
\]

We choose a geodesic coordinate \( \partial_1 = \sigma, \partial_2 = E_2 \) at a fixed point such that \( g_{ij} = \delta_{ij} \) and \( h_{ij} = \lambda_i \delta_{ij} \) for \( i, j = 1, 2 \). Since \( \nabla_\sigma \sigma = 0 \) and \( E_2(r) = 0 \),

\[
\mathcal{L} r = \hat{F}^{kl} \nabla_k \nabla^l r = \frac{\partial f}{\partial \lambda_1} \nabla_\sigma \nabla_\sigma r + \frac{\partial f}{\partial \lambda_2} \nabla E_2 \nabla E_2 r = \frac{\partial f}{\partial \lambda_1} \sigma \sigma(r) - \frac{\partial f}{\partial \lambda_2} (\nabla E_2 E_2) r.
\]

Let us first compute the term \( \sigma \sigma(r) \). By (2-1)–(2-5),

\[
\sigma(r) = \left\{ \sigma, \frac{\partial}{\partial r} \right\} = \frac{r_z}{\sqrt{r_z^2 + b^2}} = -\langle N, E_z \rangle
\]
and

\[
(4-1) \quad \sigma \sigma(r) = -\sigma \langle N, E_z \rangle = \langle \nabla_\sigma N, E_z \rangle - \langle N, \nabla_\sigma E_z \rangle
\]
\[
= -\langle \lambda_1 \sigma, E_z \rangle - \left\langle N, -\frac{b'}{\sqrt{r_z^2 + b^2}} E_r \right\rangle = -\lambda_1 u + \frac{b'}{b} u^2.
\]

On the other hand,

\[
(4-2) \quad -(\nabla E_2 E_2) r = -\langle \nabla E_2 E_2, \sigma \rangle \sigma(r) = \frac{h'}{h} (1 - u^2).
\]

Combining (4-1) and (4-2), we obtain

\[
\mathcal{L} r = \frac{\partial f}{\partial \lambda_1} \left( -\lambda_1 u + \frac{b'}{b} u^2 \right) + \frac{\partial f}{\partial \lambda_2} \frac{h'}{h} (1 - u^2),
\]
and this finishes the proof of the lemma. \( \square \)

It is straightforward to derive the evolution equation of \( \phi(r) \) for a smooth function \( \phi : \mathbb{R} \rightarrow \mathbb{R} \).
Lemma 4.2. The following evolution equation is satisfied by $\phi \circ r : \Sigma \times [0, \infty) \to \mathbb{R}$:

$$\left( \frac{\partial}{\partial t} - \mathcal{L} \right) \phi(r) = \phi' \left[ \left( \lambda_1 \frac{\partial f}{\partial \lambda_1} - f \right) u - \frac{\partial f}{\partial \lambda_1} b \right] + \frac{\partial f}{\partial \lambda_1} h \left( 1 - u^2 \right) - \phi'' \frac{\partial f}{\partial \lambda_1} (1 - u^2).$$

Proof. We compute

$$\phi'' \dot{F}^{kl} \nabla_k r \nabla_l r = \phi'' \frac{\partial f}{\partial \lambda_1} (\sigma(r))^2 = \phi'' \frac{\partial f}{\partial \lambda_1} \langle E_z, N \rangle^2 = \phi'' \frac{\partial f}{\partial \lambda_1} (1 - u^2). \quad \Box$$

Lemma 4.3. The gradient function $v = u^{-1}$ satisfies the evolution equation

$$\left( \frac{\partial}{\partial t} - \mathcal{L} \right) v = -\frac{2}{v} \dot{F}^{kl} \nabla_k v \nabla_l v - \frac{\partial f}{\partial \lambda_1} \left( \frac{b'}{b} \right)' \left( v - v^{-1} \right) + \frac{\partial f}{\partial \lambda_1} v \left( v^{-1} \frac{b'}{b} - \lambda_1 \right)^2$$

$$+ \left( \frac{\partial f}{\partial \lambda_2} \frac{b'}{b} h' - \frac{\partial f}{\partial \lambda_2} \left( \frac{h'}{h} \right)' + \frac{\partial f}{\partial \lambda_1} \left( \frac{b'}{b} \right)^2 \right) v$$

$$- \frac{\partial f}{\partial \lambda_2} \frac{b'}{b} + \left( \frac{\partial f}{\partial \lambda_2} \left( \frac{h'}{h} \right)' - \frac{\partial f}{\partial \lambda_1} \left( \frac{b'}{b} \right)^2 \right) v^{-1}.$$}

Proof. Let us first compute $\dot{F}^{kl} \nabla_k \nabla_l u$ by choosing the geodesic coordinate at a fixed point as before:

$$\dot{F}^{kl} \nabla_k \nabla_l u = \frac{\partial f}{\partial \lambda_1} \sigma(u) - \frac{\partial f}{\partial \lambda_2} \langle \nabla E_2 E_2 \rangle u.$$}

From (2-1) and (2-2), we get $\nabla_\sigma E_r = u \frac{b'}{b} E_z$. Substituting, we obtain

$$\sigma(u) = \sigma \langle E_r, N \rangle = \langle \nabla_\sigma E_r, N \rangle + \langle E_r, \nabla_\sigma N \rangle = \left( u \frac{b'}{b} - \lambda_1 \right) \langle E_z, N \rangle.$$}

As preparation for calculating $\sigma \sigma(u)$, we first observe that, by (2-2) and (4-3),

$$\sigma \left( \frac{b'}{b} \right) = \left[ \left( u \frac{b'}{b} - \lambda_1 \right) \frac{b'}{b} - u \left( \frac{b'}{b} \right)' \right] \langle E_z, N \rangle.$$}

From (2-1) and (2-2), we see $\nabla_\sigma E_z = -u (b'/b) E_r$, and get

$$\sigma \langle E_z, N \rangle = -u \left( \frac{b'}{b} E_r, N \right) + \langle E_z, \lambda_1 \sigma \rangle = -u \left( u \frac{b'}{b} - \lambda_1 \right).$$}

Then,

$$\sigma \sigma(u) = \left[ \left( u \frac{b'}{b} - \lambda_1 \right) \frac{b'}{b} - u \left( \frac{b'}{b} \right)' \right] (1 - u^2) - \sigma(\lambda_1) \langle E_z, N \rangle - u \left( u \frac{b'}{b} - \lambda_1 \right)^2,$$

where we used that $\langle E_z, N \rangle^2 = 1 - u^2$. By (2-1) and (4-3), it is straightforward to compute

$$\langle \nabla E_2 E_2 \rangle u = \langle \nabla E_2 E_2, \sigma \rangle \sigma(u) = \frac{h'}{h} \left( u \frac{b'}{b} - \lambda_1 \right) (1 - u^2).$$}

We finally obtain
we substituted where we used

Then, 

\[ \frac{\partial v}{\partial t} = \frac{\partial}{\partial t} \left( \langle N, E_r \rangle = \sigma (F) \langle \sigma, E_r \rangle - F (1 - u^2) \frac{b'}{b} \right) \]

\[ = - \frac{\partial f}{\partial \lambda_1} (\sigma_1) \langle E_z, N \rangle - \frac{\partial f}{\partial \lambda_2} (\sigma_2) \langle E_z, N \rangle - F (1 - u^2) \frac{b'}{b} \]

\[ = - \frac{\partial f}{\partial \lambda_1} (\sigma_1) \langle E_z, N \rangle - \frac{\partial f}{\partial \lambda_2} \left[ \left( \frac{b'}{b} - \lambda_1 \right) \frac{h'}{h} - u \left( \frac{h'}{h} \right)' \right] (1 - u^2) \]

\[ = - F (1 - u^2) \frac{b'}{b}, \]

where we used \( \langle \sigma, E_r \rangle = - \langle E_z, N \rangle \) in the third equation and in the last equation we substituted

\[ \sigma (\lambda_2) = \sigma \left( \frac{u h'}{h} \right) = \left[ \left( \frac{b'}{b} - \lambda_1 \right) \frac{h'}{h} - u \left( \frac{h'}{h} \right)' \right] \langle E_z, N \rangle. \]

From (4-4) and (4-5), we derive

\[ \left( \frac{\partial}{\partial t} - \hat{F}^{kl} \nabla_k \nabla_l \right) u = \frac{\partial f}{\partial \lambda_2} \left( h' \right)' = F (1 - u^2) \frac{b'}{b} \]

\[ - \frac{\partial f}{\partial \lambda_1} \left[ \left( \frac{b'}{b} - \lambda_1 \right) \frac{b'}{b} - u \left( \frac{b'}{b} \right)' \right] (1 - u^2) + \frac{\partial f}{\partial \lambda_1} \left( u \left( \frac{b'}{b} - \lambda_1 \right) \right)^2. \]

By the definition of \( v = u^{-1} \), we have \( \hat{F}^{kl} \nabla_k \nabla_l u = - \frac{1}{v^2} \hat{F}^{kl} \nabla_k v \nabla_l v + \frac{2}{v^3} \hat{F}^{kl} \nabla_k v \nabla_l v \)

and \( \frac{\partial u}{\partial t} = -(1/v^2) \frac{\partial v}{\partial t} \). Hence

\[ \left( \frac{\partial}{\partial t} - \hat{F}^{kl} \nabla_k \nabla_l \right) v = - \frac{2}{v} \hat{F}^{kl} \nabla_k v \nabla_l v - \frac{\partial f}{\partial \lambda_1} \left( \frac{b'}{b} \right)' (v - v^{-1}) \]

\[ - \frac{\partial f}{\partial \lambda_1} v \left( v^{-1} \frac{b'}{b} - \lambda_1 \right)^2 - \frac{\partial f}{\partial \lambda_2} \left( \frac{h'}{h} \right)' (v - v^{-1}) \]

\[ + f \left( \frac{b'}{b} (v^2 - 1) + \frac{\partial f}{\partial \lambda_1} \frac{b'}{b} \left( v^{-1} \frac{b'}{b} - \lambda_1 \right) (v^2 - 1) \right). \]

Combining \( v^2 \) terms in the second line of (4-6) and applying Euler’s identity
\[
\frac{\partial f}{\partial \lambda_1} \lambda_1 + \frac{\partial f}{\partial \lambda_2} \lambda_2 = f \quad \text{and} \quad (2-4), \quad \text{the } v^2 \text{ term can be reduced to a linear term:}
\]
\[
\left( f \frac{b'}{b} - \frac{\partial f}{\partial \lambda_1} \frac{b'}{b} \lambda_1 \right) v^2 = \left( f \frac{b'}{b} - \frac{b'}{b} \left( f - \frac{\partial f}{\partial \lambda_2} \lambda_2 \right) \right) v^2 = \frac{b'}{b} \frac{\partial f}{\partial \lambda_2} \lambda_2 v^2 = \frac{b'}{b} \frac{\partial f}{\partial \lambda_2} h v.
\]

We then obtain the evolution equation of \( v \) as stated in the lemma. \( \square \)

5. Preserving the property of being a graph and curvature estimates

In this section, we study HMCF solutions of an axially symmetric torus centered at a closed geodesic satisfying the hypothesis of Theorem 1.1: the initial surface is strictly convex and \( \max_{\Sigma_0} F < \frac{1}{2} \). Since we will prove many technical estimates, we take this opportunity to outline the overall argument. The main goal of this section is to prove that the evolving surface stays as a graph as it converges to the closed geodesic. As discussed in Section 3, this is equivalent to showing that \( v = u^{-1} \) is uniformly bounded for all time (Theorem 5.5). However, we cannot prove the uniform boundedness of \( v \) directly using its evolution equation, so the first step is to obtain a weak estimate: \( v h \leq C \) where \( h(r) = \sinh r \) (Theorem 5.2).

This estimate is weaker than \( v < C \) since the graph function \( r \), thus \( \sinh r \), decays to 0 by the barrier argument in Lemma 3.4. We can then deduce by (2-4) that \( \lambda_2 = \frac{h'}{v} h = \cosh r / (v \sinh r) \) is uniformly bounded from below. Then, together with Theorem 3.3 we can estimate the ratio of two principal curvatures: \( \lambda_2 / \lambda_1 \rightarrow \infty \) as \( t \rightarrow \infty \) (Corollary 5.3). Equipped with this new estimate for \( \lambda_2 / \lambda_1 \), we revisit the proof of Theorem 3.3 and obtain the optimal asymptotic upper bound of the HMC (Theorem 5.4): \( \lambda_1 \approx e^{-t} \). Finally, we can prove that the gradient function \( v \) is uniformly bounded (Theorem 5.5) and deduce that \( \lambda_2 \approx e^t \) thanks to the formula (2-4) for \( \lambda_2 \) available on axially symmetric surfaces. We then conclude in Corollary 5.6 that the principal curvatures of axially symmetric torus behave like those of perfect torus evolving under HMCF as stated in (1-1).

We first consider evolution equations of \( \phi(r) v \) where \( \phi : \mathbb{R} \rightarrow \mathbb{R} \) is a test function to be chosen later.

**Lemma 5.1.** The evolution equation for \( \phi(r) v \) is given by

\[
\left( \frac{\partial}{\partial t} - \mathcal{L} \right) \phi v = \phi \left( - \frac{\partial f}{\partial \lambda_1} \left( \frac{b'}{b} \right) (v - \frac{1}{v}) - \frac{\partial f}{\partial \lambda_2} \frac{b'}{b} \right) - f \phi' + \left[ \frac{\partial f}{\partial \lambda_2} \left( \frac{h'}{h} \right) - \frac{\partial f}{\partial \lambda_1} \left( \frac{b'}{b} \right) \right] \frac{1}{v} \phi' + \phi'' \frac{\partial f}{\partial \lambda_1} (v - \frac{1}{v}) - \frac{2}{v} F^{kl} \nabla_k (\phi v) \nabla_l v.
\]
Proof. Apply Lemmas 4.2 and 4.3 to
\[
\left( \frac{\partial}{\partial t} - \mathcal{L} \right) \phi v = \phi \left( \frac{\partial}{\partial t} - \mathcal{L} \right) v + v \left( \frac{\partial}{\partial t} - \mathcal{L} \right) \phi - 2 \hat{F}^{kl} \nabla_k \phi \nabla_l v. \]
\]
\[\square\]

**Theorem 5.2.** We have \( hv \leq C \) on \( M \times [0, \infty) \), where \( h(r) = \sinh r \).

Proof. All the terms in the big parentheses straddling the first and second lines of the equation in Lemma 5.1 are nonpositive, as is the subsequent term \(-f \phi'\). Substitute \( \phi = h \) in that equation. Ignoring all the terms just mentioned since they are nonpositive, we obtain
\[
\left( \frac{\partial}{\partial t} - \mathcal{L} \right) hv \leq \left[ -\frac{\partial f}{\partial \lambda_2} \left( \frac{h'}{h} \right)' + \frac{\partial f}{\partial \lambda_2} \frac{h'}{hb} + \frac{\partial f}{\partial \lambda_1} \left( \frac{b'}{b} \right)^2 \right] hv - \frac{\partial f}{\partial \lambda_1} \left( \frac{1}{v} \frac{b'}{b} - \lambda_1 \right) h' \\
- \frac{\partial f}{\partial \lambda_2} \frac{h'}{h} \left( v - \frac{1}{v} \right) h' - h'' \frac{\partial f}{\partial \lambda_1} \left( v - \frac{1}{v} \right) - 2 \frac{1}{v} \hat{F}^{kl} \nabla_k (hv) \nabla_l v \]
\[
= \left[ -\frac{\partial f}{\partial \lambda_2} \left( \frac{h'}{h} \right)' + \frac{\partial f}{\partial \lambda_2} \frac{h'}{hb} + \frac{\partial f}{\partial \lambda_1} \left( \frac{b'}{b} \right)^2 - h'' \frac{\partial f}{\partial \lambda_1} \left( h' \right)^2 \frac{\partial f}{\partial \lambda_2} \right] hv \\
+ \left( -hh' \frac{\partial f}{\partial \lambda_1} \frac{b'}{b} + hh'' \frac{\partial f}{\partial \lambda_1} \frac{b'}{b} + h'^2 \frac{\partial f}{\partial \lambda_2} \right) \frac{1}{hv} \\
+ h' \frac{\partial f}{\partial \lambda_1} \lambda_1 - 2 \frac{1}{v} \hat{F}^{kl} \nabla_k (hv) \nabla_l v \]
\[
= -\frac{hv}{\cosh^2 r} \frac{\partial f}{\partial \lambda_1} + \cosh r r \frac{\partial f}{\partial \lambda_2} + \cosh r \frac{\partial f}{\partial \lambda_1} \lambda_1 - 2 \frac{1}{v} \hat{F}^{kl} \nabla_k (hv) \nabla_l v. \]
\]

There exist positive constants \( C_0, C_1, \) and \( C_2 \) such that
\[
-\frac{1}{\cosh^2 r} \frac{\partial f}{\partial \lambda_1} \leq -C_0, \quad \cosh^2 r \frac{\partial f}{\partial \lambda_2} \leq C_1, \quad \cosh r \frac{\partial f}{\partial \lambda_1} \lambda_1 \leq C_2, \]
by Theorem 3.3, Lemma 3.4 and the fact that, if \( \lambda_1, \lambda_2 > 0 \), then
\[
(5-1) \quad \frac{1}{2} \leq \frac{\partial f}{\partial \lambda_1} \leq 1 \quad \text{and} \quad 0 \leq \frac{\partial f}{\partial \lambda_2} \leq 1. \]

The evolution equation becomes
\[
\left( \frac{\partial}{\partial t} - \mathcal{L} \right) vh \leq -C_0 vh + C_1 (vh)^{-1} + C_2 - 2 \frac{1}{v} \hat{F}^{kl} \nabla_k (vh) \nabla_l v \]
and we can apply the maximum principle to obtain a uniform upper bound for \( vh \):
\[
\max_{\Sigma_t} vh \leq \max \left\{ \frac{1}{2C_0} \left( C_2 + \sqrt{C_2^2 + 4C_2 C_1} \right), \max_{\Sigma_0} vh \right\}. \]
\[\square\]

**Corollary 5.3.** We have \( \lambda_2 > C_1 \) and \( \lambda_2 / \lambda_1 \geq C_2 e^{t/2} \) on \( \Sigma_t \) for all \( t \in [0, \infty) \).

Proof. The large principal curvature \( \lambda_2 \) has a uniform lower bound, as can be seen by applying Theorem 5.2 to (2-4). It follows that the ratio \( \lambda_2 / \lambda_1 \) tends to infinity at the rate \( e^{t/2} \) since \( \lambda_1 \leq Ce^{-t/2} \) from Theorem 3.3. \[\square\]
We will use the growth estimate of the ratio $\lambda_2/\lambda_1$ to improve the proof of Theorem 3.3 and squeeze out the optimal upper bound of the harmonic mean curvature $F$. As we shall see below, the ODE associated to the evolution equation of $F$ now has a time dependent coefficient due to the use of growth estimate $\lambda_2/\lambda_1 > Ce^{t/2}$. Therefore, we need to analyze the solution of a nonautonomous ODE in order to establish the optimal upper bound of $F$.

**Theorem 5.4.** There exist $T > 0$ and $C_1, C_2 > 0$ such that, for all $t \geq T$,

$$C_1 e^{-t} \leq F \leq C_2 e^{-t}.$$ 

**Proof.** Since Theorem 3.2 provides the lower bound, it is enough to prove the upper bound. We analyze the evolution equation of the harmonic mean curvature $F$ from Theorem 3.3 again:

$$\left(\frac{\partial}{\partial t} - \mathcal{L}\right) F = F (\dot{\mathcal{F}}, W^2) + F (\dot{\mathcal{F}}^i_j, R_{i0j0})$$

$$= \sum_i F \frac{\partial f}{\partial \lambda_i} (\lambda_i^2 + R_{i0i0})$$

$$= \sum_i F^3 - \sum_i F \frac{\partial f}{\partial \lambda_i}$$

$$= 2F^3 - F \left( F^2 \sum_i \lambda_i^{-2} \right)$$

$$\leq 2F^3 - \delta(t) F,$$

where

$$\delta(t) = \max \left\{ \frac{1}{2}, 1 - Ce^{-t/2} \right\}$$

was obtained by observing that $F^2 \sum_{i=1}^2 \lambda_i^{-2} = (\lambda_1^{-2} + \lambda_2^{-2}) / (\lambda_1^{-1} + \lambda_2^{-1})^2 \geq \frac{1}{2}$ if $\lambda_i > 0$ and that

$$F^2 \sum_{i=1}^2 \lambda_i^{-2} \geq 1 - 2 \left( \frac{\lambda_2}{\lambda_1} \right)^{-1} \geq 1 - Ce^{-t/2}$$

due to Corollary 5.3. Then, by the maximum principle, $F(x, t) \leq \psi(t)$ for all $(x, t) \in \Sigma \times [0, \infty)$ where $\psi(t)$ is the solution of following nonautonomous ODE:

$$(5-2) \quad \frac{d\psi}{dt} = -2\psi \left( \delta(t)/2 - \psi^2 \right), \quad \psi(0) = \max_{\Sigma_0} F.$$ 

Since we are interested in the asymptotic decay rate of the harmonic mean curvature, we will find decay rate of $\psi(t)$ for $t \in [T, \infty)$ for large $T$ by comparing the solution of (5-2) with the solutions of (5-3) and (5-4) below. Note that due to the initial condition $\max_{\Sigma_0} F < \frac{1}{2}$ it is not hard to see that $\psi(t) \to 0$ as $t \to \infty$; thus we can...
choose large $T$ such that $\psi(T) = \epsilon$ for any given $\epsilon > 0$. Consider the ODEs

\begin{align*}
(5-3) \quad \frac{d\bar{\psi}}{dt} &= -2\bar{\psi}(\delta/2 - \epsilon^2), \\
(5-4) \quad \frac{d\hat{\psi}}{dt} &= -2\hat{\psi}(\delta/2 - \bar{\psi}^2),
\end{align*}

on the time interval $[T, \infty)$ with conditions $\bar{\psi}(T) = \hat{\psi}(T) = \epsilon$.

**Claim I.** \quad $\psi \leq \hat{\psi} \leq \bar{\psi}$ for all $t \in [T, \infty)$.

**Proof.** Since $\psi(T) = \epsilon$ and $\psi$ is nonincreasing for all $t \in [T, \infty)$, from (5-2) and (5-3)

\[
\frac{d}{dt} (\log \psi - \log \bar{\psi}) = 2(\psi^2 - \epsilon^2) \leq 0.
\]

Hence, $\psi \leq \bar{\psi}$ on $[T, \infty)$.

Using this result, we see from (5-2) and (5-4) that

\[
\frac{d}{dt} (\log \psi - \log \hat{\psi}) = 2(\psi^2 - \hat{\psi}^2) \leq 0.
\]

Hence $\psi \leq \hat{\psi}$ on $[T, \infty)$. Finally, from (5-3) and (5-4), we have

\[
\frac{d}{dt} (\log \hat{\psi} - \log \bar{\psi}) = 2(\bar{\psi}^2 - \epsilon^2) \leq 0
\]

since $\bar{\psi}(T) = \epsilon$ and $\bar{\psi}$ is nonincreasing. Hence, $\hat{\psi} \leq \bar{\psi}$ on $[T, \infty)$.

**Claim II.** \quad $\hat{\psi}(t) \leq C_3 e^{-t}$ for all $t \geq T$.

**Proof.** Let us find the exact solutions of (5-3) and (5-4). Noting that $\delta(t) = 1 - C e^{-t/2}$ for $t \in [T, \infty)$ when $T$ is large, the solution of (5-3) is

\begin{equation}
(5-5) \quad \bar{\psi}(t) = \bar{\psi}(T) \exp \left[(-1 + 2\epsilon^2)t - 2C e^{-t/2} + C_1\right],
\end{equation}

where $C_1 = (1 - 2\epsilon^2)T + 2C e^{-T/2}$.

Next, substituting (5-5) into (5-4) and integrating in time, we obtain

\[
\log \frac{\hat{\psi}}{\bar{\psi}(T)} = \int_T^t (-1 + C e^{-t/2} + 2\bar{\psi}^2) dt
\]

\[
= -t - 2C e^{-t/2} + T + 2C e^{-T/2} + 2\int_T^t \bar{\psi}^2 dt.
\]

But

\[
\int_T^t \bar{\psi}^2 dt = \bar{\psi}(T)^2 \int_T^t \exp \left[2(-1 + 2\epsilon^2)t - 4C e^{-t/2} + 2C_1\right] dt \leq C_2.
\]

Hence,

\[
\hat{\psi}(t) \leq C_3 e^{-t}.
\]

□
Using Claims I and II and the maximum principle, we conclude that
\[
\max_{x \in \Sigma_t} F \leq \psi(t) \leq \hat{\psi}(t) \leq Ce^{-t} \quad \text{for all } t \geq T. \tag*{□}
\]

We are now in a position to prove that \( v \) is uniformly bounded.

**Theorem 5.5.** There exists a constant \( C > 0 \) such that \( v(x, t) \leq C \) for all \((x, t) \in \Sigma \times [0, \infty)\).

**Proof.** Define a test function \( \phi(r) = e^{\mu r^{1+\alpha}} \), where \( \mu \) is a positive number to be chosen and \( \alpha \in (0, 1) \) can be any number. Note that the asymptotic behavior \( \phi \to 1 \), \( \phi' \to 0 \), and \( \phi'' \to \infty \) as \( r \to 0 \) becomes important when it comes to obtaining the desired estimates for the reaction terms in the evolution equation of \( \phi(r) v \). In particular,
\[
(5-6) \quad \phi''(r) = \mu(1 + \alpha)\alpha r^{-1+\alpha} \phi + (\mu(1 + \alpha) \alpha) \frac{1}{2} \phi \geq \mu(1 + \alpha) \alpha \max_{\Sigma_0} r^{-1+\alpha}
\]
is useful since by choosing \( \mu \) large, \( \phi'' \) can be made greater than any large number, but it never becomes infinite in finite time. From Lemma 5.1,
\[
(5-7) \quad \left( \frac{\partial}{\partial t} - \mathcal{L} \right) \phi v \leq \left[ \frac{\partial f}{\partial \lambda_2} \frac{h'}{h} + \frac{\partial f}{\partial \lambda_2} \frac{h'}{hb} + \frac{\partial f}{\partial \lambda_1} \left( \frac{b'}{b} \right)^2 \right] \phi v

- \frac{\partial f}{\partial \lambda_1} \left( v^{-1} - \frac{b'}{b} - \lambda_1 \right) \phi' - \phi'' \frac{\partial f}{\partial \lambda_1} (v - v^{-1}) - 2 \frac{\dot{F}^{kl} \nabla_k (\phi v) \nabla_l v}{v}.
\]

Let us first examine the coefficient of \( \phi v \), in the third line of (5-7). Since \( F \approx e^{-t} \) by Theorem 5.4, \( \sinh r \approx e^{-t} \) by Lemma 3.4, and \( \lambda_2 > C \) by Corollary 5.3, the first term is
\[
(5-8) \quad \frac{\partial f}{\partial \lambda_2} \frac{1}{\sinh^2 r} = \frac{f^2 \lambda_2^{-2}}{\sinh^2 r} \leq C.
\]

By Lemma 3.4, (5-1), (5-6), and (5-8), we see that the first three terms can be made arbitrarily small if we choose a large \( \mu \). On the other hand, the last term in the third line of (5-7) is strictly negative since we can find a constant \( C_0 > 0 \) such that \( \phi^{-1} \frac{\partial f}{\partial \lambda_1} > C_0 \); thus there is a constant \( C_1 > 0 \) such that
\[
\frac{1}{\phi''} \frac{\partial F}{\partial \lambda_2} \frac{1}{\sinh^2 r} + \frac{1}{\phi''} \frac{\partial F}{\partial \lambda_2} + \frac{1}{\phi''} \frac{\partial F}{\partial \lambda_1} \left( \frac{\sinh r}{\cosh r} \right)^2 - \frac{1}{\phi} \frac{\partial f}{\partial \lambda_1} \leq -C_1.
\]
Using similar argument, we see that the rest of the terms in the fourth line of (5-7) can be uniformly bounded above, so the evolution equation becomes
\[
\left(\frac{\partial}{\partial t} - \mathcal{L}\right)\phi v \leq \phi'' \left( - C_1 \cdot \phi v + C_2(\phi v)^{-1} + C_3 \right) - \frac{2}{v} F^kl (\phi v) \nabla_k v, \]
and we can apply the maximum principle to conclude that on \(\Sigma \times [0, \infty)\),
\[
v \leq \phi v \leq \max \left\{ \max_{\Sigma_0} \phi v, \frac{C_3 + \sqrt{C_3^2 + 4C_1C_2}}{2C_1} \right\}. \tag*{\Box}
\]

Due to the formula (2-4) for \(\lambda_2\) available on axially symmetric surfaces, the uniform boundedness of \(v\) implies that \(\lambda_2 \approx 1/ \sinh r \approx e^t\). Together with the asymptotic estimate for \(\lambda_1\) from Theorem 5.4, we have shown that the principal curvatures of an axially symmetric torus evolving by HMCF have the same asymptotic curvature estimates as the perfect torus shrinking under HMCF as stated in (1-1).

**Corollary 5.6.** \(\lambda_1 \approx e^{-t}, \lambda_2 \approx e^t, \text{ and } \lambda_1 \lambda_2 \approx 1\) on \(\Sigma \times [0, \infty)\).

Note that uniform boundedness of \(v\) implies that \(|\dot{r}_z|\) is uniformly bounded. In fact, more can be said about \(|\dot{r}_z|\) and \(|\dddot{r}_{zz}|\) if we apply the results of Theorems 5.4 and 5.5 to the formula (2-3) for \(\lambda_1\). Moreover, we can deduce a better estimate for \(\lambda_2\).

**Corollary 5.7.** We have \(\max_{z \in S^1} |\dot{r}_{zz}| \leq C_1 e^{-t}, \max_{z \in S^1} |\dot{r}_z| \leq C_2 e^{-t}\), and
\[
\max_{z \in S^1} |r_z - 1| \to 0, \quad \frac{\lambda_2}{\coth r} \to 1 \quad \text{as } t \to \infty.
\]

**Proof.** Solving for \(r_{zz}\) in (2-3), we obtain
\[
\dot{r}_{zz} = \frac{1}{b} \left[ - \lambda_1 (r_z^2 + b^2)^{3/2} + (2r_z^2 + b^2)b' \right].
\]
Using that \(|\dot{r}_z|\) is uniformly bounded and both \(\lambda_1\) and \(b' = \sinh r\) decrease at the rate \(e^{-t}\),
\[
|r_{zz}| \leq \frac{(r_z^2 + b^2)^{3/2}}{b} \lambda_1 + \frac{2r_z^2 + b^2}{b} b' \leq Ce^{-t}.
\]
Since \(r\) is a function defined on \(S^1\), the derivative \(r_z\) cannot have a sign; that is, at each time \(t\), there is \(z_0(t)\) such that \(r_z(z_0(t), t) = 0\). Then,
\[
\max_{z \in S^1} |r_z(z, t)| = \max_{S^1} |r_z(z, t) - r_z(z_0(t), t)| \leq \max_{S^1} \int_{z_0(t)}^{z} |r_{zz}(s, t)| \, ds \leq Ce^{-t}.
\]
Now, by the definition of \(v\) we see that \(v \to 1\) uniformly in space and time, and from the formula (2-4) for \(\lambda_2\) we obtain uniform convergence \(\lambda_2 \to \coth r\). \(\tag*{\Box}\)
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