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Let $A$ be the ring of Laurent polynomials in two variables and $B$ be the set of skew derivations of $A$. We denote by $\tilde{L}$ the semidirect product of $A$ and $B$, and by $L$ the universal central extension of the derived Lie algebra of $\tilde{L}$. We study the Whittaker modules for the Lie algebra $L$. The irreducibilities for the universal Whittaker modules are given. Moreover, a $\mathbb{Z}$-gradation is defined on the universal Whittaker modules and we determine all $\mathbb{Z}$-graded irreducible quotients of the reducible universal Whittaker modules.

1. Introduction

The Lie algebra we considered in this paper can be seen as a generalization of the rank one Heisenberg–Virasoro algebra. The rank one Heisenberg–Virasoro algebra $HVir$ was first given in [Arbarello et al. 1988]; it is the universal central extension of the Lie algebra $\mathcal{D}$ of differential operators on a circle of order at most one; $\mathcal{D}$ has a basis $\{t^n, d_n = t^{n+1}d/dt | n \in \mathbb{Z}\}$ with Lie bracket relations

$$[t^n, t^m] = 0, \quad [d_i, t^n] = nt^{i+n}, \quad [d_i, d_j] = (j - i)d_{i+j},$$

and $HVir$ has the Lie bracket relations

$$[d_m, d_n] = (n - m)d_{m+n} + \delta_{m+n,0} \frac{m^2 - m}{12} c_1,$$

$$[d_m, t^n] = nt^{m+n} + (m^2 - m)\delta_{m+n,0} c_2,$$

$$[t^m, t^n] = m\delta_{m+n,0} c_3,$$

$$[c_i, HVir] = 0, \quad i = 1, 2, 3.$$

One can see that $HVir$ contains a Heisenberg subalgebra and a Virasoro subalgebra. In [Xue et al. 2006], the authors generalized the rank one Heisenberg–Virasoro
algebra to the rank two case. More precisely, let $A = \mathbb{C}[t_1^{\pm 1}, t_2^{\pm 1}]$ be the ring of Laurent polynomials and $B$ be the set of skew derivations of $A$ spanned by elements of the form

$$E(\alpha) = t^\alpha (\alpha(2) d_1 - \alpha(1) d_2),$$

where $\alpha = (\alpha(1), \alpha(2)) \in \mathbb{Z}^2$, $t^\alpha = t_1^{\alpha(1)} t_2^{\alpha(2)}$ and $d_1, d_2$ are degree derivations of $A$. Set $\tilde{L} = A \oplus B$. Then $\tilde{L}$ becomes a Lie algebra under the Lie bracket relations

$$[t^\alpha, t^\beta] = 0, \quad [t^\alpha, E(\beta)] = \det \left( \frac{\beta}{\alpha} \right) t^{\alpha + \beta}, \quad [E(\alpha), E(\beta)] = \det \left( \frac{\beta}{\alpha} \right) E(\alpha + \beta),$$

where $\alpha, \beta \in \mathbb{Z}^2$, and

$$\det \left( \frac{\beta}{\alpha} \right) = \beta(1)\alpha(2) - \alpha(1)\beta(2).$$

Let $\tilde{L}'$ be the derived Lie subalgebra of $\tilde{L}$. Then $\tilde{L}'$ is perfect and has a universal central extension $L$ with the following Lie bracket relations [Xue et al. 2006]:

$$[t^\alpha, t^\beta] = 0, \quad [K_i, L] = 0 \quad \text{for} \quad i = 1, 2, 3, 4,$$

(1-1) $$[t^\alpha, E(\beta)] = \det \left( \frac{\beta}{\alpha} \right) t^{\alpha + \beta} + \delta_{\alpha + \beta, 0} h(\alpha),$$

$$[E(\alpha), E(\beta)] = \det \left( \frac{\beta}{\alpha} \right) E(\alpha + \beta) + \delta_{\alpha + \beta, 0} f(\alpha),$$

where $\alpha, \beta \in \mathbb{Z}^2 \setminus \{(0, 0)\}$, $K_1, K_2, K_3, K_4$ are central elements, and

(1-2) $$h(\alpha) = \alpha(1)K_1 + \alpha(2)K_2 \quad \text{and} \quad f(\alpha) = \alpha(1)K_3 + \alpha(2)K_4.$$

One can see that $L$ contains a Virasoro-like subalgebra spanned by

$$\{E(\alpha), K_3, K_4 \mid \alpha \in \mathbb{Z}^2 \setminus \{(0, 0)\} \},$$

which was introduced by Kirkman, Procesi and Small [Kirkman et al. 1994]. In this paper, we study Whittaker modules for the Lie algebra $L$.

Whittaker modules were first discovered by Arnal and Pinczon [1974] in the study of the irreducible representations of $\mathfrak{sl}_2(\mathbb{C})$. Kostant [1978] introduced the term “Whittaker module” and studied Whittaker modules for a complex semisimple Lie algebra $\mathfrak{g}$. In particular, he built up a one-to-one correspondence between the set of all equivalence classes of Whittaker modules and the set of all ideals in the center of the universal enveloping algebra of $\mathfrak{g}$. Moreover, Whittaker modules were shown to be one important class in the classification of the irreducible modules for the Lie algebra $\mathfrak{sl}_2(\mathbb{C})$ [Block 1981]. Since Kostant’s definition of Whittaker module for finite-dimensional semisimple Lie algebras is based on a triangular decomposition [Kostant 1978], it is natural to consider Whittaker modules for other algebras with a triangular decomposition, such as Heisenberg algebras, affine Lie
algebras, generalized Weyl algebras and the Virasoro algebra, which were studied in [Christodoulopoulou 2008; Benkart and Ondrus 2009; Ondrus and Wiesner 2009], respectively. Recently, Whittaker modules for other infinite-dimensional Lie algebras related to the Virasoro algebra were also studied, such as the rank one Heisenberg–Virasoro algebra [Lu and Zhao 2013], the Schrödinger–Witt algebra [Zhang et al. 2010], and so on. Note that these algebras are of rank one, that is, they are graded by \( \mathbb{Z} \).

Motivated by these works, Batra and Mazorchuk [2011] defined a Whittaker pair \((\mathfrak{g}, \mathfrak{n})\) for a Lie algebra \(\mathfrak{g}\) and a quasinilpotent subalgebra \(\mathfrak{n}\) such that \(\mathfrak{n}\) acts locally nilpotent on the adjoint module \(\mathfrak{g}/\mathfrak{n}\). They obtained a general setup for the study of Whittaker modules, which includes Lie algebras with triangular decomposition and simple Lie algebras of Cartan type. However, this general theory doesn’t work for many exceptions such as the generalized Virasoro algebras [Guo and Liu 2011a], the Virasoro-like algebra \(\mathcal{V}\) [Guo and Liu 2011b] and the Lie algebra \(L\) considered in this paper. Note that the Virasoro-like algebra \(\mathcal{V}\) is of rank two, that is, it is graded by \(\mathbb{Z}^2\). Therefore, Guo and Liu used a different technique to deal with the Whittaker modules for the Lie algebra \(\mathcal{V}\) [ibid.]. We note that the Lie algebra \(L\) considered in this paper contains the Virasoro-like Lie algebra \(\mathcal{V}\) as a subalgebra, and we will see that the study of Whittaker modules for \(L\) is more complicated than that for \(\mathcal{V}\).

The paper is organized as follows. In Section 2, we state some facts about total orders on \(\mathbb{Z}^2\) and give the definition of Whittaker modules for the Lie algebra \(L\). In Section 3, we determine all the Whittaker vectors for the universal Whittaker modules. In Section 4, we study irreducibility for the universal Whittaker modules. We define a \(\mathbb{Z}\)-gradation on the universal Whittaker modules and determine all \(\mathbb{Z}\)-graded irreducible quotients for the reducible universal Whittaker modules. Finally, we prove some more properties of these \(\mathbb{Z}\)-graded irreducible quotients.

Throughout this paper, we denote the sets of complex numbers, nonzero complex numbers, integers, nonnegative integers and positive integers by \(\mathbb{C}\), \(\mathbb{C}^\times\), \(\mathbb{Z}\), \(\mathbb{Z}^+\) and \(\mathbb{N}\), respectively. All Lie algebras mentioned in this paper are over the complex field \(\mathbb{C}\). The universal enveloping algebra for a Lie algebra \(\mathfrak{g}\) is denoted by \(\mathcal{U}(\mathfrak{g})\).

### 2. Whittaker modules for the Lie algebra \(L\)

In this section, we recall the definition of the Lie algebra \(L\) given in [Xue et al. 2006] and the definition of Whittaker module. We also present some facts about them.

For an element \(\alpha\) in \(G = \mathbb{Z}^2\), we denote \(\alpha = (\alpha(1), \alpha(2))\). For any \(\alpha, \beta \in \mathbb{Z}^2\), we set

\[
\det\begin{pmatrix} \beta \\ \alpha \end{pmatrix} = \beta(1)\alpha(2) - \alpha(1)\beta(2).
\]
For any $\alpha \in G \setminus \{0 = (0, 0)\}$, let $X(\alpha)$ denote $t^\alpha$ or $E(\alpha)$ if it has no special explanation. The Lie algebra $L$ is spanned by the elements of the form

$$\{t^\alpha, E(\alpha), K_i \mid \alpha \in \mathbb{Z}^2 \setminus \{0\}, i = 1, 2, 3, 4\},$$

with Lie bracket relations defined by (1-1). Clearly, $L$ is $\mathbb{Z}^2$-graded and contains a Virasoro-like algebra $\mathcal{V}$ as the Lie subalgebra spanned by

$$\{E(\alpha), K_3, K_4 \mid \alpha \in \mathbb{Z}^2 \setminus \{0\}\}.$$  

Fix a total order $\prec$ on $G = \mathbb{Z}^2$ which is compatible with the addition of $G$, i.e., $\alpha < \beta$ implies $\alpha + \gamma < \beta + \gamma$ for all $\gamma \in G$. We have the obvious meanings for $\preceq$, $\succeq$, and $\succeq$. Then we have a decomposition $G = G_+ \cup \{0\} \cup G_-$, where $G_\pm = \{\alpha \in G \mid \pm \alpha > 0\}$.

We say that $\prec$ is dense if for any $\alpha \in G_+$, there is some $\beta \in G_+$ such that $\beta < \alpha$; $\prec$ is discrete if there exists a smallest element in $G_+$. For example, the lexicographical order is discrete, since $(0, 1)$ is the smallest element in $G_+$. Dense total orders on $G$ exist. For example, let $\alpha = (\alpha(1), \alpha(2)), \beta = (\beta(1), \beta(2))$. We say $\alpha < \beta$ if $\alpha(1) + \alpha(2) \pi < \beta(1) + \beta(2) \pi$. One can check that this is a dense compatible total order on $G$. The following lemma is from [Guo and Liu 2011b].

**Lemma 2.1.** (1) Nonzero elements $\alpha, \beta \in G$ form a basis of $G$ if and only if $\det(\alpha \beta) = \pm 1$.

(2) If $\prec$ is dense, then for any $\alpha > 0$, there is some $0 < \beta < \alpha$ such that $\det(\alpha \beta) \neq 0$.

(3) If $\prec$ is discrete, let $\epsilon$ denote the smallest positive element in $G$. Then there exists $\epsilon' > 0$ such that $\epsilon, \epsilon'$ form a basis of $G$.

According to the total order on $G$ fixed above, $L$ has a triangular decomposition

$$L = L_- \oplus L_0 \oplus L_+,$$

where $L_\pm = \text{Span}_\mathbb{C}\{t^\alpha, E(\alpha) \mid \pm \alpha > 0\}$ and $L_0 = \text{Span}_\mathbb{C}\{K_i \mid i = 1, 2, 3, 4\}$.

Recall from [Batra and Mazorchuk 2011] that a Lie algebra $\mathfrak{g}$ is called quasi-nilpotent if

$$\bigcap_{k \in \mathbb{N}} \mathfrak{g}^k = 0,$$

where $\mathfrak{g}^{k+1} = [\mathfrak{g}^k, \mathfrak{g}]$ is defined by induction. Now we claim that $L_+$ is not quasi-nilpotent. Indeed, $L_+$ contains $\mathcal{V}_+ = \bigoplus_{\alpha \in G_+} C E(\alpha)$ as a subalgebra, which is proved to be not quasi-nilpotent in [Guo and Liu 2011b], so that

$$\bigcap_{k \in \mathbb{N}} L_+^k \supseteq \bigcap_{k \in \mathbb{N}} \mathcal{V}_+^k \neq 0.$$
So \((L, L_+)\) is not a Whittaker pair in the sense of [Batra and Mazorchuk 2011], and the general theory for Whittaker modules there does not apply to the Lie algebra \(L\). Thus we treat it as follows.

Fix any nonzero Lie algebra homomorphism \(\varphi : L_+ \to \mathbb{C}\) and let \(k_1, k_2, k_3, k_4 \in \mathbb{C}\). Given an \(L\)-module \(V\), a vector \(v \in V\) is called a Whittaker vector of type \((\varphi, k_1, k_2, k_3, k_4)\) if \(xv = \varphi(x)v\) for all \(x \in L_+\), and \(K_iv = k_i v\) for \(i = 1, 2, 3, 4\). \(V\) is called a Whittaker module of type \((\varphi, k_1, k_2, k_3, k_4)\) if \(V = \mathcal{U}(L)v\) for some Whittaker vector \(v\) of type \((\varphi, k_1, k_2, k_3, k_4)\). In this paper, all Whittaker modules and Whittaker vectors are of type \((\varphi, k_1, k_2, k_3, k_4)\) if not specified. Clearly, \(u\) is a Whittaker vector if and only if \((X(\alpha) - \varphi(X(\alpha)))u = 0\) for all \(\alpha \in G_+, X(\alpha) = t^\alpha\) and \(E(\alpha)\). Notice that \(\varphi(L_2^+) = [\varphi(L_+), \varphi(L_+)] = 0\). We have the following facts.

**Proposition 2.2.** Let \(\prec\) be a total order on \(G\).

1. If \(\prec\) is dense, then any Lie algebra homomorphism \(\varphi : L_+ \to \mathbb{C}\) is the zero homomorphism.

2. If \(\prec\) is discrete and \(\epsilon\) denotes the smallest positive element in \(G\), then \(\varphi(t^\alpha) = \varphi(\epsilon) = 0\) for all \(\alpha \in G_+ \setminus \mathbb{Z}\epsilon\).

**Proof.** (1) Suppose \(\prec\) is dense. Then by Lemma 2.1, for any \(\alpha \in G_+\) there is some \(\beta \in G_+\) such that \(\beta \prec \alpha\) and \(\det(\alpha, \beta) \neq 0\). Thus

\[
X(\alpha) = \frac{1}{\det(\alpha, \beta)}[E(\alpha) - \beta, X(\beta)] = \frac{1}{\det(\alpha, \beta)}[E(\alpha) - \beta, X(\beta)] \in L_+^2.
\]

So \(\varphi(t^\alpha) = \varphi(\epsilon) = 0\), and this shows that \(\varphi = 0\).

(2) Let \(\alpha \in G_+ \setminus \mathbb{Z}\epsilon\). We have \(\alpha - i\epsilon \in G_+ \setminus \mathbb{Z}\epsilon\) for all \(i \in \mathbb{Z}\), and \(\det(\alpha, \epsilon) \neq 0\). Thus

\[
X(\alpha) = \frac{1}{\det(\alpha, \epsilon)}[X(\epsilon), E(\alpha - \epsilon)] = \frac{1}{\det(\alpha, \epsilon)}[X(\epsilon), E(\alpha - \epsilon)] \in L_+^2,
\]

which shows that \(\varphi(t^\alpha) = \varphi(\epsilon) = 0\) for all \(\alpha \in G_+ \setminus \mathbb{Z}\epsilon\). \(\square\)

Thus, we assume that \(\prec\) is discrete with smallest positive element \(\epsilon\) in \(G\) throughout the rest of this paper.

### 3. Whittaker vectors in universal Whittaker modules

In this section we study the universal Whittaker module and determine all its Whittaker vectors. By Lemma 2.1, we know that there exists \(\epsilon' \in G_+\) such that \(\{\epsilon, \epsilon'\}\) is a basis of \(G\). We will always use this basis for \(G\) from now on.

We construct the universal Whittaker module of type \((\varphi, k_1, k_2, k_3, k_4)\) over \(L\), denoted \(M_{\varphi,k_1,k_2,k_3,k_4}\), as follows: let \(\mathbb{C}u\) be the one-dimensional \((L_0 \oplus L_+)\)-module
defined by \( x \tilde{v} = \varphi(x) \tilde{v} \) for any \( x \in L_+ \) and \( K_i \tilde{v} = k_i \tilde{v} \) for \( i = 1, 2, 3, 4 \). Set

\[
M_{\varphi,k_1,k_2,k_3,k_4} = \mathcal{U}(L) \otimes \mathcal{U}(L_0 \oplus L_+) \tilde{v}.
\]

This is a left \( \mathcal{U}(L) \)-module under left multiplication. Set \( v = 1 \otimes \tilde{v} \). We have \( M_{\varphi,k_1,k_2,k_3,k_4} = \mathcal{U}(L)v \). It is obvious that \( M_{\varphi,k_1,k_2,k_3,k_4} \) has the following universal property: for any Whittaker module \( W \) of type \((\varphi, k_1, k_2, k_3, k_4)\) generated by a Whittaker vector \( w \), there is an \( L \)-module epimorphism \( \phi \) from \( M_{\varphi,k_1,k_2,k_3,k_4} \) to \( W \) which maps \( v \) to \( w \).

By the Poincaré–Birkhoff–Witt (PBW) theorem, \( M_{\varphi,k_1,k_2,k_3,k_4} \) is isomorphic to \( \mathcal{U}(L_0) \) as a vector space. Let \( L_0 = L' \oplus L^E \), where

\[
L_0 = \text{Span}_\mathbb{C}\{t^{-\alpha} \mid \alpha > 0\}, \quad L^E = \text{Span}_\mathbb{C}\{E(-\alpha) \mid \alpha > 0\}.
\]

Since \( \mathcal{U}(L') \) and \( \mathcal{U}(L^E) \) have \( \mathbb{C} \)-bases

\[
B' = \{1, t^{-\beta_m} \cdots t^{-\beta_1} \mid m \in \mathbb{N}, \beta_m \geq \cdots \geq \beta_1 > 0\}
\]

and

\[
B^E = \{1, E(-\alpha_n) \cdots E(-\alpha_1) \mid n \in \mathbb{N}, \alpha_n \geq \cdots \geq \alpha_1 > 0\},
\]

respectively, \( \mathcal{U}(L_0) \) has a \( \mathbb{C} \)-basis

\[
B = B' \oplus B^E \cup \{t^{-\beta_m} \cdots t^{-\beta_1} E(-\alpha_n) \cdots E(-\alpha_1) \mid m, n \in \mathbb{N}, \alpha_n \geq \cdots \geq \alpha_1 > 0, \beta_m \geq \cdots \geq \beta_1 > 0\}
\]

and \( M_{\varphi,k_1,k_2,k_3,k_4} \) has a \( \mathbb{C} \)-basis \( Bv \). For convenience, we set \( M = M_{\varphi,k_1,k_2,k_3,k_4} \) and

\[
E_\pm = \bigoplus_{k \in \mathbb{N}} \mathbb{C} E(\pm k\epsilon), \quad T_\pm = \bigoplus_{k \in \mathbb{N}} \mathbb{C} t^{\pm k\epsilon},
\]

\[
H_\pm = E_\pm \oplus T_\pm, \quad H = H_- \oplus L_0 \oplus H_+,
\]

\[
E = E_- \oplus E_+, \quad T = T_- \oplus T_+.
\]

Set

\[
M(H) = \mathcal{U}(H)v = \mathcal{U}(H^-)v, \quad M(T) = \mathcal{U}(T)v = \mathcal{U}(T^-)v.
\]

For \( \alpha \in G \), set \( \alpha = \alpha[1] + \alpha[2] \varepsilon' \), where \( \alpha[1], \alpha[2] \in \mathbb{Z} \).

**Lemma 3.1.**

(1) If \( \alpha \in G_+ \), then \( \alpha[2] \geq 0 \). In particular, if \( \alpha \in G_+ \setminus \mathbb{Z} \epsilon \), then \( \alpha[2] > 0 \).

(2) If \( \alpha \in G_+ \setminus \mathbb{Z} \epsilon \), then for any \( u \in M(H), x \in \mathcal{U}(L^-) \), we have

\[
(X(\alpha) - \varphi(X(\alpha))) xu = [X(\alpha), x]u.
\]

(3) Let \( \alpha_1, \ldots, \alpha_n \in G_+, \alpha \in G_+ \setminus \mathbb{Z} \epsilon \). If \( \alpha - \sum_{i=1}^n \alpha_i \in G_+ \setminus \mathbb{Z} \epsilon \), then we have

\[
X(\alpha)X(-\alpha_n) \cdots X(-\alpha_1) w = 0 \quad \text{for } w \in M(H),
\]
where all $X(\beta)$ denote $t^\beta$ or $E(\beta)$.

Proof. (1) Suppose $\alpha[2] < 0$. Then we have $-\alpha[2] \epsilon' \geq \epsilon' > \alpha[1] \epsilon$, which implies $\alpha = \alpha[1] \epsilon + \alpha[2] \epsilon' < 0$. This is a contradiction with $\alpha \in G_+$. 

(2) We may assume $u = X(-n_1 \epsilon) \cdots X(-n_s \epsilon)v$, where $s \in \mathbb{Z}_+, n_1, \ldots, n_s \in \mathbb{N}$. Then

$$ (X(\alpha) - \varphi(X(\alpha)))xu = X(\alpha)xu - xX(-n_1 \epsilon) \cdots X(-n_s \epsilon)X(\alpha)v $$

$$ = [X(\alpha), x]u + x[X(\alpha), X(-n_1 \epsilon) \cdots X(-n_s \epsilon)]v. $$

Notice that

$$ x[X(\alpha), X(-n_1 \epsilon) \cdots X(-n_s \epsilon)]v \in x \sum_{\eta \in G_+ \setminus \mathbb{Z}_+} \mathfrak{u}(H)X(\eta)v = 0 $$

by Proposition 2.2, and thus (3-1) holds.

(3) Now we prove (3-2) by induction on $n$. For $n = 0$, since $\alpha \in G_+ \setminus \mathbb{Z}_+$, we have that $\varphi(X(\alpha)) = 0$ by Proposition 2.2. Hence, by (2),

$$ X(\alpha)w = (X(\alpha) - \varphi(X(\alpha)))w = [X(\alpha), 1]w = 0 $$

for $w \in M(H)$. Suppose that $n > 0$ and that the result holds for any positive integer $k < n$. Then for $w \in M(H)$, by applying the induction hypothesis, we have

$$ X(\alpha)X(-\alpha_n) \cdots X(-\alpha_1)w = \det \left( \begin{array}{c} \alpha \\ \alpha_n \end{array} \right) X(\alpha - \alpha_n)X(-\alpha_{n-1}) \cdots X(-\alpha_1)w $$

$$ + X(-\alpha_n)X(\alpha)X(-\alpha_{n-1}) \cdots X(-\alpha_1)w $$

$$ = 0. \quad \square $$

For later use, we define some subsets of $B$. Set

$$ B(0) = \{1, t^{-\beta_m} \cdots t^{-\beta_1} \in B \mid m \in \mathbb{N}, \beta_m \geq \cdots \geq \beta_1 \in G_+ \setminus \mathbb{Z}_+ \}. $$

For $h \in \mathbb{N}$, set

$$ B_E(h) = \left\{ E(-\alpha_n) \cdots E(-\alpha_1) \in B \mid n \in \mathbb{N}, \alpha_m \geq \cdots \geq \alpha_1 \in G_+ \setminus \mathbb{Z}_+, \sum_{i=1}^n \alpha_i[2] = h \right\}, $$

$$ B(h) = B(0)B_E(h), \quad B(-h) = \emptyset, \quad B'(h) = \bigcup_{h' < h} B(h'), \quad \bar{B}(h) = B(h) \cup B'(h). $$

For $h \in \mathbb{N}, \beta \in G_+ \setminus \mathbb{Z}_+$, set

$$ B_T(h, \beta) = \left\{ t^{-\beta_m} \cdots t^{-\beta_1} \mid \beta_m \geq \cdots \geq \beta_1 = \beta, \sum_{i=1}^m \beta_i[2] = h \right\} $$

and

$$ B_T(h) = \bigcup_{\beta \in G_+ \setminus \mathbb{Z}_+} B_T(h, \beta). $$
Let $\mathcal{H} = \{ (h, \beta) \mid B_T(h, \beta) \neq \emptyset \}$, and define a total order $\gg$ on $\mathcal{H}$ by setting

$$(h, \beta) \gg (h', \beta') \quad \text{if} \quad h > h' \quad \text{and} \quad \beta < \beta'.$$

Moreover, we denote

$$B'_T(h, \beta) = \bigcup_{(h, \beta) \gg (h', \beta')} B_T(h', \beta'), \quad B'_T(h) = \bigcup_{h' < h} B'_T(h'),$$

and we set $B_T(0) = \bar{B}_T(0) = \{1\}$, $B'_T(0) = \emptyset$. Then one can see that $B(0) = \bigcup_{h \in \mathbb{Z}_+} B_T(h)$.

**Lemma 3.2.** (1) For any $u \in M \setminus B(0)M(H)$, there exists $\eta \in G_+ \setminus \mathbb{Z}\epsilon$ such that

$$(t^n - \varphi(t^n))u \in B(0)M(H) \setminus \mathbb{C}v.$$

(2) For any $u' \in B(0)M(H) \setminus M(H)$, there exist $\gamma_1, \ldots, \gamma_s \in G_+$ such that

$$(E(\gamma_s) - \varphi(E(\gamma_s))) \cdots (E(\gamma_1) - \varphi(E(\gamma_1)))u' \in M(H) \setminus \mathbb{C}v.$$

**Proof.** (1) Since $u \in M \setminus B(0)M(H)$, there exists $h \in \mathbb{N}$ such that $u \in \bar{B}_T(h)M(H)$ and $u \notin B'_T(h)M(H)$. Thus, we may write

$$u = \sum_{x \in B(h)} x v_x + \sum_{y \in B'(h)} y v_y,$$

where $v_x, v_y \in M(H)$ and both sums are finite, and the elements $x$ are of the form

(3-3) \quad $$x = t^{-\beta_m} \cdots t^{-\beta_1} E(-\alpha_n) \cdots E(-\alpha_1),$$

with $m \in \mathbb{Z}_+$, $n \in \mathbb{N}$, $\beta_m \geq \cdots \geq \beta_1 \in G_+ \setminus \mathbb{Z}\epsilon$, $\alpha_n \geq \cdots \geq \alpha_1 \in G_+ \setminus \mathbb{Z}\epsilon$ and $\sum_{i=1}^n \alpha_i [2] = h$, where $m = 0$ means that $x = E(-\alpha_n) \cdots E(-\alpha_1)$.

Let $\eta \in G$ be such that $\eta[2] = h$, $\eta - \sum_{i=1}^n \alpha_i \in -\mathbb{N}\epsilon$ and, for each $(\alpha_n, \ldots, \alpha_1)$ in (3-3) associated to an element $x$ appearing in $\sum_{x \in B(h)} x v_x$,

$$\det \left( \eta - \sum_{j=i+1}^n \alpha_j \over \alpha_i \right) \neq 0 \quad \text{for} \quad 1 \leq i \leq n - 1 \quad \text{and} \quad \det \left( \frac{\eta}{\alpha_n} \right) \neq 0.$$

Since the sum $\sum_{x \in B(h)} x v_x$ is finite, it is obvious that such an $\eta$ exists. It follows that $\eta \in G_+ \setminus \mathbb{Z}\epsilon$, thus we have $\bar{u} = (t^n - \varphi(t^n))u = t^n u$ by Proposition 2.2. Note that $t^n \left( \sum_{y \in B'(h)} y v_y \right) = 0$ by Lemma 3.1(3), thus we have

$$\bar{u} = \sum_{x \in B(h)} t^{-\beta_m} \cdots t^{-\beta_1} t^n E(-\alpha_n) \cdots E(-\alpha_1) v_x.$$
For every summand in $\tilde{u}$, by using Lemma 3.1(3), we have
\[
\begin{align*}
t^{-\beta_m} \cdots t^{-\beta_1} t^n E(-\alpha_n) \cdots E(-\alpha_1) v_x &= t^{-\beta_m} \cdots t^{-\beta_1} \left[ t^n, E(-\alpha_n) \right] E(-\alpha_{n-1}) \cdots E(-\alpha_1) v_x \\
&\quad + t^{-\beta_m} \cdots t^{-\beta_1} E(-\alpha_n) t^n E(-\alpha_{n-1}) \cdots E(-\alpha_1) v_x \\
&= \det \left( \frac{\eta}{\alpha_n} \right) t^{-\beta_m} \cdots t^{-\beta_1} t^{n-\alpha_0} E(-\alpha_{n-1}) \cdots E(-\alpha_1) v_x \\
&= \det \left( \frac{\eta}{\alpha_n} \right) \prod_{i=1}^{n-1} \det \left( \frac{\eta - \sum_{j=i+1}^{n} \alpha_j}{\alpha_i} \right) t^{-\beta_m} \cdots t^{-\beta_1} t^{n-\sum_{j=1}^{n} \alpha_j} v_x \\
&\in B(0) M(H) \setminus \mathbb{C} v.
\end{align*}
\]
This implies that $\tilde{u} \in B(0) M(H) \setminus \mathbb{C} v$.

(2) Since $u' \in B(0) M(H) \setminus M(H)$, there exists $h \in \mathbb{N}$ and $\beta \in G_+ \setminus \mathbb{Z} \varepsilon$ such that $u' \in \bar{B}_T(h, \beta) M(H)$ and $u' \notin B'_T(h, \beta) M(H)$. Thus we may write
\[
u' = \sum_{x \in B_T(h, \beta)} x v_x + \sum_{y \in B'_T(h, \beta)} y v_y,
\]
where $v_x, v_y \in M(H)$ and both sums are finite. Then there exists some $n_0 \in \mathbb{N}$ such that all $v_x, v_y$ appeared above lie in $\mathcal{U} \left( \sum_{i<n_0} \mathbb{C} t^{-i \varepsilon} \oplus \mathbb{C} E(-i \varepsilon) \right) v$.

Take $\gamma_1 = \beta - n_0 \varepsilon$, so $\det \left( \frac{\gamma_1}{\beta} \right) \neq 0$. We consider $(E(\gamma_1) - \varphi(E(\gamma_1))) u'$. First we consider the term $(E(\gamma_1) - \varphi(E(\gamma_1))) x v_x$ for $x \in B_T(h, \beta)$. We may write
\[
x = t^{-\beta_m} \cdots t^{-\beta_1} (t^{-\beta})^k,
\]
where $m \in \mathbb{Z}_+$, $\beta_m \geq \cdots \geq \beta_1 > \beta$, $k \in \mathbb{N}$ and $(k \beta + \sum_{i=1}^{m} \beta_i)[2] = h$. Then, by Lemma 3.1(2), we have
\[
(E(\gamma_1) - \varphi(E(\gamma_1))) x v_x = \left[ E(\gamma_1), t^{-\beta_m} \cdots t^{-\beta_1} (t^{-\beta})^k \right] v_x \\
= \sum_{i=1}^{m} \det \left( \frac{\gamma_1}{\beta_i} \right) t^{-\beta_m} \cdots t^{-\beta_i+\beta-n_0 \varepsilon} \cdots t^{-\beta_1} (t^{-\beta})^k v_x \\
+ \det \left( \frac{\gamma_1}{\beta} \right) x' t^{-n_0 \varepsilon} v_x,
\]
where $x' = k t^{-\beta_m} \cdots t^{-\beta_1} (t^{-\beta})^{k-1}$. Set $M(T_{-n_0}) = \mathcal{U} \left( \bigoplus_{k \neq n_0} t^{-k \varepsilon} \right) \mathcal{U} (E_-) v$. Then we see that the first sum in (3-4) lies in $B_T(h - \beta[2]) M(T_{-n_0})$. Thus we have
\[
(E(\gamma_1) - \varphi(E(\gamma_1))) x v_x \equiv \det \left( \frac{\gamma_1}{\beta} \right) x' t^{-n_0 \varepsilon} v_x \pmod{B_T(h - \beta[2]) M(T_{-n_0})}.
\]
Now we consider the term \( (E(\gamma_1) - \varphi(E(\gamma_1)))yy \) for \( y \in B_T^*(h, \beta) \). We may write
\[
y = t^{-\beta_m} \ldots t^{-\beta_1},
\]
where \( \beta_m \geq \ldots \geq \beta_1 \in G_+ \setminus \mathbb{Z} \epsilon \), \( \sum_{i=1}^{m} \beta_i[2] = h' \leq h \). It is clear that \( \beta_i > \beta \) for all \( i \) when \( h' = h \). By Lemma 3.1(2), we have
\[
(E(\gamma_1) - \varphi(E(\gamma_1)))yy = [E(\gamma_1), t^{-\beta_m} \ldots t^{-\beta_1}]yy
\]
\[
= \sum_{i=1}^{m} \det(\gamma_i^1/\beta_i) t^{-\beta_m} \ldots t^{-\beta_i+\beta-n_0 \epsilon} \ldots t^{-\beta_1} yy.
\]
If \( h' < h \), it is obvious that
\[
(E(\gamma_1) - \varphi(E(\gamma_1)))yy \in B_T(h' - \beta[2])M(H) \subseteq B_T'(h - \beta[2])M(H).
\]
If \( h' = h \), then we have \( \beta_i - \beta \in G_+ \) for all \( 1 \leq i \leq m \). If \( \beta_i - \beta \in G_+ \setminus \mathbb{Z} \epsilon \), then it is clear that
\[
t^{-\beta_m} \ldots t^{-\beta_i+\beta-n_0 \epsilon} \ldots t^{-\beta_1} yy \in B_T(h - \beta[2])M(T_{-n_0}).
\]
If \( \beta_i - \beta = n_i \epsilon \in \mathbb{N} \epsilon \), then
\[
t^{-\beta_m} \ldots t^{-\beta_i+\beta-n_0 \epsilon} \ldots t^{-\beta_1} yy = t^{-\beta_m} \ldots t^{-\beta_i+1} t^{-\beta_i-1} \ldots t^{-\beta_1} t^{(n_i-n_0) \epsilon} yy,
\]
which also lies in \( B_T(h - \beta[2])M(T_{-n_0}) \). Thus we have
\[
(E(\gamma_1) - \varphi(E(\gamma_1)))yy \in B_T'(h - \beta[2])M(H) + B_T(h - \beta[2])M(T_{-n_0}).
\]
From this discussion, we see that
\[
(E(\gamma_1) - \varphi(E(\gamma_1)))u' = \det\left(\frac{\gamma_1}{\beta}\right) \sum_{x \in B_T(h, \beta)} x' t^{-n_0 \epsilon} v_x + u''
\]
for some \( u'' \in B_T'(h - \beta[2])M(H) + B_T(h - \beta[2])M(T_{-n_0}) \). Note that
\[
\sum_{x \in B_T(h, \beta)} x' t^{-n_0 \epsilon} v_x \in B_T(h - \beta[2])t^{-n_0 \epsilon} M(H)
\]
is linearly independent from \( u'' \). This, together with the facts that
\[
\sum_{x \in B_T(h, \beta)} x v_x \neq 0 \quad \text{and} \quad \det\left(\frac{\gamma_1}{\beta}\right) \neq 0,
\]
imply
\[
\det\left(\frac{\gamma_1}{\beta}\right) \sum_{x \in B_T(h, \beta)} x' t^{-n_0 \epsilon} v_x \neq 0.
\]
In particular, we have \((E(\gamma_1) - \phi(E(\gamma_1)))u' \notin \mathbb{C}v.\) Clearly, we have
\[(E(\gamma_1) - \phi(E(\gamma_1)))u' \in \widetilde{B}_T(h - \beta[2])M(H).\]

Then, repeating this process finitely many times, we can take some \(\gamma_2, \ldots, \gamma_s \in G_+ \setminus \mathbb{Z}\varepsilon,\ s \in \mathbb{N}\) such that
\[(E(\gamma_1) - \phi(E(\gamma_1)))u' \in B_T(h - \beta[2])M(H) \setminus \mathbb{C}v = M(H) \setminus \mathbb{C}v.\]

This completes the proof. 

\[\square\]

**Lemma 3.3.** For \(u \in M(H) \setminus \mathbb{C}v,\) there exist \(r, s \in \mathbb{Z}_+,\ n_1, \ldots, n_s, m_1, \ldots, m_r \in \mathbb{N}\) and \(A \in \mathbb{C}^\times\) such that

\[(3-5) \quad (E(n_s\varepsilon) - \phi(E(n_s\varepsilon))) \cdots (E(n_1\varepsilon) - \phi(E(n_1\varepsilon)))
\cdot (t^{m_r\varepsilon} - \phi(t^{m_r\varepsilon})) \cdots (t^{m_1\varepsilon} - \phi(t^{m_1\varepsilon}))u = Ah(\varepsilon)^{r+s}v.\]

**Proof.** First, we may assume \(u \notin M(T),\) and we write
\[u = \sum_{i=1}^{n} a_i f_i v_i,\]
where all \(a_i \neq 0, v_i \in M(T)\) and \(f_i\) for \(1 \leq i \leq n\) are monic monomials with variables from the set \(\{E(-j\varepsilon) \mid j \in \mathbb{N}\}.\) Without loss of generality, we may assume that \(f_1\) has the maximal degree, and write
\[f_1 = E(-\varepsilon)^{m_1} \cdots E(-r\varepsilon)^{m_r}, \quad m_i \in \mathbb{Z}_+,\]
where \(m_1, \ldots, m_r\) are not all zero. For any monomial \(g\) with variables from \(\{E(-j\varepsilon) \mid j \in \mathbb{N}\},\) note that \([t^{i\varepsilon}, E(j\varepsilon)] = \delta_{i+j,0}ih(\varepsilon)\) for any \(i, j \in \mathbb{Z}.\) Then for any \(w \in M(T),\) we have
\[(t^{i\varepsilon} - \phi(t^{i\varepsilon}))g w = ih(\varepsilon)\partial_i'(g)w,\]
where \(\partial_i'(g)\) is the partial derivative of \(g\) with respect to \(E(-i\varepsilon).\) Then by induction on \(r\) it is easy to see that
\[(t^{\varepsilon} - \phi(t^{\varepsilon}))^{m_1} \cdots (t^{r\varepsilon} - \phi(t^{r\varepsilon}))^{m_r} f_i v_i = \delta_{1,i} \prod_{j=1}^{r} m_j!(jh(\varepsilon))^{m_j} v_1,\]
where \(\delta_{1,i}\) is the Kronecker delta function and \(m_j!\) is the factorial of \(m_j\). So we get
\[(t^{\varepsilon} - \phi(t^{\varepsilon}))^{m_1} \cdots (t^{r\varepsilon} - \phi(t^{r\varepsilon}))^{m_r} u = A_1 h(\varepsilon)^{m_1 + \cdots + m_r} v_1,\]
where $A_1 = a_1 \prod_{j=1}^r m_j! j^{m_j} \neq 0$. If $v_1 \in \mathbb{C}v$, the lemma is clear. Otherwise, $v_1 \in M(T)$ and $v_1 \notin \mathbb{C}v$, and we write

$$v_1 = \sum_{i=1}^n b_i g_i v \in M(T),$$

where all $b_i \neq 0$ and $g_i$ for $1 \leq i \leq n$ are monic monomials with variables from the set $\{t^{-j} | j \in \mathbb{N}\}$. Without loss of generality, we may assume that $g_1$ has the maximal degree, and write

$$g_1 = (t^{-\epsilon})^{n_1} \cdots (t^{-s\epsilon})^{n_s}, n_i \in \mathbb{Z}_+,$$

where $n_1, \ldots, n_s$ are not all zero. For any monomial $g$ with variables from the set $\{t^{-j} | j \in \mathbb{N}\}$, we have

$$(E(i\epsilon) - \varphi(E(i\epsilon))) g v = i h(\epsilon) \partial_i''(g) v,$$

where $\partial_i''(g)$ is the partial derivative of $g$ with respect to $t^{-i\epsilon}$. Then by induction on $s$ it is easy to see that

$$(E(\epsilon) - \varphi(E(\epsilon)))^{n_1} \cdots (E(s\epsilon) - \varphi(E(s\epsilon)))^{n_s} g_i v = \delta_{1,i} \prod_{j=1}^s n_j! (j h(\epsilon))^{n_j} v.$$

Thus we get

$$(E(\epsilon) - \varphi(E(\epsilon)))^{n_1} \cdots (E(s\epsilon) - \varphi(E(s\epsilon)))^{n_s} v_1 = A_2 h(\epsilon)^{n_1+\cdots+n_s} v,$$

where $A_2 = b_1 \prod_{j=1}^s n_j! j^{n_j} \neq 0$.

Now we take $A = A_1 A_2 \neq 0$, and obtain the identity (3-1). If $u \in M(T)$, by the same discussion, we obtain the lemma. Thus the proof is completed.

Let $Wh(V)$ denote the set of Whittaker vectors for any Whittaker module $V$. In what follows, we determine the set $Wh(M)$.

**Proposition 3.4.** (1) If $h(\epsilon), f(\epsilon)$ act on $M$ as 0, then $Wh(M) = M(H)$.

(2) If $h(\epsilon)$ acts on $M$ as 0 and $f(\epsilon)$ does not act as 0, then $Wh(M) = M(T)$.

(3) If $h(\epsilon)$ does not act as 0, then $Wh(M) = \mathbb{C}v$.

**Proof.** From Lemma 3.2, we see that any element in $M \setminus M(H)$ is not a Whittaker vector, thus we have $Wh(M) \subseteq M(H)$.

(1) Suppose $f(\epsilon) = h(\epsilon) = 0$ on $M$. For any nonzero element $u \in M(H)$, we prove that $u$ is a Whittaker vector. Write

$$u = \sum_{i=1}^n f_i v,$$
where $f_i$ are monomials with variables from $\{t^{-j\epsilon}, E(-j\epsilon) \mid j \in \mathbb{N}\}$. Then for any $j \in \mathbb{N}$, we have

$$(E(j\epsilon) - \varphi(E(j\epsilon)))u = j \sum_{i=1}^{n} (f(\epsilon)\partial'_j(f_i)v + h(\epsilon)\partial''_j(f_i)v) = 0,$$

where $\partial'_j$ and $\partial''_j$ have the same meaning as in the proof of Lemma 3.3. Since $h(\epsilon) = 0$, we have $[t^{i\epsilon}, E(-j\epsilon)] = 0$ on $M$ for any $i, j \in \mathbb{N}$, and $t^{i\epsilon}$ commutes with all $f_k$ for $1 \leq k \leq n$ on $M$. This implies $t^{i\epsilon}u = \varphi(t^{i\epsilon})u$ for all $i \in \mathbb{N}$. Moreover, for all $\alpha \in G_+ \setminus \mathbb{Z}\epsilon$, note that $E(\alpha)u = \varphi(E(\alpha))u$, and $t^{\alpha}u = \varphi(t^{\alpha})u$ by Lemma 3.1(2). Thus $u \in \text{Wh}(M)$ and we have $\text{Wh}(M) = M(H)$.

(2) Suppose $h(\epsilon) = 0, f(\epsilon) \neq 0$ on $M$ and $u \in M(H) \setminus M(T)$, then there exist some $m, p \in \mathbb{N}$ such that

$$u = \sum_{r=0}^{m} \sum_{s=1}^{n} c_{rkn} t^{-k_s\epsilon} \cdots t^{-k_1\epsilon} E(-n_1\epsilon) \cdots E(-n_1\epsilon)(E(-p\epsilon))^{r}v, \quad c_{rkn} \in \mathbb{C}^\times,$$

where the second sum is finite and ranges over $s, l \in \mathbb{Z}_+, k_s \geq \cdots \geq k_1 \in \mathbb{N}, n_1 \geq \cdots \geq n_1 \in \mathbb{N}$, and $n_1 > p$. Then we have

$$(E(p\epsilon) - \varphi(E(p\epsilon)))u$$

$$= \sum_{r=0}^{m} \sum_{s=1}^{n} c_{rkn}[E(p\epsilon), t^{-k_s\epsilon} \cdots t^{-k_1\epsilon} E(-n_1\epsilon) \cdots E(-n_1\epsilon)(E(-p\epsilon))^{r}]v$$

$$= pf(\epsilon) \sum_{r=1}^{m} \sum_{s=1}^{n} r c_{rkn} t^{-k_s\epsilon} \cdots t^{-k_1\epsilon} E(-n_1\epsilon) \cdots E(-n_1\epsilon)(E(-p\epsilon))^{r-1}v \neq 0,$$

which implies that $u$ is not a Whittaker vector and $\text{Wh}(M) \subseteq M(T)$. For any $u \in M(T)$, it is easy to check that $u$ is a Whittaker vector as in the discussion in (1).

(3) Suppose $h(\epsilon) \neq 0$ on $M$ and $u \in M(H) \setminus \mathbb{C}v$. Since $h(\epsilon) \neq 0$, Lemma 3.3 shows that $u$ is not a Whittaker vector. Thus $\text{Wh}(M) = \mathbb{C}v$. \hfill \qed

4. Irreducible quotients of the universal Whittaker modules

In this section we study irreducibility for the universal Whittaker modules and we define a $\mathbb{Z}$-gradation on them, then we determine all $\mathbb{Z}$-graded irreducible quotients for the reducible universal Whittaker modules.

The Lie algebra $L$ has a $\mathbb{Z}$-gradation $L = \bigoplus_{n \in \mathbb{Z}} L(n)$, where

$$L(-n) = \begin{cases} \bigoplus_{m \in \mathbb{Z}} (\mathbb{C}t^{m\epsilon + n\epsilon'} + \mathbb{C}E(m\epsilon + n\epsilon')) & \text{if } n \neq 0, \\ \bigoplus_{m \in \mathbb{Z}\setminus\{0\}} (\mathbb{C}t^{m\epsilon} + \mathbb{C}E(m\epsilon)) \oplus L_0 & \text{if } n = 0. \end{cases}$$
Set \( B_H(0) = \{1\} \), and for \( h \in \mathbb{N} \), recall that \( B \) is a basis of \( \mathcal{U}(L_-) \) and we set

\[
B_H(h) = \left\{ X(-\alpha_n) \cdots X(-\alpha_1) \in B \mid n \in \mathbb{N}, \alpha_i \in G_+ \setminus \mathbb{Z} \epsilon, \sum_{i=1}^{n} \alpha_i[2] = h \right\}.
\]

Let \( M(h) = B_H(h)M(H) \) for \( h \in \mathbb{Z}_+ \). We have that \( M = \bigoplus_{h \in \mathbb{Z}_+} M(h) \) and \( L(n)M(h) \subseteq M(n+h) \). Hence \( M \) is \( \mathbb{Z} \)-graded. Note that \( M(0) = M(H) = \mathcal{U}(H)\epsilon \) is a \( \mathcal{U}(H) \)-module.

Recall from (1-2) the definition of \( h(\epsilon) \). The following theorem determines when the universal Whittaker module is irreducible.

**Theorem 4.1.** The universal Whittaker module \( M \) is irreducible if and only if \( h(\epsilon) \neq 0 \).

**Proof.** Suppose that \( h(\epsilon) = 0 \). By Proposition 3.4(1) and (2), we see that \( M \) has a nonzero Whittaker vector \( w \notin \mathbb{C} v \). It is easy to see that \( \mathcal{U}(L)w \) is a proper submodule of \( M \).

Conversely, suppose \( V \) is a nonzero submodule of \( M \), and take \( 0 \neq w \in V \setminus \mathbb{C} v \). Lemma 3.2 and Lemma 3.3 imply that \( h(\epsilon)k v \in \mathcal{U}(L)w \subseteq V \) for some \( k \in \mathbb{N} \). Since \( h(\epsilon) \neq 0 \), we have \( v \in V \). Thus \( V = M \). \( \square \)

Now we determine all \( \mathbb{Z} \)-graded irreducible quotients for the universal Whittaker modules on which \( h(\epsilon) \) acts as 0 by constructing all maximal \( \mathbb{Z} \)-graded submodules. The main idea is that we first construct all maximal \( \mathcal{U}(H) \)-submodules of \( M(H) \), then we build up maximal \( \mathbb{Z} \)-graded \( \mathcal{U}(L) \)-submodules of \( M \). We divide the construction into two cases: \( f(\epsilon) = h(\epsilon) = 0 \) on \( M \), and \( f(\epsilon) \neq 0 \), \( h(\epsilon) = 0 \) on \( M \). Let \( \mathcal{M} \) denote the set of all maximal \( \mathbb{Z} \)-graded \( \mathcal{U}(L) \)-submodules of \( M \) and \( \mathcal{M}_H \) denote the set of all maximal \( \mathcal{U}(H) \)-submodules of \( M(H) \).

First we consider the case where \( f(\epsilon) = h(\epsilon) = 0 \) on \( M \). For any pair

\[
(a, b) = ((a_i)_{i \in \mathbb{N}}, (b_i)_{i \in \mathbb{N}}) \in \mathbb{C}^\mathbb{N} \times \mathbb{C}^\mathbb{N},
\]

let \( I_{ab} \) denote the ideal of \( \mathcal{U}(H_-) \) generated by \( \{ t^{-i} \epsilon - a_i, E(-i\epsilon) - b_i \mid i \in \mathbb{N} \} \). Clearly \( I_{ab} \) is maximal.

**Lemma 4.2.** The set \( \{I_{ab} \mid (a, b) \in \mathbb{C}^\mathbb{N} \times \mathbb{C}^\mathbb{N}\} \) exhausts all maximal ideals of \( \mathcal{U}(H_-) \).

**Proof.** Suppose \( K \) is a maximal ideal of \( \mathcal{U}(H_-) \). Since \( \mathcal{U}(H_-) \) is an integral domain, \( \mathcal{U}(H_-)/K \) is a field extension of \( \mathbb{C} \). Notice that any nontrivial field extension of \( \mathbb{C} \) is of uncountable dimension over \( \mathbb{C} \), but \( \mathcal{U}(H_-)/K \) is of countable dimension by the PBW theorem, so \( \mathcal{U}(H_-)/K \cong \mathbb{C} \). Then we have an algebra epimorphism \( \pi : \mathcal{U}(H_-) \to \mathcal{U}(H_-)/K \cong \mathbb{C} \) with kernel \( K \). Set \( a_i = \pi(t^{-i}\epsilon) \) and \( b_i = \pi(E(-i\epsilon)) \) for all \( i \in \mathbb{N} \) and \( (a, b) = ((a_i)_{i \in \mathbb{N}}, (b_i)_{i \in \mathbb{N}}) \). Clearly, \( t^{-i} \epsilon - a_i, E(-i\epsilon) - b_i \in \ker \pi = K \) for all \( i \in \mathbb{N} \). That is, \( I_{ab} \subseteq K \). Since \( I_{ab} \) is maximal, we have \( I_{ab} = K \). \( \square \)
From Lemma 4.2, we see that any maximal $\mathfrak{u}(H_{-})$-submodule of $M(H)$ is of the form $I_{ab}v$ for some $(a, b) \in \mathbb{C}^{N} \times \mathbb{C}^{N}$. Thus $I_{ab}v$ for $(a, b) \in \mathbb{C}^{N} \times \mathbb{C}^{N}$ are maximal $\mathfrak{u}(H)$-submodules of $M(H)$. Furthermore, we claim that any maximal $\mathfrak{u}(H)$-submodule of $M(H)$ is of the form $I_{ab}v$ for some $(a, b) \in \mathbb{C}^{N} \times \mathbb{C}^{N}$. Indeed, suppose that $V$ is a maximal $\mathfrak{u}(H)$-submodule of $M(H)$. Then $V$ is a $\mathfrak{u}(H_{-})$-submodule of $M(H)$. Thus there exists some $(a, b) \in \mathbb{C}^{N} \times \mathbb{C}^{N}$ such that $V \subseteq I_{ab}v$. So $V = I_{ab}v$. That is, $\mathcal{M}_{H} = \{I_{ab}v \mid (a, b) \in \mathbb{C}^{N} \times \mathbb{C}^{N}\}$.

Let $(a, b) \in \mathbb{C}^{N} \times \mathbb{C}^{N}$. For $h \in \mathbb{Z}_{+}$, we define

$$M_{ab}(h) = \{u \in M(h) \mid X(\epsilon' + i_{1}\epsilon) \cdots X(\epsilon' + i_{h}\epsilon)u \in I_{ab}v \forall i_{1}, \ldots, i_{h} \in \mathbb{Z}\}.$$ 

Set $M_{ab} = \sum_{h \in \mathbb{Z}_{+}} M_{ab}(h)$. We claim that $M_{ab}$ is a proper submodule of $M$. Indeed, since $v \not\in M_{ab}$, we see that $M_{ab} \not\subseteq M$. To prove that $M_{ab}$ is an $L$-submodule of $M$, note that $\{X(\pm \epsilon' + i\epsilon) \mid i \in \mathbb{Z}\}$ generates $L$, thus we only need to prove the two inclusions

$$X(\epsilon' + i\epsilon)M_{ab}(h) \subseteq M_{ab}(h - 1) \quad \text{and} \quad X(-\epsilon' + i\epsilon)M_{ab}(h) \subseteq M_{ab}(h + 1)$$

for any $i \in \mathbb{Z}$ and $h \in \mathbb{Z}_{+}$. The first one is obvious. For the second one, let $u \in M_{ab}(h)$, and note that for $\alpha \in G_{+} \setminus \mathbb{Z}\epsilon$ we have $X(\alpha)M(H) = 0$ by Lemma 3.1. Then for any $i, i_{1}, \ldots, i_{h+1} \in \mathbb{Z}$, we have

$$X(\epsilon' + i_{1}\epsilon) \cdots X(\epsilon' + i_{h+1}\epsilon)X(-\epsilon' + i\epsilon)u$$

$$= X(-\epsilon' + i\epsilon)X(\epsilon' + i_{1}\epsilon) \cdots X(\epsilon' + i_{h+1}\epsilon)u$$

$$+ \left[ X(\epsilon' + i_{1}\epsilon) \cdots X(\epsilon' + i_{h+1}\epsilon), X(-\epsilon' + i\epsilon) \right]u$$

$$\in X(-\epsilon' + i\epsilon)X(\epsilon' + i_{1}\epsilon)I_{ab}v$$

$$+ \sum_{k, j_{1}, \ldots, j_{h} \in \mathbb{Z}} \epsilon X(k\epsilon)X(\epsilon' + j_{1}\epsilon) \cdots X(\epsilon' + j_{h}\epsilon)u$$

$$\subseteq \sum_{k \in \mathbb{Z}} X(k\epsilon)I_{ab}v \subseteq I_{ab}v,$$

where $X(0) = 1$. Thus the second inclusion is obtained. Moreover, it is easy to see that $M_{ab}$ is $\mathbb{Z}$-graded.

In what follows, we prove that the $M_{ab}$ for $(a, b) \in \mathbb{C}^{N} \times \mathbb{C}^{N}$ exhaust all maximal $\mathbb{Z}$-graded submodules of $M$. The following result gives the characterization of all maximal $\mathbb{Z}$-graded $\mathfrak{u}(L)$-submodules of $M$ for the case $f(\epsilon) = h(\epsilon) = 0$.

**Proposition 4.3.** $\mathcal{M} = \{M_{ab} \mid (a, b) \in \mathbb{C}^{N} \times \mathbb{C}^{N}\}$. Moreover, all $M_{ab}$ for $(a, b) \in \mathbb{C}^{N} \times \mathbb{C}^{N}$ are maximal $L$-submodules of $M$. 

Proof. First we prove that $M_{ab}$ is a maximal $L$-submodule of $M$ for any $(a, b) \in \mathbb{C}^N \times \mathbb{C}^N$. Note that for any $u \in M$, we may write
\begin{equation}
(4-1) \quad u = u_h + u' \tag{4-1}
\end{equation}
for some $h \in \mathbb{Z}_+$, where $0 \neq u_h \in M(h)$ and $u' \in \sum_{h' < h} M(h')$. Then we have
\begin{equation}
(4-2) \quad X(\epsilon' + i_1 \epsilon) \cdots X(\epsilon' + i_h \epsilon)u = X(\epsilon' + i_1 \epsilon) \cdots X(\epsilon' + i_h \epsilon)u_h \in M(0) = M(H) \tag{4-2}
\end{equation}
for any $i_1, \ldots, i_h \in \mathbb{Z}$. Now for any $(a, b) \in \mathbb{C}^N \times \mathbb{C}^N$ and $u \in M \setminus M_{ab}$, write $u = u_h + u'$ as in (4-1). We claim that there exists some $w \in (M(H) \setminus I_{ab}v) \cap (\mathcal{U}(L)u)$. In fact, if $h = 0$, then the claim holds for $w = u$. If $h > 0$, we may assume that $u_h \notin M_{ab}$; otherwise, if $u_h \in M_{ab}$, then $u' = u - u_h \in M \setminus M_{ab}$, thus we may consider $u'$ instead of $u$. Then by the definition of $M_{ab}$ and (4-2), we have
\begin{equation}
(4-3) \quad X(\epsilon' + i_1 \epsilon) \cdots X(\epsilon' + i_h \epsilon)u = X(\epsilon' + i_1 \epsilon) \cdots X(\epsilon' + i_h \epsilon)u_h \in M(H) \setminus I_{ab}v \tag{4-3}
\end{equation}
for some $i_1, \ldots, i_h \in \mathbb{Z}$. Take $w = X(\epsilon' + i_1 \epsilon) \cdots X(\epsilon' + i_h \epsilon)u_h$ for $i_1, \ldots, i_h \in \mathbb{Z}$ satisfying (4-3). Obviously, $w \in (M(H) \setminus I_{ab}v) \cap (\mathcal{U}(L)u)$.

Since $I_{ab}v$ is a maximal $\mathcal{U}(H)$-submodule of $M(H)$, we have
\[
v \in M(H) = I_{ab}v + \mathcal{U}(H)w \subseteq M_{ab} + \mathcal{U}(L)u.
\]
Since $v$ generates $M$, it follows that $M = M_{ab} + \mathcal{U}(L)u$ for any $u \in M \setminus M_{ab}$. Thus $M_{ab}$ is maximal. Since all $M_{ab}$ are $\mathbb{Z}$-graded, we have $\mathcal{M} \supseteq \{M_{ab} \mid (a, b) \in \mathbb{C}^N \times \mathbb{C}^N\}$.

On the other hand, let $N \in \mathcal{M}$. Note that $N \cap M(H)$ is a proper $\mathcal{U}(H)$-submodule of $M(H)$. Then there exists $(a, b) \in \mathbb{C}^N \times \mathbb{C}^N$ such that $N \cap M(H) \subseteq I_{ab}v$.

Take any $u \in N$ and write $u = u_h + u'$ as in (4-1). If $h = 0$, we see that $u = u_0 \in N \cap M(H) \subseteq I_{ab}v \subseteq M_{ab}$. If $h > 0$, then we have
\[
X(\epsilon' + i_1 \epsilon) \cdots X(\epsilon' + i_h \epsilon)u = X(\epsilon' + i_1 \epsilon) \cdots X(\epsilon' + i_h \epsilon)u_h \in N \cap M(H) \subseteq I_{ab}v.
\]
It follows that $u_h \in M_{ab}$. Since $N$ is $\mathbb{Z}$-graded, we have $u_h \in N$. So $u' = u - u_h \in N$. Now by induction on $h$ we get that $u \in M_{ab}$. So $N \subseteq M_{ab}$ and therefore $N = M_{ab}$. This completes the proof. \hfill \Box

Now we consider the second case, when $h(\epsilon) = 0$ and $f(\epsilon) \neq 0$ on $M$. For any $\xi = (\xi_i)_{i \in \mathbb{N}} \in \mathbb{C}^N$, let $J_\xi$ denote the ideal of $\mathcal{U}(T_-)$ generated by \{${t^{-i\epsilon} - \xi_i \mid i \in \mathbb{N}}$\}. Since $\mathcal{U}(T_-)$ is commutative, a similar argument as in Lemma 4.2 shows that \{${J_\xi \mid \xi \in \mathbb{C}^N}$\} exhausts all maximal ideals of $\mathcal{U}(T_-)$, so \{${J_\xi v \mid \xi \in \mathbb{C}^N}$\} exhausts all maximal $\mathcal{U}(T_-)$-submodules of $\mathcal{U}(T_-)v = M(T)$. Note that $M(H) = \mathcal{U}(E)M(T)$. We give all maximal $\mathcal{U}(H)$-submodules of $M(H)$ in the following proposition.

**Proposition 4.4.** $M_H = \{\mathcal{U}(E)J_\xi v \mid \xi \in \mathbb{C}^N\}$.
Proof. Since \( h(\epsilon) = 0 \), we have

\[
T \mathfrak{u}(E) J_{\xi} v = \mathfrak{u}(E) T J_{\xi} v \subseteq \mathfrak{u}(E) J_{\xi} v.
\]

Moreover, for any \( k \in \mathbb{Z} \setminus \{0\} \), it is obvious that \( E(k\epsilon) \mathfrak{u}(E) J_{\xi} v \subseteq \mathfrak{u}(E) J_{\xi} v \). So \( \mathfrak{u}(E) J_{\xi} v \) is a proper \( \mathfrak{u}(H) \)-submodule of \( M(H) \). For any \( u \in M(H) \setminus \mathfrak{u}(E) J_{\xi} v \), we may write

\[
u = \sum_{i=1}^{n} a_i f_i v_i, \quad n \in \mathbb{N},
\]

where \( a_i \neq 0 \), \( v_i \in \mathfrak{u}(T-) v = M(T) \), \( f_i \) for \( 1 \leq i \leq n \) are monic monomials with variables from \( \{ E(-j\epsilon) \mid j \in \mathbb{N} \} \). We remark that, since \( u \in M(H) \setminus \mathfrak{u}(E) J_{\xi} v \), at least one \( v_i \notin J_{\xi} v \). Set \( J = \{ i \in \{1, \ldots, n\} \mid v_i \notin J_{\xi} v \} \neq \emptyset \) and

\[
u' = u - \sum_{i \notin J} a_i f_i v_i = \sum_{i \in J} a_i f_i v_i.
\]

Since \( f_i v_i \in \mathfrak{u}(E) J_{\xi} v \) for \( i \notin J \), and since \( \mathfrak{u}(E) J_{\xi} v \) is a \( \mathfrak{u}(H) \)-module, it follows that \( \mathfrak{u}(H) u' \subseteq \mathfrak{u}(H) u + \mathfrak{u}(E) J_{\xi} v \). Without loss of generality, we may assume that \( 1 \in J \) and \( f_1 \) has the maximal degree among \( \{ f_i \mid i \in J \} \). Write

\[
f_1 = E(-\epsilon)^{m_1} \cdots E(-r\epsilon)^{m_r}
\]

for some \( m_i \in \mathbb{Z}_+ \). For any monomial \( g \) with variables from \( \{ E(-j\epsilon) \mid j \in \mathbb{N} \} \), note that \( [E(i\epsilon), E(-j\epsilon)] = \delta_{ij} if(\epsilon) \) and \( [E(i\epsilon), t^{-j\epsilon}] = \delta_{ij} ih(\epsilon) \) for any \( i, j \in \mathbb{N} \). Thus for any \( w \in \mathfrak{u}(T-) v = M(T) \) we have

\[
(E(i\epsilon) - \varphi(E(i\epsilon))) gw = if(\epsilon) \partial'_i(g) w,
\]

where \( \partial'_i(g) \) is the partial derivative of \( g \) with respect to \( E(-i\epsilon) \). Then by induction on \( r \), it is easy to see that, for \( i \in J \),

\[
(E(\epsilon) - \varphi(E(\epsilon)))^{m_1} \cdots (E(r\epsilon) - \varphi(E(r\epsilon)))^{m_r} f_i v_i = \delta_{1,i} \prod_{j=1}^{r} m_j!(j f(\epsilon))^{m_j} v_1.
\]

So we get

\[
(E(\epsilon) - \varphi(E(\epsilon)))^{m_1} \cdots (E(r\epsilon) - \varphi(E(r\epsilon)))^{m_r} u' = A f(\epsilon)^{m_1+\cdots+m_r} v_1,
\]

where \( A = a_1 \prod_{j=1}^{r} m_j! j^{m_j} \neq 0 \). Since \( f(\epsilon) \neq 0 \), it follows that \( v_1 \in \mathfrak{u}(H) u' \cap M(T) \). Since \( v_1 \notin J_{\xi} v \) and \( J_{\xi} v \) is a maximal \( \mathfrak{u}(T-) \)-submodule of \( M(T) \), we have

\[
v \in M(T) = \mathfrak{u}(T-) v_1 + J_{\xi} v \subseteq \mathfrak{u}(H) u' + \mathfrak{u}(E) J_{\xi} v \subseteq \mathfrak{u}(H) u + \mathfrak{u}(E) J_{\xi} v.
\]

This implies that \( M(H) = \mathfrak{u}(H) u + \mathfrak{u}(E) J_{\xi} v \) for any \( u \in M(H) \setminus \mathfrak{u}(E) J_{\xi} v \), and thus \( \mathfrak{u}(E) J_{\xi} v \) is a maximal \( \mathfrak{u}(H) \)-submodule of \( M(H) \). That is,

\[
\mathcal{M}_H \supseteq \{ \mathfrak{u}(E) J_{\xi} v \mid \xi \in \mathbb{C}^N \}.
\]
On the other hand, we note that any \( \mathfrak{u}(H) \)-module \( W \in \mathcal{M}_{H} \) is also a \( \mathfrak{u}(T_-) \)-submodule of \( M(H) \). Thus \( W \cap M(T) \) is a proper \( \mathfrak{u}(T_-) \)-submodule of \( M(T) \). It follows that \( W \cap M(T) \subseteq J_\xi v \) for some \( \xi \in \mathbb{C}^N \).

For any nonzero element \( u \in W \subseteq M(H) \), we write
\[
u = \sum_{i=1}^{k} g_i v_i, \quad k \in \mathbb{N},\]
where \( v_i \in M(T) \) and \( g_i \) for \( 1 \leq i \leq k \) are monomials with variables from \( \{E(\epsilon) | \epsilon \in \mathbb{N}\} \). Without loss of generality, we may assume that \( g_1 \) has the maximal degree.

If \( \deg g_1 = 0 \), we have \( u \in M(T) \cap W \subseteq J_\xi v \subseteq \mathfrak{u}(E)J_\xi v \) for some \( \xi \in \mathbb{C}^N \). If \( \deg g_1 > 0 \), write
\[
g_1 = a_1 E(-\epsilon)^{m_1} \cdots E(-r\epsilon)^{m_r}\]
for \( a_1 \in \mathbb{C}^X, m_i \in \mathbb{Z}_+, i = 1, \ldots, r \). Then by induction on \( r \) it is easy to see that
\[
(E(\epsilon) - \varphi(E(\epsilon)))^{m_1} \cdots (E(r\epsilon) - \varphi(E(r\epsilon)))^{m_r} u = A f(\epsilon)^{m_1+\cdots+m_r} v_1.
\]
So we get
\[
(E(\epsilon) - \varphi(E(\epsilon)))^{m_1} \cdots (E(r\epsilon) - \varphi(E(r\epsilon)))^{m_r} u = A f(\epsilon)^{m_1+\cdots+m_r} v_1,
\]
where \( A = a_1 \prod_{j=1}^{r} m_j! j^{m_j} \neq 0 \). Since \( f(\epsilon) \neq 0 \), we have \( v_1 \in \mathfrak{u}(E)u \subseteq W \). Thus \( v_1 \in W \cap M(T) \subseteq J_\xi v \) for some \( \xi \in \mathbb{C}^N \). It follows that \( g_1 v_1 \in W \cap \mathfrak{u}(E)J_\xi v \).

So \( u - g_1 v_1 \in W \). By iteration, we can get \( u \in W \cap \mathfrak{u}(E)J_\xi v \subseteq \mathfrak{u}(E)J_\xi v \). Thus \( W \subseteq \mathfrak{u}(E)J_\xi v \). Then, by the maximality of \( W \) as a \( \mathfrak{u}(H) \)-submodule of \( M(H) \) and since \( \mathfrak{u}(E)J_\xi v \) is a proper \( \mathfrak{u}(H) \)-submodule of \( M(H) \), we have \( W = \mathfrak{u}(E)J_\xi v \). Thus \( \mathcal{M}_H \subseteq \{ \mathfrak{u}(E)J_\xi v | \xi \in \mathbb{C}^N \} \). This completes the proof.

In what follows, we construct certain submodules of \( M \), and prove that these submodules exhaust all the maximal \( \mathbb{Z} \)-graded submodules of \( M \) in the case that \( h(\epsilon) = 0, f(\epsilon) \neq 0 \) on \( M \).

For \( \xi \in \mathbb{C}^N \), let \( M_\xi(0) = \mathfrak{u}(E)J_\xi v \). For any \( h \in \mathbb{N} \), set
\[
M_\xi(h) = \{ u \in M(h) | X(\epsilon' + i_1 \epsilon) \cdots X(\epsilon' + i_h \epsilon) u \in \mathfrak{u}(E)J_\xi v \forall i_1, \ldots, i_h \in \mathbb{Z} \}.
\]
Set \( M_\xi = \bigoplus_{h \in \mathbb{Z}_+} M_\xi(h) \). By a similar argument as in the previous case where \( f(\epsilon) = h(\epsilon) = 0 \) on \( M \), we can prove that \( M_\xi \) is a proper \( \mathbb{Z} \)-graded \( L \)-submodule of \( M \).

Then by a similar proof as in Proposition 4.3, we obtain the following result.

**Proposition 4.5.** \( \mathcal{M} = \{ M_\xi | \xi \in \mathbb{C}^N \} \). Moreover, for any \( \xi \in \mathbb{C}^N \), \( M_\xi \) is a maximal \( L \)-submodule of \( M \).

By Theorem 4.1, Proposition 4.3 and Proposition 4.5, we obtain the main result of the paper.
Theorem 4.6. Suppose that $V$ is a $\mathbb{Z}$-graded irreducible quotient of the universal Whittaker module $M_{\varphi,k_1,k_2,k_3,k_4}$ of type $(\varphi,k_1,k_2,k_3,k_4)$ over $L$. Then $V$ is irreducible as an $L$-module. Furthermore:

1. If $h(\epsilon) \neq 0$ on $V$, then $V = M_{\varphi,k_1,k_2,k_3,k_4}$.
2. If $h(\epsilon) = f(\epsilon) = 0$ on $V$, then
   \[ V = V_{ab} =: M_{\varphi,k_1,k_2,k_3,k_4}/M_{ab} \]
   for some $(a,b) \in \mathbb{C}^N \times \mathbb{C}^N$. Moreover, $V_{ab} \cong V_{a'b'}$ if and only if $(a,b) = (a',b')$.
3. If $h(\epsilon) = 0$, $f(\epsilon) \neq 0$ on $V$, then
   \[ V = V_{\xi} =: M_{\varphi,k_1,k_2,k_3,k_4}/M_{\xi} \]
   for some $\xi \in \mathbb{C}^N$. Moreover, $V_{\xi} \cong V_{\xi'}$ if and only if $\xi = \xi'$.

Remark. For the Virasoro-like algebra $\mathcal{V}$, the notion of Whittaker module of type $(\varphi,k_3,k_4)$ was given in [Guo and Liu 2011b]. We can similarly define a $\mathbb{Z}$-gradation on the universal Whittaker module $M_{\varphi,k_3,k_4}$. For any $\alpha \in \mathbb{Z}^2 \setminus \{(0,0)\}$, we define the action of $\tau^\alpha$ on $M_{\varphi,k_3,k_4}$ trivially; then it is easy to see that $K_1$, $K_2$, hence $h(\epsilon)$, act as $0$ on $M_{\varphi,k_3,k_4}$, and $M_{\varphi,k_3,k_4}$ becomes a Whittaker module of type $(\varphi,0,0,k_3,k_4)$ for $L$. Therefore, Theorem 4.6 gives all $\mathbb{Z}$-graded irreducible quotients of the universal Whittaker modules for $\mathcal{V}$ and also proves that all $\mathbb{Z}$-graded irreducible quotients of the universal Whittaker modules are actually irreducible.

Furthermore, we prove that any $\mathbb{Z}$-graded irreducible quotient of a universal Whittaker module for $L$ admits a unique Whittaker vector up to scalars. This result also applies to the Virasoro-like algebra.

Corollary 4.7. Suppose that $V$ is a $\mathbb{Z}$-graded irreducible quotient of a universal Whittaker module. Then $\dim \text{Wh}(V) = 1$.

Proof. Using Theorem 4.6, we prove this corollary in three cases.

Case 1: $h(\epsilon) \neq 0$ on $V$. Notice that $V = M$ and $\text{Wh}(M) = \mathbb{C}v$. So $\dim \text{Wh}(V) = 1$.

Case 2: $h(\epsilon) = f(\epsilon) = 0$ on $V$. We have $V = M/M_{ab}$ for some $(a,b) \in \mathbb{C}^N \times \mathbb{C}^N$. Let $u + M_{ab}$ be a Whittaker vector for some $u \in M \setminus M_{ab}$. Write $u = u_h + u'$, where $0 \neq u_h \in M(h)$ and $u' \in \sum_{i < h} M(i)$. If $u_h \in M_{ab}$, then $u' + M_{ab} = u + M_{ab}$. We consider $u'$ instead. Hence we may assume that $h$ is the smallest nonnegative integer such that $u_h \notin M_{ab}$. We claim that $h = 0$.

On the contrary, suppose that $h > 0$. Note that $u_h \notin M_{ab}$. By the definition of $M_{ab}$ we have

\[ X(\epsilon' + i_1 \epsilon) \cdots X(\epsilon' + i_h \epsilon) u_h \in M(H) \setminus I_{ab} v \quad \text{for some } i_1, \ldots, i_h \in \mathbb{Z}. \]
So, by Proposition 2.2(2) and (4-3), we have

\[
(X(\epsilon' + i_1 \epsilon) - \varphi(X(\epsilon' + i_1 \epsilon))) \cdots (X(\epsilon' + i_h \epsilon) - \varphi(X(\epsilon' + i_h \epsilon)))u = X(\epsilon' + i_1 \epsilon) \cdots X(\epsilon' + i_h \epsilon)u
\]

This contradicts that \( u + M_{ab} \) is a Whittaker vector, so \( h = 0 \). Therefore \( u \in M(H) \). Since \( M(H) = \mathbb{C}v + I_{ab}v \), we have \( u \in \mathbb{C}v + M_{ab} \). So

\[
\dim \text{Wh}(V) = \dim \text{Wh}(M/M_{ab}) = 1.
\]

**Case 3:** \( h(\epsilon) = 0, f(\epsilon) \neq 0 \) on \( V \). The proof is similar to that of Case 2.
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