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FREE EVOLUTION ON ALGEBRAS WITH TWO STATES, II

MICHAEL ANSHELEVICH

Denote by J the operator of coefficient stripping. We show that for any
free convolution semigroup f�t W t � 0g with finite variance, applying a
single stripping produces semicircular evolution with nonzero initial condi-
tion, J Œ�t� D �� ��t

ˇ;

, where �ˇ;
 is the semicircular distribution with

mean ˇ and variance 
 . For more general freely infinitely divisible distri-
butions �, expressions of the form Q�� ��t arise from stripping Q�t , where
f. Q�t; �t/ W t � 0g forms a semigroup under the operation of two-state free
convolution. The converse to this statement holds in the algebraic setting.
Numerous examples illustrating these constructions are computed. Addi-
tional results include the formula for generators of such semigroups.

1. Introduction

A probability measure � on R with finite moments can be described by two se-
quences of Jacobi parameters

J.�/D

�
ˇ0; ˇ1; ˇ2; ˇ3; : : :


0; 
1; 
2; 
3; : : :

�
:

For example, its Cauchy transform

G�.z/D

Z
R

1

z�x
d�.x/

(which determines the measure) has the continued fraction expansion

G�.z/D
1

z�ˇ0�

0

z�ˇ1�

1

z�ˇ2�

2

z�ˇ3�

3

z� � � �
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Define new measuresˆŒ�� and J Œ�� by the right and left shifts on Jacobi parameters

J.ˆŒ��/D

�
0; ˇ0; ˇ1; ˇ2; : : :

1; 
0; 
1; 
2; : : :

�
and

J.J Œ��/D
�
ˇ1; ˇ2; ˇ3; ˇ4; : : :


1; 
2; 
3; 
4; : : :

�
:

J is sometimes called coefficient stripping. Actually, both ˆ and J can be defined
more generally: ˆ for any probability measure, and J for any probability measure
with finite variance. See Definition 2.

Denote by

d�ˇ;
 .x/D
1

2�


q
4
 � .x�ˇ/2 dx

the semicircular distribution with mean ˇ and variance 
 , � D �0;1 the standard
semicircular distribution, and� the operation of free convolution. The semicircular
family f�ˇt;
 t D �

�t
ˇ;

W t � 0g forms a free convolution semigroup. General free

convolution semigroups
f�t W t � 0g

with mean 0 and variance t are indexed by probability measures �. In Proposition 9
of [Anshelevich 2013], we showed that for any such free convolution semigroup,

J Œ�t �D �� ��t ;

so that the “once-stripped” free convolution semigroup is always a “free heat
evolution” started at �. Needless to say, this statement has no analog for semigroups
with respect to usual convolution. In the first result of the paper, we extend this
formula to the case of general finite variance: for a free convolution semigroup
f�tg with mean ˇt and nonzero variance 
 t ,

(1) J Œ�t �D �� ��t
ˇ;
 :

Since any free convolution semigroup, when stripped, always gives a semicircular
evolution, it is natural to ask for which families of measures f Q�t W t � 0g is

(2) J Œ Q�t �D Q�� ��t

for other measures � . The main result of the article is that if this is the case, there
exists a free convolution semigroup f�t W t � 0g such that the family of pairs of
measures f. Q�t ; �t / W t � 0g forms a semigroup under the operation �c of two-state
free convolution. Note that formula (2) can sometimes be assigned a meaning even
if � is not freely infinitely divisible. For example, if Q�D �� � for some �, then for
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general probability measures �; �, there exists a family of measures forming the
first component of the two-state free convolution semigroup such that

J Œ Q�t �D �� ��.1Ct/

(recall that in free probability, ��.1Ct/ is well-defined for any � as long as t � 0).
The most general case covered by the main theorem of the article (Theorem 11) is
that for some semigroups,

J Œ Q�t �D Q��!�.t=p/;

where �D!�.1=p/ need not even be a positive measure, but where the subordination
distribution ! i Q� is freely infinitely divisible. It is unclear at this point whether
every two-state free convolution semigroup (with finite variance) is of this form.
Nevertheless, a large group of examples fit into this framework: free convolution
semigroups, Boolean convolution semigroups, two-state free Brownian motions,
and two-state free Meixner distributions. Moreover, in the last section of the
paper we show that in the algebraic setting, when . Q�t ; �t / are linear functionals
on polynomials but do not necessarily come from positive measures, formula (2)
always holds for some (not necessarily positive) � . In that section we also prove a
basic formula for the moment-generating function of the multivariate subordination
distribution (see below), which really belongs on the long list of properties of that
distribution proven in [Nica 2009].

The other aspects of two-state free convolution semigroups are investigated at
the end of Section 3. We compute the two-state version of Voiculescu’s evolution
equation for the Cauchy transform. Then we combine it with the preceding results
to find the formula for the generators of two-state free convolution semigroups with
finite variance.

Finally, we would like to explain the connection between this article and part I
of the same title [Anshelevich 2010]. Belinschi and Nica [2008; 2009] proved that
the eponymous family of transformations fBt W t � 0g, is related to the free heat
evolution via

(3) Bt ŒˆŒ���DˆŒ�� ��t �:

Equation (1) follows from this observation after only a small amount of work. In
part I, we constructed a two-variable map ˆŒ � ; � � and proved that

(4) Bt ŒˆŒ�; Q���DˆŒ�; Q�� ��t �:

Moreover, the transformation ˆŒ � ; � �, as defined in [Anshelevich 2010], also comes
from two-state free probability theory. Nica [2009] observed that ˆŒ�; Q�� is closely
related to the subordination distribution � i Q�, which is a more important object in
free probability, and so will be used in computations in this paper.
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At this point the evolution formula (4) is only proven for measures with finite
moments, while we are interested in a more general class of measures with finite
variance. Moreover, the derivation of (1) from (3) does not generalize to a derivation
of (2) from (4); the proof of (2) is quite different. Nevertheless, both this article and
part I involve two-state free probability theory and generalization of semicircular
evolution to more general free convolution semigroups.

2. Background

Notation 1. Denote by mŒ�� and VarŒ�� the mean and variance of �,

P D fprobability measures on Rg;

P2 D f� 2 P W VarŒ�� <1g;

P0;1 D f� 2 P2 WmŒ��D 0;VarŒ��D 1g;

ID� D f� 2 P W � is �-infinitely divisibleg:

For a probability measure � on R, its Cauchy transform is

G�.z/D

Z
R

1

z�x
d�.x/;

and its F -transform is
F�.z/D

1

G�.z/

(for a function f , f �1 will denote its compositional rather than a multiplicative
inverse).

2.1. Convolutions. For � 2 P , define its Voiculescu transform �� by

.�� ıF�/.z/CF�.z/D z:

See [Bercovici and Voiculescu 1993; Voiculescu et al. 1992]. The free convolution
of two measures �� � is determined by the equality

���� D ��C��

on a domain. A free convolution semigroup is a weakly continuous family f�t W

t � 0g � P satisfying
�t ��s D �tCs:

In this case, we denote �t D �
�t . A measure � is �-infinitely divisible if �D �1

for some free convolution semigroup. A fundamental result in [Nica and Speicher
1996], extended to measures with unbounded support in [Belinschi and Bercovici
2004], is that for any � 2 P , ��t is defined for t � 1.
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We will refer to the set

f.ˇ; 
; �/ W ˇ 2 R; 
 > 0; � 2 Pg[ f.ˇ; 0; � / W ˇ 2 Rg

as the set of canonical triples. By a result of Maassen [1992], �-convolution
semigroups with finite variance

f�t W t � 0;VarŒ�1� <1g

are in bijection with canonical triples, with the bijection given by

(5) ��t
.z/D ˇt C 
 tG�.z/:

Here ˇ D mŒ�1� and 
 D VarŒ�1�. The �-convolution semigroups with zero
variance are of the form �t D ıˇt , and so correspond to .ˇ; 0; � / with 
 D 0 and �
undefined.

Similarly, for Q�;� 2 P , define the two-state Voiculescu transform � Q�;� by

(6) .� Q�;� ıF�/.z/CF Q�.z/D z:

See [Krystek 2007; Wang 2011]. The two-state free convolution of two pairs of
measures

.�; �� �/D . Q�;�/�c . Q�; �/

is determined by the equality

��;��� D � Q�;�C�Q�;�

on a domain. A two-state free convolution semigroup is a componentwise weakly
continuous family f. Q�t ; �t / W t � 0g satisfying

. Q�t ; �t /�c . Q�s; �s/D . Q�tCs; �tCs/:

In this case, we denote . Q�t ; �t / D . Q�;�/�c t . The pair . Q�;�/ is �c-infinitely
divisible if . Q�;�/D . Q�1; �1/ for some two-state free convolution semigroup.

For a fixed free convolution semigroup f�t W t � 0g, the �c-convolution semi-
groups f. Q�t ; �t /g such that Q�1 has finite variance are in bijection with (relative)
canonical triples . Q̌; Q
 ; Q�/, with the bijection given by

(7) � Q�t ;�t
.z/D Q̌t C Q
 tG Q�.z/:

Here Q̌ D mŒ Q�1� and Q
 D VarŒ Q�1�. This does not appear to be stated explicitly,
but follows from the description of general two-state freely infinitely divisible
distributions in Theorem 4.1 of [Wang 2011]. Again, the case VarŒ Q�1�D 0 can be
included by setting Q
 D 0 and leaving Q� undefined.

The Boolean convolution �] � is defined by

.�; ı0/�c .�; ı0/D .�] �; ı0/:
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More explicitly, ��;ı0
.z/D z�F�.z/, so

z�F�]�.z/D .z�F�.z//C .z�F�.z//:

Any distribution is ]-infinitely divisible, so �]t is always defined for any t � 0.
Finally, a few arguments in the article simplify with the use of the monotone

convolution �B �, defined by

F�B� D F� B F� :

Definition 2. For measures with finite moments, the transformations ˆ and J were
defined in the introduction. Here are the more general definitions. ˆ is the bijection

ˆ W P! P0;1

defined by
FˆŒ��.z/D z�G�.z/:

See [Belinschi and Nica 2008]. For � 2 P2 with mŒ�� D ˇ and VarŒ�� D 
 > 0,
define J Œ�� by

F�.z/D z�ˇ� 
GJ Œ��.z/:

Then
J W P2! P;

and J ıˆ is the identity map, while ˆ ıJ is the identity on P0;1.

Definition 3. Recall that all probability measures are infinitely divisible in the
Boolean sense. The Boolean-to-free bijection of Bercovici and Pata [1999, Sec-
tion 6]

B W P! ID�

is defined by
�BŒ��.z/D z�F�.z/:

More generally, define the Belinschi–Nica transformations [2008] fBt W t � 0g on
P by

Bt Œ��D
�
��.1Ct/

�].1=1Ct/
:

These transformations form a semigroup under composition, and B1 D B.

Remark 4. Note that

�BŒˆŒ���.z/D z�FˆŒ��.z/DG�.z/:

So for a free convolution semigroup f�t W t � 0g, equation (5) is equivalent to

(8) �t D ıˇt �BŒˆŒ����
 t :
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Definition 5. For �; � 2 P , the subordination distribution [Lenczewski 2007; Nica
2009] � i � is the unique probability measure such that

G���.z/DG�.F�i�.z//:

Here F�i� is the corresponding subordination function of �� � with respect to �.
If � i � 2 ID�, we may define (cf. [Anshelevich 2010])

ˆŒ�; ��D B�1Œ� i ��:

Lemma 6. On a common domain,

��i�.z/D .�� ıF�/.z/:

Also, whenever ˆŒ�; �� is defined,

z�FˆŒ�;��.z/D .�� ıF�/.z/

and
�� D �ˆŒ�;��;� :

Proof. We compute

��i�.z/D F�1
�i�.z/� z D .F�1

��� ıF�/.z/� z

D
�
����.F�.z//CF�.z/

�
�
�
��.F�.z//CF�.z/

�
D .�� ıF�/.z/:

The second property follows by combining this with the definition of B. Finally,

.�� ıF�/.z/CFˆŒ�;��.z/D z;

which implies the third property after comparison with (6). �

The following result is the analog of Corollary 4.13 in [Nica 2009] for single-
variable, unbounded distributions.

Lemma 7. If � 2 ID�, or if � D �� �0, then � i � 2 ID�.

Proof. If � 2 ID�, then for any t � 0,

���t i�.z/D ���t .F�.z//D t��.F�.z//D �.�i�/�t .z/;

and so .� i �/�t D ��t i � is well-defined.
If � D �� �0, then

��i�.z/D ��i.���0/.z/D ��.F���0.z//

D ����0.F���0.z//���0.F���0.z//D z�F���0.z/���0.F���0.z//

D z�F�1
�0 .F���0.z//D z�F�i�0.z/D �BŒ�i�0�.z/;

and so � i � D BŒ� i �0� 2 ID�. �
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Lemma 8. For a canonical triple .ˇ; 
; �/ and t � 0,

Bt Œıˇ ]ˆŒ��
]
 �D ıˇ ]ˆŒ�� ıˇt � ��
 t �]
 :

Proof. For 
 D 0, the identity reduces to Bt Œıˇ � D ıˇ. The argument for 
 > 0

is a slight modification of Remark 4.4 (proof of Theorem 1.6) from [Belinschi
and Nica 2008]. Following that paper, denote by � the subordination function
of � � ıˇt � ��
 t with respect to �, and by ! the subordination function of
.ıˇ ]ˆŒ��

]
 /�.tC1/ with respect to .ıˇ ]ˆŒ��]
 /. On the one hand,

G��ıˇt���
 t .z/DG�.�.z//

and
z�Fıˇ]ˆŒ��]
 .z/D ˇC 
G�.z/:

Therefore

(9) �.z/�Fıˇ]ˆŒ��]
 .�.z//D ˇC 
G��ıˇt���
 t .z/:

On the other hand, denoting by Q� the subordination function of �� ��
 t with
respect to �, by equation (4.8) in [Belinschi and Nica 2008],

Q�.z/D z� 
 tG����
 t .z/:

But

G��ıˇt���
 t .z/DG����
 t .z�ˇt/DG�. Q�.z�ˇt//DG�.�.z//:

Thus

�.z/D Q�.z�ˇt/D z�ˇt �
 tG����
 t .z�ˇt/D z�ˇt �
 tG��ıˇt���
 t .z/:

Combining this with (9), we see that

t�.z/� tFıˇ]ˆŒ��]
 .�.z//D z� �.z/

and

�.z/D
1

tC1
zC

�
1�

1

tC1

�
Fıˇ]ˆŒ��]
 .�.z//:

Then (see [Belinschi and Nica 2008]) it follows that � D !, and so the argument
concludes as in that paper:

z�FBt Œıˇ]ˆŒ��]
 �.z/D z�

��
1�

1

t

�
zC

1

t
!.z/

�
D

1

t
.z�!.z//D

1

t
.z� �.z//

D ˇC 
G��ıˇt��
 t .z/

D z�Fıˇ]ˆŒ��ıˇt���
 t �]
 .z/: �
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3. Single-variable, complex-analytic results

Proposition 9. For any a canonical triple .ˇ; 
; �/, the corresponding free convo-
lution semigroup is

�t D ıˇt ]ˆŒ�� ��t
ˇ;
 �
]
 t :

In particular, for any free convolution semigroup with nonzero, finite variance,

J Œ�t �D �� ��t
ˇ;
 :

Proof. A free convolution semigroup with finite variance f�tg can be rewritten as

�t D ıˇt �BŒˆŒ����
 t (by the Maassen representation (8))

D Bt�1Œıˇ�BŒˆŒ���
 �]t (by definition of Bt�1)

D Bt Œıˇ ]ˆŒ��
]
 �]t (by definition of BD B1)

D ıˇt ]ˆŒ�� ıˇt � ��
 t �]
 t (by Lemma 8)

D ıˇt ]ˆŒ�� ��t
ˇ;
 �
]
 t (by definition of �ˇ;
 ):

For 
 D 0, we have �t D ıˇt D �ˇt;0, so the equation still holds. �

Lemma 10. A family f. Q�t ; �t / W t � 0g is the two-state free convolution semigroup
with the relative canonical triple . Q̌; Q
 ; Q�/ if and only if f�t W t � 0g forms a free
convolution semigroup and

Q�t D ı Q̌t ]ˆŒ Q�B �t �
]Q
 t :

In particular, whenever Q
 > 0, such a family satisfies

J Œ Q�t �D Q�B �t :

Proof. Using the properties of Boolean and monotone convolutions and the definition
of ˆ,

z�Fı Q̌t
]ˆŒ Q�B�t �] Q
 t .z/D Q̌t C Q
 tG Q�B�t

.z/D Q̌t C Q
 tG Q�.F�t
.z//:

On the other hand, by formulas (6) and (7), for the two-state free convolution
semigroup with the relative canonical triple . Q̌; Q
 ; Q�/,

z�F Q�t
.z/D .� Q�t ;�t

ıF�t
/.z/D Q̌t C Q
 tG Q�.F�t

.z//:

Comparing these, we obtain the result. �

Theorem 11. Fix Q̌ 2 R, Q
 > 0, and p > 0. Let !; Q� 2 P be measures such that

! i Q� 2 ID�:
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(a) For any t � 0,
� Q�C .t=p/�!

is a Voiculescu transform of a probability measure, and so

Q��!�.t=p/

is well-defined.

(b) Define
�D .! i Q�/�.1=p/;

�t D �
�t , and

Q�t D ı Q̌t ]ˆŒ Q��!
�.t=p/�]Q
 t :

Then Q�1 has finite, nonzero variance, the family f. Q�t ; �t / W t � 0g forms a
two-state free convolution semigroup, and

J Œ Q�t �D Q��!�.t=p/:

Proof. For part (a), using Lemma 6,

(10)

� Q�.z/C .t=p/�!.z/D � Q�.z/C .t=p/�!i Q�.F
�1
Q� .z//

D F�1
Q� .z/� zC�.!i Q�/�.t=p/.F

�1
Q� .z//

D F�1
.!i Q�/�.t=p/.F

�1
Q� .z//� z

D F�1
Q�B.!i Q�/�.t=p/.z/� z

D �
Q�B.!i Q�/�.t=p/.z/:

Since the monotone convolution is known to preserve positivity, this implies part (a).
Next, it is clear that in part (b), f�t W t � 0g forms a free convolution semigroup.
From (10), it follows that

Q��!�.t=p/ D Q�B �t :

Part (b) now follows from Lemma 10. �

See Proposition 33 for a partial converse to the theorem.
The following corollary is an immediate consequence of Lemma 7.

Corollary 12. The assumptions of Theorem 11 are satisfied in the following cases:

(a) Q� 2 P is arbitrary and ! D � 2 ID�. In this case one can, without loss of
generality, take p D 1.

(b) ! 2 P is arbitrary, and Q�D ��! for some � 2 P .
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In particular, for any Q� 2 P and � 2 ID�, there exists a two-state free convolution
semigroup f. Q�t ; �t / W t � 0g such that

J Œ Q�t �D Q�� ��t :

I am grateful to Serban Belinschi for a discussion leading to the following
example.

Example 13. Recall that the analytic R-transform is defined by R�.z/D ��.1=z/.
Let

�" D
1
2
.ı�"C ı"/:

Then

R�".z/D
2"2zp

1C 4"2z2C 1

is analytic for jzj<.2"/�1 and grows as jR�".z/j�"
2jzj. It follows from Theorem 2

of [Bercovici and Voiculescu 1995] that for sufficiently small ",

zC tR�".z/

is an R-transform of a positive measure for all t 2 Œ0; 1�. On the other hand,
��t
" is well-defined and positive for all t � 1. It follows that � � ��t

" is well-
defined and positive for all t � 0. However, �" 62 ID�, and � ¤ � � ��p

" for
any p > 0, so this family is not covered by the preceding corollary. Nevertheless,
F� .C

C/D CC n fz W jzj � 2g, and

��".z/D

p
z2C 4"2� z

2

is analytic on this image for " < 1. It follows that

��"i� D ��" ıF�

analytically extends to CC, and so �" i � 2 ID�. So this family is still covered by
the preceding theorem.

Question. Can the hypothesis of Theorem 11 be weakened to the assumption in
the following proposition? In other words, does this assumption imply that the
(equivalent) statements in the following proposition necessarily hold?

Proposition 14. Let Q� 2P , � 2P , and suppose that Q����t is defined for all t � 0.
The following are equivalent:

(a) � i Q� 2 ID�.

(b) F
Q����t is subordinate to F Q� for all t � 0, in the sense that there exist analytic

transformations �t W C
C! CC such that F

Q����t .z/D F Q�.�t .z//.
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(c) fˆŒ Q�� ��t � W t � 0g is the first component of a two-state free convolution
semigroup.

Proof. Calculations in the proof of Theorem 11 show that if �t exists, then
�t D F.�i Q�/�t . This shows that (a) and (b) are equivalent. The same calculations
also imply that if f. Q�t DˆŒ Q�� ��t �; �t / W t � 0g is a two-state free convolution
semigroup, then �t D .� i Q�/�t . Thus (a) and (c) are equivalent. �

Lemma 15. Subordination distributions have the following properties:

.�� �/ i �D .� i �/� .� i �/;

� i �D BŒˆŒ���;

� i ı0 D �;

� i �D BŒ��;

ıa i �D ıa:

There is a corresponding list of properties for ˆŒ � ; � �.

Proof. All of these properties follow immediately from

��i�.z/D .�� ıF�/.z/: �

In a number of the following examples, free convolution semigroups f�t W t � 0g

will have finite variance, and so will be associated with canonical triples .ˇ; 
; �/;
in all cases, the relative canonical triple is . Q̌; Q
 ; Q�/.

Example 16. Let Q� D � 2 P . Then the first component of the corresponding
two-state free convolution semigroup satisfies

J Œ Q�t �D Q�� ��t
ˇ;
 ;

so that in Corollary 12, � D �ˇ;
 2 ID� is a semicircular distribution. Indeed,

�ˇ;
 i Q�D .ıˇ� ��
 / i Q�D ıˇ�BŒˆŒ Q����
 D �:

In the particular case when Q̌ D ˇ and Q
 D 
 , it follows that Q�t D �t form a free
convolution semigroup, and we are in the Belinschi–Nica setting of Proposition 9.

Example 17. Let Q�D ı0 and � 2P . Then the first component of the corresponding
two-state free convolution semigroup satisfies

J Œ Q�t �D �t ;

so that in Corollary 12, � D � 2 ID� is arbitrary. Indeed,

� i ı0 D �:
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These are the (distributions of) two-state free Brownian motions (in [Anshelevich
2011], they were called algebraic two-state free Brownian motions).

Example 18. Let Q� 2 P and 
 D 0, so that �t D ıˇt . Then the first component of
the corresponding two-state free convolution semigroup satisfies

J Œ Q�t �D Q�� ıˇt ;

so that in Corollary 12, � D ıˇ 2 ID�. Indeed,

ıˇ i Q�D ıˇ D �:

For general ˇ and measures with finite moments,

Q�t D ı Q̌t ]ˆŒ Q�� ıˇt �
]Q
 t

are precisely the families constructed in [Anshelevich and Młotkowski 2012, Propo-
sition 7]. For ˇ D 0, this is a Boolean convolution semigroup, and an arbitrary
Boolean convolution semigroup (with finite variance) arises in this way.

On the other hand, if Q�t D ı Q̌t , for any free convolution semigroup f�t W t � 0g,
the measures .ı Q̌t ; �t / form a two-state free convolution semigroup.

Example 19. Let Q�; � 2 P such that J Œ Q��D �. That is, for some Qb and Qc > 0,

Q�D ı Qb ]ˆŒ��
]Qc :

Let
p D Qc=
; uD Qb�ˇ Qc=
:

Then the first component of the corresponding two-state free convolution semigroup
satisfies

J Œ Q�t �D Q��!�pt ;

where in Corollary 12, ! D ı�u� Q� 2 P but, in general, is not freely infinitely
divisible. Indeed,

..ı�u� Q�/ i Q�/�.1=p/ D ı�.u=p/�BŒ Q���.1=p/ D BŒı�.u=p/] Q�
].1=p/�

D B
�
ı�.u=p/].ı Qb]ˆŒ��

]Qc/].1=p/
�
D BŒıˇ]ˆŒ��

]
 �D �:

If � D !�.
=Qc/ 2 P , then
J Œ Q�t �D Q�� ��t :

Remark 20. A free Meixner distribution �b;c;ˇ;
 with parameters b; ˇ 2 R,
cC 
; 
 � 0 is the probability measure with Jacobi parameters

J.�b;c;ˇ;
 /D

�
ˇ; bCˇ; bCˇ; bCˇ; : : :


; cC 
; cC 
; cC 
; : : :

�
:
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For other values of c; 
 , these Jacobi parameters determine a unital, linear, but not
positive definite functional. Normalized free Meixner distributions �b;c D �b;c;0;1

have mean 0 and variance 1, and are positive for c � �1.
Free Meixner distributions form a two-parameter semigroup with respect to �:

�b;c;ˇ;
 ��b;c;ˇ0;
 0 D �b;c;ˇCˇ0;
C
 0 :

See Definition 2 of [Anshelevich and Młotkowski 2012]. In particular,

��t
b;c;ˇ;
 D �b;c;ˇt;
 t :

Also,
Bt Œ�b;c;ˇ;
 �D �bCˇt;cC
 t;ˇ;
 :

Lemma 21. The subordination distribution of two Meixner distributions with spe-
cial parameters

�b;c;ˇ0;
 0 i �b;c;ˇ;
 D �bCˇ;cC
;ˇ0;
 0

is again a free Meixner distribution.

Proof. Using Lemma 15 and the properties from the preceding remark, we compute

�b;c;ˇ0;
 0 i �b;c;ˇ;
 D

�
ıˇ0�ˇ
 0=
 ���.


0=
/

b;c;ˇ;


�
i �b;c;ˇ;


D ıˇ0�ˇ
 0=
 ��b;c;ˇ;
 i �
�.
 0=
/

b;c;ˇ;


D ıˇ0�ˇ
 0=
 �BŒ�b;c;ˇ;
 �
�.
 0=
/

D ıˇ0�ˇ
 0=
 ���.

0=
/

bCˇ;cC
;ˇ;


D ıˇ0�ˇ
 0=
 ��bCˇ;cC
;ˇ
 0=
;
 0

D �bCˇ;cC
;ˇ0;
 0 : �

Remark 22. Since �B .�i �/D���, the preceding lemma implies a monotone
convolution identity

�b;c;ˇ;
 B �bCˇ;cC
;ˇ0;
 0 D �b;c;ˇCˇ0;
C
 0 :

This result can also be proved directly using the F -transforms, but the computation
is rather surprising. Since �0;0;ˇ;
 are semicircular, �b;0;ˇ;
 are free Poisson,
�b;�
;ˇ;
 are Bernoulli, and �0;�
;0;2
 are arcsine distributions, we get various
identities between them involving the monotone convolution. For example,

�b;c B �b;cC1 D �
�2
b;c ;

which for b D 0, c D�1 gives Bernoulli B semicircle D arcsine. See [Młotkowski
2010] for related results.
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Example 23. For a particular case of Example 19, let Qc>0 and c�0. The two-state
free Meixner semigroups from [Anshelevich and Młotkowski 2012] satisfy

J. Q�t /D

�
Q̌t; QbCˇt; bCˇt; bCˇt; : : :

Q
 t; QcC 
 t; cC 
 t; cC 
 t; : : :

�
and

J.�t /D

�
ˇt; bCˇt; bCˇt; : : :


 t; cC 
 t; cC 
 t; : : :

�
:

Thus

J.J Œ Q�t �/D

�
QbCˇt; bCˇt; bCˇt; : : :

QcC 
 t; cC 
 t; cC 
 t; : : :

�
;

so J Œ Q�t �D Q��!�.
=Qc/t , where

J. Q�/D

�
Qb; b; b; b; : : :

Qc; c; c; c; : : :

�
and

J.!/D

�
ˇ Qc=
; ˇ Qc=
 C b� Qb; ˇ Qc=
 C b� Qb; ˇ Qc=
 C b� Qb; : : :

Qc; c; c; c; : : :

�
:

In particular, Q�D ı Qb�ˇ Qc=
�!. Note that both Q� and ! are free Meixner distributions.
Also,

J.�/D

�
b; b; b; b; : : :

c; c; c; c; : : :

�
;

so �D �b;c D ıb� ��c and J Œ Q��D �. Finally, for � D !�.
=Qc/,

J.�/D

�
ˇ; ˇC b� Qb; ˇC b� Qb; ˇC b� Qb; : : :


; 
 C c � Qc; 
 C c � Qc; 
 C c � Qc; : : :

�
:

So � 2 ID� for c � Qc, � 2 P for 
 C c � Qc, and for 
 C c < Qc, � is not a positive
functional.

Proposition 24. Let . Q�t ; �t / be a general two-state free convolution semigroup.
Then we have two evolution equations,

(11) @tF Q�t
D ��.F�t

/�� Q�;�.F�t
/���.F�t

/@zF Q�t

and
@tF�t

D���.F�t
/@zF�t

:

Proof. The second equation is standard; see equation (3.18) in [Voiculescu et al.
1992]. Using (6),

@tF Q�t
C� Q�;�.F�t

/C t�0
Q�;�.F�t

/@tF�t

D @tF Q�t
C� Q�;�.F�t

/� t�0
Q�;�.F�t

/��.F�t
/@zF�t

D 0
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and
@zF Q�t

C t�0
Q�;�.F�t

/@zF�t
D 1:

Plugging in, we get

@tF Q�t
D�� Q�;�.F�t

/C
1� @zF Q�t

�0
Q�;�
.F�t

/@zF�t

�0
Q�;�.F�t

/��.F�t
/@zF�t

D ��.F�t
/�� Q�;�.F�t

/���.F�t
/@zF Q�t

: �

Definition 25. The functional Lt is the generator of the family f�t W t � 0g of
functionals at time t , with domain D, if for any f 2 D,

hLt ; f i D
d

dt
h�t ; f i:

Proposition 26. Let . Q�t ; �t / be a general two-state free convolution semigroup
with finite variance, with canonical triples f. Q̌; Q
 ; Q�/; .ˇ; 
; �/g. Let J Œ Q�t � D Q�t

and J Œ�t �D �t . Note that
�t D �� ��t

ˇ;
 ;

and for measures covered in Theorem 11, Q�t D Q�� ��t .
Then the generators of the families f Q�tg and f�tg with domain

DD Span
��

1

z�x
W z 2 C nR

��
are, respectively,

QLt D Q
 . Q�t ˝ Q�t ˝ Q�t /@
2
� 
 . Q�t ˝ Q�t ˝ �t /@

2

C . Q̌ �ˇ/. Q�t ˝ Q�t /@C 
 . Q�t ˝ �t /.@x˝ 1/@Cˇ Q�t@x

and
Lt D 
 .�t ˝ �t /.@x˝ 1/@Cˇ�t@x :

Here @ W D! D˝D is the difference quotient operation

.@f /.x;y/D
f .x/�f .y/

x�y
:

Proof. Note first that

.� Q�;� ıF�t
/.z/D

1

t
.� Q�t ;�t

ıF�t
/.z/D

1

t
.z�F Q�t

.z//D Q̌ C Q
GQ�t
.z/;

and similarly �� ıF�t
D ˇC 
G�t

. Therefore in this case, (11) gives

@tF Q�t
D ˇC 
G�t

� Q̌ C Q
GQ�t
� .ˇC 
G�t

/@zF Q�t
:
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Equivalently,

@tG Q�t
D�.ˇC 
G�t

� Q̌ C Q
GQ�t
/G2
Q�t
� .ˇC 
G�t

/@zG Q�t
:

In other words,

@t

�
Q�t ;

1

z�x

�
D�


�
Q�t ˝ Q�t ˝ �t ; @

2 1

z�x

�
�ˇ

�
Q�t ˝ Q�t ; @

1

z�x

�
C Q


�
Q�t ˝ Q�t ˝ Q�t ; @

2 1

z�x

�
C Q̌

�
Q�t ˝ Q�t ; @

1

z�x

�
C 


�
Q�t ˝ �t ; .@x˝ 1/@

1

z�x

�
Cˇ

�
Q�t ; @x

1

z�x

�
:

The formula for the generator zLt of f Q�tg on the span of such functions follows.
The formula for Lt follows by setting Q�t D �t . �
Remark 27. Setting t D 0 in the preceding proposition, �0 D Q�0 D ı0, Q�0 D Q�,
and �0 D �. Thus

L0f D 
 hı0˝ �; .@x˝ 1/@f iCˇhı0; @xf i

D 


Z
R

f .y/�f .0/�yf 0.0/

y2
d�.y/C f̌ 0.0/;

and

zL0f D Q
 hı0˝ ı0˝ Q�; @
2f i � 
 hı0˝ ı0˝ �; @

2f iC . Q̌ �ˇ/hı0˝ ı0; @f i

C 
 hı0˝ �; .@x˝ 1/@f iCˇhı0; @xf i

D

Z
R

f .y/�f .0/�yf 0.0/

y2
d. Q
 Q�� 
�/.y/C . Q̌ �ˇ/f 0.0/

C

Z
R

f .y/�f .0/�yf 0.0/

y2
d.
�/.y/C f̌ 0.0/

D Q


Z
R

f .y/�f .0/�yf 0.0/

y2
d Q�.y/C Q̌f 0.0/

has exactly the same form as in Proposition 3 of [Anshelevich 2013]; see also
Remark 11 of that paper.

Remark 28. Boolean evolution corresponds to ˇ D 
 D 0, �t D ı0. Then

@tF Q�t
.z/D�� Q�;ı0

.z/:

In fact, since � Q�;ı0
.z/D z �F Q�.z/, this is easy to see directly. It follows that in

this case,
zLt D Q
 . Q�t ˝ Q�t ˝ Q�t /@

2
C Q̌. Q�t ˝ Q�t /@:

For t D 0, we again get the formula from the preceding remark.
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Similarly, distributions of analytic two-state free Brownian motions correspond
to Q
 D 
 D 1, Q̌ D 0, Q�DˆŒ�� and �D ıˇ� � , so that Q�t D �t D �t . Then the
generator formula reduces to

zLt D�ˇ. Q�t ˝ Q�t /@C . Q�t ˝�t /.@x˝ 1/@Cˇ Q�t@x

D Q�t

�
�ˇ.1˝ Q�t /@C @x.1˝�t /@Cˇ@x

�
;

consistent with the result of Proposition 24 in [Anshelevich 2013].

4. Background, II

4.1. Multivariate polynomials. The number d 2 N will be fixed throughout the
remainder of the article. Denote by

x D .x1;x2; : : : ;xd /

a d -tuple of variables, and define z, etc., similarly. Let

Chxi D Chx1;x2; : : : ;xd i

be the algebra of polynomials in d noncommuting variables. For k � 1 and

EuD .u.1/;u.2/; : : : ;u.k// 2 f1; : : : ; dgk

a multi-index, let
x
Eu
D xu.1/xu.2/ : : :xu.k/:

Let

Dalg.d/D f� W Chx1;x2; : : : ;xd i ! C unital, linear functionalsg:

For ˇ 2 Rd , the element ıˇ 2 Dalg.d/ is

ıˇ ŒxEu�D ˇEu:

4.2. Free, Boolean, and two-state free convolutions. Let � 2Dalg.d/. Denote its
moment-generating function by

M�.z/D
X
Eu

�Œx
Eu
�z
Eu
:

The (combinatorial) R-transform R� of � is determined by

(12) R�
�
z1.1CM�.z//; : : : ; zd .1CM�.z//

�
DM�.z/:

See Lecture 16 of [Nica and Speicher 2006]. The free convolution of two functionals
�� � is determined by the equality

R���
DR�

CR� :
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In the algebraic setting, any functional is �-infinitely divisible.
Similarly, the �-transform �� is

��.z/D .1CM�.z//�1M�.z/

(for a multivariate power series F , F�1 will denote its multiplicative inverse). The
Boolean convolution of two functionals �] � is determined by the equality

��]� D ��C �� :

Finally, for Q�;� 2 Dalg.d/, the two-state R-transform R Q�;� is determined by

� Q�.z/DR Q�;�
�
z1.1CM�.z//; : : : ; zd .1CM�.z//

�
.1CM�.z//�1;

and the two-state free convolution of two pairs of functionals

.�; �� �/D . Q�;�/�c . Q�; �/

is determined by the equality

R�;���
DR Q�;�CRQ�;� :

See Section 2.5 of [Anshelevich 2010].
If d D 1 and � is a compactly supported probability measure on R, it can be

identified with an element of Dalg.1/. In this case, the complex function transforms
from Section 2 have power series expansions related to the power series from this
section by

1CM�.z/D
1

z
G�

�
1

z

�
; R�.z/D zR�.z/D z��

�
1

z

�
;

��.z/D
1

z
�F�

�
1

z

�
; R Q�;�.z/D z� Q�;�

�
1

z

�
:

4.3. Transformations. For � 2 Dalg.d/, the functional ˆŒ�� is determined by

�ˆŒ��.z/D

dX
iD1

zi.1CM �.z//zi :

See [Belinschi and Nica 2009; Anshelevich 2009].
In the algebraic setting, B is a bijection from Dalg.d/ to itself determined by

RBŒ��
D ��:

Finally, for �; � 2 Dalg.d/, the multivariate subordination distribution � i � 2

Dalg.d/ is defined via

(13) R�i�.z/DR�
�
z1.1CM �.z//; : : : ; zd .1CM �.z//

�
.1CM �.z//�1:

See Definition 1.1 in [Nica 2009].
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5. Multivariate, algebraic results

The following proposition is the analog of the single-variable relation G���.z/D

G�.F�i�.z//.

Proposition 29. The subordination distribution � i � satisfies

1CM���.z/

D .1CM�i�.z//
�
1CM �

�
z1.1CM�i�.z//; : : : ; zd .1CM�i�.z//

��
:

Consequently, for a fixed �, the map � 7! � i � is a bijection on Dalg.d/.

Proof. Note first that the equation

1CM���.z/D .1CM �.z//
�
1CM �

�
z1.1CM �.z//; : : : ; zd .1CM �.z//

��
has a unique solution �. Indeed,

.�� �/Œx
Eu
�D �Œx

Eu
�C �Œx

Eu
�CP

Eu
.�Œx

Ev
�; �Œx

Ev
� W jEvj< jEuj/

for some polynomial PEu.
Let wi D zi.1CM �.z//. Then

M���.z/DR���
�
z1.1CM���.z//; : : : ; zd .1CM���.z//

�
DR���

�
w1.1CM �.w//; : : : ; wd .1CM �.w//

�
DR�

�
w1.1CM �.w//; : : : ; wd .1CM �.w//

�
CM �.w/:

On the other hand,

M���.z/D .1CM �.z//.1CM �.w//� 1

DM �.z/.1CM �.w//CM �.w/

DR�.w/.1CM �.w//CM �.w/:

Combining these two equations,

R�
�
w1.1CM �.w//; : : : ; wd .1CM �.w//

�
DR�.w/.1CM �.w//:

Comparing with (13), we see that �D � i �.
The equation in the proposition shows that given � and �, �� �, and conse-

quently �, is uniquely determined. Conversely, the uniqueness statement above
shows that given � and �, � i � is uniquely determined. �

In the multivariate, algebraic setting, all the results in Lemma 15 were proved
in [Nica 2009]; see Remark 1.2, Theorem 1.8, equation (5.7), and Proposition 5.3.
We will use them without proof.



FREE EVOLUTION ON ALGEBRAS WITH TWO STATES, II 277

Proposition 30. Let Q̌ 2 Rd , Q
 > 0, Q� 2 Dalg.d/, and f�t W t � 0g � Dalg.d/

be a free convolution semigroup. Define a two-state free convolution semigroup
f. Q�t ; �t / W t � 0g by

R Q�t ;�t .z/D t Q̌ � zC t Q


dX
iD1

zi.1CM Q�.z//zi :

Define � 2 Dalg.d/ via
�D �1 D � i Q�:

Then
Q�t D ıt Q̌

]ˆŒ Q�� ��t �]Q
 t :

Proof. By the preceding proposition, for � D ��t ,

1CM �� Q�.z/D.1CM �i Q�.z//
�
1CM Q�

�
z1.1CM �i Q�.z//; : : : ;zd .1CM �i Q�.z//

��
:

Since
�t D �

�t i Q�D � i Q�;

we have

1CM Q����t

.z/D .1CM�t .z//
�
1CM Q�

�
z1.1CM�t .z//; : : : ; zd .1CM�t .z//

��
:

On the other hand,

� Q�t .z/DR Q�t ;�t
�
z1.1CM�t .z//; : : : ; zd .1CM�t .z//

�
.1CM�t .z//�1

D t Q̌ � zC t Q


dX
iD1

zi.1CM�t .z//

�
1CM Q�

�
z1.1CM�t .z//; : : : ; zd .1CM�t .z//

��
zi :

Combining these two equations, it follows that

� Q�t .z/D t Q̌ � zC t Q


dX
iD1

zi.1CM Q����t

.z//zi

and
Q�t D ıt Q̌

]ˆŒ Q�� ��t �]Q
 t : �

I am grateful to Hari Bercovici for a discussion leading to the following observa-
tions.

Corollary 31. Let f. Q�t ; �t / W t � 0g be a two-state free convolution semigroup of
compactly supported probability measures such that Q�1 has nonzero variance. Then

�D � i Q�
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and
J Œ Q�t �D Q�� ��t

for some Q� a compactly supported probability measure, and � a unital, not neces-
sarily positive linear functional with nonnegative variance such that j�Œxn�j � C n

for some C .

Proof. The result follows by applying the preceding proposition in the case d D 1,
when every compactly supported two-state free convolution semigroup is of the
form specified in that proposition. Since for each t ,

VarŒ Q��C t VarŒ� �D VarŒJ Œ Q�t ��� 0;

it follows that VarŒ� �� 0. The positivity of Q� follows from the positivity of . Q�t ; �t /,
and the compact support of Q� and the growth conditions on � follow from the
compact support of . Q�t ; �t /. �

Lemma 32. Let � be a unital linear functional with positive variance such that
j�Œxn�j � C n for some C . Then ��t is positive definite, and so can be identified
with a compactly supported measure, for sufficiently large t .

Proof. Without loss of generality, we may assume that � has mean 0 and variance 1.
By assumption, the moments of � , and so also its free cumulants, grow no faster
than exponentially. Therefore the R-transform of � can be identified with an
analytic function whose power series expansion at zero starts with z. It follows that
for sufficiently large t , the R-transform of D1=

p
t �
�t satisfies the conditions of

Theorem 2 of [Bercovici and Voiculescu 1995]. Applying that theorem, we conclude
that D1=

p
t �
�t , and so also ��t , can be identified with a positive measure. �

Proposition 33. Let f. Q�t ; �t / W t � 0g be a two-state free convolution semigroup
of compactly supported measures such that Q�1 has nonzero variance. Then there
exist Q̌ 2 R, Q
 > 0, p > 0 and !; Q� 2 P such that ! i Q� 2 ID�, Q��!�.t=p/ is
well-defined (in the sense of part (a) of Theorem 11) for all t � 0, and

�t D .! i Q�/�.t=p/

and
Q�t D ı Q̌t ]ˆŒ Q��!

�.t=p/�]Q
 t ;

so that in particular,
J Œ Q�t �D Q��!�.t=p/:

Proof. First suppose that �t D ıˇt has zero variance. Then all the relations hold if
we set p D 1, ! D ıˇ, and Q� to be the measure in the relative canonical triple of
f. Q�t ; �t / W t � 0g.
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In the remainder of the argument, we assume that �1 has nonzero variance. Let Q�
be the measure in the relative canonical triple of f. Q�t ; �t / W t � 0g. By Corollary 31,
there exists a linear, unital, not necessarily positive functional � such that

(14) � i Q�D �

is �-infinitely divisible, and

Q�� ��p
D J Œ Q�t �

can be identified with a positive measure. Moreover, it follows from (14) that
VarŒ� �DVarŒ�� > 0. So by Lemma 32, for sufficiently large p, ! D ��p can itself
be identified with a positive measure. The result follows. �
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SYSTEMS OF PARAMETERS AND HOLONOMICITY
OF A-HYPERGEOMETRIC SYSTEMS

CHRISTINE BERKESCH ZAMAERE, STEPHEN GRIFFETH AND EZRA MILLER

We give an elementary proof of holonomicity for A-hypergeometric systems,
with no requirements on the behavior of their singularities, a result orig-
inally due to Adolphson (1994) after the regular singular case by Gelfand
and Gelfand (1986). Our method yields a direct de novo proof that A-hyper-
geometric systems form holonomic families over their parameter spaces, as
shown by Matusevich, Miller, and Walther (2005).

Dedication. Every now and then Andrei Zelevinsky had occasion to write a short
and in many ways elementary paper with deep consequences. Particularly close
to our hearts are his paper on graded nilpotent classes [Zelevinsky 1985] and his
paper with Gelfand and Graev on hypergeometric systems [Gelfand et al. 1987];
both of these had enormous impact on our mathematical careers. It is in that spirit
that we dedicate to Andrei this elementary perspective on topics that he influenced
substantially for many years.

Introduction

An A-hypergeometric system is the D-module counterpart of a toric ideal. Solutions
to A-hypergeometric systems are functions, with a fixed infinitesimal homogeneity,
on an affine toric variety. The solution space of an A-hypergeometric system
behaves well in part because the system is holonomic, which in particular implies
that the vector space of germs of analytic solutions at any nonsingular point has
finite dimension.

This note provides an elementary proof of holonomicity for arbitrary A-hyper-
geometric systems, relying only on the statement that a module over the Weyl
algebra in n variables is holonomic precisely when its characteristic variety has
dimension at most n (see [Gabber 1981] or [Borel et al. 1987, Theorem 1.12]),
along with standard facts about transversality of subvarieties and about Krull

EM had support from NSF grant DMS-1001437. SG acknowledges the financial support of Fondecyt
Proyecto Regular 1110072.
MSC2010: primary 33C70; secondary 13N10, 14M25, 16S32, 33C99.
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dimension. In particular, our proof requires no assumption about the singularities
of the A-hypergeometric system; equivalently, the associated toric ideal need not
be standard graded. Holonomicity was proved in the regular singular case by
Gelfand and Gelfand [1986], and later by Adolphson [1994, §3] regardless of the
behavior of the singularities of the system. Adolphson’s proof relies on careful
algebraic analysis of the coordinate rings of a collection of varieties whose union
is the characteristic variety of the system. Another proof of the holonomicity
of an A-hypergeometric system, by Schulze and Walther [2008], yields a more
general result: for a weight vector L from a large family of possibilities, the L-
characteristic variety for the L-filtration is a union of conormal varieties and hence
has dimension n. Holonomicity follows when L = (0, . . . , 0, 1, . . . , 1) induces
the order filtration on the Weyl algebra. The L-filtration method uses an explicit
combinatorial interpretation of initial ideals of toric ideals, which requires a series
of technical lemmas.

Holonomicity of A-hypergeometric systems forms part of the statement and
proof, by Matusevich, Miller, and Walther [2005], that A-hypergeometric systems
determine holonomic families over their parameter spaces. The new proof of that
statement here serves as a model suitable for generalization to hypergeometric
systems for reductive groups, in the sense of Kapranov [1998].

The main step (Theorem 1.2) in our proof is an easy geometric argument showing
that the Euler operators corresponding to the rows of an integer matrix A form part
of a system of parameters on the product kn

× XA, where k is any algebraically
closed field and XA is the toric variety over k determined by A. This observation
leads quickly in Section 2 to the conclusion that the characteristic variety of the
associated A-hypergeometric system has dimension at most n, and hence that the
system is holonomic. Since the algebraic part of the proof holds when the entries of
the parameter β are considered as independent variables that commute with all other
variables, the desired stronger consequence is immediate: the A-hypergeometric
system forms a holonomic family over its parameter space (Theorem 2.1).

1. Systems of parameters via transversality

Fix a field k. Let x = x1, . . . , xn and ξ = ξ1, . . . , ξn be sets of coordinates on kn and
let xξ denote the column vector with entries x1ξ1, . . . , xnξn . Given a rectangular
matrix L with n columns, write Lxξ for the vector of bilinear forms given by
multiplying L times xξ .

Lemma 1.1. Let k2n
= kn

x × kn
ξ have coordinates (x, ξ) and let X ⊆ kn

ξ be a
subvariety. If L is an `× n matrix with entries in k, then the variety Var(Lxξ)
of Lxξ in k2n is transverse to kn

× X at any smooth point of kn
× X whose

ξ -coordinates are all nonzero.
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Proof. It suffices to prove the statement after passing to the algebraic closure of k,
so assume k is algebraically closed. Let (p, q) be a smooth point of kn

× X that
lies in Var(Lxξ) and has all coordinates of q nonzero. The tangent space to kn

× X
at (p, q) contains kn

×{0}. The tangent space T(p,q) to Var(Lxξ) is the kernel of the
`×2n matrix [L(q) L(p)], where L(p) (respectively, L(q)) is the `×n matrix that
results after multiplying each column of L by the corresponding coordinate of p
(respectively, q). Since the q coordinates are all nonzero, T(p,q) projects surjectively
onto the last n coordinates; indeed, if η ∈ kn

ξ is given, then taking yi =−piηi/qi

yields y ∈ kn
x with L(q)y+ L(p)η = 0. Thus the tangent spaces at (p, q) sum to

the ambient space, so the intersection is transverse. �

The next result applies the lemma to an affine toric variety X . A fixed d × n
integer matrix A = [a1 a2 · · · an−1 an] defines an action of the algebraic torus
T = (k∗)d on kn

ξ by
t · ξ = (ta1ξ1, . . . , tanξn).

The orbit Orb(A) of the point 1= (1, . . . , 1) ∈ kn is the image of an algebraic map
T → kn that sends t 7→ t · 1. The closure of Orb(A) in kn is the affine toric variety
XA = Var(IA) cut out by the toric ideal

IA = 〈ξ
u
− ξ v | Au = Av〉 ⊆ k[ξ ]

of A in the polynomial ring k[ξ ] = k[ξ1, . . . , ξn]. The T -action induces an A-
grading on k[ξ ] via deg(ξi )= ai , and the semigroup ring SA = k[ξ ]/IA is A-graded
[Miller and Sturmfels 2005, Chapters 7–8].

For any face τ of the real cone R≥0 A generated by the columns of A, write
τ � A and let 1τ ∈ {0, 1}n ⊂ kn be the vector with nonzero entry 1τi = 1 precisely
when A has a nonzero column ai ∈ τ . The variety XA decomposes as a finite
disjoint union XA =

⊔
τ�A Orb(τ ) of orbits, where Orb(τ )= T ·1τ . Each orbit has

dimension dim Orb(τ )= rank(Aτ ), where Aτ is the submatrix of A consisting of
those columns lying in τ , and dim XA = rank(A).

Theorem 1.2. The ring k[x, ξ ]/(IA+〈Axξ〉) has Krull dimension n. In particular,
if A has rank d then the forms Axξ are part of a system of parameters for k[x]⊗k SA.

Proof. Let kτ ⊆ kn be the subspace consisting of vectors with 0 in coordinate i if
ai /∈ τ , and let |τ | be its dimension. Since k[x, ξ ]/IA = k[x]⊗k SA has dimension
n + rank(A) and the number of k-linearly independent generators of 〈Axξ〉 is
rank(A), the Krull dimension in question is at least n. Hence it suffices to prove
that (kn

×Orb(τ ))∩Var(Axξ)⊆ kn
× kτ has dimension at most n. Let xτ and ξτ

denote the subsets corresponding to τ in the variable sets x and ξ , respectively. The
projection of the intersection onto the subspace kτ × kτ has image contained in

(kτ ×Orb(τ ))∩Var(Aτ xτ ξτ )⊆ kτ × kτ .
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It therefore suffices to show that the dimension of this latter intersection is at most |τ |.
By Lemma 1.1, the intersection is transverse in kτ × kτ . But the dimension of
Orb(τ ) is the codimension of Var(Aτ xτ ξτ ) in kτ × kτ , which completes the proof.

�

2. Hypergeometric holonomicity

In this section, the matrix A is a d × n integer matrix of full rank d . Let

D = C〈x, ∂ | [∂i , x j ] = δi j and [xi , x j ] = 0= [∂i , ∂ j ]〉

denote the Weyl algebra over the complex numbers C, where x = x1, . . . , xn and
∂i corresponds to ∂/∂xi . This is the ring of C-linear differential operators on C[x].

For β ∈Cd , the A-hypergeometric system with parameter β is the left D-module

MA(β)= D/D · (I ∂A, {Ei −βi }
d
i=1),

where I ∂A = 〈∂
u
− ∂v | Au = Av〉 ⊆ C[∂] is the toric ideal associated to A and

Ei −βi =

n∑
j=1

ai j x j∂ j −βi

are Euler operators associated to A.
The order filtration F filters D by order of differential operators. The symbol

of an operator P is its image in(P) ∈ grF D. Writing ξi = in(∂i ), this means grF D
is the commutative polynomial ring C[x, ξ ]. The characteristic variety of a left
D-module M is the variety in A2n of the associated graded ideal grF ann(M) of the
annihilator of M . A nonzero D-module is holonomic if its characteristic variety
has dimension n; this is equivalent to requiring that the dimension be at most n
(see [Gabber 1981] or [Borel et al. 1987, Theorem 1.12]). The rank of a holonomic
D-module M is the (always finite) dimension of C(x)⊗C[x] M as a vector space
over C(x); this number equals the dimension of the vector space of germs of analytic
solutions of M at any nonsingular point in Cn [Saito et al. 2000, Theorem 1.4.9].

Viewing the A-hypergeometric system MA(β) as having a varying parameter
β ∈Cd , the rank of MA(β) is upper semicontinuous as a function of β [Matusevich
et al. 2005, Theorem 2.6]. This follows by viewing MA(β) as a holonomic family
[ibid., Definition 2.1] parametrized by β ∈ Cd . By definition, this means not
only that MA(β) is holonomic for each β, but also that it satisfies a coherence
condition over Cd : after replacing β with variables b = b1, . . . , bd , the module
C(x)⊗C[x] MA(b) is finitely generated over C(x)[b]. (The definition of holonomic
family cited above allows sheaves of D-modules over arbitrary complex base
schemes, but that generality is not needed here.)
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The derivation of the holonomic family property for MA(b) from the holonomicity
of the A-hypergeometric system is more or less the same as [ibid., Theorem 7.5],
which was phrased in the generality of Euler–Koszul homology of toric modules.
The brief deduction here isolates the steps necessary for A-hypergeometric systems;
its brevity stems from the special status of affine semigroup rings among all toric
modules [ibid., Definition 4.5]. Note further that this proof does not require technical
combinatorial arguments using standard pairs, as in [Saito et al. 2000]; indeed,
in(IA) need not be a monomial ideal.

Theorem 2.1. The module MA(b) forms a holonomic family over Cd with coordi-
nates b. In more detail, as a D[b]-module the parametric A-hypergeometric system
MA(b) satisfies:

(1) the fiber MA(β)= MA(b)⊗C[b] C[b]/〈b−β〉 is holonomic for all β; and

(2) the module C(x)⊗C[x] MA(b) is finitely generated over C(x)[b].

Proof. Since R = C[x, ξ ]/〈in(IA), Axξ〉 surjects onto grF MA(β), it is enough to
show that the ring R has dimension n. If MA(β) is standard Z-graded (equivalently,
the rowspan of A over the rational numbers contains the row [1 1 · · · 1 1] of
length n), then in(IA)= IA ⊆ C[ξ ], and the result follows from Theorem 1.2.

When MA(β) is not standard Z-graded, let Â be the (d + 1)× (n + 1) matrix
obtained by adding a row of 1’s across the top of A and then adding as the leftmost
column (1, 0, . . . , 0). If ξ0 denotes a new variable corresponding to the leftmost
column of Â, and ξ̂ = {ξ0} ∪ ξ , then C[ξ ]/ in(IA)∼= C[ξ̂ ]/〈I Â, ξ0〉. In particular,

C[x̂, ξ ]
〈in(IA), Axξ〉

∼=
C[x̂, ξ̂ ]

〈I Â, ξ0, Âx̂ ξ̂〉
,

where x̂ = {x0} ∪ x . Since 〈I Â, ξ0〉 is Â-graded and Â has a row [1 1 · · · 1 1], we
have reduced to the case where MA(β) is Z-graded, completing part (1).

With R as in part (1), the ring R[b] surjects onto grF MA(b), so it suffices for
part (2) to show that R[b] becomes finitely generated over C(x)[b] upon inverting
all nonzero polynomials in x . Since the ideal 〈in(IA), Axξ〉 has no generators
involving b variables, it suffices to show that R(x) itself has finite dimension
over C(x). The desired result follows from the statement proved for part (1): any
scheme of dimension n has finite degree over Cn

x . �
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COMPLEX INTERPOLATION AND
TWISTED TWISTED HILBERT SPACES

FÉLIX CABELLO SÁNCHEZ, JESÚS M. F. CASTILLO AND NIGEL J. KALTON

We show that Rochberg’s generalized interpolation spaces X(n) arising
from analytic families of Banach spaces form exact sequences 0 → X(n) →

X(n+k) →X(k) →0. We study some structural properties of those sequences;
in particular, we show that nontriviality, having strictly singular quotient
map, or having strictly cosingular embedding depend only on the basic
case n = k = 1. If we focus on the case of Hilbert spaces obtained from the
interpolation scale of ` p spaces, then X(2) becomes the well-known Kalton–
Peck space Z2; we then show that X(n) is (or embeds in, or is a quotient of)
a twisted Hilbert space only if n = 1, 2, which solves a problem posed by
David Yost; and that it does not contain `2 complemented unless n = 1. We
construct another nontrivial twisted sum of Z2 with itself that contains `2

complemented.

1. Introduction

Kalton and Peck [1979, Section 4] developed a method to produce nontrivial self-
extensions of most quasi-Banach spaces with unconditional basis, including all
Banach spaces apart from c0; see [Cabello Sánchez et al. 2012, Theorem 1]. The
most shining examples are perhaps the so-called Z p spaces, which are twisted
sums of the `p spaces. If, however, one wants to construct twisted sums of Z p, the
Kalton–Peck method simply does not work because of their poor unconditional
structure. On the other hand, the existence of such twisted sums is guaranteed by the
local theory of exact sequences, at least when p> 1; see, e.g., [Cabello Sánchez and
Castillo 2004]. Our starting goal with this paper was to develop a method to obtain
twisted sums of twisted sum spaces, keeping the Z p spaces as the control case.

The path connecting interpolation theory and twisted sums was opened by
Rochberg and Weiss, who introduce [1983] certain spaces which naturally arise in
the study of “analytic families” of Banach spaces and that turn out to be twisted sums
of the “intermediate” spaces. Actually, if F is the usual Calderón space of analytic

This research has been supported in part by project MTM2013-45643-C2-1-P.
MSC2010: 46B20, 46B70, 46M18, 46M35.
Keywords: Complex interpolation, twisted sums of Banach spaces.
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functions on the strip 0< <z < 1 associated to the couple (`∞, `1) in the complex
interpolation method, then, as is well known, [`∞, `1]θ = { f (θ) : f ∈ F} = `p,
where p = 1/θ for 0< θ < 1 and Z p is isomorphic to

(1) {( f ′(θ), f (θ)) : f ∈ F},

with the quotient norm inherited from F — though this is not made explicit in
[loc. cit.].

Nothing seems to prevent one from adding more derivatives to (1) and figuring out
that the resulting space represents the iterated twisted sum spaces. Rochberg [1996]
did just this, in the broader setting of analytic families of Banach spaces. Accomp-
lishing that is not, by far, as simple as it sounds; and perhaps the turning point in
Rochberg’s approach is the use of Taylor coefficients instead of merely derivatives,
as is suggested in [Kalton and Montgomery-Smith 2003, Section 10, p. 1161].

In this paper, we adopt such an approach, which can be considered a spin-off
from that of Rochberg [1996], with several variations, the first of which is the use
of admissible spaces of analytic functions instead of analytic families, which makes
“reiteration” both unavailable and unnecessary. Thus, given an admissible space of
analytic functions F, we consider the space X(n) of all possible lists of length n of
Taylor coefficients of functions in F — at a fixed point z, which is understood from
now on — endowed with the obvious infimum norm on it. Then we observe that if
m = n+ k, there is an exact sequence

(2) 0 −−−→ X(n) −−−→ X(m) −−−→ X(k) −−−→ 0

and so X(m) is a twisted sum of X(n) and X(k). The key nontrivial step here is
obtaining the right form of the embedding. To this we devote Section 3 in which
we obtain two (equivalent) representations for the embedding, depending on the
representation of the spaces. Regarding the sequences themselves, we will show
that many properties — such as nontriviality, having strictly singular quotient map,
or having strictly cosingular embedding — depend only on the seed case n = k = 1.
The nontriviality of this case has to be worked apart.

We then focus on the case in which F is the Calderón space of the couple
(`∞, `1). If we fix z = 1

2 , then X(1) = `2 and X(2) is the Kalton–Peck space Z2

[1979]. The space X(3) is both a twisted sum of `2 with Z2 and a twisted sum of Z2

with `2, and X(4) is, among other possibilities, a twisted sum of Z2 with itself, as
desired. We then pass to establish structural properties of the spaces X(n) and of the
sequences (2). Regarding the spaces, we will show that X(n) is (or embeds in, or is
a quotient of) a twisted Hilbert space only if n = 1, 2 — which solves a problem
posed by David Yost — and that it does not contain `2 complemented unless n = 1.
To put this result in perspective, we will construct a nontrivial twisted sum of Z2

with itself that contains `2 complemented.



COMPLEX INTERPOLATION AND TWISTED TWISTED HILBERT SPACES 289

2. Preliminaries

We warmly recommend the reader who is not familiar with [Kalton and Peck 1979]
or [Rochberg 1996] to postpone reading this article until getting acquainted with
them. Perusing the papers [Cwikel et al. 1989; Rochberg 2007], the article [Kalton
and Montgomery-Smith 2003], and the monograph [Castillo and González 1997]
can help with the background. Anyway, the basic ingredients to read this paper are
described next.

2.1. Exact sequences. A short sequence of Banach spaces and (linear, bounded)
operators

(3) 0 −−−→ A
I

−−−→ B
Q

−−−→ C −−−→ 0

is said to be exact if the kernel of each arrow equals the image of the preceding
one. As I (A) is closed in B the operator I embeds A as a subspace of B and
C is isomorphic to the quotient B/I (A), by the open mapping theorem. For this
reason one often says that B is a twisted sum of A with C (in that order); the
whole sequence (3) is said to be an extension of C by A (the order was reversed for
“functorial” reasons).

The extension (3) is said to be trivial if there is an operator P : B→ A such
that P ◦ I = 1A, i.e., I (A) is complemented in B; equivalently, there is an operator
J :C→ B such that Q◦ J = 1C . In this case P×Q : B→ A×C is an isomorphism,
with inverse I ⊕ J , and thus the “twisted sum” B is (isomorphic to) the direct sum
A⊕C = A×C .

2.2. Admissible spaces of analytic functions. We will work within the framework
of an admissible space of analytic functions as defined in [Kalton and Montgomery-
Smith 2003, Section 10]. So, let U be an open set of C, conformally equivalent to
the disc D= {z ∈ C : |z|< 1}, and let W be a complex Banach space. A Banach
space F of analytic functions F :U →W is said to be admissible provided:

(a) For each z ∈U , the evaluation map δz : F→W is bounded.

(b) If ϕ :U → D is a conformal equivalence, then F ∈ F if and only if ϕ · F ∈ F

and ‖ϕ · F‖F = ‖F‖F.

For each z ∈ U we define Xz = {x ∈ W : x = F(z) for some F ∈ F} with the
norm ‖x‖ = inf{‖F‖F : x = F(z)} so that Xz is isometric to F/ ker δz with the
quotient norm. One often says that (Xz)z∈U is an analytic family of Banach spaces.
The simplest examples arise from complex interpolation. Indeed, let (X0, X1)

be a Banach couple and take W = X0 + X1 and U the strip 0 < <z < 1. Let
F= C(X0, X1) be the Calderón space of those continuous functions F :U →W
which are analytic on U and satisfy the boundary conditions: for k = 0, 1, one has
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F(k+ ti) ∈ Xk and ‖F‖C = sup{‖F(k+ ti)‖Xk : t ∈ R, k = 0, 1}<∞. Then F is
admissible and Xz = [X0, X1]θ , with θ =<z, is an analytic family.

It is important now to realize that when F is admissible, the map δn
z : F→W,

evaluation of the n-th derivative at z, is bounded for all z ∈ U and all n ∈ N by
an iterated use of (a), the definition of derivative, and the principle of uniform
boundedness. Thus, it makes sense to consider the Banach spaces

(4) F
/⋂

i<n

ker δi
z for n ∈ N.

3. Exact sequences of derived spaces

3.1. Lists of Taylor coefficients. Following Rochberg, let us fix z ∈U and consider
the following spaces:

X(n)z = {(xn−1, . . . , x0) ∈W n
: xi = f̂ [i; z] for some f ∈ F and all 0≤ i < n},

where f̂ [i; z]= f (i)(z)/ i ! is the i-th Taylor coefficient of f at z. Thus, the elements
of X(n)z are (truncated) sequences of Taylor’s coefficients (at z) of functions in F

arranged in decreasing order. Here, we deviate from Rochberg notation in two
points: first, the superscript (n) refers to the “number of variables” and not to the
highest derivative, and second, we have arranged Taylor coefficients decreasingly
in order to match with the usual notation for twisted sums, with the subspace on the
left and the quotient on the right. If we equip X(n)z with the obvious quotient norm,
then it is isometric to F/

⋂
i<n ker δi

z via Taylor coefficients and so it is complete.
From now on we shall omit the base point z, which is understood to be fixed.

3.2. Operators. Next, we introduce certain “natural” operators linking the various
spaces X(n) as n varies. Those operators will be used to construct the exact sequences
we want.

To this end, for 1≤ n, k <m we denote by ın,m :W n
→W m the inclusion on the

left given by ın,m(xn, . . . , x1)= (xn, . . . , x1, 0 . . . , 0) and by πm,k :W m
→W k the

projection on the right given by πm,k(xm, . . . , xk, . . . , x1) = (xk, . . . , x1). While
πm,k is obviously a quotient map from X(m) onto X(k), it is not clear at all that ın,m

maps X(k) to X(n), let alone that it is continuous. To prove that this is indeed the
case, we need to do some extra work.

Observe that if ϕ is as in (b) and if5 is a “polynomial” in ϕ; that is,5=
∑

i aiϕ
i

for some finite sequence of complex numbers (ai ), then 5 · f ∈ F for each f ∈ F

and ‖5 · f ‖F ≤ (
∑

i |ai |)‖ f ‖F.

Lemma 1. Let ϕ : U → D be a conformal equivalence vanishing at z. Then, for
0≤ k ≤ m, there is a polynomial P of degree at most m such that

P̂ ◦ϕ[i; z] = δik for every 0≤ i ≤ m.
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Proof. If f :U → C is holomorphic, then f ◦ϕ−1 is holomorphic on the disk and

f (ϕ−1(w))=

∞∑
n=0

anw
n, |w|< 1,

where an is the n-th Taylor coefficient of f ◦ϕ−1 at the origin. In particular, f ◦ϕ−1

has a contact of order m with the polynomial defined by P(w) =
∑m

n=0 anw
n at

the origin. As ϕ is a conformal equivalence, we have that f = f ◦ ϕ−1
◦ ϕ has a

contact of order m with the function

P ◦ϕ =
m∑

n=0

anϕ
n at z = ϕ−1(0).

In particular, the first m derivatives of f and
∑m

n=0 anϕ
n agree at z. The lemma

follows by applying this construction to the function f (w)= (w− z)k . �

The following is a slight generalization of [Rochberg 1996, Proposition 3.1]:

Proposition 2. Suppose 1≤ n, k < m. Then,

(a) The map ın,m : X
(n)
→ X(m) is bounded.

(b) The map πm,k : X
(m)
→ X(k) is an “isometric” quotient.

Proof. Part (b) is obvious. To prove (a) we must prove that there is a constant M
such that if (xn, . . . , x1) is the list of Taylor coefficients of some f ∈ F, then there
is another g ∈F whose coefficients are (xn, . . . , x1, 0, . . . , 0) with ‖g‖F≤M‖ f ‖F.
Set k = m− n and apply Lemma 1 to get a polynomial 5=

∑m−1
i=0 aiϕ

i such that
5̂[i; z] = δik for 0 ≤ i < n + k and take M =

∑n+k−1
i=0 |ai |. Now, if f ∈ F and

g =5 f , then ‖g‖F ≤ M‖ f ‖F. Moreover, for i ∈ [0, n+ k),

ĝ[i; z] = (5̂ f )[i; z] =
i∑

j=0

5̂[ j; z] · f̂ [i − j; z],

by the Leibniz rule. Hence, ĝ[i; z] = 0 if i < k and ĝ[i; z] = f̂ [i − k; z] if i ≥ k,
as required. �

3.3. Exactness. From now on, we will omit the names ım,n and πm,k , so unlabeled
arrows X(n)→X(m) must be understood to be ın,m if n≤m and πn,m if n≥m, unless
otherwise declared. With these conventions, the aim of this section is to prove that,
given integers n and k, the “obvious” sequence 0−→X(n)−→X(n+k)

−→X(k)−→0
is exact.

First of all, observe that the various possible sequences passing through a given
X(m) are compatible in the sense that if m = k+ n = i + j , with k < i say, then the
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following diagram is commutative:

(5)

X( j) X( j)y y
X(n) −−−→ X(m) −−−→ X(k)y y ∥∥∥

X(n− j)
−−−→ X(i) −−−→ X(k)

The key point is isolated in the next lemma.

Lemma 3. If (x, 0, . . . , 0) ∈ X(k+1), then x ∈ X(1).

Proof. Pick x ∈W and suppose (x, 0, . . . , 0) ∈ X(k+1). Let us take f ∈F such that
f̂ [i; z] = 0 for i < k and x = f̂ [k; z]. Then f has a zero of order k− 1 at z and it
can be written as f = ϕk g, where g :U →W is analytic. It follows from (b) that
g ∈ F and ‖g‖F = ‖ f ‖F. But,

x= f̂ [k; z]= (ϕ̂k g)[k; z]=
k∑

i=0

(ϕ̂k)[i; z]·ĝ[k−i; z]=
(ϕk)(k)(z)g(z)

k!
=ϕ′(z)k g(z)

and so x ∈ X(1). �

Theorem 4. The sequence 0−→ X(n) −→ X(n+k)
−→ X(k) −→ 0 is exact.

Proof. The proof proceeds by induction on m = n+ k. The previous lemma shows
that for every m ∈N, the sequence 0−→X(1) −→ Z (m) −→X(m−1)

−→ 0 is exact.
By the induction hypothesis, the sequence 0−→X(n−1)

−→X(m−1)
−→X(k)−→ 0

is also exact. The compatibility of such sequences yields the commutative diagram:

0 0y y
X(1) X(1)y y
X(n) −−−→ X(m) −−−→ X(k)y y ∥∥∥

0 −−−→ X(n−1)
−−−→ X(m−1)

−−−→ X(k) −−−→ 0y y
0 0

and a simple arrow chase shows that the middle sequence must also be exact. �
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Corollary 5. If (xn, . . . , x1, 0, . . . , 0) ∈ X(n+k), then (xn, . . . , x1) ∈ X(n).

This implies that ‖(xn, . . . , x1, 0, . . . , 0)‖X(n+k) is equivalent to ‖(xn, . . . , x1)‖X(n),
although we will not pursue any bound here.

A new look can be had now at (5) to exploit its form to study the splitting of the
exact sequences it contains. After Theorem 4 the diagram has become:

(6)

0 0y y
X( j) X( j)y y

0 −−−→ X(n) −−−→ X(m) −−−→ X(k) −−−→ 0y y ∥∥∥
0 −−−→ X(n− j)

−−−→ X(i) −−−→ X(k) −−−→ 0y y
0 0

Thus, if the middle horizontal sequence splits, then so does the lower one, and if
the middle vertical sequence splits, then so does the vertical sequence on the left.
Putting together these two pieces, one gets the commutative diagram:

0 −−−→ X(n) −−−→ X(n+k)
−−−→ X(k) −−−→ 0y y ∥∥∥

0 −−−→ X(1) −−−→ X(k+1)
−−−→ X(k) −−−→ 0∥∥∥ x x

0 −−−→ X(1) −−−→ X(2) −−−→ X(1) −−−→ 0

which immediately yields the following corollary.

Corollary 6. If the sequence 0−→ X(n) −→ X(n+k)
−→ X(k) −→ 0 is nontrivial

for n = k = 1, then it is nontrivial for all integers n and k.

3.4. An isometric variant. There is another form for the short exact sequences
0→ X(n)→ X(n+k)

→ X(k)→ 0 which is even easier to describe in abstract terms.
Consider again the quotient spaces

Q(n)
z = F

/⋂
i<n

ker δi
z for n ∈ N.
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These spaces are isometric to the corresponding X(n)z via Taylor coefficients, but
we do not need this fact at this moment. Fix integers n and k. It is clear that there
is a natural quotient map from Q(n+k)

z onto Q(k)
z that we shall not even label. Less

obvious is that the kernel of this map is isometric to X(n)z , although this time the
isometry is not “natural”. To see this, let us fix a conformal equivalence ϕ :U →D

having a (single) zero at z. (We observe that if 5 is another conformal equivalence
with 5(z)= 0, then 5= λϕ, where λ ∈ T; thus, ϕ is unique if we insist that ϕ′(0)
is real and positive.)

Now, recall that f ∈
⋂

i<k ker δi
z if and only if there is a (necessarily unique)

g ∈ F such that f = ϕk g and one has ‖ f ‖F = ‖g‖F, by (b). Therefore, it is clear
that the map f ∈ F 7→ ϕk f ∈ F induces an isometry of Q(n)

z into Q(n+k)
z whose

range is

ker(Q(n+k)
z → Q(k)

z ).

As a consequence, the space Q(n+k)
z is an “isometric” twisted sum of Q(n)

z and Q(k)
z .

More precisely, the short sequence

(7) 0 −−−→ Q(n)
z

ϕk
·

−−−→ Q(n+k)
z −−−→ Q(k)

z −−−→ 0

is exact.
From now on, we will omit the base point z, which is understood. As before, the

decompositions of a given Q(m)
z into a twisted sum of the preceding spaces Q(n)

z are
all compatible in the sense that if m = k+n = i + j , with k < i , then the following
diagram is commutative:

Q( j) Q( j)

ϕ j−n
·

y yϕi
·

Q(n) ϕk
·

−−−→ Q(m)
−−−→ Q(k)y y ∥∥∥

Q( j−n) ϕk
·

−−−→ Q(i)
−−−→ Q(k)

It is interesting to compare the sequence (7) to that appearing in Theorem 4. To
this end, we observe that, after identifying X(m) and Q(m) through Taylor coeffi-
cients, the operator X(n) → X(n+k) which corresponds to ın,n+k : X

(n)
→ X(n+k)

is just multiplication by 5, where 5 is the polynomial appearing in the proof of
Proposition 2(a), that is,

5=
∑

0≤i<n+k

aiϕ
i, with 5̂[i; z] = δik for 0≤ i < n+ k.
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Clearly, ai = 0 for 0≤ i < k, so 5= ϕkψ , where ψ =
∑

k≤i<n+k aiϕ
i−k. Thus, the

following diagram is commutative:

Q(n) ϕk
·

−−−→ Q(n+k)
−−−→ Q(k)∥∥∥ ψ ·

y ∥∥∥
Q(n) 5·

−−−→ Q(n+k)
−−−→ Q(k)

·̂

y ·̂

y ·̂

y
X(n)

ın,n+k
−−−→ X(n+k)

−−−→ X(k)

It follows from the 3-lemma (see, for instance, [Hilton and Stammbach 1971,
Lemma 1.1]) and the open mapping theorem that multiplication by ψ induces an
automorphism of Q(n+k). So, in the preceding diagram, the first row is equivalent
to the second one, and both are “isomorphically equivalent” (in the language of
[Castillo and Moreno 2004, p. 256]) to the third one, which means that the three
sequences have the same “isomorphic” properties.

3.5. The space X(n+k) as a twisted sum of X(n) and X(k). It is a part of the (by
now) classical theory of twisted sums as developed by Kalton [1978, Proposition 3.3;
Kalton and Peck 1979, Theorem 2.4] that if A and C are Banach or quasi-Banach
spaces, then every short exact sequence 0 → A → B → C → 0 arises, up to
equivalence, from a quasilinear map from C to A. Thus, in view of Theorem 4,
given integers k and n, there must be some quasilinear map �k,n associated to the
exact sequence 0→ X(n)→ X(n+k)

→ X(k)→ 0. From an abstract point of view,
the description of �k,n is rather easy: fix some (small) ε > 0. Now, given x =
(xk−1, . . . , x0)∈X(k), select (homogeneously) f ∈F such that ‖ f ‖≤ (1+ε)‖x‖Z(n)

and f̂ [i; z] = xi for 0≤ i < k, and define �k,n : X
(k)
→W n by letting

(8) �k,n(x)= ( f̂ [n+ k− 1; z], . . . , f̂ [k; z]).

Following the uses of the theory, the twisted sum space (sometimes known as the
derived space) is then defined by

X(n)⊕�k,n X(k) = {(y, x) ∈W n
×W k

: x ∈ X(k), y−�k,n(x) ∈ X(n)},

endowed with the quasinorm

(9) ‖(y, x)‖�k,n = ‖y−�k,x(x)‖X(n) +‖x‖X(k) .

Of course, it has not yet been proved either that �k,n is quasilinear or that (9)
defines a quasinorm. We may skip these steps since we have the following.

Proposition 7. The spaces X(n)⊕�k,n X(k) and X(n+k) agree. Their quasinorms are
equivalent.
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Proof. Suppose (y, x) = (yn−1, . . . , y0, xk−1, . . . , x0) ∈ X(n+k) so that there is
F ∈ F whose list of Taylor coefficients begins with (y, x). Then x ∈ X(k) and
(�k,n(x), x) ∈ X(n+k), so (y, x)− (�k,n(x), x) = (y − x, �k,n(x), 0) belongs to
X(n+k) and by Lemma 3 we have y−�k,n(x)∈X(n). Regarding the involved norms,

‖y−�k,x(x)‖X(n)≤C
(
‖(y, x)‖X(n+k)−‖(�k,n(x), x)‖X(n+k)

)
≤(C+1)‖(y, x)‖X(n+k),

where C is the constant implicit in Lemma 3. Hence,

‖(y, x)‖�k,n ≤ (C + 2)‖(y, x)‖X(n+k) .

As for the other containment, suppose (y, x) ∈ X(n)⊕�k,n X(k), that is, x ∈ X(k)

and y−�k,n(x)∈X(n). Then if f is the function associated to �k,n(x) as in (8) and
g ∈ F is almost optimal for y−�k,n(x) ∈ X(n), taking 5 as in Lemma 1, we have
that (y, x) is the list of Taylor coefficients of F = f +5 · g, so (y, x) ∈X(n+k) and

‖(y, x)‖X(n+k) ≤ ‖ f +5 · g‖F ≤ (1+ ε)
(
M‖y−�k,n(x)‖X(n) +‖x‖X(k)

)
,

where M is as in the proof of Proposition 2(a). �

4. Singularity of the exact sequences of derived spaces

Recall that an operator is said to be strictly singular if its restriction to an infinite
dimensional subspace of its domain is never an isomorphism; and that an operator
u : A→ B is strictly cosingular if for every infinite codimensional subspace C of B
the composition π ◦u : A→ B→ B/C fails to be onto; equivalently, u∗ : B∗→ A∗

is not an isomorphism when restricted to any weakly- closed infinite-dimensional
subspace of B∗. Strictly singular operators were introduced by Kato [1958] and
strictly cosingular operators by Pełczyński [1965].

An exact sequence is said to be singular when the quotient map is strictly singular
and will be called cosingular when the embedding is strictly cosingular. We refer
the reader to [Castillo and Moreno Salguero 2007; Cabello Sánchez et al. 2012] for
some steps into the theory of singular and cosingular sequences. The Kalton–Peck
sequences 0→ `p→ Z p→ `p→ 0 are singular for all p ∈ (0,∞) and cosingular
at least for p ∈ (1,∞). We need the following result.

Lemma 8. Assume one has a commutative diagram

0 −−−→ A
I

−−−→ B
Q

−−−→ C −−−→ 0

t

y T

y ∥∥∥
0 −−−→ D −−−→ E −−−→ C −−−→ 0

with exact rows. If both Q and t are strictly singular, then T is strictly singular.
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Proof. We need the following characterization of strictly singular quotient maps.
Let B be a Banach space and A a closed subspace of B. Then the quotient map
Q : B → B/A is strictly singular if and only if for every infinite-dimensional
subspace B ′ ⊂ B there is an infinite-dimensional A′ ⊂ A and a compact (actually
nuclear) operator K : A′→ B such that I + K embeds A′ into B ′ isomorphically.
This maybe folklore; see [Castillo et al. 2012, Proposition 3.2] for an explicit proof.
A certainly classical result establishes that an operator t : A→ D is strictly singular
if given any infinite dimensional subspace A′ ⊂ A and ε > 0 there is a further
infinite dimensional subspace A′′ ⊂ A′ such that ‖t |A′′ ‖< ε. Both things together
yield that given B ′ ⊂ B there is A′′ ⊂ A′ ⊂ A such that I + K : A′′→ B ′ is an
into isomorphism and ‖t |A′′ ‖ < ε. There is no loss of generality assuming that
‖K |A′′ ‖< ε. Therefore, ‖T |(I+K )(A′′)‖ = ‖ t |A′′ + T K |A′′ ‖< (1+‖T ‖)ε. �

We thus obtain the “strictly singular counterpart” to Corollary 6:

Proposition 9. If the natural quotient map X(2)→ X(1) is strictly singular, then so
is X(n)→ X(k) for every n > k.

Proof. Note that if n > m > k, then X(n) → X(k) is X(n) → X(m) followed by
X(m)→X(k). As the composition of a strictly singular operator with any operator is
again strictly singular, we have that the proposition is trivial if k = 1 and also that
one can assume n = k+1. We shall prove that X(k+1)

→X(k) is strictly singular by
induction on k ∈ N. There is nothing to prove for k = 1, so assume k > 1. Since
one has the commutative diagram

X(1) X(1)y y
0 −−−→ X(k) −−−→ X(k+1) πk+1,1

−−−→ X(1) −−−→ 0

πk,k−1

y πk+1,k

y ∥∥∥
0 −−−→ X(k−1)

−−−→ X(k) −−−→ X(1) −−−→ 0
But πk+1,1 is strictly singular and so is πk,k−1, by the induction hypothesis. Thus,
the result follows from Lemma 8. �

We omit the proofs of the dual results:

Lemma 10. Assume one has a commutative diagram

0 −−−→ A
I

−−−→ B
Q

−−−→ C −−−→ 0∥∥∥ xT

xt

0 −−−→ A −−−→ D −−−→ E −−−→ 0
with exact rows. If both I and t are strictly cosingular, then T is strictly cosingular.
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Corollary 11. If the inclusion map X(1)→ X(2) is strictly cosingular, then so is
X(k)→ X(n) for every k < n.

5. Applications to Hilbert spaces

5.1. The quasilinear map associated to twisted Kalton–Peck spaces. Some results
in this section are, essentially, in [Rochberg 1996, Section 6B]. Let us consider the
following variation of the Calderón space associated to the Banach couple (`∞, `1)

which is designed to simplify the computation of extremals. Take U =S= {z ∈C :

0<<z< 1}, with W = `∞, and let F be the space of analytic functions F :S→ `∞

having the following properties:

(1) F extends to a σ(`∞, `1) continuous function on S that we denote again by F.

(2) ‖F‖F = sup{‖F(i t)‖∞, ‖F(1+ i t)‖1 : t ∈ R}<∞.

Let (Zz)z∈S denote the analytic family induced by F. Then, of course, Zz =

[`∞, `1]θ = `p, where θ =<z and p = 1
θ

for θ ∈ (0, 1), and, in particular, Zz = `2

for z = 1
2 . For the remainder of this section, we fix z = 1

2 as the base point.
If x is normalized in `2, then Fx(z)= u|x |2z is normalized in F (although it does

not belong to C(`∞, `1) in general), and one has Fx
( 1

2

)
= x , where x = u|x | is the

“polar decomposition” of x . Now,

Fx = u|x ||x |2z−1
= x |x |2(z−1/2)

= x
∞∑

n=0

2n logn
|x |

n!

(
z− 1

2

)n
,

and

F̂x
[
n; 1

2

]
=

2nx logn
|x |

n!
,

if ‖x‖2 = 1. For arbitrary x ∈ `2, we have, by homogeneity,

(10) F̂x
[
n; 1

2

]
=

2nx
n!

logn |x |
‖x‖2

.

In particular,

�1,n(x)=
(
F̂x
[
n; 1

2

]
, . . . , F̂x

[
1; 1

2

])
= x

(
2n

n!
logn |x |
‖x‖2

, . . . , 2 log2 |x |
‖x‖2

, 2 log
|x |
‖x‖2

)
,

which allows us to describe the corresponding spaces Z(n), for small n, as follows.
First, we have

Z(2) ≈ `2⊕�1,1 `2 =

{
(y, x) :

∥∥∥y− 2x log
|x |
‖x‖2

∥∥∥
2
+‖x‖2 <∞

}
,
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which is isomorphic to the Kalton–Peck space Z2 [1979, Section 6], which was
defined there by the quasilinear map x 7→ x log(‖x‖2/|x |)=− 1

2�1,1(x). Also,

Z(3) ≈ Z(2)⊕�1,2 `2 ≈ (`2⊕�1,1 `2)⊕�1,2 `2,

and the norm of Z(3) is equivalent to

(11) ‖(z, y, x)‖�1,2 =

∥∥∥∥(z− 2x log2 |x |
‖x‖2

, y− 2x log
|x |
‖x‖2

)∥∥∥∥
�1,1

+ ‖x‖2.

We will also finally display the quasilinear map �2,2 that allows one to represent
Z(4) as a twisted sum of Z(2) with itself. After all, this was the starting point of
this research. Let ϕ : S→ D be conformal equivalence vanishing at z0 =

1
2 and let

5=
∑

1≤i≤3 aiϕ
i be such that 5̂

[
i; 1

2

]
= δ1i for 0≤ i ≤ 3. Given (y, x) ∈ Z(2), we

construct an allowable F(y,x)∈F as follows. Let Fx and F(y−�(x)) be extremals for x
and y −�(x), respectively, where �(x) = �1,1(x) = F ′x

( 1
2

)
= 2x log(|x |/‖x‖2).

Put
F(y,x) =5 · F(y−�(x))+ Fx .

Then, F(y,x)
( 1

2

)
= x , F ′(y,x)

( 1
2

)
= y, and

‖F(y,x)‖F ≤ ‖5 · F(y−�(x))‖F+‖Fx‖F ≤ ‖5‖∞(‖y−�(x)‖2+‖x‖2),

where ‖5‖∞ ≤ |a1| + |a2| + |a3|, and we may define

�2,2(y, x)=
(
F̂(y,x)

[
3; 1

2

]
, F̂(y,x)

[
2; 1

2

])
.

By the construction of 5, we have

F̂(y,x)
[
2; 1

2

]
= F̂(y−�(x))

[
1; 1

2

]
+ F̂x

[
2; 1

2

]
,

F̂(y,x)
[
3; 1

2

]
= F̂(y−�(x))

[
2; 1

2

]
+ F̂x

[
3; 1

2

]
,

and thus

�2,2(y, x)= 2
(
(y−�x) log2 |y−�x |

‖y−�x‖2
+

2x
3

log3 |x |
‖x‖2

,

(y−�x) log
|y−�x |
‖y−�x‖2

+ x log2 |x |
‖x‖2

)
.

At this point we cannot help to mention a few very accurate comments of the
referee: “Speaking of computational details [. . . ], we have that X(4) is equivalent
to both a twisted sum of X(2) with X(2) and to a twisted sum of X(3) with X(1).
Presumably that can be seen in the case of `2 by working directly with the explicit
formulas in Section 5.1 and doing some estimation. In fact, given that the twisted
direct sum of Z(2) with Z(1) is not automatically equivalent to the twisted sum of
Z(1) with Z(2), the fact that these are equivalent would also be visible through the
formulas in [that section]. If the authors have done the computations or if they
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choose to do them, and if the result seems to carry any intuitive insight, they would
make a good inclusion.” To this plot the referee foresees: “My first thought is that
the answer is ‘Yes, the computations can be done. Yes, the result is a mess. No, it
doesn’t seem to give any insights’.”

Indeed, the computations were done a long time ago and are a mess, generally
speaking. However, the “3D-case” is crystalline since in Z(3) = `2⊕�2,1Z(2) =

Z(2)⊕�1,2 `2 the quasinorms induced by �2,1 and �1,2 actually agree. To check
this first observe that, letting 3(x)= log(|x |/‖x‖2), one can rewrite (11) as

(12) ‖(z, y, x)‖�1,2 = ‖z−�(x)3(x)−�(y−�(x))‖2+‖y−�(x)‖2+‖x‖2

To compute ‖(z, y, x)‖�2,1 let us take a look at �2,2 and notice that �2,1 just
“forgets” the first coordinate. Hence,

�2,1(y, x)=�(y−�(x))+�(x)3(x)

and

‖(z, y, x)‖�2,1 = ‖z−�2,1(y, x)‖2+‖(y, x)‖�
= ‖z−�(y−�(x))−�(x)3(x)‖2+‖y−�(x)‖2+‖x‖2
= ‖(z, y, x)‖�1,2 .

5.2. The 3-space problem for twisted Hilbert spaces. We are now ready for the
first concrete application. Recall that a twisted Hilbert space is a twisted sum of
Hilbert spaces.

Proposition 12. The space Z(n) is a twisted Hilbert space if and only if n = 1, 2.

Proof. The n-th type 2 constant an,2(X) of a (quasi-)Banach space X is defined as
the infimum of those C such that for every x1, . . . xn ∈ X one has(∫ 1

0

∥∥∥ n∑
i=1

ri (t)xi

∥∥∥2
dt
)1

2
≤ C

( n∑
i=1

‖xi‖
2
)1

2
,

where (rn) is the sequence of Rademacher functions.
To prove that Z(3) does not embed in any twisted Hilbert space, we will work

with the equivalent quasinorm given by (11). Let (ei ) be the unit basis of `2 and take
xi = (0, 0, ei ). These are normalized vectors, which makes

(∑n
i=1 ‖xi‖

2
)1/2
=
√

n.
On the other hand, ∥∥∥∥ n∑

i=1

±xi

∥∥∥∥
�1,2

=
√

n (1+ log2 n).

Hence, the type 2 constants of Z(3) cannot satisfy an,2 ≤ K log n, and this estimate
holds in any twisted Hilbert space by [Kalton and Peck 1979, Theorem 6.2(a)]. �
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Corollary 13. “To be a twisted Hilbert space” is not a 3-space property.

This corollary answers a question posed to us by David Yost a long time ago
[Castillo and González 1997, p. 95]; the first author showed [Cabello Sánchez
1999] that “to be a subspace of a twisted Hilbert space” is not a 3-space property.
Since Z(n) is isomorphic to its dual [Rochberg 1996, Section 4] and the dual of any
twisted Hilbert space is again a twisted Hilbert space, we see that Z(n) is a quotient
of a twisted Hilbert space if and only if n = 1, 2.

Thus, in the situation described in Section 5.1, recall that for F=F(`∞, `1) one
gets Z(1)= `2 and Z(2) is isomorphic to the Kalton–Peck space Z2, and, actually, the
extension 0→ `2→ Z(2)→ `2→ 0 is isomorphically — and even “projectively”,
compare [Kalton and Peck 1979, Definition 2.1(b)] — equivalent to the Kalton–Peck
sequence 0→ `2→ Z2→ `2→ 0, which has strictly singular quotient map and
strictly cosingular inclusion (see Theorem 6.4 of the same reference). Thus applying
the results of Section 4 we obtain the following.

Proposition 14. The exact sequences 0→Z(k)→Z(n+k)
→Z(n)→ 0 are singular

and cosingular for all integers n, k.

As a direct application we get:

Proposition 15. If k > 1, then Z(k) does not contain complemented copies of `2.

Proof. By [Kalton and Peck 1979, Corollary 6.7], Z(2) = Z2 has no complemented
subspaces isomorphic to `2. Now, if one has an exact sequence

0 −−−→ A
I

−−−→ B
Q

−−−→ C −−−→ 0

with Q strictly singular and A not containing `2 complemented, then B does not
contain `2 complemented: assume otherwise that B has a subspace B ′ which is
isomorphic to `2 and is complemented in B through a projection P . (Without loss
of generality we may assume that A= ker Q and that I is the inclusion map.) Since
Q is strictly singular, there exists an infinite dimensional subspace A′ ⊂ A and a
nuclear operator K : A′→ B such that I − K : A′→ B ′ is an embedding. Passing
to a further subspace if necessary, we may assume that the nuclear norm of K is
strictly less than 1. Let N be a nuclear endomorphism of B extending K and having
the same nuclear norm as K . Then, ‖N : B→ B‖ < 1 and 1B − N is invertible,
with (1B − N )−1

=
∑

k≥0 N k with convergence in the operator norm. Now, it is
easily seen that

(1B − N ) ◦ P ◦ (1B − N )−1

is a projection of B (hence of A) onto A′. �

The proof also works replacing `2 by any other “complementably minimal” space
(those Banach spaces, all of whose infinite dimensional closed subspaces contain
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subspaces isomorphic to and complemented in the whole space) such as `p for
1< p<∞. This implies that Proposition 15 extends almost verbatim to 1< p<∞.

5.3. A twisted sum of Z2 containing `2 complemented. It is quite surprising that
there exists a twisted sum of Z2 containing complemented copies of `2. But they
do exist:

Proposition 16. There is a (nontrivial) exact sequence

0 −−−→ Z2 −−−→ `2⊕X(3) −−−→ Z2 −−−→ 0.

Proof. Recall from [Castillo and Moreno 2004, p. 257] the construction of the
so-called diagonal pushout sequence: in a commutative diagram

0 −−−→ A
ı

−−−→ B −−−→ E −−−→ 0

u
y v

y ∥∥∥
0 −−−→ C


−−−→ D −−−→ E −−−→ 0

the following sequence is exact

0 −−−→ A
ı×u
−−−→ B⊕C

v⊕−
−−−→ D −−−→ 0,

where (ı × u)(a) = (ı(a), u(a)) and (v⊕−)(b, c) = v(b)−  (c). Thus, taking
n = i = 1 and k = j = 2 in (6) for F=F(`∞, `1), one gets a commutative diagram

0 −−−→ Z(2) −−−→ Z(3) −−−→ `2 −−−→ 0y y ∥∥∥
0 −−−→ `2 −−−→ Z(2) −−−→ `2 −−−→ 0

from which, recalling that X(2) = Z2, one obtains an exact sequence

0 −−−→ Z2 −−−→ `2⊕Z(3) −−−→ Z2 −−−→ 0,

which is not trivial since, otherwise Z2 ' Z2⊕ Z2 = `2⊕Z(3); this is impossible
since Z2 does not contain `2 complemented. �

Therefore `2⊕Z(3) is a twisted sum of Z2, which contains complemented Hilbert
subspaces. We cannot resist remarking that while nobody knows whether Z2 is
isomorphic to its hyperplanes, it is obvious that `2⊕Z(3) is isomorphic to its own
hyperplanes.

6. Open ends

6.1. On the splitting of the first extension. Very little is known about the splitting
of the “first” exact sequence 0→ Z(1)→ Z(2)→ Z(1)→ 0 outside of the case in
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which it is induced by a couple of Banach lattices. On the other hand, Corollary 6
shows that once the first exact sequence obtained in an interpolation schema is
nontrivial, the same happens to all the rest. Is the reciprocal true? That is, suppose
that Z(2) is a trivial self-extension of Z(1). Does it follow that the extensions
0→ Z(k)→ Z(n+k)

→ Z(n)→ 0 are trivial for all values of n and k?

6.2. Other twisted Hilbert spaces. Suppose we have a Banach space X0 with a
normalized basis that we use to consider X0 inside `∞. Take X1 = X ′0 the complex
conjugate of the closure X ′0 of the subspace spanned by the coordinate functionals
in X∗0 . Then (X0, X1) is a Banach couple, [X0, X1]1/2 is a Hilbert space [Pisier
and Xu 2003, p. 1471], and thus Z(2) is a twisted Hilbert space. We believe that
Z(2) is a Hilbert space if and only if X0 = `2.

6.3. Other interpolation methods. It is the feeling of the authors that most of the
work done in this paper could be reproduced for real interpolation by either the K
or J methods with a careful analysis of the work done in [Carro et al. 1995]. It
would be interesting to know to what extent the same occurs for other interpolation
methods.

6.4. About the vanishing of Ext2. A problem on the horizon, for us, is whether the
second derived functor Ext2 vanishes on Hilbert spaces, which can be understood as
a twisted reading of a question of Palamodov for Fréchet spaces [1971, Section 12,
Problem 6].

Given Banach spaces A and D, one considers the set of all possible four-term
exact sequences

(13) 0 −−−→ A
I

−−−→ B
U
−−−→ C

Q
−−−→ D −−−→ 0.

Under a certain equivalence relation, which is not necessary to define here, the set
of such four-term exact sequences becomes a linear space denoted by Ext2(D, A),
whose zero is (the class of all exact sequences equivalent to)

0 −−−→ A A
0

−−−→ D D −−−→ 0.

It is important to realize that if we are given a short exact sequence of the form

(14) 0 −−−→ A
I

−−−→ B
P

−−−→ E −−−→ 0

and another sequence of the form

(15) 0 −−−→ E
J

−−−→ C
Q

−−−→ D −−−→ 0

then we may form a four-term sequence

0 −−−→ A
I

−−−→ B
U
−−−→ C

Q
−−−→ D −−−→ 0
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just taking U = J ◦ P . This resulting “long” sequence will be zero in Ext2(D, A)
if and only if (14) and (15) fit inside a commutative diagram

(16)

0 0x x
D Dx x

0 −−−→ A −−−→ F −−−→ C −−−→ 0∥∥∥ x x
0 −−−→ A −−−→ B −−−→ E −−−→ 0x x

0 0

whose rows and columns are exact.
The skeptical reader will wonder how this is related to the main subject of the

paper. Let µ be a σ -finite measure on a measure space S and let L0 be the space of
all (complex) measurable functions on S, where we identify two functions if they
agree almost everywhere. If X is a Köthe space on µ, then a centralizer on X is
a homogeneous mapping � : X → L0 having the following property: there is a
constant C = C(�) such that, for every f ∈ X and every a ∈ L∞, the difference
�(a f )− a�( f ) belongs to X and

‖�(a f )− a�( f )‖X ≤ C ‖a‖∞‖ f ‖X .

Every centralizer is quasilinear, so it induces a twisted sum

X ⊕� X = {(y, x) : x, y−�(x) ∈ X}

which is quasinormed by the functional ‖(y, x)‖�=‖y−�(x)‖X+‖x‖X . A widely
ignored result by Kalton states that if X is superreflexive then one can construct an
admissible space of analytic functions F on a disc centered at the origin such that:

• X = X (1)
0 (evaluation at 0) up to equivalent norm;

• �≈�1,1, where �1,1 is the corresponding “derivation” (see Section 3.5).

This means that for every x ∈ X the difference �(x)−�1,1(x) falls in X , and
one has the estimate ‖�(x)−�1,1(x)‖X ≤ K‖x‖X for some constant K and every
x ∈ X . Actually one can construct F by using no more than three Köthe spaces on
the boundary of the disc [Kalton 1992, Theorem 7.9]; if � is “real” in the sense
that it takes real functions into real functions, then two Köthe spaces on a strip
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suffice [op. cit., Theorem 7.6]. In particular since X ⊕� X = X ⊕�1,1 X = X (2)
0 , up

to equivalent (quasi-)norms, we see that the self-extension induced by � fits into
the commutative diagram (the operators ın,k are those appearing in Proposition 2)

0 −−−→ X −−−→ X (3)
0 −−−→ X ⊕� X −−−→ 0∥∥∥ ı2,3

x ı1,2

x
0 −−−→ X −−−→ X ⊕� X −−−→ X −−−→ 0

which, when completed, has the same form as (16), witnessing that the juxtaposition
of two copies of the extension induced by �, namely

0 −−−→ X −−−→ X ⊕� X −−−→ X ⊕� X −−−→ X −−−→ 0,

is zero in Ext2(X, X). We do not know what happens with two different centralizers;
more specifically, we ask the following: Let � and 8 be centralizers on a super-
reflexive Köthe space X and consider the twisted sums X ⊕� X and X ⊕8 X . If,
as before, we set I (x)= (x, 0),U (x, y)= (y, 0), and Q(x, y)= y, can the exact
sequence

0 −−−→ X
I

−−−→ X ⊕� X
U
−−−→ X ⊕8 X

Q
−−−→ X −−−→ 0

be nonzero in Ext2(X, X)?
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THE RAMIFICATION GROUP FILTRATIONS OF CERTAIN
FUNCTION FIELD EXTENSIONS

JEFFREY A. CASTAÑEDA AND QINGQUAN WU

We investigate the ramification group filtration of a Galois extension of func-
tion fields, if the Galois group satisfies a certain intersection property. For
finite groups, this property is implied by having only elementary abelian
Sylow p-subgroups. Note that such groups could be nonabelian. We show
how the problem can be reduced to the totally wild ramified case on a p-
extension. Our methodology is based on an intimate relationship between
the ramification groups of the field extension and those of all degree- p subex-
tensions. Not only do we confirm that the Hasse–Arf property holds in this
setting, but we also prove that the Hasse–Arf divisibility result is the best
possible by explicit calculations of the quotients, which are expressed in
terms of the different exponents of all those degree- p subextensions.

1. Introduction

When investigating algebraic number fields and function fields, Hilbert ramification
theory is a convenient tool, especially in the study of wild ramifications. Fix a
function field K over a perfect constant field k with a place P , and let L be a Galois
extension of K with a place P lying over P . We investigate how the ramification
group filtration of P|P is related to the ramification group filtration of Pm|P , where
Pm is a place of some intermediate field K ⊆ M ⊆ L , so that P lies over Pm and
[M : K ] = p for some prime number p.

We first analyze how and why we can simplify the problem to the setting when
P|P is totally wildly ramified, i.e., [L : K ] = pn , where p > 0 is the characteristic
of k, n is some positive integer, and the ramification index e(P|P)= pn .

Next we study how the ramification group filtration of P|P is closely related to
the ramification group filtration of Pm|P for all those intermediate fields M such
that [M : K ] = p, for various degrees p. This relation is close if an intersection
property (2-5) is assumed about Gal(L/K ), which is satisfied by many abelian and
nonabelian groups.

The second author is supported by the University Research Grant of the Texas A&M International
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MSC2010: primary 11R58; secondary 11R32, 11S15.
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To prove such a relationship, we first prove a preliminary result, which states that
the number of jumps in the ramification group filtration is equal to the number of
pairwise distinct different exponents of the corresponding place extensions over all
possible degree-p intermediate extensions M/K . This equality is significant since
the degree-p intermediate extensions are considerably easier to investigate than the
whole extension L/K . Nonetheless, we will show that these different exponents
are closely related to those quotients given in the Hasse–Arf property, which we
will show to be true.

We also study the relationship by applying the equality given by the transitivity
of differents, where the different exponents are computed via Hilbert’s different
formulae applied to various field extension settings. These equalities lead to linear
equations on the indices where the jumps of the ramification group filtration on
L/K occur. With the intersection property assumption, we show that the number
of such linear equations is equal to the number of such indices as the variables of
these equations. Hence we can expect a unique solution. In fact, we can solve these
linear equations explicitly to give closed-form formulae for the indices since the
coefficient matrix of the linear equations is triangular.

The academic literature on ramification group filtration is extensive. A good
introduction is [Serre 1979], where Herbrand’s upper numbering is introduced. See
[Fesenko and Vostokov 2002] for an introduction without the use of cohomologies.
The ramification groups are studied in [Sen and Tate 1963] using class field theory.
For an approach using Herbrand functions and without using class field theory, see
[Wyman 1969]. Maus [1968] showed certain properties of a group filtration that are
sufficient to guarantee it to be the ramification group filtration of a certain extension
of complete discrete valuation fields. In [Maus 1972], the asymptotic behavior of
quotients given by the Hasse–Arf property is studied. The paper [Maus 1971] is a
collection of many results from Maus’s Ph.D. thesis, without proofs.

The ramification group filtration is known to satisfy the Hasse–Arf property
[Hasse 1930; 1934; Arf 1939] if the Galois group is abelian. However, the property
may fail if the Galois group is not abelian. One such example is the Galois closure
of a cyclotomic field over the rationals [Viviani 2004]. In [Doud 2003], it is
shown that the ramification group filtration of a wildly ramified prime p is uniquely
determined by the p-adic valuation of the discriminant of the field extension L/K ,
when both the field extension degree and the residue characteristic of p are equal to
a prime number. When the Galois group is elementary abelian, the Galois module
structure of certain ideals is related to the ramification group filtration, see [Byott
and Elder 2002; 2005; 2009]. Such a relation is investigated when the Galois group
is quaternion [Elder and Hooper 2007], and hence nonabelian.

For the function field extension setting, the wildly ramified case was studied
in Artin–Schreier–Witt extensions, see [Thomas 2005]. The elementary abelian
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extension of Galois group Zp×Zp is investigated in [Anbar et al. 2009] and [Wu
and Scheidler 2010]. It should be mentioned that the idea of utilizing transitivity of
differents and Hilbert’s different formula to investigate the ramification groups is
used in [Garcia and Stichtenoth 2008], where the Hasse–Arf property for elementary
abelian extensions of function fields is proved. In Roberts’ review [2009] of the
latter paper, it is shown that the proof can be very short if “some upper numbering
system and its basic formalism” is applied. We take an approach similar to Garcia
and Stichtenoth’s, but we further explore the arithmetic and linear algebra provided
by the application of transitivity of differents and Hilbert’s different formula. Our
objective in this paper is to generalize these results to function field extensions with
Galois groups satisfying a certain intersection property which is true for elementary
abelian groups.

2. Notation

A good introduction for the notation can be found in [Rosen 2002] or [Stichtenoth
2009]. Throughout this paper, we use the following notation:

• k is a perfect field of characteristic p > 0;

• K is a function field with constant field k;

• P is a place of K ;

• vP : K → Z∪ {∞} is the (surjective) discrete valuation corresponding to P;

• OP = {α ∈ K | vP(α)≥ 0} is the valuation ring corresponding to P .

For any extension L of K and any place P of L lying above P , we write P|P .
Let e(P|P) and d(P|P) be the ramification index and different exponent of P|P ,
respectively. If L/K is a Galois extension, the ramification groups of P|P are given
by

(2-1) Gi = Gi (P|P)= {σ ∈ Gal(L/K ) | vP(tσ − t)≥ i + 1 for all t ∈OP}

for i ≥ 0. The connection between these groups and the different exponent is
shown in Hilbert’s different formula (see for example Theorem 3.8.7, p. 136, of
[Stichtenoth 2009]):

(2-2) d(P|P)=
∞∑

i=0

(#Gi (P|P)− 1).

We also recall the transitivity of the ramification index and the different exponent.
If K ⊆ F ⊆ L are function fields, P a place of L , PF =P∩ F , and P =PF ∩ K ,
then

(2-3) e(P|P)= e(P|PF)e(PF|P),
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and we have transitivity of differents:

(2-4) d(P|P)= e(P|PF)d(PF|P)+ d(P|PF).

Henceforth, we assume that all nontrivial Sylow p-subgroups Hp of the Galois
group Gal(L/K ) satisfy the following intersection property.

Assume that #Hp = pn > 1. Then, for all proper subgroups F ( Hp, the
intersection of all order pn−1 subgroups of Hp containing F is simply F . That is
to say,

(2-5)
⋂

H⊇F
#H=pn−1

H = F.

It is easy to verify that all elementary abelian p-groups of order pn satisfy this
intersection property.

3. Reduction to the totally wildly ramified case

Let L be a Galois extension field of K , P a place of L , and P =P∩ K . Our goal
in this section is to reduce the ramification group Gi (P|P) calculation to the case
that P/P is totally wildly ramified and the Galois group Gal (L/K ) is a p-group
for a certain prime number p.

Lemma 3.1. Let L/K be a Galois extension of a function field, P a place of L,
P = P∩ K , and Pm = P∩ M , where M is the inertia field of P in L/K . Then,
Gi (P|P)= Gi (P|Pm) for every i ≥ 0.

Proof. Applying (2-4) to the field extension tower L/M/K , we have

(3-1) d(P|P)= e(P|Pm)d(Pm|P)+ d(P|Pm).

However, d(Pm|P) = 0 since P is unramified in M/K , so d(P|P) = d(P|Pm).
Now (2-2) yields

(3-2) d(P|P)=
∞∑

i=0

(#Gi (P|P)− 1)

and

(3-3) d(P|Pm)=

∞∑
i=0

(#Gi (P|Pm)− 1).

By definition (2-1), it is easy to check that Gi (P|Pm) is the intersection of Gi (P|P)
and the Galois group of L/M . In particular, we have #Gi (P|P)≥ #Gi (P|Pm) for
all i . Note that d(P|P)= d(P|Pm), which implies that #Gi (P|P)= #Gi (P|Pm)

for all i ≥ 0 by (3-2) and (3-3). Thus, Gi (P|P)= Gi (P|Pm) for all i ≥ 0. �
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Next, we want to reduce to the totally wildly ramified case, i.e., [L : K ] =
e(P|P)= pm , where p is the characteristic of K .

Proposition 3.2. Let p > 0 be the characteristic of the Galois extension of function
field L/K , P a place of L , P = P ∩ K , N the inertia field of P in L/K , Pn =

P∩ N , M the intermediate field of L/N corresponding to a Sylow p-subgroup of
Gal(L/N ) under Galois correspondence, and Pm = P∩ M. Then, Pm is totally
wildly ramified in the p-extension L/M , and Gi (P|P)=Gi (P|Pm) for every i ≥ 1.

Proof. By Lemma 3.1, we have Gi (P|P)=Gi (P|Pn) for every i ≥ 0. It suffices to
show that Gi (P|Pn)= Gi (P|Pm) for every i ≥ 1. Assume that [L : N ] = pmq and
gcd(p, q)= 1. We have d(Pm|Pn)= q−1 since Pm/Pn is totally tamely ramified,
and we also have e(P|Pm)= pm . By (3-1), we have

(3-4) d(P|Pn)= pm(q − 1)+ d(P|Pm).

Clearly #G0(P|Pn)= pmq and #G0(P|Pm)= pm . Hence,

d(P|Pn)= pmq − 1+
∞∑

i=1

(#Gi (P|Pn)− 1)

and

d(P|Pm)= pm
− 1+

∞∑
i=1

(#Gi (P|Pm)− 1)

by (3-2) and (3-3). Substituting these two equalities into (3-4), we have
∞∑

i=1

(#Gi (P|Pn)− 1)=
∞∑

i=1

(#Gi (P|Pm)− 1),

which implies Gi (P|Pn)= Gi (P|Pm) for i ≥ 1 since Gi (P|Pn)≥ Gi (P|Pm) for
all i . �

4. Main results

Henceforth, let L/K be a Galois extension whose Galois group is a p-group, where
p is the characteristic of K . Set t to be the number of distinct d(Pm|P), where M
runs through all degree-p intermediate fields M of L/K , and Pm = P∩M . We
assume that the ramification groups of P|P are

(4-1) G0 = · · · = Gm0 ) Gm0+1 = · · · = Gm1

) Gm1+1 = · · · = Gml−1 ) Gml−1+1 = {Id}.

We let #Gmi = pni for 0 ≤ i ≤ l − 1. Then pn0 = pn
= [L : K ]. In order to

investigate Gi , we need to know l, ni , and mi .
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First, we claim that the number of jumps in the ramification groups Gi is the
number of distinct different exponents d(Pm|P); this is, l = t . Note that a jump
means an index where a group in the ramification filtration contains the next one
properly. Before we prove the claim, we need a lemma.

Lemma 4.1. Let G be a p-group of order pn > 1, H < G a subgroup of order
pn−1, and H ′ < G a subgroup such that H + H ′. Then #(H ∩ H ′)= #H ′/p.

Proof. By Theorem 4.7, page 39 of [Hungerford 1974], we have #(H H ′) =
#H #H ′/#(H ∩ H ′). In particular, #(H H ′) is a power of p. Since H + H ′, we know
that pn−1< #(H H ′)≤ pn . Hence, #(H H ′)= pn . The result follows by substituting
#(H H ′)= pn and #H = pn−1 into the equality #(H H ′)= #H #H ′/#(H ∩ H ′). �

Furthermore, by (2-4) we know that d(P|P) = d(Pm|P)pn−1
+ d(P|Pm),

where t distinct d(Pm|P) values imply t distinct d(P|Pm). Let d(P|Pm) =∑
∞

i=0(#Gi (P|Pm)−1), where Gi (P|Pm)= Hm∩Gi (P|P) such that #Hm = pn−1.
Now, for every jump Gmi ) Gmi+1 for 0≤ i ≤ l − 1, we want to know if there

exists Hm < G such that #Hm = pn−1 and Hm ⊇ Gmi+1, but Hm + Gmi . In other
words, we want to know if there exists an order-pn−1 subgroup Hm which faithfully
reveals a jump wherever it occurs in the ramification group filtrations. This is not
a trivial question since a jump can be hidden if no such Hm can be found. The
question is clarified by the following lemma.

Lemma 4.2. Let G be a p-group satisfying property (2-5). Then for any two
subgroups F1 ) F2 of G, there exists a subgroup H of G such that #H = pn−1 and
H ⊇ F2, but H + F1.

Proof. By way of contradiction, assume that the result is false. Then we can find
subgroups F1 ) F2, and for all subgroups H of order pn−1, H ⊇ F2 implies H ⊇ F1.
Thus, the set {H < G | #H = pn−1, H ⊇ F1} = {H < G | #H = pn−1, H ⊇ F2}.
Hence,

F1 =
⋂

H⊇F1
#H=pn−1

H =
⋂

H⊇F2
#H=pn−1

H = F2,

a contradiction by (2-5). �

Now we are ready to prove the result l = t .

Proposition 4.3. Let L/K be a Galois extension of function fields whose Galois
group is a p-group satisfying (2-5), where p is the characteristic of K . Let P |Pm |P
be a tower of places, P ⊆ K , Pm ⊆ M , P ⊆ L , where M is an intermediate field
of degree p over K . Then the number of jumps in the ramification group filtration
Gi (P|P) is the number of distinct different exponents d(Pm|P), where M runs
through all intermediate fields of L/K of degree p over K .
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Proof. Fix P and P , and let M run through all possible degree-p intermediate fields
of L/K . By (3-1), t is equal to the number of distinct values of d(P|Pm) since
d(P|P) and e(P|Pm)= pn−1 are independent of the choice of M .

For 0 ≤ i ≤ l − 1, the i-th jump occurs at index mi ; that is, Gmi ! Gmi+1. By
Lemma 4.2, there exists an order pn−1 subgroup Hi of G0, so that Hi ⊇Gmi+1, but
Hi +Gmi . By Lemma 4.1, we have #(Hi∩Gmi )=#Gmi /p. Similarly, #(Hi∩G j )=

#G j/p for all j ≤ mi since G j is decreasing. Hence, #(Hi ∩ G j ) = #G j/p for
0≤ j ≤ mi , and #(Hi ∩G j )= #G j for j > mi .

Let Mi be the intermediate field of L/K corresponding to Hi under Galois
correspondence, and set Pi =P∩Mi . Since G j (P|Pi)= Hi ∩G j (P|P)= Hi ∩G j

for all j , we have

(4-2) d(P|Pi )=

∞∑
j=0

(#G j (P|Pi )− 1)=
∞∑
j=0

(#(Hi ∩G j )− 1)

=

mi∑
j=0

(#G j

p
− 1

)
+

∞∑
j=mi+1

(#G j − 1).

The right-hand side of (4-2) is strictly decreasing with i . Hence, we find l pairwise
distinct values of d(P|Pm). Note that any order pn−1 subgroup H of G0 contains
Gml+1 = {Id} but not Gm0 = G0. Hence, for any such H , there exists an i such
that H ⊇ Gmi+1, but H + Gmi . In other words, H is one of the Hi by the previous
analysis of the choice of Hi . Thus, there are exactly l pairwise distinct values
of d(P|Pm) when M runs over all possible degree-p intermediate fields of L/K .
Hence, there are exactly l pairwise distinct values of d(Pm|P), i.e., l = t . �

By Proposition 3.7.8, p. 127 of [Stichtenoth 2009], d(Pm|P) is a multiple of
p− 1 for any M . Hence,

(4-3) di =
d(Pi |P)

p− 1
− 1

is an integer for all 0≤ i ≤ l − 1. By (4-2), d(P|Pi ) is strictly decreasing with i .
Hence, di is strictly increasing with i by (4-3). Now we are ready for the main
result.

Theorem 4.4. Let L/K be a Galois extension of a function fields whose Galois
group is a p-group satisfying (2-5), where p is the characteristic of K . Let P|P be
places, P ⊆ K , P ⊆ L , mi as in (4-1) for 0 ≤ i , and d j as in (4-3) for j ≤ l − 1.
Then

mi = d0+

i∑
j=1

pn−n j (d j − d j−1) for 0≤ i ≤ l − 1.
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Proof. By applying (3-2) to L/K , we have

(4-4) d(P|P)=
l−1∑
j=0

(pn j − 1)(m j −m j−1),

where m−1 =−1.
For 0≤ i ≤ l − 1 and #G j = pni for mi−1 < j ≤ mi , then (4-2) yields

(4-5) d(P|Pi )=

i∑
j=0

(pn j−1
− 1)(m j −m j−1)+

l−1∑
j=i+1

(pn j − 1)(m j −m j−1).

Now substituting (4-4), (4-5), e(P|Pm)= pn−1, and (4-3) into (3-1) for the case
Pm =Pi , we have

l−1∑
j=0

(pn j − 1)(m j −m j−1)

= pn−1(di+1)(p−1)+
i∑

j=0

(pn j−1
−1)(m j−m j−1)+

l−1∑
j=i+1

(pn j−1)(m j−m j−1).

Hence, we have

i∑
j=0

(pn j − 1)(m j −m j−1)= (pn
− pn−1)(di + 1)+

i∑
j=0

(pn j−1
− 1)(m j −m j−1),

which implies

(4-6)
i∑

j=0

(pn j − pn j−1)(m j −m j−1)= (pn
− pn−1)(di + 1).

When i = 0, (4-6) yields

(pn
− pn−1)(m0+ 1)= (pn0 − pn0−1)(m0+ 1)= (pn

− pn−1)(d0+ 1),

which implies m0 = d0. Thus, the formula in Theorem 4.4 is true when i = 0. Now
we induct on i . By (4-6), we have

(pni − pni−1)mi − (pni − pni−1)mi−1+

i−1∑
j=0

(pn j − pn j−1)(m j −m j−1)

= (pn
− pn−1)(di + 1).

It follows that

(pni− pni−1)mi−(pni− pni−1)mi−1+(pn
− pn−1)(di−1+1)= (pn

− pn−1)(di+1)
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by applying (4-6) to the case i − 1, which implies

(pni − pni−1)mi = (pn
− pn−1)(di − di−1)+ (pni − pni−1)mi−1.

By the induction hypothesis, it follows that

(pni − pni−1)mi

= (pn
− pn−1)(di − di−1)+ (pni − pni−1)

(
d0+

i−1∑
j=1

pn−n j (d j − d j−1)

)
.

Dividing both sides by pni − pni−1, we obtain

mi = d0+ pn−ni (di − di−1)+

i−1∑
j=1

pn−n j (d j − d j−1)= d0+

i∑
j=1

pn−n j (d j − d j−1).

Our result follows by induction. �

The formula in Theorem 4.4 can be reformulated to be easily compared to the
Hasse–Arf property.

Corollary 4.5. With notation as in Theorem 4.4, and setting m−1 =−1, we have
mi −mi−1 = pn−ni (di − di−1) for 0≤ i ≤ l − 1.

Proof. This is immediate by applying the formula in Theorem 4.4 to the cases i
and i − 1. �

5. The Hasse–Arf property

The formula in Corollary 4.5 is expected due to the well-known Hasse–Arf property,
see [Arf 1939]. It claims that the distance between two consecutive jumps in a
ramification group filtration is divisible by the index of the group at the jump in the
first group of the filtration. The Hasse–Arf property is true when the Galois group
is abelian yet not always true otherwise.

In our setting, the Hasse–Arf property translates to pn−n j | m j − m j−1. So,
according to Corollary 4.5, not only do we verify that it is true, we also know the
quotient to be di − di−1. An advantage of knowing the quotient explicitly is that
we can discuss whether the Hasse–Arf property can be improved or not. In fact, we
can construct an example where the group index is a power of p, and no higher
power of p can divide m j −m j−1 than the power guaranteed by the Hasse–Arf
Property. Notice that the strictly increasing property and di 6≡ 0 (mod p) are the
only two restrictions on the sequence di of positive integers. See [Anbar et al. 2009]
or [Wu and Scheidler 2010] for a discussion of the type of the extension L/K .
Although an explicit construction is not given there, the extension L/K herein is of
the same type as described in those two papers. Actually, we can construct Artin–
Schreier extensions Mi over the same base field K with any prescribed different
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exponent (di + 1)(p− 1); then we can construct L to be the composite of those
Mi . That is to say, for any strictly increasing sequence of nonnegative integers
di of length l, we can construct a Galois extension L/K of function fields and
corresponding extension of places P lying over P , so that there are exactly l jumps
in the ramification group filtration of P|P and exactly l pairwise distinct values of
the different exponents (d0+1)(p−1) < (d1+1)(p−1) < · · ·< (dl−1+1)(p−1)
for d(Pm|P) when M ranges over all degree-p intermediate fields of L/K . In
particular, we can require that di = di−1+1 for all 1≤ i ≤ l−1. With this example,
we know that there is no way to improve the Hasse–Arf divisibility result. On the
other hand, di − di−1 can be any prescribed positive integer, so it is possible to
strengthen the Hasse–Arf divisibility result arbitrarily under certain circumstances.

Now we want to analyze the Hasse–Arf property under a more general assump-
tion; that is to say, to remove the totally wildly ramified assumption. First, we
consider the not totally ramified case. With notation as in Theorem 4.4 and M as
the inertia field of the place extension P|P , we know that Gi (P|P)= Gi (P|Pm)

for all i ≥ 0 by Lemma 3.1. Hence, the Hasse–Arf property is true for the partially
ramified case with identical parameters and formulae to those in the totally ramified
case.

However, the situation changes when we move to the tamely ramified case. For
that purpose, let [L : K ] = pmq such that p - q, M the intermediate field of L/K
corresponding to a Sylow p-subgroup of Gal(L/K ) under Galois correspondence,
and Pm = P∩ M . By Corollary 4.5, we have mi −mi−1 = pn−ni (di − di−1) for
0≤ i ≤ l−1, where mi and di are defined for the ramification filtrations Gi (P|Pm).
By Proposition 3.2, we know Gi (P|P)= Gi (P|Pm) for all i ≥ 1. Hence, the i-th
jump in the ramification filtrations of Gi (P|P) is equal to pn−ni (di − di−1) for
1≤ i ≤ l − 1. Therefore, the tamely ramified case does not satisfy the Hasse–Arf
property in general since the distance needs to be divisible by pn−ni q, not pn−ni .
Noticeably, it violates the Hasse–Arf property simply because it has an unexpected
leading element G0 in the ramification filtration. Hence, this is a removable violation.
An easy way to address this is to manually modify the group index assumption
from G0 to a Sylow p-subgroup of Gal(L/K ) under Galois correspondence. As a
consequence, the Hasse–Arf property is true in the case that L/K is not necessarily
assumed to be totally wildly ramified.

6. Conclusion

We analyzed the ramification group filtrations of a Galois function field extension,
and reduced the investigation to the totally wildly ramified case. It turns out that
the result is explicit. An explanation of why we can obtain such an explicit formula
as in Theorem 4.4 is as follows. From (4-6), we have exactly l linear equations for
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the l variables mi for 0 ≤ l ≤ l − 1. Since the coefficient matrix is triangular in
addition to being nonsingular, we can expect that the solution not only exists and is
unique but also could be expressed explicitly.

Due to the explicit nature of Corollary 4.5, we can discuss the Hasse–Arf property
of such extensions and explore whether it can be strengthened or not. The general
answer is no, and there exist examples to show that Hasse–Arf is the best possible
divisibility result. Although we can discuss the ramification groups under the totally
wild ramified assumption without loss of generality, we discussed whether or not
the Hasse–Arf property is true under the general assumptions. The answer is yes,
but we have to slightly modify the formulation of the Hasse–Arf property to apply
it to the tamely ramified case.
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A MEAN FIELD TYPE FLOW
II: EXISTENCE AND CONVERGENCE

JEAN-BAPTISTE CASTÉRAS

This paper is the continuation of (Castéras 2015), in which we investigated
a gradient flow related to the mean field type equation. First, we show that
this flow exists for all time. Next, using the compactness result of Castéras
(2015), we prove, under a suitable hypothesis on its energy, the convergence
of the flow to a solution of the mean field type equation. We also get a
divergence result if the energy of the initial data is largely negative.

Introduction

Let (M, g) be a compact Riemannian surface without boundary. We will study an
evolution problem associated to a mean field type equation

(0-1) −1v+ Q = ρ ev∫
M ev dV

,

where ρ is a real number, Q ∈ C∞(M) is a given function such that
∫

M Q dV = ρ
and 1 is the Laplacian with respect to the metric g. Equation (0-1) is equivalent to
the mean field equation

(0-2) −1u+ ρ
(
− f eu∫

M f eu dV
+

1
|M |

)
= 0,

where |M | stands for the volume of M with respect to the metric g and f ∈C∞(M)
is a positive function. Indeed, if v is a solution of (0-1), by setting v = u+ log f ,
we recover that u is a solution of (0-2) with Q = ρ/|M | +1 log f .

The mean field equation appears in conformal geometry but also in statistical
mechanics from Onsager’s vortex model for turbulent Euler flows. More precisely,
in this setting the solution u of the mean field equation is the stream function in
the infinite vortex limit (see [Caglioti et al. 1992]). It also arises in the abelian
Chern–Simons–Higgs model (see for example [Caffarelli and Yang 1995; Han 2003;
Tarantello 1996; Yang 2001]).
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Equation (0-2) has a variational structure and its solutions can be found as the
critical points of the functional

(0-3) Iρ(u)=
1
2

∫
M
|∇u|2 dV + ρ

|M |

∫
M

u dV −ρ log
(∫

M
f eu dV

)
, u ∈ H 1(M).

When ρ < 8π , from the Moser–Trudinger inequality one can easily prove that the
functional Iρ is bounded from below and coercive; thus one can find a solution
of (0-2) by minimizing Iρ . The existence of solutions becomes more delicate if
ρ ≥ 8π . When ρ = 8π , Iρ admits a lower bound but is no longer coercive, while
for ρ > 8π , Iρ is unbounded from below and above. The existence of solutions
of (0-1) has been widely studied in recent decades. Many partial existence results
have been obtained for ρ 6= 8kπ, k ∈ N∗, and according to the Euler characteristic
of M (see for example [Brezis and Merle 1991; Chen and Lin 2003; Ding et al.
1999; Li 1999; Li and Shafrir 1994; Malchiodi 2008; Struwe and Tarantello 1998]).
Finally, when ρ 6= 8kπ , k ∈ N∗, Djadli [2008] has generalized the previous results,
establishing the existence of solutions for all surfaces M by studying the topology
of sublevels {Iρ ≤−C} to achieve a min-max scheme (already introduced in [Djadli
and Malchiodi 2008]).

In this paper, we consider the evolution problem associated to (0-1), namely
the equation

(0-4)


∂

∂t
ev =1v− Q+ ρ ev∫

M ev dV
,

v(x, 0)= v0(x),

with initial data v0 ∈ C2+α(M), α ∈ (0, 1) and a function Q ∈ C∞(M) such that∫
M QdV = ρ. It is a gradient flow with respect to the following functional, which

will be called energy:

(0-5) Jρ(v)=
1
2

∫
M
|∇v|2 dV +

∫
M

Qv(t) dV − ρ ln
(∫

M
ev dV

)
, v ∈ H 1(M).

This functional is unbounded from below (except in the case ρ < 8π) and above.
The interest of this flow is that it satisfies some important geometrical properties
useful for its convergence (see in particular estimate (2-2) of Section 2). When
Q is a constant equal to the scalar curvature of M with respect to the metric g,
the flow (0-4) (normalized) has been studied by Struwe [2002] (we note that in
this case ρ =

∫
M Q dV ≤ 8π). For other curvature flows, we refer to [Baird et al.

2004; Brendle 2003; 2005; 2006; Castéras 2013; Hamilton 1988; Lamm et al. 2009;
Malchiodi and Struwe 2006; Schwetlick and Struwe 2003; Struwe 2005] and the
references therein.

We begin by studying the global existence of the flow (0-4). We prove:
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Theorem 0.1. For all initial data v0 ∈ C2+α(M), α ∈ (0, 1), all ρ ∈ R and all
functions Q ∈C∞(M) such that

∫
M Q dV = ρ, there exists a unique global solution

v ∈ C2+α,1+α/2
loc (M ×[0,+∞)) of (0-4).

Next, we investigate the convergence of the flow. Let v(t) : M→ R denote the
function defined by v(t)(x)= v(x, t). We show that if the energy Jρ(v(t)) of the
global solution is bounded from below uniformly in time (when ρ > 8π), then
as t →+∞, v(t) converges to a function v∞ which is a solution of (0-1). More
precisely, we have:

Theorem 0.2. Let v(t) be the solution of (0-4).

(i) If ρ < 8π , then v(t) converges in H 2(M) to a solution v∞ ∈ C∞(M) of

−1v∞+ Q = ρ ev∞∫
M ev∞ dV

.

(ii) If ρ > 8π , ρ 6= 8kπ , k ∈N∗, and if there exists a constant C > 0 not depending
on t such that for all t ≥ 0,

(0-6) Jρ(v(t))≥−C,

then v(t) converges in H 2(M) to a solution v∞ ∈ C∞(M) of

−1v∞+ Q = ρ ev∞∫
M ev∞ dV

.

Moreover, we prove that there exist initial data v0 ∈C∞(M) such that the energy
of the global solution v(t) of the flow, with v(0)(x) = v0(x) for all x ∈ M , stays
uniformly bounded from below, and hence, thanks to Theorem 0.2, such that the
flow converges.

Theorem 0.3. Let ρ 6= 8kπ , k ∈N∗. There exist initial data v0 ∈C∞(M) such that
the global solution v(t) of (0-4) with v(x, 0)= v0(x), for all x ∈ M , satisfies (0-6),
i.e., such that the global solution v(t) of (0-4) converges in H 2(M) to a solution
v∞ ∈ C∞(M) of (0-1):

−1v∞+ Q = ρ ev∞∫
M ev∞ dV

.

Finally, we show that if the energy of the initial data v0 of (0-4) is largely negative
then the flow diverges when t→+∞.

Theorem 0.4. Let ρ ∈ (8kπ, 8(k + 1)π), k ≥ 1. There exists a constant C > 0
depending on M, Q and ρ such that for all v0 ∈ C2+α(M) satisfying Jρ(v0)≤−C ,
the global solution v(t) of (0-4) satisfies

Jρ(v(t)) −→
n→+∞

−∞.
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To prove these convergence results, we use the compactness result of [Castéras
2015]. There we studied the compactness property of solutions (vn)n ⊆ H 2(M) of
the perturbed elliptic mean field type equation

(0-7) −1vn = Q0+ hnevn + ρevn ,

where ρ > 0, Q0 ∈ C0(M) and (hn)n ⊆ C0(M). The term hn corresponds to the
parabolic term of (0-4). We also assume that there exists a constant C > 0 not
depending on n such that

(0-8)
(i) lim

n→+∞

∫
M

h2
nevn dV = 0,

(ii) hn(x)evn(x)+ ρevn(x) ≥−C, ∀x ∈ M, ∀n ≥ 0.

We will see that these conditions are satisfied by the solution of the flow (0-4). We
have established in [Castéras 2015] the following compactness result:

Theorem 0.5. Let (vn)n ⊆ H 2(M) be a sequence of solutions of (0-7) such that∫
M evn dV = 1 for all n ≥ 0, and satisfying (0-8). If ρ 6= 8kπ , k ∈ N∗, then there

exists a constant C not depending on n such that

‖vn‖H2(M) ≤ C.

The paper is organized as follows. In Section 1, we prove the global existence of
a solution of (0-4). We also show the continuity of the flow with respect to its initial
data. In Section 2, we study the convergence of the flow (0-4). We begin by proving
Theorem 0.2. We first show that the global solution v(t) of (0-4) is uniformly (with
respect to t) bounded in H 1(M) when v(t) satisfies condition (0-6). The proof
involves the compactness result obtained in Theorem 0.5. We point out that, when
ρ < 8π , condition (0-6) is always satisfied. Then, we show that the parabolic term
of (0-4), ∂v(t)/∂t , tends to 0 as t→+∞ in the L2(M) norm with respect to the
metric g1(t)= ev(t)g. This implies that v(t) is uniformly bounded in H 2(M). Next
we prove Theorem 0.3, i.e., there exists initial data in C∞(M) such that condition
(0-6) is satisfied. Our proof is based on the study of the topology of the level set

{v ∈ X : Jρ(v)≤−L},

where X is the space of C∞(M) functions endowed with the C2+α(M) norm,
α ∈ (0, 1). The end of Section 2 is devoted to the proof of Theorem 0.4.

1. Global existence of the flow

We begin by noticing that since the flow is parabolic, standard methods (see for
example [Friedman 1964]) provide short time existence. Thus, there exists T1 > 0
such that v ∈ C2+α,1+α/2(M × [0, T1]) is a solution of (0-4). We give two basic
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properties of the flow: the conservation of the volume of M endowed with the
metric g1(t)= ev(t)g, and the decreasing along the flow of the functional Jρ(v(t)).

Proposition 1.1. (i) For all t ∈ [0, T1], we have

(1-1)
∫

M
ev(t) dV =

∫
M

ev0 dV .

(ii) If 0≤ t0 ≤ t1 ≤ T1, we have

(1-2) Jρ(v(t1))≤ Jρ(v(t0)).

Proof. To see that (1-1) holds, it is sufficient to integrate (0-4) on M . Differentiating
Jρ(v(t)) with respect to t and integrating by parts, one finds, for all t ∈ [0, T1],

(1-3) ∂

∂t
Jρ(v(t))=−

∫
M

(
∂v(t)
∂t

)2
ev(t) dV ≤ 0.

This implies (1-2). �

Proof of Theorem 0.1. To prove the global existence of the flow, we set

T = sup
{
T > 0 : C2+α,1+α/2(M ×[0, T ]) contains a solution v of (0-4)

}
,

and suppose that T < +∞. From the definition of T , we must have a solution
v∈C2+α,1+α/2

loc (M×[0, T )). We show that there exists a constant C̃T >0, depending
on T , M , Q, ρ, α and ‖v0‖C2+α(M), such that

(1-4) ‖v‖C2+α,1+α/2(M×[0,T )) ≤ C̃T .

This estimate allows us to extend v beyond T , contradicting the definition of T .
In the following, C denotes constants depending on M , Q, ρ, α and ‖v0‖C2+α(M),

while CT represents constants depending on M , Q, ρ, α, ‖v0‖C2+α(M) and T .
They are allowed to vary from line to line.

Proposition 1.2. For all ρ ∈R, there exists a constant C̃T,1 depending on M , Q, ρ,
‖v0‖C2+α(M) and T , such that

(1-5) ‖v(t)‖H1(M) ≤ C̃T,1, ∀t ∈ [0, T ).

Moreover, if ρ < 8π , then there exists a constant C̃1 depending on M , Q, ρ and
‖v0‖C2+α(M) but not on T such that

(1-6) ‖v(t)‖H1(M) ≤ C̃1, ∀t ∈ [0, T ).

Proof. We decompose the proof into three steps.
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Step 1. Let ρ≥8π . There exists a constant C ′T , depending on M , Q, ρ, ‖v0‖C2+α(M)
and T , such that

(1-7) v(x, t)≤ C ′T , ∀x ∈ M, ∀t ∈ [0, T ).

Proof of Step 1. Define vmax(t)=maxx∈M v(x, t)=v(xt , t)where xt ∈M . Consider
the upper derivative of vmax(t), i.e.,

(1-8) ∂

∂t
vmax(t)= lim sup

h→0+

v(xt+h, t+h)−v(xt , t)
h

.

We can assume that vmax(t) is differentiable. By the maximum principle, and since
v satisfies (0-4), we find

∂

∂t
evmax(t) ≤

ρ∫
M ev0 dV

(
‖Q‖L∞(M)

∫
M ev0 dV
ρ

+ evmax(t)
)
,

where we use the fact that
∫

M ev(t) dV =
∫

M ev0 dV for all t ∈ [0, T ). Integrating
this last inequality between 0 and t , we get

evmax(t)+‖Q‖L∞(M)

∫
M ev0 dV
ρ

≤

(
evmax(0)+‖Q‖L∞(M)

∫
M ev0 dV
ρ

)
e

ρt∫
M ev0 dV ,

and (1-7) follows.

Step 2. Let ρ≥ 8π . There exists a subset A of M , with volume satisfying |A|>CT

for some constant CT > 0, and a constant δ depending on M , Q, ρ, ‖v0‖C2+α(M)
and T , such that

(1-9) |v(x, t)| ≤ δ, ∀x ∈ A, ∀t ∈ [0, T ).

Proof of Step 2. Fix t ∈ [0, T ) and set

Mε = {x ∈ M : ev(x,t) < ε},

where ε > 0 is a real number which will be determined later. Setting
∫

M ev0 dV = a,
by the conservation of the volume and (1-7), we have

a =
∫

M
ev(t) dV =

∫
Mε

ev(t) dV +
∫

M\Mε

ev(t) dV ≤ ε|Mε| + eC ′T |M \Mε|.

Taking ε = a
2|M |

, we find

(1-10) |M \Mε| ≥
a
2

e−C ′T > 0.

Setting A = M\Mε, by definition of Mε we have v(x, t) ≥ ln ε = ln(a/2|M |) for
all x ∈ A and t ∈ [0, T ). On the other hand, by Step 1, v(x, t)≤ C ′T for all x ∈ M
and t ∈ [0, T ). Therefore we find that there exists a constant δ such that

|v(x, t)| ≤ δ, ∀x ∈ A, ∀t ∈ [0, T ).
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Step 3. Let ρ ≥ 8π . For all t ∈ [0, T ), we have

(1-11)
∫

M
v2(t) dV ≤ C1

∫
M
|∇v(t)|2 dV+C2,

where C1, C2 are constants depending on T , Q, |v0‖C2+α(M), M and A (where A is
the set defined in Step 2).

Proof of Step 3. By Poincaré’s inequality,

(1-12)
∫

M
v2(t) dV ≤ 1

λ1

∫
M
|∇v(t)|2 dV + 1

|M |

(∫
M
v(t) dV

)2

,

where λ1 is the first eigenvalue of the Laplacian. Now, using Young’s inequality
and (1-9), we find

(1-13) 1
|M |

(∫
M
v(t) dV

)2

=
1
|M |

(∫
A
v(t) dV

)2

+
1
|M |

(∫
M\A

v(t) dV
)2

+
2
|M |

(∫
A
v(t) dV

)(∫
M\A

v(t) dV
)

≤
δ2
|A|2

|M |
+

1
|M |

(∫
M\A

v(t) dV
)2

+
2δ2
|A|2

ε|M |
+

2ε
|M |

(∫
M\A

v(t) dV
)2

,

where ε is a positive constant which will be determined later. By the Cauchy–
Schwarz inequality,

(1-14)
(∫

M\A
v(t) dV

)2

≤ |M\A|
∫

M\A
v2(t) dV .

Thus, (1-12), (1-13) and (1-14) yield

(1-15)
∫

M
v2(t) dV

≤
1
λ1

∫
M
|∇v(t)|2 dV +

(
1− |A|
|M |
+

2ε
|M |
|M\A|

) ∫
M
v2(t) dV + C̃,

where

C̃ = δ
2
|A|2

|M |
+

2δ2
|A|2

ε|M |
.

Choosing ε such that the factor in parentheses in (1-15) equals α < 1, we deduce

(1−α)
∫

M
v2(t) dV ≤ 1

λ1

∫
M
|∇v(t)|2 dV+ C̃,

establishing (1-11).
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Proof of Proposition 1.2. We consider separately the cases ρ < 8π and ρ ≥ 8π .
In the first case, we prove that the constant C̃1 of estimate (1-6) is independent

of T . Using Poincaré’s and Young’s inequalities, we have

C
∫

M
|v(t)− v̄(t)| dV ≤ ε

∫
M
|∇v(t)|2 dV+C,

where ε > 0 is a small constant to be chosen later. This implies that

(1-16) Jρ(v(t))=

1
2

∫
M
|∇v(t)|2 dV+

∫
M

Q(v(t)− v̄(t)) dV − ρ log
(∫

M
ev(t)−v̄(t) dV

)
≥

(1
2
− ε

)∫
M
|∇v(t)|2 dV−C − ρ log

(∫
M

ev(t)−v̄(t) dV
)
.

By Jensen’s inequality, we have

(1-17) log
(∫

M
ev(t)−v̄(t) dV

)
≥ C, ∀t ∈ [0, T ),

where v̄(t) = (
∫

M v(t) dV )/|M |. Hence, using (1-16) and (1-17), and setting
ρ1 =max{ρ, 0}, we deduce that

Jρ(v(t))≥
(1

2
− ε

)∫
M
|∇v(t)|2 dV−C−ρ1 log

(∫
M

ev(t)−v̄(t) dV
)
.

By the Moser–Trudinger inequality (see [Moser 1970/71; Trudinger 1967]), one
has

(1-18) log
∫

M
e(v(t)−v̄(t)) dV ≤ 1

16π

∫
M
|∇v(t)|2 dV+C.

Therefore
Jρ(v(t))≥

(1
2
−

ρ1
16π
− ε

)∫
M
|∇v(t)|2 dV−C.

Thus, by taking ε = (8π − ρ1)/32π and using the fact that Jρ(v(t))≤ Jρ(v0) for
all t ∈ [0, T ), we find that

(1-19)
∫

M
|∇v(t)|2 dV ≤ C, ∀ρ < 8π.

Now, using (1-19) and Poincaré’s inequality, we obtain

(1-20) ‖v(t)− v̄(t)‖H1(M) ≤ C, ∀ρ < 8π.

Since
∫

M ev(t) dV =
∫

M ev0 dV for all t ∈ [0, T ), using Jensen’s inequality (1-17),
the Moser–Trudinger inequality (1-18) and (1-19), we deduce that

|v̄(t)| ≤ C.



A MEAN FIELD TYPE FLOW, II: EXISTENCE AND CONVERGENCE 329

Finally, from (1-20) and the previous inequality, we find that for all ρ < 8π , there
exists a constant C̃1 independent of T such that

(1-21) ‖v(t)‖H1(M) ≤ C̃1, ∀ 0≤ t < T .

We now consider the second case, ρ ≥ 8π . Since
∫

M ev(t) dV =
∫

M ev0 for all
t ∈ [0, T ), by Young’s inequality we have

(1-22) Jρ(v0)≥ Jρ(v)≥
1
2

∫
M
|∇v|2 dV +

∫
M

Qv dV−C

≥
1
2

∫
M
|∇v|2 dV − ε

∫
M
v2(t) dV −C,

where ε is a positive constant which will be chosen later. Thanks to estimate (1-11)
of Step 3, inequality (1-22) leads to

1
2

∫
M
|∇v(t)|2 dV ≤ C +C1ε

∫
M
|∇v(t)|2 dV .

Choosing ε such that 1/2− εC1 > 0, we find that for all t ∈ [0, T ), there exists a
constant CT > 0 such that

(1-23)
∫

M
|∇v(t)|2 dV ≤ CT .

Combining (1-11) and (1-23), we obtain
∫

M v
2(t) dV ≤ CT . Finally, for all ρ ∈ R,

there exists a constant C̃T,1 > 0 such that

‖v(t)‖H1(M) ≤ C̃T,1, ∀t ∈ [0, T ). �

Proposition 1.3. There is a constant C̃T,2 > 0, depending on M , Q, ρ, ‖v0‖C2+α(M)
and T , such that

‖v(t)‖H2(M) ≤ C̃T,2, ∀ 0≤ t < T .

Proof. Since ‖v‖H1(M) ≤ C̃T,1, we just need to bound
∫

M(1v(t))
2 dV for all

t ∈ [0, T ). To this purpose, set

w(t)= ∂v(t)
∂t

ev(t)/2.

By differentiating with respect to t and integrating by parts on M , we have

1
2
∂

∂t

∫
M
(1v(t))2 dV =

∫
M

(
w(t)ev(t)/2+ Q− ρev(t)∫

M ev0 dV

)
1
(
w(t)e−v(t)/2

)
dV

=−

∫
M
|∇w(t)|2 dV + 1

4

∫
M
w2(t)|∇v(t)|2 dV +

∫
M
1Q

(
w(t)e−v(t)/2

)
dV

+
ρ∫

M ev0 dV

(∫
M
∇v(t)∇w(t)ev(t)/2 dV− 1

2

∫
M
w(t)ev(t)/2|∇v(t)|2 dV

)
.
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Since Q ∈ C∞(M) and w(t)= ∂v(t)
∂t

ev(t)/2, we find

(1-24) 1
2
∂

∂t

∫
M
(1v(t))2 dV

≤−

∫
M
|∇w(t)|2 dV+ 1

4

∫
M
w2(t)|∇v(t)|2 dV+C

∥∥∥∂v(t)
∂t

∥∥∥
L1(M)

+C
(∫

M
ev(t)/2

(
|∇w(t)||∇v(t)| + |∇v(t)|2|w(t)|

)
dV
)
.

We now estimate the positive terms on the right of (1-24). From the Gagliardo–
Nirenberg inequality (see for example [Brouttelande 2003]), for all f ∈ H 1(M),

‖ f ‖2L4(M) ≤ C‖ f ‖L2(M)‖ f ‖H1(M).

Using the Cauchy–Schwarz inequality and (1-5), we have

(1-25)
∫

M
w2(t)|∇v(t)|2 dV ≤ ‖w(t)‖2L4(M)‖∇v(t)‖

2
L4(M)

≤ CT ‖w(t)‖L2(M)‖w(t)‖H1(M)‖v(t)‖H2(M).

Using (1-5) and the Moser–Trudinger inequality (1-18), we deduce that there exists
a constant CT such that, for all t ∈ [0, T ) and p ∈ R,

(1-26)
∫

M
epv(t) dV ≤ CT .

By the same reasoning used to prove (1-25), from (1-5) and (1-26) we have

(1-27)
∫

M
|∇v(t)|2|w(t)|ev(t)/2 dV

≤

(∫
M
|∇v(t)|4 dV

)1/2(∫
M
w4(t) dV

)1/4(∫
M

e2v(t) dV
)1/4

≤ CT ‖v(t)‖H2(M)‖w(t)‖
1/2
H1(M)‖w(t)‖

1/2
L2(M),

(1-28)
∫

M
|∇w(t)||∇v(t)|ev(t)/2 dV

≤

(∫
M
|∇w(t)|2 dV

)1/2(∫
M
|∇v(t)|4 dV

)1/4(∫
M

e2v(t) dV
)1/4

≤ CT ‖w(t)‖H1(M)‖v(t)‖
1/2
H2(M),

(1-29)
∫

M

∣∣∣∂v(t)
∂t

∣∣∣ dV ≤
(∫

M

(
∂v(t)
∂t

)2
ev(t) dV

)1/2(∫
M

e−v(t) dV
)1/2

≤ CT ‖w(t)‖L2(M).
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Finally, putting (1-25), (1-27), (1-28) and (1-29) in (1-24), we obtain

1
2
∂

∂t

∫
M
(1v(t))2 dV ≤−

∫
M
|∇w(t)|2 dV

+CT ‖w(t)‖H1(M)‖w(t)‖L2(M)‖v(t)‖H2(M)+CT ‖w(t)‖L2(M)

+CT
(
‖w(t)‖H1(M)‖v(t)‖

1/2
H2(M)+‖w(t)‖

1/2
H1(M)‖w(t)‖

1/2
L2(M)‖v(t)‖H2(M)

)
.

Using Young’s inequality, we get

(1-30) ∂

∂t

(∫
M
(1v(t))2 dV+ 1

)
≤ CT

(∫
M
(1v(t))2 dV+ 1

)(
‖w(t)‖2L2(M)+ 1

)
.

On the other hand, by (1-3), we have for all t ∈ [0, T )

(1-31)
∫ t

0
‖w(s)‖2L2(M) ds =

∫ t

0

∫
M

(
∂v(s)
∂s

)2
ev(s) dV ds

=−

∫ t

0

∂

∂s
Jρ(v(s)) ds = Jρ(v0)− Jρ(v(t))≤ CT ,

where we use the fact that ‖v(t)‖H1(M) ≤ C̃T,1 from Proposition 1.2. Integrating
(1-30) with respect to t and using (1-31), we have∫

M
(1v(t))2 dV ≤ CT , ∀t ∈ [0, T ).

Since ‖v(t)‖H1(M) ≤ C̃T,1, we deduce that there exists a constant C̃T,2 such that

‖v(t)‖H2(M) ≤ C̃T,2, ∀t ∈ [0, T ). �

Proof of Theorem 0.1. We recall that to prove the global existence of the flow it
is sufficient to prove (1-4), i.e., there exists a constant C̃T depending on T and
α ∈ (0, 1) such that

‖v‖C2+α,1+α/2(M×[0,T )) ≤ C̃T .

First, we claim that for all α ∈ (0, 1), there exists a constant CT such that

(1-32) |v(x1, t1)− v(x2, t2)| ≤ CT (|t1− t2|α/2+ |x1− x2|
α),

for all x1, x2 ∈ M and t1, t2 ∈ [0, T ). Here |x1− x2| stands for the geodesic distance
from x1 to x2 with respect to the metric g. From Proposition 1.3, for all t ∈ [0, T )
we have ‖v(t)‖H2(M) ≤ C̃T,2. Thus, by Sobolev’s embedding theorem (see [Hebey
1997]), we find for α ∈ (0, 1), v(t) ∈ Cα(M) and for all x, y ∈ M ,

(1-33) |v(x, t)− v(y, t)| ≤ CT |x − y|α.
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If t2− t1 ≥ 1, using (1-33) it is easy to see that (1-32) holds. Thus, from now on we
assume that 0< t2− t1 < 1. Since v(t) is a solution of (0-4) and ‖ev(t)‖Cα(M) ≤CT ,
for all t ∈ [0, T ) one has ∣∣∣∂v(t)

∂t

∣∣∣2 ≤ CT |1v(t)|2+CT .

Integrating on M , we obtain for all t ∈ [0, T )

(1-34)
∫

M

∣∣∣∂v(t)
∂t

∣∣∣2 dV ≤ CT ‖v(t)‖2H2(M)+CT ≤ CT .

Now, we write

(1-35) |v(x, t1)− v(x, t2)| =
1

|B√t2−t1(x)|

∫
B√t2−t1

(x)
|v(x, t1)− v(x, t2)| dV(y)

≤ P1+ P2+ P3

,

where B√t2−t1(x) stands for the geodesic ball of center x and radius
√

t2− t1 and

P1 =
C

t2−t1

∫
B√t2−t1

(x)
|v(x, t1)− v(y, t1)| dV(y),

P2 =
C

t2−t1

∫
B√t2−t1

(x)
|v(y, t1)− v(y, t2)| dV(y),

P3 =
C

t2−t1

∫
B√t2−t1

(x)
|v(y, t2)− v(x, t2)| dV(y),

Using (1-33), we obtain

(1-36) P1 ≤
CT

t2−t1

∫
B√t2−t1

(x)
|x − y|α dV (y) ≤ CT (t2− t1)α/2.

In the same way, we have

(1-37) P3 ≤ CT (t2− t1)α/2.

From Hölder’s inequality and (1-34) it follows that

(1-38) P2 ≤ C sup
t1≤τ≤t2

∫
B√t2−t1

(x)

∣∣∣∂v
∂s

∣∣∣(y, τ ) dV (y)

≤ C
√

t2− t1 sup
t1≤τ≤t2

(∫
B√t2−t1

(x)

∣∣∣∂v
∂s

∣∣∣2(y, τ ) dV (y)
)1/2

≤ CT
√

t2− t1.

Putting (1-36), (1-37) and (1-38) in (1-35), and noticing that
√

t2− t1 ≤ (t2− t1)α/2
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for all 0< t2− t1 < 1, we find

(1-39) |v(x, t1)− v(x, t2)| ≤ CT (t2− t1)α/2.

Therefore, from (1-33) and (1-39), we see that (1-32) holds. In view of (1-32), we
may apply the standard regularity theory for parabolic equations (see for example
[Friedman 1964]) to derive the existence of a constant C̃T depending on T and
α ∈ (0, 1) such that

‖v‖C2+α,1+α/2(M×[0,T )) ≤ C̃T .

This establishes the existence part of Theorem 0.1. The uniqueness follows from
Proposition 1.5. �

Remark 1.4. Following the proof of Theorem 0.1, we see that, for all T > 0 fixed,
if ‖u0‖C2+α(M) ≤ K for some constant K > 0, then there exists a constant CT > 0
depending on K and T such that

‖u‖C2+α,1+α/2(M×[0,T ]) ≤ CT .

Continuity of the flow with respect to its initial data. We now state the continuity
of the flow with respect to its initial data, which will be useful for the proof of
Theorem 0.3 (see Section 2). The proof is standard and we omit it.

Proposition 1.5. Let u, v ∈ C2+α,1+α/2
loc (M ×[0,+∞)), α ∈ (0, 1) be solutions of

∂

∂t
ev =1v− Q+ ρ ev∫

M ev dV
,

v(x, 0)= v0(x),

and 
∂

∂t
eu
=1u− Q+ ρ eu∫

M eu dV
,

u(x, 0)= u0(x),

where u0, v0 ∈ C2+α(M). Then for all T > 0, there exists a constant CT > 0,
depending on ‖u0‖C2+α(M), ‖v0‖C2+α(M) and T , such that

(1-40) ‖u− v‖C2+α,1+α/2(M×[0,T ]) ≤ CT ‖u0− v0‖C2+α(M).

Remark 1.6. One can also prove that, for all T > 0 fixed, if ‖u0‖C2+α(M) ≤ K1

and ‖v0‖C2+α(M) ≤ K2 for some constants K1, K2 > 0, then there exists a constant
CT > 0 depending on K1, K2 and T such that

‖u− v‖C2+α,1+α/2(M×[0,T ]) ≤ CT ‖u0− v0‖C2+α(M).
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2. Convergence of the flow

This section is devoted to the proof of Theorems 0.2, 0.3 and 0.4.

Proof of Theorem 0.2. Let v : M ×[0,+∞)→ R be the global solution of (0-4).
Throughout this subsection, we assume without loss of generality that

∫
M ev(t) dV =

1 for all t ≥ 0. C will denote constants not depending on t .
In order to prove Theorem 0.2, we need to bound ‖v(t)‖H2(M), t ≥ 0 uniformly

in time. For this, we first bound ‖v(t)‖H1(M), t ≥ 0 uniformly in time. To bound
‖v(t)‖H1(M), we use the compactness result of Theorem 0.5. More precisely, using
Theorem 0.5, we first prove that there exists a sequence (tn)n with limn→+∞ tn =
+∞ such that

‖v(tn)‖H2(M) ≤ C, ∀n ≥ 0.

Therefore we aim to prove that there exists a sequence (tn)n , limn→+∞ tn =+∞,
such that, setting vn = v(tn) and hn =−(∂v/∂t)(tn), the sequence (vn)n ⊆ H 2(M)
satisfies conditions (0-8) of Theorem 0.5. First, we show that there exists a sequence
(tn)n , limn→+∞ tn =+∞, such that (0-8)(i) is satisfied for vn = v(tn). Recall that
for all T > 0, ∫ T

0

∫
M

(
∂v(t)
∂t

)2
ev(t) dV dt = Jρ(v(0))− Jρ(v(T )).

Using hypothesis (2-5), we deduce that there exists a sequence (tn)n such that
n ≤ tn ≤ n+ 1, for all n ∈ N, and

(2-1) lim
n→+∞

∫
M

∣∣∣∂v(tn)
∂t

∣∣∣2ev(tn) dV = 0.

The next proposition shows that condition (0-8)(ii) of Theorem 0.5 is satisfied.

Proposition 2.1. We have

(2-2) −
∂ev(x,t)

∂t
+ ρev(x,t) ≥−C, ∀t ≥ 0, ∀x ∈ M.

Proof. Set
R(x, t)= e−v(x,t)(−1v(x, t)+ Q(x)).

We can rewrite equation (0-4), satisfied by v, in the form

∂v(x, t)
∂t

=−(R(x, t)− ρ).

Hence
∂R(x, t)
∂t

= R(x, t)(R(x, t)− ρ)+ e−v(x,t)1R(x, t).

Define Rmin(t)=minx∈M R(x, t). Using the maximum principle (as in (1-8), we



A MEAN FIELD TYPE FLOW, II: EXISTENCE AND CONVERGENCE 335

may assume that Rmin(t) is differentiable), we find

∂Rmin(t)
∂t

≥−ρRmin(t).

Integrate between 0 and t to obtain

Rmin(t)≥ e−ρt Rmin(0).

This implies that

(2-3) −
∂ev(x,t)

∂t
+ ρev(x,t) ≥−|Rmin(0)|e−ρt+v(x,t).

Set vmax(t)=maxx∈M v(x, t). By the maximum principle, we have

∂

∂t
evmax(t) ≤ ρ

( 1
ρ
‖Q‖L∞(M)+ evmax(t)

)
.

Integrating again between 0 and t , we get

(2-4) evmax(t)−ρt
≤ evmax(0)+

1
ρ
‖Q‖L∞(M)−

1
ρ
‖Q‖L∞(M)e

−ρt
≤ C.

Combining (2-3) and (2-4), we finally conclude

−
∂ev(x,t)

∂t
+ ρev(x,t) ≥−C |Rmin(0)| ≥ −C. �

We are now in position to bound ‖v(t)‖H1(M), t ≥ 0, uniformly in time.

Proposition 2.2. Let ρ ∈ (8kπ, 8(k+1)π), k ∈N∗ and v(t) :M→R be the solution
of (0-4). Suppose that

(2-5) Jρ(v(t))≥−C, ∀t ≥ 0.

Then there exists a constant C̃ , depending on M , Q, ρ, α and ‖v0‖C2+α(M) but not
on T , such that

(2-6) ‖v(t)‖H1(M) ≤ C̃, ∀t ≥ 0.

Proof. Thanks to (2-1) and (2-2), from Theorem 0.5 there exists a constant C > 0
such that

‖v(tn)‖H2(M) ≤ C,

where (tn)n is the sequence defined in (2-1). By Sobolev’s embedding theorem, it
follows that ‖v(tn)‖Cα(M) ≤ C for all α ∈ (0, 1). Since limn→+∞ tn =+∞, for all
sufficiently large t ≥ 0 there exists n ∈ N such that tn ≤ t ≤ tn+1. Moreover, since
|tn+1− tn| ≤ 2, we have |t − tn| ≤ 2. We claim that for all p > 1,

(2-7)
∫

M
epv(t) dV ≤ C, ∀t ≥ 0.
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Since v(t) satisfies (0-4), integrating by parts and using Young’s inequality, we see
that

∂

∂t

∫
M

epv(t) dV

=−p(p− 1)
∫

M
|∇v(t)|2e(p−1)v(t) dV − p

∫
M

Qe(p−1)v(t) dV + pρ
a

∫
M

epv(t) dV

≤ C
∫

M
e(p−1)v(t) dV+ pρ

a

∫
M

epv(t) dV

≤ C+C
∫

M
epv(t) dV .

Setting y(t)=
∫

M epv(t) dV and integrating the previous inequality between tn and
t , it follows that

y(t)≤ eC(t−tn)y(tn)+C
(
eC(t−tn)− 1

)
.

Since ‖v(tn)‖Cα(M) ≤ C , α ∈ (0, 1), and |t − tn| ≤ 2, we have that (2-7) is satisfied.
Fix t ≥ 0 and set

Mε = {x ∈ M : ev(x,t) < ε},

where ε > 0 is a real number which will be determined shortly. We have

(2-8) 1=
∫

M
ev(t) dV =

∫
Mε

ev(t) dV +
∫

M\Mε

ev(t) dV

≤ ε|Mε| + |M\Mε|
1−1/p

(∫
M

epv(t) dV
)1/p

.

Thus, taking ε = 1
2|M |

, (2-7) implies

1
2 ≤ C |M\Mε|

1−1/p.

Since p > 1, we get

(2-9) |M\Mε| ≥

( 1
2C

)p/(p−1)
> 0.

Set A = M\Mε, so that

(2-10)
∫

A
v(t) dV ≥ ln

( 1
2|M |

)
|A|.

On the other hand, we have∫
A
v(t) dV ≤

∫
A

ev(t) dV ≤ 1.
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From this inequality and (2-10), we deduce that there exists a constant C such that

(2-11)
∣∣∣∣∫

A
v(t) dV

∣∣∣∣≤ C.

Arguing the same way as in Proposition 1.2, (2-9) and (2-11) imply that there exists
a constant C̃ not depending on t such that, for all t ≥ 0,

‖v(t)‖H1(M) ≤ C̃ . �

Proof of Theorem 0.2. First, we prove that

(2-12)
∫

M
(1v(t))2 dV ≤ C, ∀t ≥ 0

following the arguments of Brendle [2003]. Set

V (t)= ∂v(t)
∂t

and
y(t)=

∫
M

V 2(t)ev(t) dV .

We claim that limt→+∞ y(t)= 0. By (2-6), we have for all T ≥ 0

(2-13)
∫ T

0

∫
M

(
∂v(t)
∂t

)2
ev(t) dV dt ≤ Jρ(v(0))− Jρ(v(T ))≤ C,

where C is a constant not depending on T . Let ε be some positive real number.
From (2-13), we deduce that there exists t0 ≥ 0 such that y(t0)≤ ε.

We want to prove that
y(t)≤ 3ε, ∀t ≥ t0.

Otherwise, define
t1 = inf{t ≥ t0 : y(t)≥ 3ε}<+∞.

This implies that

(2-14) y(t)≤ 3ε, ∀t0 ≤ t ≤ t1.

Since ∂v(t)
∂t
= e−v(t)(1v(t)− Q)+ ρ, using (2-14) we arrive at

(2-15)
∫

M
e−v(t)(1v(t)− Q)2 dV = y(t)+ ρ2

≤ C1, ∀t0 ≤ t ≤ t1,

where C1 denotes a constant depending on ε, and thus on t1. From (2-7), we have
for all t ≥ 0

(2-16)
∫

M
e3v(t) dV ≤ C,
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with C independent of t1. Using Hölder’s inequality, (2-15) and (2-16), we obtain
for all t0 ≤ t ≤ t1∫

M
|1v(t)− Q|3/2 dV ≤

(∫
M

e−v(t)(1v(t)− Q)2 dV
)3/4(∫

M
e3v(t) dV

)1/4

≤ C1.

Thus,
∫

M |1v(t)|
3/2 dV ≤ C1 for all t0 ≤ t ≤ t1. From Sobolev’s embedding

theorem, we get

(2-17) |v(t)| ≤ C1, ∀t0 ≤ t ≤ t1.

On the other hand, we see that V (t)= ∂v(t)/∂t satisfies

(2-18) ∂V (t)
∂t
=−V (t)e−v(t)1v(t)+ e−v(t)1V (t)+ QV (t)e−v(t).

Now, using (2-18), we have for all t0 ≤ t ≤ t1

∂y(t)
∂t
=
∂

∂t

(∫
M

V 2(t)ev(t) dV
)

= 2
∫

M
V (t)ev(t)

(
e−v(t)1V (t)− V (t)e−v(t)1v(t)+ QV (t)e−v(t)

)
dV

+

∫
M

V 3(t)ev(t) dV

Integrating by parts, we obtain

(2-19) ∂y(t)
∂t
=−2

∫
M
|∇V (t)|2 dV −

∫
M

V 3(t)ev(t) dV+ 2ρ
∫

M
V 2(t)ev(t) dV .

The Gagliardo–Nirenberg inequality now gives

‖V (t)‖L3
g1
(M) ≤ C‖V (t)‖2/3L2

g1
(M)‖V (t)‖

1/3
H1

g1
(M),

where the norms are taken with respect to the metric g1(t)= ev(t)g. From (2-17),
notice that the first eigenvalue of the Laplacian λ̃1(t) with respect to the metric
g1(t) satisfies, for all t0 ≤ t ≤ t1,

(2-20) λ̃1(t)≥ C1.

Combining
∫

M V ev dV = 0, Poincaré’s inequality and (2-20), we have

(2-21)
∫

M
ev|V |3 dV ≤ C1

(∫
M

V 2ev dV
)(∫

M
|∇V |2 dV

)1/2

.

Thus we obtain, from (2-19), (2-21) and Young’s inequality,

∂

∂t

(∫
M

V 2ev dV
)
≤ C1

(∫
M

V 2ev dV
)2

+C
(∫

M
V 2ev dV

)
,
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i.e.,
∂

∂t
y(t)≤ C1 y2(t)+Cy(t).

Since y(t0)≤ ε and y(t1)= 3ε, we find

2ε ≤ y(t1)− y(t0)≤ (C1+C)
∫ t1

t0
y(t) dt.

Choosing t0 large enough, we have (C1+C)
∫
+∞

t0
y(t) dt ≤ ε, and thus we obtain

a contradiction. We conclude that

y(t) −→
t→+∞

0,

and thereby find t1 = +∞. This implies that all previous estimates hold for all
t ≥ 0. Thus, for all t ≥ 0 we have |v(t)| ≤ C and∫

M
e−v(t)(1v(t)− Q)2 dV ≤ C.

It follows that, for all t ≥ 0,
∫

M(1v(t))
2 dV ≤ C .

Thus, using (2-6), for all t ≥ 0 we have ‖v(t)‖H2(M) ≤ C . Therefore, there exist
a function v∞ ∈ H 2(M) and a sequence (tn)n with limn→+∞ tn =+∞ such that

v(tn) −→
n→+∞

v∞ weakly in H 2(M)

and
v(tn) −→

n→+∞
v∞ in Cα(M), α ∈ (0, 1).

It is easy to check that v∞ is a solution to

−1v∞+ Q = ρ ev∞∫
M ev∞ dV

,

and, by bootstrap regularity arguments, we have v∞ ∈ C∞(M). To obtain that
‖v(tn)− v∞‖H2(M) −→n→+∞

0, notice that∫
M
(1v(tn)−1v∞)2 dV

=

∫
M

(
ρ

a
(
ev∞ − ev(tn)

)
+
∂ev(tn)

∂t

)2

dV

≤ C
∫

M

(
ev∞ − ev(tn)

)2 dV+C
∫

M

∣∣∣∂v
∂t
(tn)

∣∣∣2ev(tn) dV −→
n→+∞

0.

Since the flow is a gradient flow for the functional Jρ , which is real analytic,
from a general result of Simon [1983] we finally obtain that

‖v(t)− v∞‖H2(M) −→n→+∞
0. �
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Proof of Theorem 0.3. We prove the existence of an initial data v0 ∈ C∞(M) for
the flow (0-4) such that the functional Jρ(v(t)), t ≥ 0, is uniformly bounded from
below. From standard parabolic theory, it is easy to see that for v0 ∈ C∞(M), the
solution v of (0-4) belongs to C∞(M ×[0,+∞)).

Let X be the space of functions C∞(M) endowed with the norm ‖ · ‖C2+α(M),
and define

8 : X ×[0,+∞)−→ C∞(M ×[0,+∞))

by letting 8(v, t) be a solution of
∂8(v, t)
∂t

= e−8(v,t)18(v, t)− e−8(v,t)Q+ ρ∫
M e8(v,t) dV

,

8(v, 0)= v.

Suppose that for all v ∈ X , we have

(2-22) Jρ(8(v, t)) −→
t→+∞

−∞.

Let L > 0. Following the same arguments as in [Malchiodi 2008], one can show that
there exists L1 > 0 such that {v ∈ X : Jρ(v)≤−L1} is not contractible. However,
we prove that if (2-22) is satisfied then {v ∈ X : Jρ(v)≤−L} is contractible. We
proceed in two steps.

Step 1. Let L > 0 be fixed and

Tv = inf{t ≥ 0 : Jρ(8(v, t))≤−L},

then the function T : C2+α(M)→ R, v 7→ Tv is continuous.

Proof of Step 1. From (2-22), we have

{t ≥ 0 : Jρ(8(v, t))≤−L} 6=∅,

and from the uniqueness of solutions of (0-4) having the same initial data, one
can prove that Jρ(8(v, t)) is strictly decreasing on [0,+∞). Let v̄ ∈ C∞(M) and
(vn)n ∈ C∞(M) be a sequence such that limn→+∞ vn = v̄ in C2+α(M). We claim
that limn→+∞ Tv,n = Tv̄. To prove this, we consider two cases depending on the
value of Jρ(v̄).
First case. Suppose that Jρ(v̄) < −L . Since the function t → Jρ(8(v̄, t)) is
decreasing, we have Jρ(8(v̄, t)) <−L for all t ≥ 0. We deduce that Tv̄ = 0. Since
limn→+∞ vn = v̄ in C2+α(M), it is easy to see that

Jρ(vn) −→
n→+∞

Jρ(v̄).
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Thus, there exists n0 ∈ N such that Jρ(vn)≤−L for all n ≥ n0. So, we obtain that
Tvn = 0= Tv̄ for all n ≥ n0. This implies that

Tvn −→n→+∞
Tv̄.

Second case. Suppose that Jρ(v̄)≥−L . In this case, Tv̄ verifies Jρ(8(v̄, Tv̄))=−L .
Setting Tn := Tvn and supposing that Tn does not converge to Tv̄, then, up to
extracting a subsequence, there exists ε0 > 0 such that |Tn − Tv̄| ≥ ε0. So we have
Tn ≥ ε0+ Tv̄ or Tn ≤−ε0+ Tv̄. Suppose, without loss of generality, that

(2-23) Tn ≥ ε0+ Tv̄.

Set T = Tv̄ + ε0+ 1. Since limn→+∞ vn = v̄ in C2+α(M) by Proposition 1.5, it is
easy to see that

(2-24) Jρ(8(vn, t)) −→
n→+∞

Jρ(8(v̄, t)),

for all t fixed in [0, T ]. Since t→ Jρ(8(v̄, t)) is strictly decreasing, we have

α1 = Jρ(8(v̄, Tv̄))− Jρ(8(v̄, Tv̄ + ε0)) > 0.

From (2-24), since Tv̄ + ε0 ∈ [0, T ], we get

Jρ(8(vn, Tv̄ + ε0)) −→
n→+∞

Jρ(8(v̄, Tv̄ + ε0))=−L −α1,

and from (2-23),
Jρ(8(vn, Tn))≤ Jρ(8(vn, Tv̄ + ε0)).

This implies that, if n tends to+∞,−L ≤−L−α1. Thus we obtain a contradiction.

Step 2. If (2-22) holds, then the set {v ∈ X : Jρ(v)≤−L} is contractible.

Proof of Step 2. We construct a deformation retract from {v ∈ X} into {v ∈ X :
Jρ(v) ≤ −L}. Since {v ∈ X} is contractible, {v ∈ X : Jρ(v) ≤ −L} must also be
contractible. We denote by h the one-to-one function defined by

h(t) : [0, 1)→ [0,+∞), t 7→ t
1−t

,

and by η(v, t) : X ×[0, 1] → X the function defined by

η(v, t)=
{
8(v, h(t)) if h(t)≤ Tv,
8(v, Tv) if h(t)≥ Tv.

First we prove that η = 8 ◦ 81 : X × [0, 1) → X is continuous, in which
81 : X ×[0, 1)→ X ×[0,+∞) is the function defined by
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81(v, t)=
{
(v, h(t)) if h(t)≤ Tv,
(v, Tv) if h(t)≥ Tv.

From Step 1, 81 : X ×[0, 1)→ X ×[0,+∞) is a continuous function. Therefore,
to prove that η is a continuous map from X ×[0, 1)→ X , it is sufficient to prove
that, for T > 0 fixed, 8 : X ×[0, T ] → X is continuous.

Let (vn, tn)∈C∞(M)×[0, T ] be such that limn→+∞ vn = v in C2+α(M), where
v ∈ C∞(M) and limn→+∞ tn = t ∈ [0, T ]. Then we have

(2-25) ‖8(vn, tn)−8(v, t)‖C2+α(M)

≤ ‖8(vn, tn)−8(vn, t)‖C2+α(M)+‖8(vn, t)−8(v, t)‖C2+α(M).

Since 8(vn, · ) ∈ C∞(M ×[0, T ]), Theorem 0.1 implies that for all t ∈ [0, T ],∥∥∥∂8(vn, t)
∂t

∥∥∥
C2+α(M)

≤ CT ,

where CT denotes a constant not depending on n. We deduce that

(2-26) ‖8(vn, tn)−8(vn, t)‖C2+α(M)

=

∥∥∥∥∫ t

tn

∂8(vn, s)
∂s

ds
∥∥∥∥

C2+α(M)

≤ |tn − t | max
s∈[tn,t]

∥∥∥∂8(vn, s)
∂s

∥∥∥
C2+α(M)

−→
n→+∞

0.

On the other hand, using Proposition 1.5, we have for all t ∈ [0, T ]

(2-27) ‖8(vn, t)−8(v, t)‖C2+α(M) ≤ CT ‖vn − v‖C2+α(M) −→n→+∞
0.

Combining (2-25) , (2-26) and (2-27), we find that

‖8(vn, tn)−8(v, t)‖C2+α(M) −→n→+∞
0.

Thus η is continuous from X×[0, 1)→ X . It remains to prove that it is continuous
on X × [0, 1]. Let (vn, tn) ∈ C∞(M)× [0, 1] be such that limn→+∞ vn = v̄ in
C2+α(M), where v̄ ∈ C∞(M), and limn→+∞ tn = 1. From Step 1, we have

Tvn = Tn −→
n→+∞

Tv̄.

Since Tn is finite and limn→+∞ tn = 1, it follows that limn→+∞ h(tn)=+∞. So,
for sufficiently large n, h(tn)≥ Tn and thus η(vn, tn)=8(vn, Tn). We have, in the
same way as (2-26) and (2-27), that

‖η(vn, tn)− η(v̄, 1)‖C2+α(M)

= ‖8(vn, Tn)−8(v̄, Tv̄)‖C2+α(M)

≤ ‖8(vn, Tn)−8(v̄, Tn)‖C2+α(M)+‖8(v̄, Tn)−8(v̄, Tv̄)‖C2+α(M) −→n→+∞
0.



A MEAN FIELD TYPE FLOW, II: EXISTENCE AND CONVERGENCE 343

Therefore η is continuous from X ×[0, 1] → X .
Now it is easy to check that η is a deformation retract from X into the set
{v ∈ X : Jρ(v)≤−L}. Hence this set is contractible. �

Nonconvergence of the flow: proof of Theorem 0.4. To prove Theorem 0.4, it is
sufficient to prove that there exists a real number C > 0 depending on M , Q and ρ
such that, for all v0 ∈ C2+α(M) satisfying Jρ(v0) ≤ −C , the solution v(t) of the
flow (0-4), with v(x, 0)= v0(x) for all x ∈ M , satisfies

Jρ(v(t)) −→
t→+∞

−∞.

We recall (see [Li 1999]) that there exists a constant C0 ≥ 0 depending on M, Q
and ρ such that

(2-28) ‖w‖C2+α(M) ≤ C0

for any solution w ∈ C2+α(M), α ∈ (0, 1), of

−1w+ Q = ρew∫
M ew dV

.

Since Jρ(v(t)) is decreasing, if limt→+∞ Jρ(v(t)) 6= −∞ then there exists L ∈ R

such that
Jρ(v(t))≥ L , ∀t ∈ [0,+∞).

From Theorem 0.2, there is a function v∞ ∈ C∞(M) such that

‖v(t)− v∞‖H2(M) −→t→+∞
0

which is a solution of

(2-29) −1v∞+ Q = ρev∞∫
M ev∞ dV

.

It follows that
‖v∞‖C2+α(M) ≤ C0,

where C0 is the constant defined in (2-28). This implies that there exists a constant
C depending on M , Q, ρ and C0 such that

J (w∞)≥−C .

Since Jρ(v(t1))≤ Jρ(v(t2)), for all t1 ≥ t2, we have

Jρ(v0)≥ Jρ(v∞)≥−C .

However, Jρ(v0) ≤ −C by hypothesis. Therefore, by choosing C > C , we get a
contradiction. �
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ISOMETRIC EMBEDDING OF NEGATIVELY CURVED
COMPLETE SURFACES IN LORENTZ–MINKOWSKI SPACE

BING-LONG CHEN AND LE YIN

The Hilbert–Efimov theorem states that any complete surface with curva-
ture bounded above by a negative constant cannot be isometrically embed-
ded in R3. We demonstrate that any simply connected smooth complete sur-
face with curvature bounded above by a negative constant admits a smooth
isometric embedding into the Lorentz–Minkowski space R2,1.

1. Introduction

Weyl [1916] posed the problem whether every abstract compact smooth simply
connected 2-dimensional Riemannian manifold with positive curvature can be
isometrically embedded in R3. Weyl’s problem was investigated by Weyl, Lewy,
Alexandrov, and others, and finally resolved (in the smooth category) by Nirenberg
[1953] and Pogorelov [1952] independently. The generalization to the nonnegative
curvature case was done by Guan and Li [1994] and Hong and Zuily [1995], though
only C1,1 embedding was obtained.

For noncompact convex surfaces, the problem was solved by Olovjanisnikov in
the 1940s in the weak sense (see the survey article [Hong 2001]), and in smooth
category by Pogorelov [1973]. The result has been generalized to the nonnegatively
curved case in [Hong 1997]. For local isometric embeddings, there were important
breakthroughs by C.-S. Lin, Q. Han and J.-X. Hong [Lin 1985; 1986; Han et al.
2003; Han 2005; 2006] (see also the survey articles [Hong 2001; Yau 2000] and
the book [Han and Hong 2006]).

The story is completely different for surfaces with negative curvature. The famous
Hilbert–Efimov theorem [Hilbert 1901; Efimov 1964] asserts that any complete
surface with curvature bounded above by a negative constant cannot be realized
in R3. If the complete surface is negatively but not strongly negatively curved,
Hong [1993] found a sufficient and almost sharp condition for the existence of an
isometric embedding in R3.
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On the other hand, the hyperbolic plane H2 admits a canonical smooth isometric
embedding in the 3-dimensional Lorentz–Minkowski space R2,1 as a unit imagi-
nary sphere x2

3 − (x
2
1 + x2

2) = 1. Here R2,1 denotes R3 equipped with the metric
ds2
= dx2

1 + dx2
2 − dx2

3 . Instead of the Euclidean space R3, it is proved that the
Lorentz–Minkowski space R2,1 is the appropriate ambient space for the isometric
embedding of strongly negatively curved surfaces.

We remark that the problem of isometric embedding of Riemannian manifolds
into Lorentzian manifolds has been investigated by many authors. Schlenker [2001]
found a Hilbert–Efimov type theorem in the anti-de Sitter space. A celebrated
theorem of Schoen and Yau [1981] states that a 3-dimensional complete asymptotic
flat Riemannian manifold (M3, g, p) with dominant energy condition

(1-1) R− |pi j |
2
+ (trg p)2 ≥ 2|∇ j (pi j

− (trg p)gi j )|g

and zero ADM mass, where pi j is a symmetric 2-tensor, admits an isometric
embedding into R3,1 such that pi j is the second fundamental form. Delanoë [1988]
and Guan [2007] constructed smooth isometric embeddings of a negatively curved
compact 2-disc D with smooth boundary ∂D into Lorentz–Minkowski space R2,1.

The purpose of this paper is to find global isometric embeddings for complete
negatively curved surfaces into R2,1. The main result is the following:

Theorem 1.1. Let (M, g) be a smooth 2-dimensional simply connected complete
Riemannian manifold with curvature K satisfying

(1-2) K ≤−C1

for some positive constant C1 > 0. There exists a smooth isometric embedding
X : M→R2,1, and the spacelike submanifold X (M) is a graph over R2

⊂R2,1, say
(x1, x2, 0) 7→ (x1, x2, Z(x1, x2)), satisfying

(1-3)
√

x2
1 + x2

2 ≤ Z(x1, x2)≤

√
1

C1
+ x2

1 + x2
2 .

Remark 1.2. It is likely that the solution of the isometric embedding problem is
not unique (up to isometries of R2,1) if we drop the restriction (1-3). Actually, a
remarkable fact (see [Guan et al. 2006]) is that there are many distinct isometric em-
beddings for the hyperbolic plane H2 into R2,1; some even have unbounded second
fundamental forms and violate (1-3). In this sense, the natural isometric embedding
provided by Theorem 1.1 is rather special. The construction and classification of
all exotic embeddings deserve further study.

An interesting (but not direct) corollary of Theorem 1.1 is the following:

Theorem 1.3. Let (M2, g) be a compact 2-dimensional Riemannian manifold with
negative Gaussian curvature. Then there is a smooth symmetric positive definite
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(0, 2)-tensor hi j , which is invariant under the isometry group of (M2, g), such that

(1-4)
Ri jkl =−(hikh jl − hilh jk),

∇i h jk =∇ j hik,

where Ri jkl is the curvature tensor of the manifold.

The proof of Theorem 1.3 relies on a uniqueness theorem of isometric embed-
dings. Unfortunately, the uniqueness of the isometric embeddings in Theorem 1.1
has not been proven. Technically, the proof of the uniqueness theorem involves the
estimates of the second fundamental form. Note that by Remark 1.2, it is possible
that some exotic embeddings may violate these estimates. We remark that the
boundedness of the second fundamental form is not sufficient to guarantee the
uniqueness of the isometric embedding (see [Guan et al. 2006, Theorem 2.3]).

The proof of the main theorem is reduced to solving certain equations of Monge–
Ampère type

(1-5)
det(∇2u+ g)

det(g)
=−Kg(|∇u|2+ 2u)

on the whole manifold M . The corresponding Dirichlet problems may be solved on
a sequence of exhausting domains �l with some particular boundary values. The
problem amounts to deriving certain uniform a priori estimates for these solutions
ul . The bulk of the present paper is devoted to these estimates.

In Section 2, we sketch a proof of the main theorem and derive the zeroth- and
first-order estimates. In Section 3, we derive the second- and higher-order estimates
and prove Theorem 1.1. In Section 4, to prove Theorem 1.3, we derive some
estimates of the second fundamental form (Theorem 4.1) and obtain a uniqueness
theorem (Theorem 4.4) for isometric embeddings. Finally, in the appendix we
supply an alternative, straightforward argument for the second-order derivative
estimate.

2. Zeroth- and first-order estimates

Sketch of proof. Suppose X : M→ R2,1 is an isometric embedding. Then X (M)
is a spacelike submanifold and the Gauss–Codazzi–Weingarten equations read as
follows:

(2-1)

∇i∇ j X = hi j En,

∇i En = hi j g jk Xk,

Ri jkl =−(hikh jl − hilh jk),

∇i h jk =∇ j hik,
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where En is the normal vector, hi j the second fundamental form, and Ri jkl the
curvature tensor.

Let u =−1
2〈X, X〉, where 〈· , ·〉 is the Lorentz–Minkowski metric. By (2-1), we

have

(2-2)
∇i u =−〈X, X i 〉,

∇i∇ j u =−hi j 〈En, X〉− gi j .

Since

〈X, X〉 =
2∑

i, j=1

gi j
〈X, X i 〉〈X, X j 〉− 〈X, En〉2

=|∇u|2−〈X, En〉2,

it follows that

(2-3) 〈X, En〉2 = |∇u|2+ 2u.

Combining (2-1), (2-2), and (2-3), we get

(2-4)
det(∇2u+ g)

det(g)
=−Kg(|∇u|2+ 2u).

Note that the equation (2-4) satisfied by the function − 1
2〈X, X〉 is an intrinsic

equation on the manifold (M, g).
Conversely, if we can find a bounded positive solution u of (2-4) on M , we

will show that this yields an isometric embedding X : (M, g)→ R2,1 such that
−

1
2〈X, X〉 = u. To construct this isometric embedding, we need to introduce the

polar coordinates in the open future timelike cone

I+ =
{
(x1, x2, x3) ∈ R2,1 ∣∣ √x2

1 + x2
2 < x3

}
.

In this polar coordinate system, the Lorentz–Minkowski metric takes the form

(2-5) −dr2
+ r2ds2

H,

where r =
√

x2
3 − x2

1 − x2
2 and ds2

H is the hyperbolic metric (K =−1) of the unit
imaginary sphere r = 1.

Proposition 2.1. For a positive C2 function u on M , define a new metric

ḡ =
g+

(
d
√

2u
)2

2u
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on M. The Gaussian curvature K ḡ of ḡ is given by

(2-6) K ḡ =−1+

det(∇2u+g)
det(g)

+ Kg(|∇u|2+ 2u)(
1+ |∇u|2

2u

)2
.

Proof. The Gaussian curvature of the metric g1 , g+
(
d
√

2u
)2 can be computed

by the formula

Kg1 =
1

1+
∣∣∇√2u

∣∣2
(

Kg +
det
(
∇

2
√

2u
)

det(g)
(
1+

∣∣∇√2u
∣∣2)
)
.

(see [Guan 2007; Hong 2001]). From

gi j
1 = gi j

−
ui u j

2u+ |∇u|2
and 01

k
i j −0

k
i j =

uk

2u+ |∇u|2

(
∇

2
i j u−

ui u j

2u

)
we may calculate 1g1 log u by the formula

1g1 log u = gi j
1

(
∇

2
i j log u− (01

k
i j −0

k
i j )(log u)k

)
,

where ∇2
i j log u is the Hessian of log u with respect to the metric g. By the curva-

ture formula of conformal transformation ḡ = g1/2u, a long but straightforward
computation gives us

K ḡ

2u
= Kg1 +

1
2
1g1 log u =−

1
2u
+

1
2u

det (∇2u+g)
det(g)

+ Kg(|∇u|2+ 2u)(
1+ |∇u|2

2u

)2
. �

Remark 2.2. If u is a bounded positive smooth solution to (2-4), then the metric
ḡ in Proposition 2.1 is complete and has constant curvature −1. Hence there
exists an isometry i : (M, ḡ)→ H= {r = 1} and we can construct an embedding
I : (M, g)→ I+ ⊂ R2,1 as I (y),

(
i(y),
√

2u(y)
)

in the polar coordinate system
(2-5). It is clear that

(2-7) I ∗(−dr2
+ r2ds2

H)=−
(
d
√

2u
)2
+ 2ui∗ds2

H =−
(
d
√

2u
)2
+ 2uḡ = g,

which shows that the map I is the desired isometric embedding. The regularity of
the embedding I follows from the regularity of u.

Hence the proof of Theorem 1.1 may be reduced to solving equation (2-4). The
next theorem gives the required solution.

Theorem 2.3. Under the assumptions of Theorem 1.1, equation (2-4) has a smooth
bounded positive solution u such that 0< u ≤ 1/2C1.
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The following strategy will be adapted to solve (2-4). We first solve it on a
sequence of compact smooth exhausting domains �1 b �2 b · · · . Let ul be the
solution on �l . Fixing x0 ∈ M , we show that for any nonnegative integer k ≥ 0,
there exists a constant Dk > 0 such that

(2-8) sup
�l⊃B(x0,k+1)

|ul |Ck(B(x0,k)) ≤ Dk,

where the norm Ck(B(x0, k)) can be defined on some (indeed any) fixed finite
coordinate covering of B(x0, k). Once (2-8) has been obtained, we use the Arzelà–
Ascoli theorem to extract a subsequence of ul such that the limit is a smooth solution
of equation (2-4).

Indeed, we choose simply �l = B(x0, l) and consider the Dirichlet problem

(2-9)


det(∇2u+ g)

det(g)
=−Kg(|∇u|2+ 2u),

u|∂B(x0,l) =
1

2C2(l)
,

where C2(l)=maxx∈B(x0,l)(−Kg(x)).
Clearly, (2-9) has a subsolution u0 ≡ 1/2C2(l), i.e.,

det(∇2u0+ g)
det(g)

≥−Kg(|∇u0|
2
+ 2u0).

By continuity methods, this implies that (2-9) admits a smooth solution ul which
satisfies ul ≥ u0 and ∇2ul + g > 0 (see [Guan 1998]).

The main task of the subsequent sections is to derive a priori estimates for the
solutions ul so that (2-8) holds. For convenience, we drop the subscript l from ul

and �l in the process of the computations.

Zeroth- and first-order estimates.

Proposition 2.4. The solution u of the Dirichlet problem (2-9) satisfies

(2-10) 1
2C2(l)

≤ u ≤ 1
2C1

.

Proof. By applying the maximum principle to u, we have

1
2C2(l)

≤ u ≤max
{

sup�
(
−

1
2Kg

)
,

1
2C2(l)

}
≤

1
2C1

. �

Proposition 2.5 (first-order estimate). The gradient of the solution u of (2-9) satis-
fies

(2-11) |∇u| ≤ 2
√

C1
.
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Proof. We choose

ξ =
1

2C2(l)
+

2
√

C1
(l − d(x0, · ))

as a barrier function. Clearly ξ satisfies ξ |∂� = 1/2C2(l) and |∇ξ | ≤ 2/
√

C1. By
the standard Hessian comparison theorem

Hess(d)|
(∇d)⊥ ≥

√
C1 coth

(
d
√

C1
)
,

we have
1ξ =−

2
√

C1
1d ≤−2.

On the other hand, from ∇2u+ g > 0, we know that

1u+ 2> 0.

Hence 1(u− ξ) > 0 on �. The maximum principle implies that u ≤ ξ . Therefore
we have

(2-12) |∇u|
∣∣
∂�
≤ |∇ξ | ≤

2
√

C1
.

Now we consider the quantity |∇u|2 + 2u. The maximum maxS�(|∇u|2 + 2u) is
achieved either on the boundary or in the interior of the domain. In the former case,
the maximum is bounded by 4/C1+ 1/C2(l) by (2-12). In the latter case, suppose
the maximum is achieved at some point x̄ ∈�. Since

0=∇i (|∇u|2+ 2u)(x̄)= 2(ui j + gi j )u j (x̄)

and ui j + gi j > 0, it follows that |∇u|(x̄)= 0, and therefore

maxS�(|∇u|2+ 2u)≤maxS�(2u)≤ 1
C1
.

Combining both cases, we get

supS� |∇u| ≤max
{

2
√

C1
,

√
1

C1
−

1
C2(l)

}
=

2
√

C1
. �

Propositions 2.4 and 2.5 state that the function u and its gradient can be bounded
from above by a constant independent of the domain �l . Before estimating the
lower bound of u, we need to construct cutoff functions around points where the
values of u are not too large.

Lemma 2.6. Fix x̃ ∈M , and suppose there exist a real number r0> 0 and a solution
u of (2-9) defined on a domain �⊃ B(x̃, r0) satisfying

(2-13) u(x̃) <
r0

2
√

c2 coth(r0
√

c2 )
, where c2 = max

y∈B(x̃,r0)

(−Kg(y)).
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Let r2 , 2
√

c2 coth(r0
√

c2 ) be the denominator in (2-13). Then there are a domain
Q x̃ ⊂ B(x̃, r0) containing x̃ and a function ϕ x̃

∈ C2(Q̄ x̃) such that

(i) 0≤ ϕ x̃
≤

r0

r2
, ϕ x̃

∣∣
∂Q x̃
= 0, and

(2-14) ϕ x̃
≥

1
2

(r0

r2
− u(x̃)

)
on B

(
x̃,
√

C1

6

(r0

r2
− u(x̃)

))
;

(ii) |∇ϕ x̃
| ≤

3
√

C1
;

(iii) ∇2ϕ x̃
≥−(∇2u+ g).

Proof. Set

ξ = u+ d2(x̃, · )
r0r2

, Q x̃ =

{
ξ <

r0

r2

}
, ϕ x̃

=
r0

r2
− ξ.

Then ϕ x̃ satisfies (ii) by Proposition 2.5. By (ii) and assumption (2-13), we know
(i) holds. To check that ϕ x̃ satisfies (iii), we use the Hessian comparison theorem

∇
2d2(x̃, · )≤ 2d(x̃, · )

√
c2 coth

(
d(x̃, · )

√
c2
)
g

to conclude that

∇
2ξ ≤ ∇2u+ g. �

Proposition 2.7 (lower bound for u). For any x̃ ∈ M , r0 > 0, assume the solution
u of (2-9) is defined on a domain � ⊃ B(x̃, r0). Let c2 and r2 be defined as in
Lemma 2.6. Then

(2-15) u(x̃)≥min
{

r0

2r2
,

C1r2
0

9r2
2
,

1
32c2

}
.

Proof. Assume

(2-16) u(x̃) <
r0

2r2
.

Clearly the condition (2-13) holds for this r0. Consider the quantity u/ζ around x̃ ,
where ζ = ϕ x̃ is the cutoff function in Lemma 2.6. Suppose the minimum of u/ζ
is achieved at some point x̄ ∈ supp(ζ ). At the point x̄ , we have

(2-17) ∇u
u
=
∇ζ

ζ
and 0≤ ∇2 log u

ζ
=
∇

2u
u
−
∇

2ζ

ζ
.

Diagonalize ui j = λiδi j at x̄ with an orthonormal basis. It follows from (2-17) that
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(2-18)
∑ ∇i iζ

1+λi
≤
ζ

u

(
2−

2
√
(1+λ1)(1+λ2)

)
=

2ζ
u

(
1−

1
√

(−Kg)
(
|∇ζ |2u2/ζ 2

+2(u/ζ )ζ
)).

Combining (2-18) and Lemma 2.6, we have

−2≤
2ζ
u

(
1−

1√
(−Kg)

( 9
C1

u2

ζ 2 +
2r0
r2

u
ζ

)
)
.(2-19)

If the denominator in (2-19) is at most 1
2 , we get

(2-20) u
ζ
≥ 1.

On the other hand, if the denominator in (2-19) exceeds 1
2 , direct computation

shows that

(2-21)
u
ζ
≥min

{
2C1r0

9r2
,

r2

16r0c2

}
.

Combining (2-20) and (2-21), we have

u ≥ ζ min
{

1,
2C1r0

9r2
,

r2

16r0c2

}
.

Recalling (2-14) we immediately obtain (2-15). �

Corollary 2.8. For any r0 > 0, there is a constant C depending only on r0 and C1

such that

u(x̃)≥
C−1

maxB(x̃,r0)
(−Kg(x))

,(2-22)

for any solution u to (2-9) defined on �⊃ B(x̃, r0).

3. Second- and higher-order estimates

In this section, we give a purely local second-order derivative estimate. This estimate
could be done by Heinz–Lewy “characteristic” theory for Monge–Ampère equations
in dimension 2. The reader is referred to the lecture notes [Schulz 1990] for detailed
exposition. To state the result in [Schulz 1990], we consider the Monge–Ampère
equation for a function z = z(x, y) on a domain D ⊂ R2:

(3-1) (zxx +C)(zyy + A)− (zxy − B)2 = K (x, y, z)D(x, y, z, zx , zy) > 0,

where A, B,C, D are functions of x, y, z, p, q , and p = zx , q = zy .
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Assumption (i) z ∈ C1,1(D) and

(3-2) |zx | + |zy| ≤ K1.

Assumption (ii) A, B,C ∈ C1(D × R3), K ∈ Cµ(D × R) for some 0 < µ < 1,
D ∈ C1(D×R3), and

|A| + |B| + |C | + |D| ≤A1,(3-3)

K , D ≥ 1/A2,(3-4)

|∂D×R3 A| + · · · + |∂D×R3 D| ≤A3,(3-5)

|K |Cµ(D×R) ≤A4.(3-6)

Assumption (iii) The functions

(3-7)

φ1(x, y)= Ap,

φ2(x, y)= Aq + 2Bp,

φ3(x, y)= C p + 2Bq ,

φ4(x, y)= Cq

are Lipschitz continuous with

(3-8) [φ1]
D
0,1+ · · ·+ [φ4]

D
0,1 ≤A5.

Theorem 3.1 [Schulz 1990, Theorem 9.4.1]. Suppose z ∈ C1,1(D) is a solution
of (3-1) such that the above Assumptions (i), (ii), and (iii) hold with the constants
K1,A1, . . . ,A5. Then z ∈C2,µ

loc (D), and for any D′bD there is an interior estimate

(3-9) ‖∂2z‖Cµ(D′) ≤ C(µ,K1,A1 · · ·A5, dist(D′, ∂D)).

For any x̃ ∈ M , to invoke the result in [Schulz 1990], we fix a local coordinate
system (x, y) ∈D in M around x̃ . Take z(x, y) to be a solution u(x, y) of equation
(2-9) defined on �⊃ D. Then we find

(3-10)

A = g22−0
k
22 pk,

B =−g12+0
k
12 pk,

C = g11+0
k
11 pk,

D = gkl pk pl + 2z,

K (x, y, z)=−Kg(x, y) det(gi j ),

where p1 = p, p2 = q .
Note that by Propositions 2.4, 2.5, and 2.7, we have estimated the upper bound

of u, ∇u, and the lower bound of u in the coordinate system D. This gives rise to a
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control of the constants K1,A1, . . . ,A5 in terms of the geometry of (D, g). From
Theorem 3.1, we have immediately

Proposition 3.2. For any nonnegative integer k ≥ 0, there exists a constant Dk > 0
such that

(3-11) sup
�l⊃B(x0,k+1)

|ul |C2,µ(B(x0,k+ 1
2 ))
≤ Dk,

where the norm C2,µ(B(x0, k+ 1
2)) can be defined on some (and any) fixed finite

coordinate covering of B(x0, k+ 1
2).

We proceed to consider the third- and higher-order estimates (2-8). This may be
done by the standard Schauder estimate for elliptic equations.

Proposition 3.3. For any nonnegative integer k ≥ 0, there exists a constant Dk > 0
such that

(3-12) sup
�l⊃B(x0,k+1)

|ul |Ck(B(x0,k)) ≤ Dk,

where the norm Ck(B(x0, k)) can be defined on some (indeed any) fixed finite
coordinate covering of B(x0, k).

Proof. By (2-9), we see that ∇i u satisfies an equation of the type

(3-13) ĝ jmv jm = f (x, v,∇v),

where ĝ = ∇2u + g. By the previous second-order estimate, we know (3-13)
is uniformly elliptic on B(x0, k + 1

2) and the Cµ norm of ĝ and f are uniformly
bounded (independently of l). The result follows from the standard interior Schauder
estimate and a bootstrap argument. �

Proof of Theorem 2.3. By Proposition 3.3 and the Arzelà–Ascoli theorem, we may
extract a C∞loc convergent subsequence of ul . The limit is the desired solution. �

Theorem 1.1 follows from Theorem 2.3 (see Remark 2.2).

4. Estimating the second fundamental form

In this section, we refine the result in Theorem 1.1. We prove that under an additional
“smoothness” assumption on the Gaussian curvature, a particular embedding with
controlled second fundamental form will be obtained. More precisely, we have

Theorem 4.1. Let (M, g) be a smooth 2-dimensional simply connected complete
Riemannian manifold whose Gaussian curvature satisfies

(4-1) −C2 ≤ K ≤−C1
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and

(4-2) sup
d(x,y)≤1

|K (x)− K (y)|
d(x, y)µ

≤ Cµ

for some positive constants C2 ≥ C1 > 0, 1> µ> 0, Cµ > 0.
Then there exists a smooth isometric embedding X :M→R2,1 such that the space-

like submanifold X (M) is a graph over R2
⊂R2,1

: (x1, x2, 0)→ (x1, x2, Z(x1, x2))

satisfying these conditions:

(i)
√

1
C2
+ x2

1 + x2
2 ≤ Z(x1, x2)≤

√
1

C1
+ x2

1 + x2
2 .

(ii) |A| ≤ C , where A is the second fundamental form of the submanifold X (M),
and the constant C only depends on C1, C2, and Cµ.

The proof of Theorem 4.1 is based on Proposition 2.4 and Theorem 3.1 and the
following result.

Proposition 4.2. Under the assumptions (4-1) and (4-2) of Theorem 4.1, there
exists R > 0 such that M admits a covering of isothermal coordinate charts
{(Ui , (u1, u2))}, where with Ui = {(u1)2+ (u2)2 < R2

}, with these properties:

(i) For any y0 ∈ M , there is Ui0 with y0 ∈ {(u1)2+ (u2)2 < R2/4} ⊂Ui0 .

(ii) In each Ui , the metric g of M takes the form g = ψ
(
(du1)2+ (du2)2

)
, with

(4-3) c−1
≤ ψ ≤ c and |ψ |C2,µ(Ui )

≤ cµ,

for constants c and cµ independent of i . If additionally (4-6) is satisfied, we
have

(4-4) |ψ |C l+1,α(Ui ) ≤ cl,α for any α ∈ (0, 1),

where the cl,α are constants independent of i .

Proof of Theorem 4.1. By Proposition 2.4 and Theorem 1.1, we know there exists
a smooth isometric embedding X : M→ R2,1 such that u =− 1

2〈X, X〉 satisfying
1/2C2 ≤ u ≤ 1/2C1. Let R be the constant provided in Proposition 4.2. Let
the coordinates (x, y) in equation (3-1) be the isothermal coordinates (u1, u2) in
Proposition 4.2, z(x, y)= u(x, y), and D= {x2

+ y2 < R2/4}. In these coordinates,
(3-10) becomes

(4-5)

A = ψ −0k
22 pk,

B = 0k
12 pk,

C = ψ +0k
11 pk,

D = ψ−1(p2
1 + p2

2)+ 2z,

K (x, y, z)=−Kg(x, y)ψ2.



ISOMETRIC EMBEDDING OF NEGATIVELY CURVED COMPLETE SURFACES 359

Estimate (4-3) and Proposition 2.5 imply that there is a constant C depending
only on C1,C2,Cµ such that the constants in equations (3-2)–(3-8) can be bounded
by C ,

K1,A1, . . . ,A5 ≤ C.

Theorem 3.1 implies |∂i j u|Cµ(B(0,R/4)) ≤C . Combining this with (4-3) in particular
gives |hi j | ≤ C . This proves (ii) in Theorem 4.1. �

Remark 4.3. If the curvature covariant derivatives up to order l are assumed to be
bounded in Theorem 4.1, i.e.,

(4-6)
l∑

p=0

|∇
p K | ≤ C l

for some l ≥ 1, then the covariant derivatives of the second fundamental form of
X (M) up to order l − 1 are also bounded,

(4-7) sup
x∈X (M)

l−1∑
p=0

|∇
p A|(x)≤ C

for some C depending only on C l .

Actually, if (4-6) is assumed, notice that (4-4) holds. Then (4-7) follows by the
same argument as in Proposition 3.3.

An important application of Theorem 4.1 is to give a uniqueness theorem.

Theorem 4.4. Under the assumptions of Theorem 4.1, let X be the isometric
embedding constructed in Theorem 4.1.

(i) Let X̃ be another isometric embedding of (M, g) into R2,1 such that X̃(M) is
represented as a graph

(4-8)
√

y2
1 + y2

2 ≤ Z̃(y1, y2)≤

√
1
C
+ y2

1 + y2
2

in some Lorentz–Minkowski coordinate system {y1, y2, y3}. Then there is an
isometry ι ∈ Iso(R2,1) such that X̃ = ι ◦ X.

(ii) There is an injective homomorphism ρ : Iso(M, g)→ Iso(H)⊂ Iso(R2,1) such
that

(4-9) X ◦ γ = ρ(γ ) ◦ X

for any γ ∈ Iso(M, g), where Iso(M, g), Iso(H), and Iso(R2,1) are the groups
of isometries of M , the unit imaginary sphere in R2,1, and R2,1 respectively.
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Proof. After an isometry ι̃ of R2,1, ι̃ ◦ X̃(M) can be pinched between the light cone
and a hyperboloid associated to X , and we can define ũ =−1

2〈ι̃ ◦ X̃ , ι̃ ◦ X̃〉, which
satisfies 0< ũ ≤ C .

Using the polar coordinates in Remark 2.2, we know that ι̃ ◦ X̃ is determined by
ũ and an isometry

ĩ :
(

M,
g+

(
d
√

2ũ
)2

2ũ

)
→ H.

To show that ι̃ ◦ X̃ is congruent to X , it suffices to show that u = ũ. Indeed, once
we have u = ũ, it follows that ι̃ ◦ X̃ = σ ◦ X , where σ = ĩ i−1

∈ Iso(H)⊂ Iso(R2,1).
Then X̃ = ι ◦ X , where ι= ι̃−1

◦ σ .
We need some a priori estimates of ũ up to second order. To this end, we use

the powerful tool of the maximum principle in [Cheng and Yau 1980]. Since the
curvature is assumed to be bounded, for any C2 function F bounded from above,
there is a sequence of xk ∈ M and εk→ 0 such that

(4-10)

supM F − F(xk)≤ εk,

|∇F |(xk)≤ εk,

∇
2 F(xk)≤ εk g.

Note that ũ satisfies (2-4). Applying the above maximum principle to ũ and −ũ,
we immediately get

1
2C2
≤ ũ ≤ 1

2C1
.

We claim that the gradient of ũ is also bounded, and more precisely, it satisfies

|∇ũ| ≤ 1
√

C1
.

Indeed, for any x̃ ∈ M , let γ be a geodesic of unit speed such that γ (0)= x̃ . We
would like to control

∣∣ d
dt (ũ◦γ )(0)

∣∣. By the convexity of the function ũ+ 1
2 d2(x̃, . . .),

we know

t
∣∣∣ d
dt
(ũ ◦ γ )(0)

∣∣∣≤max{ũ(γ (t))− ũ(γ (0)), ũ(γ (−t))− ũ(γ (0))}+ t2

2
.

It follows that
∣∣ d

dt (ũ◦γ )(0)
∣∣≤1/

√
C1 by taking t=1/

√
C1. This implies |∇ũ|(x̃)≤

1/
√

C1, and the claim is proved.
Combining the gradient estimate of ũ with the proof of Proposition 3.2, we know

that |∇2ũ| is bounded.
Summarizing the above estimates, it follows that there is C > 0 such that

(4-11) 1/C ≤ ut ≤ C, |∇ut | ≤ C, ∇2ut + g ≥ C−1g,

where ut = u+ t (ũ− u), t ∈ [0, 1].
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Note that u and ũ satisfy the same equation (2-4). This implies

(4-12)
∫ 1

0
(g+∇2ut)

i j dt∇2
i j (ũ− u)=

∫ 1

0

2〈∇ut ,∇(ũ− u)〉+ 2(ũ− u)
|∇ut |

2+ 2ut
dt.

Let F = ũ− u in (4-10). Combining (4-10) with (4-11) and (4-12), we have

Cεk ≥ supM(ũ− u).

This gives u ≥ ũ. Similarly, we have u ≤ ũ. Hence u = ũ.
To prove (ii), one can show u ◦γ = u for any γ ∈ Iso(M, g) by Cheng and Yau’s

maximum principle (4-10). This implies Iso(M, g)⊂ Iso(M, ḡ), where

ḡ =
g+

(
d
√

2u
)2

2u
.

The desired injective homomorphism ρ : Iso(M, g)→ Iso(H) is given by

ρ(γ )= i ◦ γ ◦ i−1. �

Proof of Theorem 1.3. Let (M̃, g̃) be the universal cover of (M, g) with the induced
metric. Then the curvature of g̃ is pinched between two negative constants, and
all covariant derivatives of the curvature are bounded. By Theorem 4.4, there
is an isometric embedding X : (M̃, g̃)→ R2,1 and an injective homomorphism
ρ : Iso(M̃, g̃)→ Iso(R2,1) such that (4-9) holds. Let h̃i j be the second fundamental
form of X . Note that the deck transformation group 0 of M̃ over M is contained in
Iso(M̃, g̃). Combining (4-9), we know h̃i j is invariant under 0. This implies h̃i j

descends to a tensor hi j on M . This completes the proof of Theorem 1.3. �

5. Appendix

The purpose of this appendix is to give an alternative method for the second-order
estimate. The argument we present here is classical, straightforward, and may be
generalized to higher dimensions (see [Guan and Li 1996]). The price to be paid
is that this method requires some geometry of the background manifold. It works
well on those points where the values of a solution u of (2-9) are not too large in
comparison to the local geometry.

Proposition 5.1. There exists C > 0, depending only on C1, satisfying the following
property. Fixing x̃ ∈ M , suppose there exist a real number r0 > 0 and a solution u
of (2-9) defined on a domain �l ⊃ B(x̃, r0) such that

(5-1) u(x̃) <
r0

2
√

c2 coth(r0
√

c2)
, where c2 = max

y∈B(x̃,r0)

(−Kg(y)).
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Let r2 , 2
√

c2 coth(r0
√

c2 ). Then

(5-2) (g+∇2u)(x)≤
eCc′2

r0/r2− u(x̃)

(
1+
√

c4
r0
√

c2
+ c′2

(
1+

r0
√

c2
+ c3

r0
√

c2

))
on B

(
x̃, 1

6

√
C1
(
r0/r2− u(x̃)

))
, where

c′2 = max
x∈B(x̃,r0+1)

(−Kg(x)),

c3 = max
x∈B(x̃,r0)

|∇ log(−Kg(x))|,(5-3)

c4 = max
x∈B(x̃,r0)

|∇
2 log(−Kg(x))|.

Note that by Proposition 2.4, condition (5-1) can be justified at each x̃ (for
suitable r0) when the curvature K satisfies

(5-4) −C2
2(d(x, x0)+C3)

2
≤ K (x)≤−C1

for some x0 ∈ M and positive constants 0< C2 < C1 < C3.

Proof of Proposition 5.1. Consider an auxiliary function STM → R on the unit
tangent bundle of M , given by

(5-5) (x, γ ) 7→ η(x)(1+∇γ γ u)e
a
2 (|∇u|2+2u)(x),

where x ∈M, γ ∈ Tx M, |γ | = 1, η is a cutoff function on M , and a≥ 1 is a constant
to be specified later. Suppose the maximum

max
(x,γ )∈STM

η(1+∇γ γ u)e
a
2 (|∇u|2+2u)

is achieved at x̄ ∈ supp(η) for some γ ∈ Tx̄ M with |γ | = 1. Diagonalize ui j = λiδi j

at x̄ with the orthonormal eigenvectors ei . Let e1 = γ . By parallel transport of each
ei along radial geodesics, we obtain a field of orthonormal frame {ei } near x̄ . The
function

w = η(1+∇e1,e1u)e
a
2 (|∇u|2+2u)

defined near x̄ achieves its maximum at x̄ . In the following, we use C to denote
various big constants depending only on C1.

At the point x̄ , we have

(5-6) 0=∇i logw =
∇i11u
1+ λ1

+ a(1+ λi )ui +
∇iη

η
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and

(5-7) 0≥ ∇i j logw

=
∇i j11u
1+ λ1

−
∇i11u∇ j11u
(1+ λ1)2

+ a
(
uk∇i jku+ (λi+λ

2
i )δi j

)
+
∇i jη

η
−
∇iη∇ jη

η2 .

Let f = f (x, z, p) , log(−K ) + log(|∇u|2 + 2u)), where z = u, p = ∇u.
Differentiating equation (2-9), we get

(5-8) f11 =
∇11i i u
1+ λi

−
(∇1i j u)2

(1+ λi )(1+ λ j )
and ∇k f =

∇kii u
1+ λi

.

Combining (5-7), (5-8), and the Ricci formula, we have

(5-9) (1+ λ1)
(
−
∇i iη

(1+ λi )η
+
|∇iη|

2

(1+ λi )η2

)
+

1
1+ λi

((∇i11u)2

1+ λ1
− a(Ri j i pu pu j + λi + λ

2
i )(1+ λ1)

− (∇i Ri11p +∇1 Ri1i p)u p − 2R1i1i (λ1− λi )
)
−

(∇1i j u)2

(1+ λi )(1+ λ j )

≥ f11+ au j∇ j f (1+ λ1).

By direct computations, we have (at x̄)

(5-10) f11+ auk∇k f (1+ λ1)≥

2
|∇u|2+ 2u

〈
∇u,−a∇u− ∇η

η

〉
(1+ λ1)

+ log(−K )11+ a〈∇ log(−K ),∇u〉(1+ λ1)

+
a(1+ λ1)|∇u|2

|∇u|2+ 2u
−

8(|λ1| + 1)2

|∇u|2+ 2u
+ 2

R1 j1lu j ul

|∇u|2+ 2u
.

By (5-6), we have

(5-11)
∑

i

|∇iη|
2

(1+ λi )η2 (1+ λ1)

=
|∇1η|

2

η2 +

∑
i≥2

(
|∇i11u|2

(1+ λ1)(1+ λi )

− 2a(1+ λ1)∇i u
∇iη

η
− a2(1+ λ1)(1+ λi )u2

i

)
.
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Note that

(5-12)
∑
i, j

(∇1i j u)2

(1+ λi )(1+ λ j )
−

∑
i

(∇i11u)2

(1+ λ1)(1+ λi )
−

∑
i≥2

|∇i11u|2

(1+ λ1)(1+ λi )

≥−4
|∇u|

|∇u|2+ 2u
|∇η|

η
(1+ λ1),

(5-13)
∑

i

−
1

1+ λi
(Ri j i pu pu j + λi + λ

2
i )(1+ λ1)

≤−
2u

|∇u|2+ 2u
(1+ λ1)

2
+ 2(1+ λ1),

(5-14)
1

1+ λi

(
−(∇i Ri11p +∇1 Ri1i p)u p − 2R1i1i (λ1− λi )

)
≤

2|∇u|
|∇u|2+ 2u

|∇ log(−K )|(1+ λ1)+
2

|∇u|2+ 2u
(1+ λ1)

2
+ 2K .

Multiplying both sides of (5-9) by η2 and combining (5-10)–(5-14), we get

L1(1+ λ1)
2η2
− L2(1+ λ1)η− L3 ≤ η(1+ λ1)

∑
i≥1

−∇i iη

1+ λi
,(5-15)

where

(5-16)

L1 =a
2u

|∇u|2+ 2u
−

10
|∇u|2+ 2u

,

L2 =

(
6
|∇u|

|∇u|2+ 2u
+ 2a|∇u|

)
|∇η| + 2aη+

|∇u|2

|∇u|2+ 2u
aη

+ a|∇ log(−K )||∇u|η+
2|∇u|
|∇u|2+ 2u

|∇ log(−K )|η,

L3 =|∇η|
2
+ η2
|∇

2 log(−K )| + 2K
|∇1u|2+ 2u
|∇u|2+ 2u

η2.

Note that by (5-1), Lemma 2.6 is applicable. Choose the cutoff function η in
(5-5) to be ϕ x̃ in Lemma 2.6, and consider the maximum of the quantity w on Q x̃ .
From Lemma 2.6 (iii), we have

(5-17) η(1+ λ1)
∑
i≥1

−∇i iη

1+ λi
≤ 2(1+ λ1)η.

Since u(x̄) ≥ C−1c′2
−1 by Corollary 2.8, choosing a = 10Cc′2 in (5-16) and

applying Lemma 2.6, we have
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L1 ≥
10

|∇u|2+ 2u
≥ 2C1,

L2 ≤ c′2
(

1+
r0
√

c2
+ c3

r0
√

c2

)
,(5-18)

L3 ≤ C(1+ c4)
r2

0

c2
.

From (5-15), (5-18), and (5-17), we have

(5-19) (1+ λ1)η ≤max
{√

2L3

L1
,

2(L2+ 2)
L1

}
≤ C

(
1+
√

c4
r0
√

c2
+ c′2

(
1+

r0
√

c2
+ c3

r0
√

c2

))
.

Combining Lemma 2.6 (i) and (5-19), we have

(1+ λ1)(x)≤
eCc′2

r0/r2− u(x̃)

(
1+
√

c4
r0
√

c2
+ c′2

(
1+

r0
√

c2
+ c3

r0
√

c2

))
on B

(
x̃, 1

6

√
C1
(
r0/r2− u(x̃)

))
. The proof of Proposition 5.1 is completed. �

Remark 5.2. Most computations in this section are just modifications of those in
the classical theory of Monge–Ampère equations. A closer reference is [Guan and
Li 1996], in which the Dirichlet problem of real Monge–Ampère equations on
manifolds is systematically studied. The observation of this appendix is that these
estimates can be localized under certain geometric conditions.
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THE COMPLEX MONGE–AMPÈRE EQUATION ON SOME
COMPACT HERMITIAN MANIFOLDS

JIANCHUN CHU

We consider the complex Monge–Ampère equation on compact manifolds
when the background metric is a Hermitian metric (in complex dimension 2)
or a Hermitian metric satisfying an additional condition (in higher dimen-
sions). We prove that the Laplacian estimate holds when F is in W 1,q0 for
any q0 > 2n. As an application, we show that, up to scaling, there exists a
unique classical solution in W 3,q0 for the complex Monge–Ampère equation
when F is in W 1,q0 .

1. Introduction

We consider the regularity problem of the complex Monge–Ampère equation on
some compact Hermitian manifolds. Let (M, g) be a compact Hermitian manifold
of complex dimension n ≥ 2. For a real-valued function F on M , we consider the
Monge–Ampère equation

det(gi ̄ +φi ̄ )= eF det(gi j ),

with (gi ̄ +φi ̄ ) > 0, for a real-valued function φ such that supM φ =−1. We write

ω =
√
−1gi ̄ dzi

∧ dz̄ j and ω̃ =
√
−1g̃i ̄ dzi

∧ dz̄ j ,

where g̃i ̄ = gi ̄ +φi ̄ . Thus, the Monge–Ampère equation can be written as

(1-1)


ω̃n
= eFωn,

ω̃ = ω+
√
−1 ∂∂̄φ > 0,

supM φ =−1.

For functions f, h and a holomorphic coordinate z = (z1, . . . , zn) we write

fi ̄ =
∂2 f
∂zi∂ z̄ j , 1 f = gi ̄ fi ̄ , 1̃ f = g̃i ̄ fi ̄ ,

|∇ f |2 = gi ̄ fi f̄ , |∇̃ f |2 = g̃i ̄ fi f̄ , 〈∇ f,∇h〉 = gi ̄ fi h ̄ .

MSC2010: 35J96, 53C55.
Keywords: complex Monge–Ampère equation, compact Hermitian manifold.
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We use ‖ f ‖L p(M,ω) and ‖∇m f ‖L p(M,ω) to denote the corresponding norms with
respect to (M, ω).

When ω is Kähler, the complex Monge–Ampère equation is very important.
Calabi [1957] presented his famous conjecture and transformed that problem into
(1-1). Yau [1978] proved the existence of the classical solution of (1-1) by using
the continuity method and solved Calabi’s conjecture.

The Dirichlet problem for the complex Monge–Ampère equation is also very
important. Bedford and Taylor [1976; 1982] studied the weak solution. After their
work, weak solutions of the complex Monge–Ampère equation have been studied
extensively. There are many existence, uniqueness and regularity results of the
complex Monge–Ampère equation under different conditions, and we refer the
reader to [Błocki 2005; Demailly and Pali 2010; Dinew 2009; Eyssidieux et al.
2009; Guedj and Zeriahi 2007; Kołodziej 1998; 2008; Zhang 2006].

On the other hand, the classical solvability of the Dirichlet problem was estab-
lished by Caffarelli, Kohn, Nirenberg and Spruck [1985] for strongly pseudoconvex
domains in Cn . The reader can also see [Krylov 1989; Krylov 1994]. For further
information, we refer the reader to [Phong et al. 2012], which is a survey of some
recent developments in the theory of the complex Monge–Ampère equation.

When ω is not Kähler, the existence of the solution of the complex Monge–
Ampère equation has been studied under some assumptions on ω (see [Cherrier
1987; Guan and Li 2009; Hanani 1996; Tosatti and Weinkove 2010b]). For a general
ω, Tosatti and Weinkove [2010a] obtained the key C0-estimate. As an application,
they showed that, up to scaling, the complex Monge–Ampère equation on a compact
Hermitian manifold admits a smooth solution when the right hand side F is smooth.

Chen and He [2012] have proved that, on a compact Kähler manifold of complex
dimension n, the Laplacian estimate and the gradient estimate hold and there exists
a classical solution in W 3,q0 for the complex Monge–Ampère equation when the
right-hand side F is in W 1,q0 for any q0 > 2n.

In this paper, we generalize the work of Chen and He. We use a different method
(we don’t need the gradient estimate to get the Laplacian estimate) to consider
the regularity problem of (1-1) on some compact Hermitian manifolds (including
compact Kähler manifolds).

Definition 1.1. A compact Hermitian manifold (M, ω) of complex dimension n
satisfies condition (∗) if, for any φ ∈ C2(M) such that

ω̃ = ω+
√
−1 ∂∂̄φ > 0, ‖φ‖L∞(M,ω) ≤31 and 3−1

2 ωn
≤ ω̃n

≤32ω
n,

there exists a constant C = C(31,32,M, ω) such that

−Cωn
≤
√
−1∂∂̄ω̃n−1

≤ Cωn.
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Remark 1.2. When n = 2, condition (∗) is trivial. Since

∂∂̄ω̃ = ∂∂̄ω,

all compact Hermitian manifolds of complex dimension 2 satisfy condition (∗).

Remark 1.3. When n = 3, if (M, ω) is a compact Hermitian manifold satisfying

∂∂̄ω = 0,

then we have

∂∂̄ω̃2
= 2∂ω∧ ∂̄ω,

which implies this Hermitian manifold (M, ω) satisfies condition (∗).

Remark 1.4. When n ≥ 4, condition (∗) is not a very strong restricted condition.
For example, if (M, ω) is a compact Hermitian manifold satisfying

(1-2) ∂∂̄ω = 0 and ∂∂̄ω2
= 0,

then we can conclude that ∂∂̄ωk
= 0 for all 1≤ k ≤ n− 1 (see, for example, [Fino

and Tomassini 2011]), which implies that ∂∂̄ω̃k
= 0 for all 1 ≤ k ≤ n− 1. Thus,

such a Hermitian manifold (satisfying (1-2)) satisfies condition (∗). For example,
the products of a complex curve with a Kähler metric and a complex surface with
a non-Kähler Gauduchon metric satisfy (1-2). More examples are constructed in
[Fino and Tomassini 2011].

Remark 1.5. All compact Kähler manifolds satisfy condition (∗).

Now, we state our Laplacian estimate as follows.

Theorem 1.6. Let (M,ω) be a compact Hermitian manifold of complex dimension n.
Assume that either

(1) n = 2, or

(2) n ≥ 3 and (M, ω) satisfies condition (∗).

For any q0 > 2n, if φ is a smooth solution of (1-1), then

‖n+1φ‖L∞(M,ω) ≤ C(‖F‖W 1,q0 (M,ω), q0,M, ω).

Usually, we need the gradient estimate to derive the Laplacian estimate. However,
the computation on Hermitian manifolds is more complicated due to the existence
of torsion terms. As a result, the gradient estimate is very difficult to obtain. In
order to solve this problem, we introduce a new method to obtain the Laplacian
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estimate directly. By using Moser’s iteration [1960], L p estimates (for example, see
[Gilbarg and Trudinger 1977]) and some interpolation inequalities, we can obtain
the Laplacian estimate without doing any calculations involving the gradient, which
makes the argument simpler and clearer. Therefore, we believe that our ideas can
be applied to other nonlinear equations on compact manifolds.

As an application of Theorem 1.6, we have the following theorem:

Theorem 1.7. Assume that (M, ω) satisfies condition (1) or (2) of Theorem 1.6.
Let F be a function in W 1,q0 for any q0 > 2n. Then there exist a function φ ∈W 3,q0

and a constant b such that
ω̃n
= eF+bωn,

ω̃ = ω+
√
−1∂∂̄φ > 0,

supM φ =−1.

2. Some preliminary computations

We need the following C0-estimate from [Tosatti and Weinkove 2010a]:

Theorem 2.1. For any compact Hermitian manifold (M, ω), if φ is a smooth
solution of (1-1), then we have

‖φ‖L∞(M,ω) ≤ C,

where C = C(supM F,M, ω).

We need the following lemma from [Tosatti and Weinkove 2015]:

Lemma 2.2. Let (M, ω) be a compact Hermitian manifold of complex dimension n.
If φ is a smooth solution of (1-1), then, for any ε > 0, we have

(2-1) 1̃(1φ)+ (ε− 1)
|∇̃(1φ)|2

(n+1φ)
≥1F − A(1+ 1/ε)(n+1φ)(n− 1̃φ),

where A = A(M, ω, ‖F‖L∞(M,ω)).

Proof. We need the following equation, which is [Tosatti and Weinkove 2015, (9.5)]:

1̃(log(trg g̃))≥
2

(trg g̃)2
Re(g̃kl̄ T i

ik(trg g̃)l̄)+
1F
trg g̃
−C1 trg̃ g−C1,

where the tensor T is the torsion of (M, ω) and C1=C1(M, ω, ‖F‖L∞(M,ω)). After
some calculations, we have

1̃(1φ)−
|∇̃(1φ)|2

(n+1φ)
≥

2
(n+1φ)

Re(g̃kl̄ T i
ik(1φ)l̄)+1F−C2(n+1φ)(n− 1̃φ),
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where C2 =C2(M, ω, ‖F‖L∞(M,ω)); we have used that trg̃ g= (n−1̃φ)≥ ne−F/n .
By the Cauchy–Schwarz inequality, for any ε > 0, we have that

1̃(1φ)−
|∇̃(1φ)|2

(n+1φ)

≥−ε
|∇̃(1φ)|2

(n+1φ)
−

A
ε
(n+1φ)(n− 1̃φ)+1F − A(n+1φ)(n− 1̃φ),

where A = A(M, ω, ‖F‖L∞(M,ω)) and we have used that (n+1φ)≥ neF/n . �

Lemma 2.3. Let (M, ω) be a compact Hermitian manifold of complex dimension n.
If φ is a smooth solution of (1-1), then, for any p ≥ 1, we have

1̃(e f p(φ)(n+1φ)p)

≥ C1(p)(n+1φ)p+ 1
n−1 −C2(p)(n+1φ)p

+ pe f p(φ)(n+1φ)p−11F,

where

f p(φ)= e−A(p+3)φ, A = A(‖F‖L∞(M,ω),M, ω),

C1(p)= C1(p, ‖F‖L∞(M,ω),M, ω), C2(p)= C2(p, ‖F‖L∞(M,ω),M, ω).

Proof. By direct calculation, we have

(2-2) 1̃(e f p(φ)(n+1φ)p)

= f ′pe f p(φ)(1̃φ)(n+1φ)p
+( f ′2p + f ′′p )e

f p(φ)|∇̃φ|2(n+1φ)p

+pe f p(φ)1̃(1φ)(n+1φ)p−1
+ p(p−1)e f p(φ)|∇̃(1φ)|2(n+1φ)p−2

+2p f ′pe f p(φ)(n+1φ)p−1 Re(g̃kl̄φk(1φ)l̄).

By the definition of f p(φ), we have

(2-3)
{

f ′p(φ)=−A(p+ 3)e−A(p+3)φ < 0,
f ′′p (φ)= A2(p+ 3)2e−A(p+3)φ > 0.

Thus, by the Cauchy–Schwarz inequality, we have

2 Re(g̃kl̄φk(1φ)l̄)≤
( f ′2p + f ′′p )(n+1φ)

−p f ′p
|∇̃φ|2+

−p f ′p
( f ′2p + f ′′p )(n+1φ)

|∇̃(1φ)|2,

which implies that

(2-4) 2p f ′pe f p(φ)(n+1φ)p−1 Re(g̃kl̄φk(1φ)l̄)

≥−( f ′2p + f ′′p )e
f p(φ)|∇̃φ|2(n+1φ)p

−
p2 f ′2p

f ′2p + f ′′p
e f p(φ)(n+1φ)p−2

|∇̃(1φ)|2.
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Combining (2-2) and (2-4), we have

1̃(e f p(φ)(n+1φ)p)

≥ f ′pe f p(φ)(n+1φ)p1̃φ+ pe f p(φ)1̃(1φ)(n+1φ)p−1

+ |∇̃(1φ)|2(n+1φ)p−2e f p(φ)

(
p(p− 1)−

p2 f ′2p

f ′2p + f ′′p

)
≥ pe f p(φ)(n+1φ)p−1

(
1̃(1φ)+

( p f ′′p
( f ′p)2+ f ′′p

− 1
)
|∇̃(1φ)|2

(n+1φ)

)
+ f ′pe f p(φ)(n+1φ)p1̃φ.

By Lemma 2.2 (take ε = p f ′′p /(( f ′p)
2
+ f ′′p )), we obtain

(2-5) 1̃(e f p(φ)(n+1φ)p)

≥ f ′pe f p(φ)(n+1φ)p1̃φ+ pe f p(φ)(n+1φ)p−11F

− Ape f p(φ)(n+1φ)p(n− 1̃φ)
(

1+
( f ′p)

2
+ f ′′p

p f ′′p

)
= n f ′pe f p(φ)(n+1φ)p

+ pe f p(φ)(n+1φ)p−11F

+ e f p(φ)(n+1φ)p(n− 1̃φ)
(
− f ′p − Ap

(
1+

( f ′p)
2
+ f ′′p

p f ′′p

))
≥ n f ′pe f p(φ)(n+1φ)p

+ pe f p(φ)(n+1φ)p−11F

+ Ae f p(φ)(n+1φ)p(n− 1̃φ),

where we have used that supM φ =−1 and (2-3). It is clear that

trg g̃ ≤ (trg̃ g)n−1 det g̃
det g

,

which implies that

(2-6) (n+1φ)≤ (n− 1̃φ)n−1eF .

Combining this with (2-5) and (2-6), the proof is complete. �

For convenience, we introduce some notation here: we set

(2-7) u = e f1(φ)(n+1φ).

Thus, by Young’s inequality and Lemma 2.3, we have

(2-8) 1̃u ≥ e f1(φ)1F − C̃,

where C̃ = C̃(‖F‖L∞(M,ω),M, ω).
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3. The Laplacian estimate

We remark that in this section our constants may differ from line to line.

Lemma 3.1. Let (M, ω) be a compact Hermitian manifold. If φ is a smooth solution
of (1-1), then, for any f ∈ C∞(M), we have

|∇ f |2 ≤ Cu|∇̃ f |2,

where u is defined in (2-7) and C = C(‖F‖L∞(M,ω),M, ω).

Proof. By direct calculation, we have

|∇ f |2 ≤ (n+1φ)|∇̃ f |2.

Combining this with (2-7) and Theorem 2.1, the proof is complete. �

Lemma 3.2. Under the assumptions of Theorem 1.6, for any p ≥ 0, we have∫
M
|∇(u

p
2 )|2ωn

≤ C(p2
+ 1)

∫
M

u p(1+ |∇F |2)ωn
+Cp

∫
M

u p
|∇φ||∇F |ωn

+C
∫

M
u p+1ωn,

where u is defined in (2-7) and C = C(‖F‖L∞(M,ω),M, ω).

Proof. By Lemma 3.1 and direct calculation, we have∫
M
|∇(u

p
2 )|2ωn

≤ C1

∫
M

u|∇̃(u
p
2 )|2ω̃n

= C1np
√
−1

∫
M
∂u p
∧ ∂̄u∧ω̃n−1

=−C1np
√
−1

∫
M

u p ∂∂̄u∧ω̃n−1
+

C1np
p+1

√
−1

∫
M
∂̄u p+1

∧∂ω̃n−1

=−C1 p
∫

M
u p(1̃u)ω̃n

−
C1np
p+1

√
−1

∫
M

u p+1 ∂∂̄ω̃n−1,

where C1 = C1(‖F‖L∞(M,ω),M, ω). Since M satisfies condition (∗) (when n = 2,
all Hermitian manifolds satisfy condition (∗)), we have

−
C1np
p+ 1

√
−1

∫
M

u p+1 ∂∂̄ω̃n−1
≤ C2

∫
M

u p+1ωn,

where C2 = C2(‖F‖L∞(M,ω),M, ω) (Since n = dimC M , we can absorb it into the
constant C2). By (2-8) and ω̃n

= eFωn , we obtain
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−C1 p
∫

M
u p(1̃u)ω̃n

≤ C3 p
∫

M
u p(C̃−e f1(φ)1F)ω̃n

≤ C3C̃ p
∫

M
u pω̃n
−C3 p

∫
M

e f1(φ)u p(1(eF )−eF
|∇F |2)ωn

≤ C4 p
∫

M
u p(1+|∇F |2)ωn

+C3 p
∫

M
〈∇(e f1(φ)u p),∇(eF )〉ωn

−
√
−1C3np

∫
M

e f1(φ)u p∂̄eF
∧∂ωn−1,

where C3 = C3(‖F‖L∞(M,ω),M, ω),C4 = C4(‖F‖L∞(M,ω),M, ω). It is clear that

C3 p
∫

M
〈∇(e f1(φ)u p),∇(eF )〉ωn

= C3 p
∫

M
u p
〈∇(e f1(φ)),∇(eF )〉ωn

+C3 p
∫

M
e f1(φ)〈∇(u p),∇(eF )〉ωn

≤ C5 p
∫

M
u p
|∇F ||∇φ|ωn

+
1
2

∫
M
|∇u

p
2 |

2ωn
+C5 p2

∫
M

u p
|∇F |2ωn,

where C5 = C5(‖F‖L∞(M,ω),M, ω). Here we have used the Cauchy–Schwarz
inequality. We notice that

−
√
−1C3np

∫
M

e f1(φ)u p ∂̄eF
∧ ∂ωn−1

≤ C6 p
∫

M
u p
|∇F |ωn,

where C6 = C6(‖F‖L∞(M,ω),M, ω) (Since n = dimC M , we can absorb it into the
constant C6). Combining the above inequalities, we complete the proof. �

Theorem 3.3. Under the assumptions of Theorem 1.6, we have

‖u‖L∞(M,ω) ≤ C
(
‖u‖

L
q0
2 (M,ω)

, ‖F‖W 1,q0 (M,ω), q0,M, ω
)
.

Proof. Without loss of generality, we can assume that q0 < ∞. We use the
iteration method (see [Moser 1960]). By the Sobolev inequality (Corollary A.2)
and Lemma 3.2, for p ≥ 1 we have(∫

M
u pβωn

)1
β

≤ C1

∫
M

u pωn
+C1

∫
M
|∇(u

p
2 )|2ωn

≤ C1

∫
M

u pωn
+C1 p2

∫
M

u p(1+ |∇F |2)ωn

+C1 p
∫

M
u p
|∇φ||∇F |ωn

+C1

∫
M

u p+1ωn

≤ C1 p2
∫

M
u p+1ωn

+C1 p2
∫

M
u p
|∇F |2ωn

+C1 p2
∫

M
u p
|∇φ||∇F |ωn,
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where β = n/(n−1) and C1=C1(‖F‖L∞(M,ω),M, ω). Here we have used Young’s
inequality and the inequality p ≤ p2. By the Hölder inequality, we have∫

M
u p
|∇F |2ωn

≤

(∫
M

u pr0ωn
) 1

r0
(∫

M
|∇F |q0ωn

) 2
q0

and∫
M

u p
|∇φ||∇F |ωn

≤

(∫
M

u pr0ωn
) 1

r0
(∫

M
|∇φ|q0ωn

) 1
q0
(∫

M
|∇F |q0ωn

) 1
q0
,

where 1/r0+2/q0= 1. Combining the above inequalities, when pr0≥ p+1 (that is,
p ≥ (q0− 2)/2), we obtain

‖u‖L pβ (M,ω) ≤ (C2 p2(‖∇φ‖Lq0 (M,ω)+ 1))
1
p
(
‖u‖

p+1
p

L p+1(M,ω)+‖u‖L pr0 (M,ω)
)

≤ (C2 p2(‖∇φ‖Lq0 (M,ω)+ 1))
1
p ‖u‖

p+1
p

L pr0 (M,ω),

where C2 = C2(‖F‖W 1,q0 (M,ω), q0,M, ω). By Lemma A.6, we have

‖∇φ‖Lq0 (M,ω) ≤ C3‖u‖
L

2nq0
2n+q0 (M,ω)

+C3

≤ C3‖u‖
L

q0
2 (M,ω)

+C3,

where C3 = C3(q0, ‖F‖∞,M, ω). Thus, for any k ≥ 0, we have

(3-1) ‖u‖L pkβ (M,ω) ≤ ak‖u‖
bk
L pkr0 (M,ω),

where

ak =
(
C4 p2

k
(
‖u‖

L
q0
2 (M,ω)

+ 1
)) 1

pk , C4 = C4(‖F‖W 1,q0(M,ω), q0,M, ω),

bk =
pk + 1

pk
, pk =

q0− 2
2

(
β

r0

)k

.

Here we point out that q0 > 2n implies that β/r0 > 1. By (3-1), we have

(3-2) ‖u‖L pkβ (M,ω) ≤ akabk
k−1 · · · a

bk ···b1
0 ‖u‖bk ···b0

L p0r0 (M,ω).

Without loss of generality, we can assume that ak ≥ 1 for k ≥ 0. We observe that∏
∞

i=0 bk and
∏
∞

i=0 ak are convergent. In (3-2), letting k→∞, we obtain

‖u‖L∞(M,ω) ≤ C
(
‖u‖

L
q0
2 (M,ω)

, ‖F‖W 1,q0 (M,ω), q0,M, ω
)
. �

Lemma 3.4. Under the assumptions of Theorem 1.6, for any p ≥ 1, we have∫
M

u p+ 1
n−1ωn

≤ C(p)
∫

M
u p−1
|∇φ||∇F |ωn

+C(p)
∫

M
u p−1
|∇F |2ωn

+C(p),

where C(p)= C(p, ‖F‖L∞(M,ω),M, ω).
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Proof. Starting with Lemma 2.3 and then integrating over (M, ω̃), for any p ≥ 1
we obtain∫

M
1̃(e f p(φ)(n+1φ)p)ω̃n

≥ C1(p)
∫

M
u p+ 1

n−1 ω̃n
−C2(p)

∫
M

u pω̃n
+ p

∫
M

e f p(φ)(n+1φ)p−11FeFωn,

where C1(p)=C1(p, ‖F‖L∞(M,ω),M, ω) and C2(p)=C2(p, ‖F‖L∞(M,ω),M, ω).
Here we have used (2-7) and Theorem 2.1. Since M satisfies condition (∗), we have∫

M
1̃(e f p(φ)(n+1φ)p)ω̃n

= n
√
−1

∫
M
∂∂̄(e f p(φ)(n+1φ)p)∧ ω̃n−1

= n
√
−1

∫
M

e f p(φ)(n+1φ)p ∂∂̄ω̃n−1

≤ C3(p)
∫

M
u pωn,

where C3(p) = C3(p, ‖F‖L∞(M,ω),M, ω) (Since n = dimC M , we can absorb it
into the constant C3). Combining the above inequalities, we compute that∫

M
u p+ 1

n−1ωn

≤ C4(p)
∫

M
e f p(φ)(n+1φ)p−1(|∇F |2eF

−1(eF ))ωn
+C5(p)

∫
M

u pωn

≤ C5(p)
∫

M
u p−1
|∇F |2ωn

+C4(p)
∫

M
〈∇(e f p(φ)(n+1φ)p−1),∇eF

〉ωn

−C4(p)n
√
−1

∫
M

e f p(n+1φ)p−1 ∂̄eF
∧ ∂ωn−1

+C5(p)
∫

M
u pωn

≤ C5(p)
∫

M
u pωn

+C5(p)
∫

M
u p−1
|∇F |2ωn

+C5(p)
∫

M
u p−1
|∇F |ωn

+C5(p)
∫

M
|∇(u p−1)||∇F |ωn

+C5(p)
∫

M
u p−1
|∇φ||∇F |ωn,

where C4(p)=C4(p, ‖F‖L∞(M,ω),M, ω) and C5(p)=C5(p, ‖F‖L∞(M,ω),M, ω)
(Since n= dimC M , we can absorb it into the constant C5). By the Cauchy–Schwarz
inequality, we have

C5(p)
∫

M
|∇(u p−1)||∇F |ωn

= C5(p)
∫

M
|∇(u

p−1
2 )|u

p−1
2 |∇F |ωn

≤ C5(p)
∫

M
|∇(u

p−1
2 )|2ωn

+C5(p)
∫

M
u p−1
|∇F |2ωn.



COMPLEX MONGE–AMPÈRE ON COMPACT HERMITIAN MANIFOLDS 379

Combining this with the above inequalities and Lemma 3.2, we get∫
M

u p+ 1
n−1ωn

≤ C6(p)
∫

M
u pωn

+C6(p)
∫

M
u p−1
|∇φ||∇F |ωn

+C6(p)
∫

M
u p−1
|∇F |2ωn,

where C6(p)= C6(p, ‖F‖L∞(M,ω),M, ω). Using Young’s inequality, we complete
the proof. �

Now, we are in a position to prove Theorem 1.6.

Proof of Theorem 1.6. Without loss of generality, we assume that q0 <∞. By
Lemma 3.4 and F ∈W 1,q0 , for any p ≥ 1, we have∫

M
u p+ 1

n−1ωn
≤ C1(p)

∫
M

u p−1
|∇φ||∇F |ωn

+C1(p)
∫

M
u p−1
|∇F |2ωn

+C1(p)

≤ C1(p)
∫

M
u p−1
|∇φ|2ωn

+C2(p)
∫

M
u(p−1) q0

q0−2ωn
+C2(p),

where C1(p)=C1(p,‖F‖L∞(M,ω),M,ω), C2(p)=C2(p, ‖F‖W 1,q0 (M,ω), q0,M, ω)
and we have used the Hölder inequality in the last line. When p ≥ 1 satisfies that

p+
1

n− 1
> (p− 1)

q0

q0− 2
, or equivalently p <

q0− 2
2n− 2

+
q0

2
,

we can use Young’s inequality to get the inequality∫
M

u p+ 1
n−1ωn

≤ C3(p)
∫

M
u p−1
|∇φ|2ωn

+C3(p),

where C3(p)=C3(p, ‖F‖W 1,q0 (M,ω), q0,M, ω). Now, we take p=q0/2−1/(n−1),
we obtain ∫

M
u

q0
2 ωn
≤ C4

∫
M

u
q0
2 −β |∇φ|2ωn

+C4

≤
1
2

∫
M

u(
q0
2 −β)

q0
q0−2βωn

+C4

∫
M
|∇φ|

q0
β ωn
+C4,

where C4 = C4(‖F‖W 1,q0 (M,ω), q0,M, ω) and β = n/(n− 1). It then follows that

(3-3) ‖u‖
L

q0
2 (M,ω)

≤ C4‖∇φ‖
2
β

L
q0
β (M,ω)

+C4.

By Lemma A.7, we have

(3-4) ‖∇φ‖
L

q0
β (M,ω)

≤ C5‖u‖
1
2

L
q0
2β (M,ω)

+C5,
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where C5 = C5(q0, ‖F‖L∞(M,ω),M, ω). Combining (3-3), (3-4) and β > 1, we get

‖u‖
L

q0
2 (M,ω)

≤ C6(‖F‖W 1,q0 (M,ω), q0,M, ω).

By Theorem 3.3, we complete the proof. �

4. The Hölder estimate of second order, and solving the equation

We note that when F is in W 1,q0 , for any q0 > 2n, Sobolev embedding implies that
F ∈ Cα0 , where α0 = 1− 2n/q0. By Theorem 1.1 of [Tosatti et al. 2014], we have
the following theorem:

Theorem 4.1. Let (M, ω) be a compact Hermitian manifold. If φ is a smooth
solution of (1-1) and F ∈ Cα0 , then there exists a constant α ∈ (0, 1) such that

‖φ‖C2,α(M,ω) ≤ C,

where α and C depend only on ‖φ‖L∞(M,ω), ‖1φ‖L∞(M,ω), α0, ‖F‖Cα0 (M,ω), q0,M
and ω.

Now we are in a position to prove Theorem 1.7.

Proof of Theorem 1.7. Our argument here is similar to the argument in [Chen and
He 2012]. Let F ∈ W 1,q0 on M such that ‖F‖W 1,q0 (M,ω) ≤ 3 for some positive
constant 3. Let {Fk} be a sequence of smooth functions such that Fk→ F in W 1,q0 .
In particular, we can assume that ‖Fk‖W 1,q0 (M,ω) ≤3+1 for any k. By [Tosatti and
Weinkove 2010a], there is a unique smooth solution φk and constant bk such that

det(gi ̄ + (φk)i ̄ )= eF+bk det(gi ̄ ),

and such that (gi ̄ + (φk)i ̄ ) > 0 with normalized condition supM φk =−1. By the
maximum principle, we have

(4-1) |bk | ≤ C1(‖Fk‖L∞(M,ω),M, ω).

By Theorem 1.6, Theorem 2.1 and Theorem 4.1, there exists a constant α ∈ (0, 1)
such that

‖φk‖C2,α(M,ω) ≤ C2(‖Fk‖W 1,q0 (M,ω), q0,M, ω).

To get a W 3,q0-estimate, we can localize the estimate as follows. Let ∂ denote an
arbitrary first-order differential operator in a domain � ⊂ M . Since we have a
C2,α-estimate, we compute that

1̃gk (∂φk)= ∂(Fk + log(det(gi ̄ )))− (gk)
i ̄∂gi ̄
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in �, where (gk)i ̄ = gi ̄ + (φk)i ̄ . Since 1̃gk is a uniform elliptic operator, by L p

estimates (for example, see [Gilbarg and Trudinger 1977]), for any �′ ⊂� we have

‖∂φk‖W 2,q0 (�′,ω) ≤ C3(�,�
′, q0,3, ω),

which implies

(4-2) ‖φk‖W 3,q0 (M,ω) ≤ C4(‖F‖W 1,q0 (M,ω), q0,3,M, ω).

By (4-1) and (4-2), we know that there is a subsequence {(φkl , bkl )} of {(φk, bk)}

such that {bkl } converges to b and {φkl } weakly converges to φ ∈ W 3,q0 such that
(gi ̄ +φi ̄ ) > 0, which defines a W 1,q0 Hermitian metric. Since the Sobolev embed-
ding W 3,q0 ↪→ C2 is compact, the subsequence {φkl } converges to φ in C2. Hence
φ with constant b is a classical solution of the complex Monge–Ampère equation.
The uniqueness follows from Remark 5.1 in [Tosatti and Weinkove 2010b]. �

Appendix

Let gR denote the Riemannian metric induced by g; thus (M, gR) is a Riemannian
manifold of real dimension 2n. In this appendix, we deduce some interpolation
inequalities on the Hermitian manifold (M, ω) by using some fundamental inequal-
ities on the Riemannian manifold (M, gR).

Let us recall the definition of gR first. For any local holomorphic coordinates
(z1, . . . , zn) with zi

= x i
+
√
−1yi , (x1, . . . , xn, y1, . . . , yn) forms a smooth local

coordinate system. We define

gR

(
∂

∂x i ,
∂

∂x j

)
= gR

(
∂

∂yi ,
∂

∂y j

)
= 2 Re(gi ̄ ),

while

gR

(
∂

∂x i ,
∂

∂y j

)
= 2 Im(gi ̄ ).

For the Riemannian metric gR, let ∇R and dVR denote the Levi-Civita connection
and the volume form, respectively. By direct calculation, we have

(A-1) dVR =
1
n!
ωn.

For convenience, we introduce some notation. For any function f ∈ C∞(M), let
∇

m
R f and 1R f denote the m-th covariant derivative and the Laplacian of f with

respect to gR. Let ‖ f ‖L p(M,gR) and ‖∇m
R f ‖L p(M,gR) denote the corresponding norms

with respect to (M, gR).
Thus, by (A-1) and some calculation, we have the following lemma:
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Lemma A.1. For any f ∈ C∞(M), we have

‖ f ‖L p(M,gR) = C1(p)‖ f ‖L p(M,ω) and ‖∇R f ‖L p(M,gR) = C2(p)‖∇ f ‖L p(M,ω),

where C1(p)= C1(p, n) and C2(p)= C2(p, n).

Corollary A.2. For any f ∈ C∞(M), we have the Sobolev inequality(∫
M

f 2βωn
)1
β

≤ C
∫

M
f 2ωn
+C

∫
M
|∇ f |2ωn,

where β = n/(n− 1) and C = C(M, ω).

Proof. By the Sobolev embedding W 1,2(M, gR) ↪→ L2β(M, gR), we have(∫
M

f 2β dVR

) 1
β

≤ Cs

∫
M

f 2 dVR+Cs

∫
M
|∇R f |2 dVR,

where Cs = Cs(M, gR). Thus, combining this with Lemma A.1, we complete
the proof. �

Since (M, gR) is a Riemannian manifold of real dimension 2n, we have the
following interpolation inequality (for example, see [Aubin 1998]):

Theorem A.3. Let q, r be real numbers such that 1≤ q, r ≤+∞ and j , m integers
such that 0≤ j < m. Then there exists a constant

C = C(M, gR,m, j, q, r, α)

such that, for all f ∈ C∞(M) with
∫

M f dVR = 0, we have

(A-2) ‖∇
j

R f ‖L p(M,gR) ≤ C‖∇m f ‖αLr (M,gR)
‖ f ‖1−αLq (M,gR)

,

where
1
p
=

j
2n
+α

(1
r
−

m
2n

)
+ (1−α)1

q

for all α in the interval j/m ≤ α ≤ 1, for which p is nonnegative. If r =
2n/(m− j) 6= 1, then (A-2) is not valid for α = 1.

Corollary A.4. Let f ∈ C∞(M); for any ε > 0 and 1≤ p <∞, we have

‖∇R f ‖L p(M,gR) ≤ ε‖∇
2
R f ‖L p(M,gR)+C(ε, p)‖ f ‖L p(M,gR),

where C(ε, p)= C(ε, p,M, ω).

Proof. Set f̃ = f −1/Vol(M, gR)
∫

M f dVR; then
∫

M f̃ dVR = 0. By Theorem A.3
we have

‖∇R f̃ ‖L p(M,gR) ≤ C1(p)‖∇2
R f̃ ‖

1
2
L p(M,gR)

‖ f̃ ‖
1
2
L p(M,gR)

,
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where C1(p)= C1(p,M, gR). Thus, by the Cauchy–Schwarz inequality, for any
ε > 0 we obtain

‖∇R f̃ ‖L p(M,gR) ≤ ε‖∇
2
R f̃ ‖L p(M,gR)+C2(ε, p)‖ f̃ ‖L p(M,gR),

where C2(ε, p)=C2(ε, p,M, gR). By the definition of f̃ , the proof is complete. �

Lemma A.5. Let (M, ω) be a compact Hermitian manifold of complex dimension n.
If φ is a smooth solution of (1-1), then, for any 1< p <∞, we have

‖1Rφ‖L p(M,ω) ≤ C1(p)‖1φ‖L p(M,ω)+C2(p),

where C1 = C1(p, n) and C2(p)= C2(p, ‖F‖L∞(M,ω),M, ω).

Proof. After some calculations, we have

(A-3) ‖1Rφ‖L p(M,gR) ≤ 2‖1φ‖L p(M,gR)+C3(p)‖∇Rφ‖L p(M,gR),

where C3 = C3(p,M, ω). For (A-3), one can find more details in [Tosatti 2007]
(Lemma 3.2 there shows the exact relation between 1R and 21). By Corollary A.4
we obtain

(A-4) C3(p)‖∇Rφ‖L p(M,gR) ≤
1
2‖1Rφ‖L p(M,gR)+C4(p)‖φ‖L p(M,gR),

where C4 = C4(p,M, ω). Combining this with (A-3) and (A-4), we obtain

‖1Rφ‖L p(M,gR) ≤ 4‖1φ‖L p(M,gR)+C5(p)‖φ‖L p(M,gR),

where C5 = C5(p,M, ω). By Theorem 2.1 and Lemma A.1, the proof is complete.
�

Lemma A.6. Under the assumptions of Theorem 1.6, for any 1< p < 2n we have

‖∇φ‖
L

2np
2n−p (M,ω)

≤ C(p)‖u‖L p(M,ω)+C(p),

where u is defined in (2-7) and C(p)= C(p, ‖F‖L∞(M,ω),M, ω).

Proof. By the Sobolev embedding W 2,p(M, gR) ↪→W 1, 2np
2n−p (M, gR), we have

‖∇Rφ‖
L

2np
2n−p (M,gR)

≤ C1(p)‖∇2
Rφ‖L p(M,gR)+C1(p)‖∇Rφ‖L p(M,gR)+C1(p)‖φ‖L p(M,gR),

where C1(p)= C1(p,M, gR). Combining this with Corollary A.4, we have

‖∇φ‖
L

2np
2n−p (M,gR)

≤ C2(p)‖∇2
Rφ‖L p(M,gR)+C2(p)‖φ‖L p(M,gR),

where C2(p)= C2(p,M, gR). By Theorem 2.1 and L p estimates, we have

‖∇φ‖
L

2np
2n−p (M,gR)

≤ C3(p)‖1Rφ‖L p(M,gR)+C3(p),
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where C3(p) = C3(p, ‖F‖L∞(M,ω),M, gR). By Lemma A.1 and Lemma A.5,
we have

‖∇φ‖
L

2np
2n−p (M,ω)

≤ C4(p)‖1φ‖L p(M,ω)+C4(p),

where C4(p)= C4(p, ‖F‖L∞(M,ω),M, gR). By (2-7) and Theorem 2.1, the proof
is complete. �

Lemma A.7. Let p, r be real numbers such that 1< p, r <∞. Under the assump-
tions of Theorem 1.6, we have

‖∇φ‖L p(M,ω) ≤ C(p, r)‖u‖αLr +C(p, r),

where C(p, r)= C(p, r, ‖F‖L∞(M,ω),M, ω) and

1
p
=

1
2n
+α

(1
r
−

1
n

)
for α in the interval 1

2 ≤ α < 1.

Proof. Set φ̃ = φ− 1/Vol(M, gR)
∫

M φ dVR; then
∫

M φ̃ dVR = 0. By Theorem 2.1,
Lemma A.1 and Theorem A.3, we have

‖∇Rφ̃‖L p(M,gR) ≤ C1(p, r)‖∇2
Rφ̃‖

α
Lr (M,gR)

,

which implies that

‖∇Rφ‖L p(M,gR) ≤ C1(p, r)‖∇2
Rφ‖

α
Lr (M,gR)

,

where C1(p, r)= C1(p, r, ‖F‖L∞(M,ω),M, ω) and

α =
(2n− p)r
(2n− 2r)p

.

Combining Lemma A.1, Lemma A.5, (2-7) and L p estimates, the proof is complete.
�
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TOPOLOGICAL AND PHYSICAL LINK THEORY
ARE DISTINCT

ALEXANDER COWARD AND JOEL HASS

Physical knots and links are one-dimensional submanifolds of R3 with fixed
length and thickness. We show that isotopy classes in this category can
differ from those of classical knot and link theory. In particular we exhibit
a Gordian split link, a two-component link that is split in the classical theory
but cannot be split with a physical isotopy.

1. Introduction

The theory of knots and links studies one-dimensional submanifolds of R3. These
are often described as loops of string, or rope, with their ends glued together. Real
ropes however are not one-dimensional, but have a positive thickness and a finite
length. Indeed, most physical applications of knot theory are related more closely
to the theory of knots of fixed thickness and length than to classical knot theory. For
example, biologists are interested in knotted curves of fixed thickness and length
when studying properties of DNA [Cantarella et al. 1998] and protein molecules
[Liang and Mislow 1994]. In these applications the thickness of the curve modeling
the molecule plays an essential role in determining the possible configurations.

In this paper we show that the equivalence class of a link in R3 under an isotopy
that preserves thickness and length can be distinct from the classical equivalence
class under isotopy. We thus show for the first time that the theory of physically
realistic curves of fixed thickness and length in R3 is distinct from the classical
theory of knots and links.

The two most fundamental problems concerning physical knots and links are
to show the existence of a Gordian unknot and a Gordian split link. A Gordian
unknot is a loop of fixed thickness and length whose core is unknotted, but which
cannot be deformed to a round circle by an isotopy fixing its length and thickness.
A Gordian split link is a pair of loops of fixed thickness whose core curves can be
split, or isotoped so that its two components are separated by a plane, but cannot be
split by an isotopy fixing each component’s length and thickness. In this paper we
establish the existence of such a link.

MSC2010: 53A04, 57M25.
Keywords: physical knot theory, Gordian, split link.
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Figure 1. A Gordian split link.

Theorem 1.1. A Gordian split link exists.

The proof of Theorem 1.1 is by explicit construction of a link, illustrated in
Figure 1, that can be topologically but not physically split.

There has been extensive investigation into the properties of shortest representa-
tives of physical knots, called tight [Cantarella et al. 1998] or ideal knots [Katritch
et al. 1997], and into the possible existence of Gordian unknots [Buck and Simon
1997; Cantarella et al. 1998; Diao et al. 1999; Gonzalez and Maddocks 1999;
Katritch et al. 1997]. A candidate Gordian unknot was suggested by Freedman,
He and Wang [Freedman et al. 1994], who studied energies associated to curves
in R3 and associated gradient flows [He 2002]. This curve was studied numerically
by Pierański [1998], who developed a computer program called SONO (Shrink On
No Overlaps) to numerically shorten a curve of fixed thickness while avoiding over-
laps. The program unexpectedly succeeded in unraveling the Freedman–He–Wang
example. However there are more complicated examples that do fail to unravel under
SONO and hence give numerical evidence for the existence of Gordian unknots.
Extensive tables of physical knots of minimal length in various isotopy classes
have been experimentally derived [Ashton et al. 2011]. A proof of the existence
of Gordian unknots or Gordian split links based on a rigorous analysis of such
algorithms is plausible but has not yet been found. In related work, Nabutovsky
[1995] showed that n-dimensional spheres of fixed thickness in Rn+1 can be knotted
for dimensions n ≥ 5. Cantarella and Johnston [1998] showed that the theory of
polygonal knots of fixed edge lengths is distinct from classical knot theory.

We now give precise definitions. We say that a knot or link L in R3 is r-thick if it
is differentiable and its open radius-r normal disk bundle is embedded. This means
that the collection of flat, radius-r two-disks intersecting L perpendicularly at their
centers have mutually disjoint interiors. An isotopy of a knot or link maintaining
r -thickness throughout is called an r-thick isotopy. By rescaling we may take r = 1
and take thick to mean 1-thick. A physical isotopy is a thick isotopy of a knot
or link that preserves the length of each component. This reflects the real world
properties of links composed of nonstretchable rope of fixed radius.
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Theorem 1.1 is proved by an explicit construction of a two-component thick link L
that is split but admits no physical isotopy splitting its components. To construct
this link we begin by placing two points A and B at (1, 0, 0) and (−1, 0, 0). Let
AB denote the straight line between these two points. The first component L1 of L
is any thick curve encircling AB in the xz-plane, disjoint from the open, radius-2
neighborhood of AB. The length of L1 is at least 4π + 4≈ 16.566, and this length
can be realized by taking L1 to be the boundary of the radius-2 neighborhood of
AB in the xz-plane. To construct the other component, join the two points A and B
by an arc α satisfying the following three conditions:

(1) The union of α with AB forms a nontrivial knot contained in the half-space
y ≥ 0.

(2) The arc α meets the xz-plane only at its endpoints and is perpendicular to the
xz-plane at these points.

(3) The union of L1, α and the reflection of α across the xz-plane forms a thick
link.

The union of α and its reflection in the xz-plane is the second component L2 of the
thick link L . Figure 1 shows an example of such a link.

Theorem 1.1 follows immediately from the following result, which gives an
explicit lower bound on the length required for L1, the unknotted component of L ,
if L can be split by a physical isotopy.

Theorem 1.2. If there is a physical isotopy of L = L1 t L2 that splits its two
components, then the length of L1 must be at least 4π + 6≈ 18.566.

Since the link L can be constructed with the length of the unknotted component L1

equal to 4π + 4, this result implies Theorem 1.1.
The paper is arranged as follows. In Section 2 we give a lower bound on the

boundary length of a disk of nonpositive curvature containing three disjoint disks
of radius 1. In Section 3 we show that if a family of disks spanning L1 gives a
homotopy from a disk in the xz-plane to a disk disjoint from L2 and each disk in the
homotopy intersects a neighborhood of L2 in at most two components containing
points of L2, then L2 is unknotted. In Section 4 we bring these results together to
prove Theorem 1.2. We conclude with a short list of open problems.

2. An isoperimetric inequality

To prove Theorem 1.2, we show that if the unknotted component L1 has length
less than 4π + 6, then there are severe restrictions on how the other component can
pass through a natural spanning disc for L1. This spanning disc, to be defined in
Section 4, is a cone with cone angle at least 2π , and hence a CAT(0) space. We are
therefore led to finding a lower bound on the length of a curve in a CAT(0) surface



390 ALEXANDER COWARD AND JOEL HASS

f
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c

de
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c 2
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D

∂ D

Figure 2. The boundary of this disk has length at least 6+ 4π .

that bounds a disk enclosing three or more nonoverlapping subdisks of radius 1,
as in Figure 2. This next result is based on an argument for flat metrics given in
[Cantarella et al. 2002].

Proposition 2.1. Let P be a complete CAT(0) surface and let D1, D2, D3 be three
subdisks of P with disjoint interiors and radius 1. Let D ⊂ P be a disk containing
D1, D2, D3 such that ∂D has distance at least 1 to any of D1, D2, D3. Then the
length of ∂D is at least 4π + 6.

Proof. Let T be the triangle with vertices at the center points c1, c2, c3 of the
disks D1, D2, D3. Each edge of T has length at least 2. Let a, b, c, d, e, f denote
perpendicular rays from the sides of T at its vertices, as in Figure 2. The curve ∂D
intersects each of a, b, c, d, e, f in at least one point. We pick one such point for
each, ordered cyclically around ∂D, and refer to the intervening arcs of ∂D as the
parts of ∂D between them. Since the edge of T between c1 and c2 is perpendicular
to a and to b, it realizes the minimal distance of any path between them. Thus the
length of the part of ∂D between a and b is at least 2. We can argue similarly for
the length of ∂D between c and d , and between e and f . Thus these three parts of
∂D have total length at least 6.

The sum of the interior angles of T is at most π , so the sum of the three angles
between f and a, between b and c, and between d and e is at least 2π . Radial
projection projects the remaining parts of ∂D onto three circular arcs with total
angle at least 2π . In a CAT(0) space, radius-decreasing radial projection onto a
circle of constant radius is length-decreasing. Since a circle of radius 2 has length
at least 4π , it follows that the length of ∂D is at least 6+ 4π . �

Remark. A similar argument shows that a curve enclosing two disks has length at
least 4π +4 and that the length of a curve enclosing n > 3 disks is at least 4π +2n
if the centers of the disks form the vertices of a convex polygon.
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3. Sweepouts of solid tori

The following proposition gives a generalization of the fact that a 1-bridge knot is
unknotted. It considers a generic 1-parameter family of disks, possibly singular,
whose interiors sweep across a region containing a solid torus and concludes that if
each disk meets the solid torus in at most two components that cross its core, then
the solid torus is unknotted. To simplify the argument we restrict to a setting where
T and c have a reflectional symmetry. Roughly speaking, this allows us to argue
that if a family of arcs forms a partial spanning disk that fills in half of a curve,
then the entire curve bounds a disk formed from reflection of this partial spanning
disk and is thus unknotted.

Proposition 3.1. Let T be a solid torus in R3 with core c, such that both T and c
are symmetric under reflection r in the xz-plane. Suppose there is a homotopy of
the disc gt : D→ R3, t ∈ [−1, 1], with the following properties:

(1) The curve gt(∂D) is disjoint from T for all t ∈ [−1, 1].
(2) The family of disks gt(D) is symmetric under reflection r in the xz-plane; i.e.,

g0(D) is contained in the xz-plane and g−t = r ◦ gt .

(3) The preimage g−1
0 (T ) has two components, each containing a single point of

g−1
0 (c).

(4) The disk g1(D) is disjoint from c.

(5) For all t ∈ [−1, 1] the preimage g−1
t (T )⊂ D has at most two components that

contain a point of g−1
t (c).

(6) The map gt is generic with respect to the pair (T, c).

Then c is unknotted.

Assumption (6) means that gt is transverse to c with the exception of a finite
number of times t at which a birth or death of a pair of points of g−1

t (c) occurs
and that gt is transverse to ∂T at these times. Additionally, gt is transverse to ∂T
except for a finite number of times at which g−1

t (∂T ) consists of finitely many
simple closed curves and a single component that is either a bouquet of finitely
many circles (at a general saddle-type singularity) or a point (at a birth or death
singularity).

Proof of Proposition 3.1. To show that c is unknotted, we will form a spanning
disk E for c that is traced by a continuous family of arcs in R3, each arc having
endpoints on c and interior disjoint from c. These arcs are of two types. The first
type will lie on gt(D) and vary continuously with t except at finitely many times t
when it jumps from one arc on gt(D) to another; the second type will interpolate
continuously between the arcs just before and just after these jumps.
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birth

birth

death

death

g−1
t (D) :

R3 :

Figure 3. A birth or death adds or removes two points of g−1
t (c)

from a component of g−1
t (T ).

For a map g : D→ R3 we call a point of g−1(c) ⊂ D a dot and a component
of g−1(T ) that contains at least one point of g−1(c) a dotted component. Thus
g−1

0 (T ) contains two dotted components, each with a single dot. A birth or death
changes the number of points of g−1

t (c) in a component of g−1
t (T ) by two, oppositely

oriented, as illustrated in Figure 3.
At time t = 0, the preimage g−1

0 (c)⊂ D consists of a pair of points, one in each
dotted component. Let α0 be an arc joining these two points in D, with interior
disjoint from g−1

0 (c)⊂ D. As t increases, we take αt to vary continuously through
arcs in D, joining dots in distinct dotted components with interiors disjoint from the
dots. There is no obstruction to this while the collection of dots in D is changing
by an isotopy. As long as the number of dotted components does not drop, there
are two possible obstructions to the extension of αt as t increases:

(1) Part of the arc αt may run between two dots that come together and disappear
in a death singularity.

(2) One of the endpoints of αt may disappear in a death singularity.

In contrast, birth singularities do not pose a problem for the extension of the
family of arcs past the time at which they occur.

Let t1 be the time of the first death singularity. To avoid the two problems above
we pick a small ε > 0 and at time t ′1 = t1− ε we jump from α−t ′1 := αt ′1 to a different
arc α+t ′1 that also joins points of g−1

t ′1
(c) in distinct dotted components but that avoids

a neighborhood of the death singularity. We will show how to construct α+t ′1 so that
this jump can be filled in appropriately for the construction of the disk E . We will
then extend the family of arcs αt for t > t ′1 by starting with α+t ′1 and continuing past t1
until just before the next death singularity occurs at some time t2 > t1. In the first
case we show that the arc αt can be replaced with one that avoids a neighborhood
of the death singularity. In the second case we show that αt can be replaced with
an arc having an endpoint that avoids the death singularity.

For a continuous map g : D→ R3, we say that two arcs in the disk D joining
points of g−1(c) in distinct dotted components of g−1(T ) are g-equivalent if their
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α−
t ′1

g−1
t ′1

(T )

Figure 4. Removing intersections of α−t ′1 with secondary boundary
components of g−1

t ′1
(T ).

images under g are homotopic through arcs in R3 whose interiors are disjoint from c
and whose endpoints lie on c. Our goal is then to construct the arc α+t ′1 so that it is
gt ′1-equivalent to α−t ′1 .

When gt is transverse to ∂T the dotted components of g−1
t (T ) form planar

subsurfaces of D, each a disk with holes. A boundary curve of a dotted component
that has dots on both of its sides in D is called primary, and boundary components
with all dots on one side are called secondary.

If α−t ′1 leaves a dotted component X through a secondary boundary component b,
it must reenter X through b, since b is separating in D. Let β be a subarc of α−t ′1
running between two successive intersections of α−t ′1 with b and with interior outside
of X . Then β runs through either a dotless disc or a dotless annulus in D. We
can then homotope β into b rel endpoints without crossing any dots. Push β a
little further into the interior of X . Repeating this process we can homotope α−t ′1
rel endpoints without crossing dots and so that it crosses only primary boundary
components. See Figure 4. We abuse notation somewhat and continue to refer to
this arc as α−t ′1 .

Our next goal is to arrange for α−t ′1 to pass through each primary boundary
component exactly once. We will achieve this with the following lemma.

Lemma 3.2. Suppose T is an embedded solid torus in R3 with core c, and suppose
g : D→ R3 is a continuous map of a disc into R3 for which g−1(T ) has two dotted
components, each with image having algebraic intersection number ±1 with c. Let
α be an arc in D, joining dots in distinct dotted components of g−1(T ), and with
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re

g(β)

g(β̄)

ν

Figure 5. Two ways to homotope g(β) onto ∂T .

interior disjoint from g−1(c). Let β ⊂ g−1(T ) be a subarc of α that starts and ends
on the same primary boundary component b of g−1(T ). Then there is an arc β ′ ⊂ b
with the same endpoints as β and with the property that replacing β with β ′ in α
yields an arc α′ that is g-equivalent to α.

Proof. There is a homotopy of β in D rel endpoints to an arc β̄ contained in b,
possibly crossing dots. So g(β) is homotopic rel endpoints in R3 to an arc g(β̄)
in ∂T ∩ g(D). This homotopy may pass outside T , as β slides over holes of the
dotted component. However the boundaries of these holes are secondary, since
there are precisely two dotted components, and therefore bound disks in R3 disjoint
from c. It follows that they have image under g that is homotopically trivial on ∂T
or they have images on ∂T that are nontrivial and bound disks in the exterior of T .
In the latter case T is unknotted, and we are done. Thus we can assume that g(β)
and g(β̄) are homotopic rel endpoints in T . The arc g(β) is also homotopic rel
endpoints in T − c, by radial projection away from c, to an arc ν on ∂T . See
Figure 5, which for clarity shows only part of g(D).

Now, g(β̄) and ν are homotopic rel endpoints in T and so in ∂T they differ by a
multiple of a meridian. Note that the curve g(b) is a meridian, since it bounds a
disk in T meeting c algebraically once. So g(β) can be homotoped rel endpoints in
the complement of c in T to ν, and then in turn to a curve formed by concatenating
g(β̄) with a multiple of g(b). Take β ′ to be β̄ followed by this multiple of b. �

Now suppose that β is a subarc of α−t ′1 that enters and leaves a dotted component.
Using Lemma 3.2 we can replace it with a gt ′1-equivalent arc β ′ that lies entirely
on g−1

t ′1
(∂T ), and then perturb β ′ slightly so that it is disjoint from g−1

t ′1
(T ), as

illustrated in Figure 6. In this way we replace α−t ′1 with a gt ′1-equivalent arc that has
fewer intersections with dotted components, and by repeating we may remove all
subarcs of α−t ′1 that enter and leave a dotted component. We continue to refer to the
resulting arc as α−t ′1 . Note that α−t ′1 may now intersect itself.

We have found an arc gt ′1-equivalent to the original arc α−t ′1 that starts at a dot
in one dotted component, exits that dotted component, then enters the second
dotted component and finally ends at a dot. The following lemma allows us to
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β

Figure 6. Removing an arc in D that starts and ends on the same
primary boundary component of g−1(T ).

find a gt ′1-equivalent arc that replaces a subarc running from a primary boundary
component to a dot, with any other arc running from the same point to a dot and
not leaving g−1

t ′1
(T ).

We define an arc in a solid torus T with core c to be core-to-boundary if it has
one endpoint on ∂T , the other endpoint on c, and interior disjoint from c.

Lemma 3.3. Let T be a solid torus with core c. Let γ and γ ′ be core-to-boundary
arcs in T with γ ∩ ∂T = γ ′ ∩ ∂T . Then γ and γ ′ can be joined by a homotopy of
core-to-boundary arcs, keeping the endpoint on ∂T fixed.

Proof. We can lift γ and γ ′ to the universal cover of T , which is homeomorphic to
(disk)×R, so that their common endpoint on ∂T lifts to the same point x while c
lifts to {0} ×R. Each lift can be homotoped, keeping x fixed and moving points
only along the R-factor, to the slice (disk)× {point} containing x . Further, the
resulting arcs are homotopic rel endpoints in (disk)× {point} via arcs that miss
{0}×{point} in their interior. Therefore the lifts of γ and γ ′ are homotopic through
arcs joining x to {0}×R and with interiors disjoint from {0}×R. The projection of
this homotopy to T gives a homotopy joining γ and γ ′ through core-to-boundary
arcs in T . �

Now suppose that a death singularity takes place in a dotted component containing
a segment of α−t ′1 . Let γ1 be the segment of α−t ′1 , running from a dot to the primary
boundary component. Choose an arc γ ′1 in the same dotted component that runs from
a dot to the point where γ1 exits the dotted component, so that γ ′1 is disjoint from a
neighborhood containing the two dying dots. This is possible because the number
of dots in each dotted component is odd. By Lemma 3.3, α−t ′1 is gt ′1-equivalent to the
arc formed by replacing γ1 by γ ′1. We take α+t ′1 to be the arc, gt ′1-equivalent to α−t ′1 ,
which is obtained from α−t ′1 after making all these changes. See Figure 7. See also
Figure 8 for an example, illustrated in R3, of how Lemma 3.3 may be applied.

We have constructed a family of arcs αt in D that varies continuously until time
t ′1 = t1− ε. It then jumps from α−t ′1 to the gt ′1-equivalent arc α+t ′1 . The arc α+t ′1 was



396 ALEXANDER COWARD AND JOEL HASS

γ1
γ ′

1

Figure 7. Changing α−t ′1 so that it avoids a death singularity.

gt ′1(γ1)

gt ′1(γ
′
1)

T

T

c

c

Figure 8. Illustrating Lemma 3.3, where an arc can be homotoped
to a new arc through arcs in the complement of c.

chosen to avoid a neighborhood of the death singularity at time t1, so we can extend
the family of arcs αt past time t = t1 until just before the next death singularity at
time t = t2. We then repeat this process.

Eventually, at time t = tl ∈ (0, 1) the two dotted components must merge along
gtl
−1(∂T ). At this time gtl

−1(∂T ) consists of a collection of finitely many simple
closed curves and one bouquet of finitely many circles embedded in D. The arc αtl
begins and ends at a dot, and may run in and out of the single dotted component.

We now look at the complementary components in D of the single dotted
component of gtl

−1(T ). Each of these is either a disk or an annulus with ∂D as
one boundary component. Any subarc β of αtl that runs out of a dotted component
into a complementary component X eventually leaves X and reenters the dotted
component. Since X is either a disk or an annulus having ∂D as one of its boundary
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components, we can homotope β rel endpoints off X and into the dotted component
without passing through any dots, since all dots lie within the single dotted com-
ponent. In this way we can homotope αtl so that it lies entirely within the dotted
component of gtl

−1(T ). This means that gtl (αtl ) now lies entirely within T . It is
then straightforward to shrink gtl (αtl ) within T , keeping its interior disjoint from c
and its endpoints on c, until it collapses to a point on c.

We now form a spanning disk E for c. Let βt = gt ◦ αt , t ∈ [0, tl]. Then βt is
a family of arcs in R3 whose endpoints lie on c and whose interiors are disjoint
from c. These arcs vary continuously except at finitely many times t ′1, t ′2, . . . , t ′n
just before death singularities. At these times the limiting arcs α−t ′i and α+t ′i , as t
approaches t ′i from below and above, are gt ′i -equivalent. Finally, αtl is homotopic
to a point on c via arcs that start and end on c but have interiors disjoint from c.
Therefore there is a family of arcs, with endpoints on c sweeping out a disk with
interior in the complement of c, that represents a homotopy of β0 to a point in c.
Let E denote the union of these arcs in R3 and take E to be the disk obtained by
taking the union of E with its reflection in the xz-plane. Note that the interior of E
does not intersect c and that ∂E ⊆ c.

Let a be one of the two points of intersection of c with g0(D). Then ∂E intersects
a in an odd number of points, one coming from β0 and an additional even number
coming from equal numbers of intersections of a with ∂E and its reflection. So ∂E
is nontrivial in π1(c). By the Loop Theorem [Papakyriakopoulos 1957], c is the
boundary of an embedded disc and therefore unknotted. �

4. Proof of Theorem 1.2

We now prove Theorem 1.2, showing that if L can be split via a physical isotopy then
the length of L1 must be at least 4π + 6. Note that in this isotopy both components
may move.

Assume there is a physical isotopy Is , s ∈ [0, 1], of R3 with I0 the identity,
I1 taking L1 and L2 to opposite sides of a plane, and with the length of the
unknotted component L1 being less than 4π + 6. We will derive a contradiction.

During the course of the isotopy Is it is possible that the radius-one solid torus
neighborhoods of the two link components bump against themselves or each other.
We describe a slight modification of the isotopy that keeps the two components
embedded and disjoint. Throughout the isotopy, tubular neighborhoods of any
radius r < 1 give embedded disjoint solid torus neighborhoods of each of L1 and L2.
Take r = 1− ε′ to be slightly less than 1 and then rescale the entire isotopy Is

by 1/(1− ε′). This restores the radius to 1 at the cost of slightly lengthening L1

and L2. With ε′ small, the length of L1 remains below 4π+6. The rescaled physical
isotopy is then (1+ ε)-thick, with ε = ε′/(1− ε′).
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For a curve c in R3, let T (c) denote the radius-1 tubular neighborhood of c.
Without loss of generality we can assume that the isotopy Is preserves T (L1)

and T (L2), so that Is(T (L i )) = T (Is(L i )) for i = 1, 2. We then let Ts denote
the solid torus T (Is(L2)). For each s ∈ [0, 1], let xs be the center of mass of the
embedded curve Is(L1) and let fs : D→ R3 parametrize the disk forming the cone
over Is(L1) with cone point xs . Since the cone point is inside the convex hull, its
cone angle is always at least 2π [Cantarella et al. 2002; Gage 1980; Gromov 1983].
The maps fs : D→R3 induce a family of metrics on the disk D, parametrized by s,
in which each disc is flat except at the cone point and is therefore a subdisk of a
complete CAT(0) surface obtained by extending the rays from the cone point to
infinity.

Now perturb fs , s ∈ [0, 1], so that the family of maps fs is generic, but leaving
fs unchanged for s in a small neighborhood of 0 and unchanged on ∂D for all s.
By generic, we mean that

(1) fs is transverse to c except for a finite number of times s at which a birth or
death of a pair of points of f −1

s (c) occurs;

(2) fs is transverse to ∂T at these times; and

(3) fs is transverse to ∂T except for a finite number of times when f −1
s (∂T )

consists of finitely many simple closed curves and a single component that is
a bouquet of finitely many circles (in the case of a saddle-type singularity) or
a single point (in the case of a birth or death singularity).

Genericity can be achieved by approximating the appropriate parts of fs by PL
maps and using general position. The perturbation can be made arbitrarily C0-small,
and we let f ′s denote the result of perturbing fs in this manner.

Each component of f ′−1
s (Ts) in D that contains a point of f ′−1

s (Is(L2)) contains
a disc of radius 1 in D enclosing that point, measured in the induced metric. The
distance in D of ∂D from each of these components is at least 1. Suppose for a
contradiction that there are three components of f ′−1

s (Ts) containing a point of
f ′−1
s (Is(L2)) for some s and furthermore suppose that this is true no matter how

small we made the perturbation of fs that gave f ′s . Then f −1
s (Ts) contains three

disks of radius 1 with disjoint interiors, and with ∂D having distance at least 1
from each disk. This contradicts Proposition 2.1, since L1 has length less than
4π + 6. Hence, by taking the perturbation to obtain f ′s to be sufficiently small, we
can arrange that for all s there are at most two components of f ′−1

s (Ts) containing
a point of f ′−1

s (Is(L2)).
We now define a family of disks hs : D→R3, 0≤ s ≤ 1, by setting hs = I−1

s ◦ f ′s .
Extend hs to −1 ≤ s ≤ 0 by reflecting through the xz-plane, setting hs = r ◦ h−s

for s < 0. Each hs maps ∂D to L1 and for s ∈ [−1, 1] the preimage h−1
s (T (L2))

has at most two components containing a point of h−1
s (L2). Moreover h0(D) lies
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in the xz-plane, and h1(D) and h−1(D) are disjoint from L2. The disks hs(D) now
satisfy all the conditions of Proposition 3.1, implying that L2 is unknotted. This
contradiction proves Theorem 1.2. �

5. Some open problems

The following related problems remain open.

(1) Does there exist a Gordian unknot?

(2) Can the methods of Theorem 1.2 be extended to produce a Gordian split link
with two unknotted components?

(3) In Theorem 1.2 the length of each component is fixed. One can formulate a
problem where the sum of the component lengths is fixed but the individual
components are allowed to stretch. Is there a Gordian split link in that setting?
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THE MEASURES OF ASYMMETRY FOR COPRODUCTS
OF CONVEX BODIES

QI GUO, JINFENG GUO AND XUNLI SU

In previous work, we introduced a family of p-measures of asymmetry for
convex bodies, which have the well-known Minkowski measure of asymme-
try as a particular case. We now reveal more properties of 1-measure and
∞-measure and give some calculating formulas of p-measures, in particular,
for the so-called coproducts of convex bodies.

The measures of asymmetry for convex bodies, which in principle can be traced
back to an early paper by Minkowski [1897], have been studied for a long time
[Asplund et al. 1962; Besicovitch 1948; Chakerian and Stein 1964; Eggleston 1952;
Klee 1953; Rogers and Shephard 1958; Stein 1956]. In particular, after B. Grünbaum
formulated in his well-known paper [1963] a general definition of measures of
(central) asymmetry (or symmetry), many mathematicians have contributed their
efforts to this topic: studying the properties/applications of those known measures
of asymmetry [Böröczky 2010; Dziechcińska-Halamoda and Szwiec 1985; Ekström
2000; Gluskin and Litvak 2008; Groemer 2000; Groemer and Wallen 2001; Guo
2005; Guo and Kaijser 1999; 2003; 2002; Hug and Schneider 2007; Kaiser 1996;
Petitjean 2003; Schneider 2009; Soltan 2005; Mizushima 2000; Toth 2009; 2008],
looking for new ones or studying other types of measure of asymmetry [Tuzikov
et al. 2000; Tuzikov et al. 1997; Zouaki 2003]. Several such measures, most of
which are related to extremal problems, are proposed and investigated.

In [Guo 2012], we found a family of measures of asymmetry asp(·) for convex
bodies, called the p-measures of asymmetry (1≤ p ≤∞) (see definition below),
which have the well-known Minkowski measure as a particular case. It turns out
that p-measures do share some nice properties with the Minkowski measure and
might be useful for further research.

As shown in [Guo 2012], for any convex body C and 1 ≤ p <∞, we have
asp(C)≤ as∞(C) in general, and equality holds if C is a symmetric convex body
or a simplex. Equality also holds for some nontrivial (i.e., neither symmetric nor a
simplex) convex bodies (see examples in Remark 2.3 below). Since, in some sense,
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as∞(C) is a maximal value and as1(C) is a mean of a certain function related to
C , defined on the unit sphere, it is interesting to consider the following question:
Under what conditions is it true that as1(C)= as∞(C) (and therefore that all asp(C)
coincide)?

In this article, we reveal more properties of 1-measure and∞-measure and give
some calculating formulas of p-measures, in particular, for coproducts of convex
bodies (see definition below). We will also formulate some questions related to the
question above. From now on, we will simply write asymmetry instead of central
asymmetry.

1. Preliminary

Let Rn denote the usual n-dimensional Euclidean space and 〈·, ·〉 the canonical
inner product on Rn . Denote by Kn the class of all convex bodies (compact
convex sets with nonempty interior) in Rn , by Aff(Rn) the family of all affine
maps from Rn to Rn , and by aff(Rn) the family of all affine functionals on Rn ,
which forms an (n+ 1)-dimensional linear space under the ordinary addition and
scalar multiplication of functions.

We adopt the following notation and terms from [Schneider 1993].
For C1, . . . ,Cn ∈Kn , denote by V (C1, . . . ,Cn) the mixed volume of C1, . . . ,Cn

and let V (C[k]) be an abbreviated notation for

V (C, (k). . .,C,−C, (n−k). . . ,−C), 0≤ k ≤ n.

Similarly, denote by S(C1, . . . ,Cn−1, ·) the mixed area measure (of C1, . . . ,Cn−1)
on Sn−1, the (n− 1)-dimensional unit sphere. It is stated in [Schneider 1993] that
V (C[0])= V ([n])= Vn(C), where Vn(·) denotes the n-dimensional volume, and
S(C, (n−1). . . ,C, ·)= Sn−1(C, ·), the surface area measure of C on Sn−1.

For α ∈ R and u ∈ Sn−1, set Hu,α = {x ∈ Rn
| 〈x, u〉 = α} and notice that Hu,α

is a hyperplane.
For C ∈ Kn and x ∈ Rn , we define the support function of C based at x by

hx(C, u) := sup
x∈C
〈y− x, u〉, for all u ∈ Sn−1.

Denote F(C, u) :=C∩Hu,hx (C,u), which is independent of x and called the support
set (of C) in the direction u.

It is shown in Theorem 5.1.6 of [Schneider 1993] that, for each x ∈ Rn ,

(∗)
V (C[n− 1])=

1
n

∫
Sn−1

hx(C,−u) d Sn−1(C, u),

Vn(C)=
1
n

∫
Sn−1

hx(C, u) d Sn−1(C, u).
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Given C ∈ Kn , for x ∈ int(C), we write

µp(C, x) :=

{(∫
Sn−1 αx(C, u)p dmx(C, u)

)1/p if 1≤ p <∞,

supu∈Sn−1 αx(C, u) if p =∞,

where αx(C, u) := hx(C,−u)/hx(C, u) and, for measurable ω ⊂ Sn−1,

mx(C, ω) :=

∫
ω

hx(C, u) d Sn−1(C, u)
nVn(C)

=

∫
ω

hx(C, u) d Sn−1(C, u)∫
Sn−1 hx(C, u) d Sn−1(C, u)

,

which is a probability measure on Sn−1.

Remark 1.1. If C is a polytope with (all) facets F(C, ui ), i =1, 2, . . . ,m, where ui

are outer normal vectors, then the measures Sn−1(C, ·) and mx(C, ·) are linear com-
binations of m Dirac measures δui , i = 1, 2, . . . ,m, and so the integrals appearing
above are just finite sums.

Definition [Guo 2012]. For C ∈ Kn , we define its p-measure of asymmetry
(1≤ p ≤∞) asp(C) by

asp(C) := inf
x∈int(C)

µp(C, x).

A point x ∈ int(C) satisfying µp(C, x)= asp(C) is called a p-critical point of C .
The set of all p-critical points is called the p-critical set (of C), denoted by Cp(C).

Remark 1.2. (i) The measure

as∞(C)= inf
x∈int(C)

sup
u∈Sn−1

hx(C,−u)
hx(C, u)

is nothing else but the Minkowski measure of asymmetry (of C). The mea-
sure as1(C) is the (minimal) mean of hx(C,−u)/hx(C, u) (against mx(C, ·))
among all x ∈ int(C), which is in fact independent of x (i.e., µ1(C, x)= as1(C)
for all x ∈ int(C); see (*)).

(ii) It is shown in [Guo 2012] that if defining, for any ε ≥ 0,

φ(ε) :=

(
Vn(C − εC)

Vn(C)

)1/n

,

then as1(C)=φ′+(0) (in fact, this is the definition of 1-measure in [Guo 2012]).

(iii) By definition 1 and (*) above, we see that as1(C)= V (C[n− 1])/Vn(C).

(iv) It is proved in [Guo 2012] that, for 1< p <∞, Cp is a singleton.

One of the main results in [Guo 2012] is the following theorem.
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Theorem 1.3. For any 1≤ p, q ≤∞, the following statements are true:

(i) asp(·) is affinely invariant, i.e., asp(C)= asp(T(C)) for any C ∈ Kn and any
invertible T ∈ Aff(Rn).

(ii) asp(C)≤ asq(C), for any C ∈ Kn and 1≤ p < q ≤∞.

(iii) 1≤ asp(C)≤ n, asp(C)= 1 if and only if C is symmetric, and asp(C)= n if
and only if C is a simplex.

2. The 1-measure of asymmetry for coproducts of convex bodies

In [Guo 2012] we showed that p-measures do share some nice properties with
Minkowski’s measure. Here we will present more.

We first recall a conclusion in [Guo and Kaijser 2002]: for any (n−1)-dimensional
convex set C ⊂ Rn , as∞(Ĉz)= as∞(C)+ 1, where Ĉz := conv(C, z) is the convex
hull of C ∪ {z} (called the cone with vertex z and base C) and z is not in the
affine hull of C (where as∞(C) is computed in the (n − 1)-dimensional space).
Furthermore, all∞-critical points x∗ of Ĉz are of the form

x∗ =
1

2+ as∞(C)
z+

(
1+ as∞(C)
2+ as∞(C)

)
x ′,

where x ′ is an∞-critical point of C .
We show that a similar conclusion holds for 1-measure but not for 2-measure.

Further, we extend the result to the so-called coproducts of subsets which are a
generalization of cones (see definition below).

Let us start with cones.

Theorem 2.1. Let C , z be as above. Then

(i) as1(Ĉz)= as1(C)+ 1.

(ii) as2(Ĉz)
2
= as2(C)2+ 2

√
as2(C)2+ 2as1(C)+ 1− 1. Consequently we have

as2(Ĉz)≤ as2(C)+ 1, where equality holds if and only if as2(C)= as1(C).

To prove Theorem 2.1, the following lemma is needed.

Lemma 2.2. Let C, z be the same as in Theorem 2.1. For x in ri(C), the relative
interior of C , if zλ = λz+ (1− λ)x (0< λ < 1), then, for any 1≤ p <∞,

µp(Ĉz, zλ)p
= λ

(1− λ
λ

)p
+

1
(1− λ)p−1

∫
Sn−2

(λ+αx(C, u))p dmx(C, u).

Proof. Since the family of (n − 1)-dimensional polytopes is dense in Kn−1, and
Ci → C implies Ĉi → Ĉ (with respect to the Hausdorff metric), and Sn−1(C, ·) is
weakly continuous, we may assume, without loss of generality, that

C = conv(v1, . . . , vl)
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is an (n− 1)-dimensional polytope, where vi are (all) vertices of C .
Thus

Ĉ = conv(v1, . . . , vl, z)

is the n-dimensional polytope with vertices v1, . . . , vl and z. Furthermore, if all
facets of C are Fi (1≤ i ≤m), then all facets of Ĉ are F̂i = conv(Fi , z) (1≤ i ≤m)
and C . We denote by ũ0 ∈ Sn−1 the outer normal vector of C (as a facet of Ĉ),
by ũi ∈ Sn−1 the outer normal vector of F̂i , and by ui ∈ Sn−2

≡ H∗ ∩ Sn−1,
where H∗ denotes the (n− 1)-dimensional subspace parallel to the affine hull H
of C , the outer normal vector of Fi (as a facet of C).

Use the fact that 〈z− x, ũi 〉 = hx(Ĉ, ũi ) to observe that

hzλ(Ĉ, ũi )= sup
y∈Ĉ
〈y− zλ, ũi 〉 = sup

y∈Ĉ
〈(y+ x − zλ)− x, ũi 〉

= sup
y′∈Ĉ+x−zλ

〈y′− x, ũi 〉 = hx(Ĉ + x − zλ, ũi )

= hx(Ĉ + λ(x − z), ũi )= hx(Ĉ, ũi )− λ〈z− x, ũi 〉

= (1− λ)hx(Ĉ, ũi ).

This, together with the fact that hx(Ĉ, ũi )+ hx(Ĉ,−ũi ) is just the width of Ĉ
along ũi and does not depend on the choice of x , in turn leads to

hzλ(Ĉ,−ũi )= λhx(Ĉ, ũi )+ hx(Ĉ,−ũi ).

Finally we get

(2-1)
αzλ(Ĉ, ũi )=

hzλ(Ĉ,−ũi )

hzλ(Ĉ, ũi )
=

λ

1− λ
+

1
1− λ

hx(Ĉ,−ũi )

hx(Ĉ, ũi )

=
λ

1− λ
+

1
1− λ

hx(C,−ui )

hx(C, ui )
=

λ

1− λ
+

1
1− λ

αx(C, ui ).

Furthermore,
(2-2)

hzλ(Ĉ, ũi )Vn−1(F̂i )= (1− λ)hx(Ĉ, ũi )Vn−1(F̂i )= (1− λ)nVn(Ĉi )

= (1− λ)(hzλ(Ĉ, u0)+ hzλ(Ĉ,−u0))Vn−1(Ci )

= (1− λ)(hzλ(Ĉ, u0)+ hzλ(Ĉ,−u0))
hx(C, ui )

n− 1
Vn−2(Fi ),

where Ĉi and Ci denote, respectively, the n-dimensional body conv(z, x, Fi ) and
the (n− 1)-dimensional body conv(x, Fi ).

Now, by (2-1), (2-2) and the fact that

nVn(Ĉ)= (hzλ(Ĉ, u0)+ hzλ(Ĉ,−u0))Vn−1(C),
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it follows that

µp(Ĉ, zλ)p

=

∫
Sn−1

αzλ(Ĉ, u)p dmzλ(Ĉ, u)

=
αzλ(Ĉ, u0)

phzλ(Ĉ, u0)Vn−1(C)+
∑m

i=1 αzλ(Ĉ, ũi )
phzλ(Ĉ, ũi )Vn−1(F̂i )

nVn(Ĉ)

=
αzλ(Ĉ, u0)

phzλ(Ĉ, u0)

hzλ(Ĉ, u0)+ hzλ(Ĉ,−u0)
+

1−λ
n−1

∑m
i=1 αzλ(Ĉ, ũi )

phx(C, ui )Vn−2(Fi )

Vn−1(C)

= λ
(1− λ

λ

)p
+

1
(1− λ)p−1

∫
Sn−2

(λ+αx(C, u))p dmx(C, u),

where we used the equalities hzλ(Ĉ, u0)/(hzλ(Ĉ, u0) + hzλ(Ĉ,−u0)) = λ and
αzλ(Ĉ, u0)= (1− λ)/λ. �

Proof of Theorem 2.1. (i) In Lemma 2.2, taking p = 1, we have, for any x ∈ ri(C),
0< λ < 1,

as1(Ĉz)= 1− λ+
∫

Sn−2
(λ+αx(C, u)) dmx(C, u)

= 1+
∫

Sn−2
αx(C, u) dmx(C, u)= 1+ as1(C).

(ii) In Lemma 2.2, taking p = 2 and noticing µ1(C, x)= as1(C), we have

µ2(Ĉ, zλ)2 =
(1− λ)2

λ
+

1
1− λ

∫
Sn−2

(λ+αx(C, u))2 dmx(C, u)

=
(1− λ)2

λ
+

λ2

1− λ
+

2λ
1− λ

as1(C)+
1

1− λ
µ2(C, x)2 =: A(λ).

Letting

A′(λ)=
(µ2(C, x)2+ 2as1(C))λ2

+ 2λ− 1
λ2(1− λ)2

= 0,

we get λ0 =
(√
µ2(C, x)2+ 2as1(C)+ 1+ 1

)−1. Thus, with an elementary compu-
tation, it follows that

min
0<λ<1

µ2(Ĉ, zλ)2 = A(λ0)= µ2(Ĉ, zλ0)
2

= µ2(C, x)2+ 2
√
µ2(C, x)2+ 2as1(C)+ 1− 1.

Therefore

as2(Ĉz)
2
= min

x∈ri(C)
min

0<λ<1
µ2(Ĉ, zλ)2 = as2(C)2+ 2

√
as2(C)2+ 2as1(C)+ 1− 1.
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Since as1(C)≤ as2(C) by Theorem 1.3, we get

as2(Ĉz)
2
≤ as2(C)2+ 2

√
as2(C)2+ 2as2(C)+ 1− 1= (as2(C)+ 1)2

which implies that as2(Ĉz) ≤ as2(C)+ 1 and that equality holds if and only if
as2(C)= as1(C). �

Remark 2.3. Theorem 2.1 indicates that there are nontrivial C ∈ Kn (n ≥ 4) such
that as1(C)= as∞(C): in Rn , taking a symmetric D∈Kn−2 and forming D̂y ∈Kn−1,
for each C := conv(z, D̂y) ∈ Kn , we have, by Theorems 1.3 and 2.1 and Theorem
2 in [Guo and Kaijser 2002], as1(C) = as2(C) = as∞(C) = 3, while clearly C is
neither a symmetric convex body nor a simplex.

Now we introduce the so-called coproduct of subsets in different spaces and then
generalize Theorem 2.1.

Definition. Given C ⊂ Rm and D ⊂ Rn (m, n ≥ 0), we define the coproduct body
C q D ⊂ Rm+n+1 as

CqD :=
⋃

0≤λ≤1

(1−λ)C×λD×{λ}= {((1−λ)x, λy, λ) | x ∈C, y ∈ D, 0≤ λ≤ 1}.

Remark 2.4. (i) If both C and D are convex, then CqD = conv(C ∪ D̃), where
D̃ = {0}× D×{1} = {(0, y, 1) | y ∈ D} (in particular, C q D is convex). For
example, [−1, 1]q [−1, 1] = conv{(1, 0, 0), (−1, 0, 0), (0, 1, 1), (0,−1, 1)},
a 3-dimensional simplex. In general, [a, b]q[c, d] is a 3-dimensional simplex.

(ii) If C = {v} is a singleton and D is convex, then C q D reduces to the cone
with vertex v and base D.

The next proposition, which may be checked easily, shows that, in a sense, the
coproduct operation is the dual of product operation. For C ∈ Kn , denote

C A
= { f ∈ aff(Rn) | f (C)⊂ [−1, 1]}.

Proposition 2.5. For any C ∈ Km and D ∈ Kn under the correspondence

(C q D)A
3 f ←→ ( f|C , f|D) ∈ C A

× D A,

where ( f|C , f|D)
(
((1− λ)x, λy, λ)

)
:= (1− λ) f|C(x)+ λ f|D(y), we have

(C q D)A
= C A

× D A.

Now we can generalize (i) in Theorem 2.1 to the coproduct bodies.

Theorem 2.6. For any C ∈ Km and D ∈ Kn (m, n ≥ 0),

as1(C q D)= as1(C)+ as1(D)+ 1,

where we take the convention that as1(C) (or as1(D))= 0 if C (or D) ∈ K0.
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In order to prove Theorem 2.6, more lemmas are needed. For any λ ∈ R, ε ≥ 0
and A ⊂ Rm+n+1, denote

Hλ := Rm
×Rn

×{λ}, Aλ := A∩Hλ, Aλ,ε := [A− εA]λ.

Lemma 2.7. For any C ∈ Km and D ∈ Kn (m, n ≥ 1),

Vm+n+1(C q D)= B(m+ 1, n+ 1)Vm(C)Vn(D),

where B(·, ·) is the Beta function.

Proof. Since [C q D]λ = (1− λ)C × λD×{λ} for 0≤ λ≤ 1, we have

Vm+n([C q D]λ)= Vm+n((1− λ)C × λD)= (1− λ)mλnVm(C)Vn(D).

Hence

Vm+n+1(CqD)=
∫ 1

0
(1−λ)mλnVm(C)Vn(D) dλ= B(m+1, n+1)Vm(C)Vn(D).

�

Lemma 2.8. If o ∈ C and o ∈ D, then for any 0≤ ε < 1 and 0≤ λ≤ 1− ε,

Vm+n([C q D]λ,ε)= Vm+n
(
((1− λ)C − εC))× ((λ+ ε)D− εD)

)
− ε2 P∗(λ, ε),

where P∗(λ, ε) is a polynomial of λ and ε.

Proof. Since

C q D− ε(C q D)

=

⋃
0≤µ,ν≤1

((1−µ)C ×µD×{µ}− ε(1− ν)C × ενD×{εν})

=

⋃
0≤µ,ν≤1

((1−µ)C − ε(1− ν)C)× (µD− ενD)×{µ− εν},

we have

[C q D]λ,ε =
⋃

µ−εν=λ

((1−µ)C − ε(1− ν)C)× (µD− ενD)×{λ}.

Thus,

(2-3) [C q D]λ,ε ⊃ ((1− (λ+ ε))C)× ((λ+ ε)D− εD)×{λ} =: E1

(the set when ν = 1 and so µ= λ+ ε) and

(2-4) [C q D]λ,ε ⊃ ((1− λ)C − εC)× (λD)×{λ} =: E2

(the set when ν = 0 and so µ= λ). We also have

(2-5) [C q D]λ,ε ⊂ ((1− λ)C − εC)× ((λ+ ε)D− εD)×{λ} =: E3,
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since, for 0≤ µ, ν ≤ 1 with µ− εν = λ (notice that λ≤ µ≤ λ+ ε and that o ∈ C ,
o ∈ D),

(2-6) (1−µ)C − ε(1− ν)C ⊂ (1− λ)C − εC,

µD− ενD ⊂ µD− εD ⊂ (λ+ ε)D− εD.

Now, setting

P(λ, ε) := Vm+n(E3)− Vm+n([C q D]λ,ε),

which is a polynomial of λ and ε, we have by (2-3), (2-4), (2-5) and the fact that
(1− λ− ε)C ⊂ (1− λ)C − εC , λD ⊂ (λ+ ε)D− εD,

0≤ P(λ, ε)

≤ Vm+n(E3)− Vm+n(E1 ∪ E2)

= Vm+n(E3)− Vm+n(E1)− Vm+n(E2)+ Vm+n(E1 ∩ E2).

By the polynomial expansion of the Minkowski sum (see Theorem 5.1.6 in
[Schneider 1993]),

(2-7) Vm+n(E3)= Vm((1− λ)C − εC)Vn((λ+ ε)D− εD)

= ((1− λ)m Vm(C)+mε(1− λ)m−1V (C[m− 1])+ ε2 P ′1(λ, ε))

×((λ+ ε)nVn(D)+ nε(λ+ ε)n−1V (D[n− 1])+ ε2 P ′′1 (λ, ε))

= (1− λ)m(λ+ ε)nVm(C)Vn(D)

+nε(1− λ)m(λ+ ε)n−1Vm(C)V (D[n− 1])

+mε(1− λ)m−1(λ+ ε)nV (C[m− 1])Vn(D)+ ε2 P1(λ, ε),

Vm+n(E1)= Vm((1− λ− ε)C)Vn((λ+ ε)D− εD)

= (1− λ− ε)m Vm(C)

×((λ+ ε)nVn(D)+ nε(λ+ ε)n−1V (D[n− 1])+ ε2 P ′2(λ, ε))

= (1− λ− ε)m(λ+ ε)nVm(C)Vn(D)

+nε(1− λ− ε)m(λ+ ε)n−1Vm(C)V (D[n− 1])+ ε2 P2(λ, ε),

Vm+n(E2)= Vm((1− λ)C − εC)Vn(λD)

= ((1−λ)m Vm(C)+mε(1−λ)m−1V (C[m−1])+ε2 P ′3(λ, ε))λ
nVn(D)

= (1− λ)mλnVm(C)Vn(D)

+mε(1− λ)m−1λnV (C[m− 1])Vn(D)+ ε2 P3(λ, ε),

Vm+n(E1 ∩ E2)= Vm((1− λ− ε)C)Vn(λD)= (1− λ− ε)mλnVm(C)Vn(D),
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where P ′i , P ′′i , Pi are polynomials of λ and ε, and

(1− λ)m(λ+ ε)n − (1− λ− ε)m(λ+ ε)n − (1− λ)mλn
+ (1− λ− ε)mλn

= ((1− λ)m − (1− λ− ε)m)(λ+ ε)n − ((1− λ)m − (1− λ− ε)m)λn

= ((1− λ)m − (1− λ− ε)m)((λ+ ε)n − λn)

= ε2 Q1(λ, ε),

nε(1− λ)m(λ+ ε)n−1
− nε(1− λ− ε)m(λ+ ε)n−1

= nε((1− λ)m − (1− λ− ε)m)(λ+ ε)n−1

= ε2 Q2(λ, ε),

mε(1− λ)m−1((λ+ ε)n − λn)= ε2 Q3(λ, ε),

where Qi are polynomials of λ and ε. Thus

Vm+n(E3)− Vm+n(E1)− Vm+n(E2)+ Vm+n(E1 ∩ E2)= ε
2 Q(λ, ε)

for some polynomial Q(λ, ε), and in turn P(λ, ε)=ε2 P∗(λ, ε) for some polynomial
P∗(λ, ε). �

Lemma 2.9. For any C ∈ Km and D ∈ Kn with o ∈ C, o ∈ D (m, n ≥ 1),

d
dε

(∫ 1−ε

0
Vm+n([C q D]λ,ε) dλ

)
|ε=0

= (m+ n+ 1)B(m+ 1, n+ 1)

×(Vm(C)Vn(D)+ V (C[m− 1])Vn(D)+ Vm(C)V (D[n− 1])).

Proof. By Lemma 2.8 and (2-7), we have

Vm+n([C q D]λ,ε)

= Vm+n(E3)− ε
2 P∗(λ, ε)

= (1−λ)m(λ+ε)nVm(C)Vn(D)+mε(1−λ)m−1(λ+ε)nV (C[m−1])Vn(D)

+nε(λ+ ε)n−1(1− λ)m Vm(C)V (D[n− 1])+ ε2 P1(λ, ε)− ε
2 P∗(λ, ε).

Thus, since

d
dε

(∫ 1−ε

0
(1− λ)m(λ+ ε)ndλ

)
|ε=0
= nB(m+ 1, n),

d
dε

(
ε

∫ 1−ε

0
(1− λ)m−1(λ+ ε)ndλ

)
|ε=0
= B(m, n+ 1),



THE MEASURES OF ASYMMETRY FOR COPRODUCTS OF CONVEX BODIES 411

d
dε

(
ε

∫ 1−ε

0
(1− λ)m(λ+ ε)n−1dλ

)
|ε=0
= B(m+ 1, n),

d
dε

(
ε2
∫ 1−ε

0
(P1(λ, ε)− P∗(λ, ε))dλ

)
|ε=0
= 0,

and because m B(m, n+ 1)= nB(m+ 1, n)= (m+ n+ 1)B(m+ 1, n+ 1), we get

d
dε

(∫ 1−ε

0
Vm+n([C q D]λ,ε) dλ

)
|ε=0

= nB(m+ 1, n)Vm(C)Vn(D)+m B(m, n+ 1)V (C[m− 1])Vn(D)

+nB(m+ 1, n)Vm(C)V (D[n− 1])

= (m+ n+ 1)B(m+ 1, n+ 1)

×(Vm(C)Vn(D)+ V (C[m− 1])Vn(D)+ Vm(C)V (D[n− 1])). �

The following simple fact will be needed in the proof of Theorem 2.6.

Fact 2.10. Suppose 0≤ u(t)≤ v(t) and u(0)= v(0)= 0. If

dv(t)
dt+ |t=0

= 0,

then

0≤ lim
t→0+

u(t)− u(0)
t − 0

≤ lim
t→0+

v(t)− v(0)
t − 0

= 0,

i.e.,
du(t)
dt+ |t=0

= 0
(

or
du(t)

dt |t=0
= 0 if it exists

)
,

where d/dt+ denotes the right derivative.

Proof of Theorem 2.6. If m= n= 0, then as1(C)= as1(D)= 0 and CqD is just the
segment with ends o and (0, 0, 1). Hence as1(C q D)= 1= as1(C)+ as1(D)+ 1.

If m = 0, n ≥ 1 (or m ≥ 1, n = 0), it reduces to (i) in Theorem 2.1 (see (ii) in
Remark 2.4).

Now we assume m, n ≥ 1 and o ∈ C, o ∈ D (since as1(·) is affine invariant).
Notice that C q D− ε(C q D) is located in between H−ε and H1 since C q D is
located in between H0 and H1.

By the polynomial expansion of the Minkowski sum, we have that

(2-8) (m+ n+ 1)V ((C q D)[m+ n])

=
d
dε

Vm+n+1(C q D− εC q D)|ε=0

=
d
dε

[(∫ 0

−ε

+

∫ 1−ε

0
+

∫ 1

1−ε

)
Vm+n([C q D]λ,ε) dλ

]
|ε=0

.
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In order to compute

d
dε

(∫ 0

−ε

Vm+n([C q D]λ,ε) dλ
)
|ε=0

,

we observe that if −ε ≤ λ≤ 0 and µ− εν = λ, then

((1−µ)C − ε(1− ν)C)× (µD− ενD)⊂ (C − εC)× ((λ+ ε)(D− D)+ λD),

since (1−µ)C − ε(1− ν)C ⊂ C − εC and

µD− ενD = µD− (µ− λ)D = µ(D− D)− λD ⊂ (λ+ ε)(D− D)+ λD

(notice that −λ≥ 0, o ∈ D− D and that µ− εν = λ implies µ≤ λ+ ε). So
(2-9)

0≤
∫ 0

−ε

Vm+n([C q D]λ,ε) dλ≤
∫ 0

−ε

Vm(C − εC)Vn((λ+ ε)(D− D)+ λD) dλ.

Denote f (λ, ε) := Vm(C−εC)Vn((λ+ε)(D−D)+λD), which is a polynomial
of λ and ε by the polynomial expansion of the Minkowski sum, and f (0, 0)= 0.
Thus

d
dε

(∫ 0

−ε

f (λ, ε) dλ
)
|ε=0
= f (0, 0)= 0,

which, together with (2-9) and Fact 2.10, leads to

(2-10)
d
dε

(∫ 0

−ε

Vm+n([C q D]λ,ε) dλ
)
|ε=0
= 0.

Similarly, we have

(2-11)
d
dε

(∫ 1

1−ε
Vm+n([C q D]λ,ε) dλ

)
|ε=0
= 0.

Now, (2-8), (2-10), (2-11) and Lemma 2.9 show that

(m+ n+ 1)V ((C q D)[m+ n])

=
d
dε

(∫ 1−ε

0
Vm+n([C q D]λ,ε) dλ

)
|ε=0

= (m+ n+ 1)B(m+ 1, n+ 1)

×(Vm(C)Vn(D)+ V (C[m− 1])Vn(D)+ Vm(C)V (D[n− 1])),
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which, together with (iii) in Remark 1.2 and Lemma 2.7, leads to

as1(C q D)=
V ((C q D)[m+ n])

Vm+n+1(C q D)

=
Vm(C)Vn(D)+ V (C[m− 1])Vn(D)+ Vm(C)V (D[n− 1])

Vm(C)Vn(D)
= 1+ as1(C)+ as1(D). �

3. The Minkowski measure of coproducts of convex bodies

In this section, we will show that Theorem 2.6 also holds for the well-known
Minkowski measure as∞.

First, given C ∈ Kn , for any fixed x ∈ int(C), define

γ (C, x) := sup{ f (x) | f ∈ Ca
},

where Ca
:= { f ∈ aff(Rn) | f (C)= [−1, 1]}. It is easy to check (see [Guo 2005])

that µ∞(C, x)= (1+ γ (C, x))/(1− γ (C, x)). Defining a measure of asymmetry
As(C) of C by

As(C)= inf
x∈int(C)

γ (C, x),

we have 0≤ As(C)≤ (n− 1)/(n+ 1) for C ∈ Kn and

As(C)=
as∞(C)− 1
as∞(C)+ 1

or as∞(C)=
1+As(C)
1−As(C)

.

Then x is an ∞-critical point if and only if it is an As-critical point, and it is
reasonable to study the Minkowski measure as∞(C) in terms of γ (C, x) and As(C).

Definition. For C ∈Km and D ∈Kn , we define the affine direct sum of Ca and Da ,
Ca � Da

⊂ aff(Rm)× aff(Rn), by

Ca � Da
:= ({1C}× Da)∪ (Ca

×{1D}),

where 1C and 1D denote the constant function 1 respectively on Rm and Rn .

Under the same correspondence as in Proposition 2.5, Ca � Da can be identified
with a subset of (C q D)a , and it is easy to check that

Ca � Da ( (C q D)a ( (C q D)A.

Lemma 3.1. Given C ∈ Km and D ∈ Kn , for any fixed z = ((1− λ)x, λy, λ) in
int(C q D) (i.e., x ∈ ri(C), y ∈ ri(D) and 0< λ < 1),

γz := γ (C q D, z)= sup
( f,g)∈(CqD)a

( f, g)(z)= sup
( f,g)∈Ca�Da

( f, g)(z),

where f ∈ aff(Rm), g ∈ aff(Rn) and ( f, g)(z) := (1− λ) f (x)+ λg(y).
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Proof. By a standard compactness argument, there is ( f0, g0) ∈ (CqD)a such that

(3-1) γz = ( f0, g0)(z)= (1− λ) f0(x)+ λg0(y).

Now we will show that f0 = 1C and g0 ∈ Da or g0 = 1C and f0 ∈ Ca .
To see this, we observe first that f0(C)⊂ [−1, 1], g0(D)⊂ [−1, 1] and

(3-2) ( f0, g0)(C q D)= conv( f0(C)∪ g0(D)),

which can be easily checked by the definition of C q D (in fact, this holds for any
( f, g) ∈ (C q D)a).

Then we claim that 1 ∈ f0(C) and 1 ∈ g0(D). Suppose it is not true that, say,
1 /∈ f0(C). Then (3-2) implies that 1 ∈ g0(D) since ( f0, g0)(CqD)= [−1, 1], and
either −1 is in f0(C) or g0(D). However, we will see that in either case there is a
contradiction.

If −1 ∈ g0(D), then g0 ∈ Da . Thus (1C , g0) ∈ (C q D)a and we have the
inequality (1C , g0)(z) > ( f0, g0)(z), which contradicts (3-1).

If −1 ∈ f0(C), then we can find f1 ∈ Ca such that { f1 = −1} = { f0 = −1},
which implies that f1(x) > f0(x) (since 1 /∈ f0(C)). Thus ( f1, g0) ∈ (Cq D)a and
( f1, g0)(z) > ( f0, g0)(z) which contradicts (3-1) too. Hence we have confirmed
our claim.

Now, with a similar argument, we can show that −1 is in f0(C) or g0(D).
If−1∈ g0(D), then g0∈Da , and we must have f0=1C since (1C , g0)∈ (CqD)a

and (1C , g0)(z) > ( f, g0)(z) for all f 6= 1C . Thus ( f0, g0)= (1C , g0) ∈ Ca � Da .
Similarly, if −1∈ f0(C), then g0= 1D and so ( f0, g0)= ( f0, 1D)∈Ca �Da . �

Now we can prove the following generalization of Theorem 2 in [Guo and Kaijser
2002].

Theorem 3.2. For any C ∈ Km and D ∈ Kn (m, n ≥ 0),

as∞(C q D)= as∞(C)+ as∞(D)+ 1,

where we take the convention that as∞(C)= 0 for C ∈K0. Moreover, all∞-critical
points z∗ of C q D have the form

z∗ =
1− γy

2− γx − γy
x∗+

1− γx

2− γx − γy
y∗,

where x∗ = (x, 0, 0) with x being an∞-critical point of C , and y∗ = (0, y, 1) with
y being an∞-critical point of D, and γx := γ (C, x), γy := γ (D, y).

Proof. If m = n = 0, the same argument as in the proof of Theorem 2.6 can be
applied.

If m = 0, n ≥ 1 or m ≥ 1, n = 0, it reduces to Theorem 2 in [Guo and Kaijser
2002].
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Now assume m ≥ 1, n ≥ 1. We first prove a general result: for any x̄ := (x, 0, 0)
with x ∈ ri(C) and ȳ := (0, y, 1) with y ∈ ri(D),

(3-3) min
z∈(x̄,ȳ)

γ (C q D, z)= γ (C q D, z0)=
1− γxγy

2− γx − γy
,

where (x̄, ȳ) is the open interval with x̄, ȳ as ends and

z0 =
1− γy

2− γx − γy
x̄ +

1− γx

2− γx − γy
ȳ.

In fact, for any (1, g), ( f, 1) ∈ Ca � Da ,

(1, g)(z0)=
1− γy

2− γx − γy
+

1− γx

2− γx − γy
g(y)

≤
1− γy

2− γx − γy
+

1− γx

2− γx − γy
γy =

1− γxγy

2− γx − γy
,

( f, 1)(z0)=
1− γy

2− γx − γy
f (x)+

1− γx

2− γx − γy

≤
1− γy

2− γx − γy
γx +

1− γx

2− γx − γy
=

1− γxγy

2− γx − γy
,

with equality in the first formula if g ∈ Da such that g(y) = γy and equality in
the second formula if f ∈ Ca such that f (x) = γx . So by Lemma 3.1, we have
γz0 = (1− γxγy)/(2− γx − γy).

Now, for z = λx̄ + (1− λ)ȳ ∈ [x̄, ȳ], if λ > (1− γy)/(2− γx − γy), we choose
g0 ∈ Da such that g0(y)= γy . Then

(1, g0)(z)= λ+ (1− λ)γy = (1− γy)λ+ γy

> (1− γy)
1− γy

2− γx − γy
+ γy =

1− γxγy

2− γx − γy
= γz0,

which implies that γz > γz0 .
If λ < (1− γy)/(2− γx − γy), then, noticing that γx − 1< 0, we have

( f0, 1)(z)= λγx + (1− λ)= (γx − 1)λ+ 1

> (γx − 1)
1− γy

2− γx − γy
+ 1=

1− γxγy

2− γx − γy
= γz0,

which also implies that γz > γz0 . Hence (3-3) is confirmed.
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Finally, since it is easy to check that µ∞(C, x)= (1+ γ (C, x))/(1− γ (C, x)),
we can use the fact that the function (1+ t)/(1− t) is increasing on [0, 1), to get

µ∞(C q D, z0)= min
z∈(x̄,ȳ)

µ∞(C q D, z)=
1+ γz0

1− γz0

=

(
1+

1− γxγy

2− γx − γy

)(
1−

1− γxγy

2− γx − γy

)−1

=
3− γx − γy − γxγy

1− γx − γy + γxγy
=

1+ γx

1− γx
+

1+ γy

1− γy
+ 1

= µ∞(C, x)+µ∞(D, y)+ 1.

It follows that

as∞(CqD)= min
x∈ri(C),y∈ri(D)

(µ∞(C, x)+µ∞(D, y)+1)= as∞(C)+ as∞(D)+1

and all∞-critical points z∗ of C q D have the form

z∗ =
1− γy

2− γx − γy
x∗+

1− γx

2− γx − γy
y∗,

where x∗ = (x, 0, 0) with x being an∞-critical point of C and y∗ = (0, y, 1) with
y being an∞-critical point of D. �

Remark 3.3. Let A := {C ∈ Kk
| as1(C)= as∞(C), k = 0, 1, 2, . . . } be the class

of convex bodies whose p-measures coincide for all p, in all dimensions. Then A
is closed under invertible affine transformations and coproducts of convex bodies,
as follows from Theorems 2.6 and 3.2. Observe also that a simplex in k dimensions
can be considered as the (k+ 1)-fold coproduct of its vertices (trivially symmetric
convex bodies in 0 dimensions). Thus, we have naturally the following questions:

Question 1. Is the class of symmetric convex bodies a generating set for A under
invertible affine transformations and coproducts?

Question 2. Does as1(C) = as∞(C) hold if as1(C) = as2(C) (or, generally, if
asp1(C)= asp2(C) for distinct p1, p2)?
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REGULARITY AND ANALYTICITY OF SOLUTIONS
IN A DIRECTION FOR ELLIPTIC EQUATIONS

YONGYANG JIN, DONGSHENG LI AND XU-JIA WANG

In this paper, we study the regularity and analyticity of solutions to linear
elliptic equations with measurable or continuous coefficients. We prove
that if the coefficients and inhomogeneous term are Hölder-continuous in
a direction, then the second-order derivative in this direction of the solution
is Hölder-continuous, with a different Hölder exponent. We also prove that
if the coefficients and the inhomogeneous term are analytic in a direction,
then the solution is analytic in that direction.

1. Introduction

We study the regularity and analyticity of solutions in a given direction to the
elliptic equation

(1-1)
n∑

i, j=1

ai j (x)uxi x j +

n∑
i=1

bi (x)uxi + c(x)u = f (x) in �,

assuming that the coefficients ai j , bi , c and the inhomogeneous term f are smooth
or analytic along the direction, where � is a bounded domain in the Euclidean
space Rn . We assume that the equation is uniformly elliptic, namely, that there
exist positive constants 3> λ > 0 such that

(1-2) λ|ξ |2 ≤
∑

ai j (x)ξiξ j ≤3|ξ |
2 for all x ∈�.

We also assume that bi , c ∈ L∞(�), and f ∈ Ln(�).
The regularity of solutions is a fundamental issue in the study of partial differential

equations. Most regularity theories, such as the Schauder estimate and the W 2,p

estimate, are isotropic; namely, the solution is uniformly regular in all directions.
An interesting question is whether the solution to (1-1) is smooth in a direction if
the coefficients ai j , bi , c and the inhomogeneous term f are smooth in this direction
only. This question can be asked for more general nonlinear elliptic and parabolic
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equations. One may also consider the regularity when the coefficients ai j , bi , c and
the inhomogeneous term f are smooth in a submanifold of high codimensions.

This is a significant problem in partial differential equations as it is not only
stronger than the Schauder estimate but also has applications in areas such as fluid
mechanics, partial differential systems, manifolds with nonsmooth metric tensors,
and other physical problems such as the propagation of singularities [Taylor 2000;
Kukavica and Ziane 2007; Cao and Titi 2008; 2011]. For many PDE systems if
one can first prove the regularity of solutions in a direction, one may be able to
obtain the full regularity. At a first glance, one may feel that an affirmative answer
would be too good to be true, even for an expert in the area. However in this
paper we show that this is indeed true at least in dimension two, and also in higher
dimensions if the coefficients are continuous. At the moment we are not aware
of a counterexample without the continuity. This question is also open for most
nonlinear equations and deserves further investigations.

The analyticity of solutions is also an important topic in the regularity theory of
partial differential equations. For the linear elliptic equation (1-1), it is well known
that if the coefficients ai j , bi , c and the inhomogeneous term f are analytic, then
the solution is also analytic. A similar question is whether the solution is analytic
in a direction if ai j , bi , c and f are analytic only in the given direction.

Let us first state our results on the analyticity of solutions in a given direction:

Theorem 1.1. Let u ∈ W 2,n(�) be a strong solution to (1-1). Assume that the
coefficients ai j , bi , c and the inhomogeneous term f are independent of the variable
xn . Then the solution u is analytic in xn .

The proof of Theorem 1.1 is based on the Krylov–Safonov Hölder-continuity of
linear elliptic equations. Using the W 2,p estimate, we also have:

Theorem 1.2. Let u ∈ W 2,n(�) be a strong solution to (1-1). Assume that the
coefficients ai j are continuous, and ai j , bi , c and f are analytic in the variable xn .
Then the solution u is analytic in xn .

In Theorem 1.1, we do not assume the continuity of the coefficients ai j , bi , c but in
Theorem 1.2 we do. An interesting question is whether one can remove the continu-
ity of the ai j in Theorem 1.2. An affirmative answer can be given in dimension two:

Theorem 1.3. Let u ∈W 2,2(�) be a strong solution to (1-1). Assume that n= 2 and
ai j , bi , c and f are analytic in the variable x2. Then the solution u is analytic in x2.

Our results are stronger than the classical results on the analyticity of solutions
to linear elliptic equations. In the classical theory the coefficients ai j , bi , c and the
inhomogeneous term f are assumed to be analytic in all directions.

When the coefficients are Hölder-continuous in a given direction, we have the
following directional C2,α regularity:
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Theorem 1.4. Let u ∈W 2,n(�) be a strong solution to (1-1). Suppose that ai j , bi ,
c are Cα in the ξ -direction for some 0< α < 1 and ai j ∈ C0(�) and satisfy (1-2).
Suppose f ∈ L p(�) for some p > n/α. Then for any 0 < β < α− n/p and any
y, z ∈�δ, we have the estimate

(1-3) |∂ξ∂x u(y)− ∂ξ∂x u(z)|

≤ Cdβ
[

sup� |u| + ‖ f ‖L p(�)+

∫ 1

d

ω f,ξ (r)
r1+β

]
+C

∫ d

0

ω f,ξ (r)
r

+C‖ai j‖Cα
ξ (�)

(‖ f ‖L p(�)+ sup� |u|)d
α−n/p,

where �δ = {x ∈� | dist(x, ∂�) > δ} and d = |y− z|. The constant C depends on
n, α, β, δ, p, λ, 3 and the modulus of continuity of ai j .

In Theorem 1.4, ξ is a given unit vector, and the notation ω f,ξ is defined at
the beginning of Section 4. The continuity assumption of the ai j is for the use of
the W 2,p estimate, hence it suffices to assume that the ai j are in the VMO space
[Chiarenza et al. 1993], or the ai j are continuous in n−1 variables [Kim and Krylov
2007]. In particular, in dimension two, by the W 2,p estimate in the latter reference,
the continuity of the ai j is not needed. Hence we have:

Corollary 1.5. Let u ∈ W 2,2(�) be a strong solution to (1-1). Assume that n = 2
and ai j , bi , c and f are Hölder-continuous in direction ξ . Then ∂ξ∂x u is Hölder-
continuous.

Note that the Hölder-continuity of ∂ξ∂x u in Theorem 1.4 and Corollary 1.5 is
uniform in all directions. But the Hölder exponent of the second derivative is
smaller than that of the coefficients and we need to assume f ∈ L p for a large p.

Theorem 1.4 improves [Tian and Wang 2010, Theorem 3.2], where the coeffi-
cients ai j were assumed to be Lipschitz in ξ , and the directional C2,α regularity
was obtained by differentiating (1-1). We point out that Corollary 1.5 was also
obtained in [Dong 2012, Section 6]. By the W 2,p estimate [Kim and Krylov 2007],
related result holds in higher dimension too. That is, if u is a strong solution to
(1-1) and if ai j , bi , c and f are Hölder-continuous in x ′ = (x1, . . . , xn−1), then
∂x ′∂x u is Hölder-continuous. The C2,α regularity of solutions in a given direction
was also investigated in [Dong and Kim 2011]. See also [Tian and Wang 2010] for
discussions.

To prove Theorems 1.1–1.3, we introduce appropriate function spaces and es-
tablish related interpolation inequalities. We will prove Theorem 1.1 in Section 2,
Theorems 1.2 and 1.3 in Section 3, and Theorem 1.4 in Section 4. In Section 5, we
give a brief discussion on equations of divergence form.
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2. Proof of Theorem 1.1

For simplicity we assume bi = c = 0; namely, we consider the equation

(2-1) L[u] :=
n∑

i, j=1

ai, j (x ′)ui j = f (x) in �,

where � is a bounded domain in Rn , x ′ = (x1, . . . , xn−1), and ui j = uxi x j . The
proof is similar if bi 6= 0 and c 6= 0, provided they satisfy the conditions specified
in the introduction. We assume that the coefficients ai j are measurable and satisfy
the uniformly elliptic condition (1-2), f ∈ Ln(�), and the ai j and f are analytic in
the xn variable.

Set u′ = uxn , u′′ = uxn xn ,

u(k) =
∂ku
∂xk

n
, k = 1, 2, . . . ,

〈u〉α,� = supx,y∈�

{
|u(x)− u(y)|
|x − y|α

∣∣∣ (y− x)//en

}
,

and

(2-2) |u|k+α,� = sup� |u| + 〈u
(k)
〉α,�, k = 0, 1, 2, . . . ,

‖u‖k+α,� = sup� |u| + supx,y∈�
|Dku(x)− Dku(y)|

|x − y|α
,

where 0< α ≤ 1 and (y− x)//en means the vector y− x is parallel to the vector
en = (0, . . . , 0, 1). We also set

(2-3)

〈u(k)〉(β)α,� = supQ2r (x)⊂� r k+α+β
〈u(k)〉α,Qr (x), β ∈ R,

|u|(β)k+α,� = supQ2r (x)⊂�[r
β
‖u‖L∞(Qr (x))+ r k+α+β

〈u(k)〉α,Qr (x)],

and

‖u‖(β)k+α,�

= supQ2r (x)⊂�

[
rβ‖u‖L∞(Qr (x))+ r k+α+βsupy,z∈Qr (x)

|Dku(y)− Dku(z)|
|y− z|α

]
,

where Qr (x) denotes the open cube with center x and side-length 2r . We can
extend the above definition to α = 0 by letting

|u|(β)k,� = supQ2r (x)⊂�[r
β
‖u‖L∞(Qr (x))+ r k+β

〈u(k−1)
〉1,Qr (x)] if k > 0,

|u|(β)0,� = supQ2r (x)⊂� rβ‖u‖L∞(Qr (x)) if k = 0.
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We point out the equivalence of the norm |u|(β)k+α,� given in (2-3) and the norm

[u](β)k+α,� :=supQ(1+σ)r (x)⊂�[r
β
‖u‖L∞(Qr (x))+ r k+α+β

〈u(k)〉α,Qr (x)],

where σ > 0 is a constant. Namely,

C−1
|u|(β)k+α,� ≤ [u]

(β)

k+α,� ≤ C |u|(β)k+α,�,

for some constant C depending only on n, k, α, β and σ . To prove the above
inequalities, it suffices to divide the cube Q3r/2 into 2n disjoint smaller cubes if
σ ∈

[ 1
2 , 2

]
, and divide into more, smaller cubes for other σ . Note that if β =−k,

the constant C is independent of k.
We also point out three differences between our definition of the norms |u|(β)k+α,�

and the usual one [Gilbarg and Trudinger 1998]. That is, (i) the derivative in the
former one is taken only on the xn-direction; (ii) in the Hölder seminorm (2-2) we
assume that (y− x)//en; and (iii) the supremum in (2-3) is taken among all cubes
Qr (x) satisfying the condition Q2r (x)⊂�. The reason of choosing the cubes with
the property Q2r (x)⊂� is that the norm is homogeneous under rescaling.

First we prove an interpolation inequality for the norm ‖u‖(β)k+α,�:

Lemma 2.1. Suppose that j+β < k+α, where j, k= 0, 1, 2, . . . and 0≤ α, β ≤ 1.
Assume that u ∈ Ck,α(�). Then there exists a positive constant C depending on j ,
k, α, β, such that

(2-4) ‖u‖(γ )j+β,� ≤ C[‖u‖(γ )k+α,�]
( j+β)/(k+α)

[‖u‖(γ )0,�]
1−( j+β)/(k+α).

Proof. It is well known [Hörmander 1976] that there is a positive constant C =
C( j, k, α, β) such that

(2-5) ‖u‖ j+β,Q1(0) ≤ C(‖u‖k+α,Q1(0))
( j+β)/(k+α)(‖u‖L∞(Q1(0)))

1−( j+β)/(k+α).

For any Qr (x)⊂�, by rescaling, we obtain

(2-6) ‖u‖L∞(Qr (x))+ r j+β
〈D j u〉β,Qr (x)

≤ C(‖u‖L∞(Qr (x)))
1−( j+β)/(k+α)

×
(
‖u‖L∞(Qr (x))+ r k+α

〈Dku〉α,Qr (x)
)( j+β)/(k+α)

.

That is,

rγ ‖u‖L∞(Qr (x))+ r j+β+γ
〈D j u〉β,Qr (x)

≤ C(rγ ‖u‖L∞(Qr (x)))
1−( j+β)/(k+α)

×
(
rγ ‖u‖L∞(Qr (x))+ r k+α+γ

〈Dku〉α,Qr (x)
)( j+β)/(k+α)

.

Taking the supremum of all cubes Qr (x) with Q2r (x)⊂�, we obtain (2-4). �

Next we extend the inequality (2-4) to the norm |u|(β)k+α,�:
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Lemma 2.2. Suppose that j+β < k+α, where j, k= 0, 1, 2, . . . and 0≤ α, β ≤ 1.
Assume that u ∈ L∞(�) and u(k) ∈ Cα(�). Then there exists a positive constant C
depending on j , k, α, β, such that

|u|(γ )j+β,� ≤ C[|u|(γ )k+α,�]
( j+β)/(k+α)

[|u|(γ )0,�]
1−( j+β)/(k+α).

Proof. By the rescaling argument in the proof of Lemma 2.1, it suffices to prove

(2-7) |u| j+β,Q1(0) ≤ C(|u|k+α,Q1(0))
( j+β)/(k+α)(‖u‖L∞(Q1(0)))

1−( j+β)/(k+α).

By the definition (2-3), it suffices to prove

(2-8) 〈u( j)
〉β,Q1(0) ≤ C(|u|k+α,Q1(0))

( j+β)/(k+α)(‖u‖L∞(Q1(0)))
1−( j+β)/(k+α).

Again, by the definition of (2-3), there exists x ′0 such that

〈u( j)
〉β,Q1(0) ≤ 2 sup

{
|u( j)(x ′0, xn)− u( j)(x ′0, yn)|

|xn − yn|
β

∣∣∣−1< xn, yn < 1
}

= 2〈u( j)(x ′0, · )〉β,I ,

where I = (−1, 1)⊂ R1 is the unit interval. By (2-5) in the one-dimensional case,
the right-hand side is bounded by

〈u( j)(x ′0, · )〉β,I ≤ (‖u(x
′

0, · )‖k+α,I )
( j+β)/(k+α)(‖u(x ′0, · )‖L∞(I ))

1−( j+β)/(k+α)

≤ (|u|k+α,Q1(0))
( j+β)/(k+α)(‖u‖L∞(Q1(0)))

1−( j+β)/(k+α). �

Theorem 2.3. Let u ∈W 2,n(�) be a strong solution of (2-1), where the coefficients
ai j are measurable and independent of xn and satisfy the uniformly elliptic condition
(1-2). Assume that f is analytic in xn . Then there exists a constant C = C(n, λ,3)
such that, for any Q R(x0)⊂�, the following inequality holds:

(2-9) |u(k)(x0)| ≤
(Ck

R

)k
(‖u‖L∞(Q R(x0))+ 1).

Proof. As the coefficients ai j are independent of xn and u is a strong solution, one
sees that

u′δ :=
1
δ
(u(x + δen)− u(x))

is a strong solution to L[u] = f ′δ , where L is the elliptic operator in (2-1). Hence
the Krylov–Safonov Hölder estimate holds for u′δ, uniformly in δ. Similarly,

u′′δ :=
1
δ2 (u(x + δen)+ u(x − δen)− 2u(x))

is a strong solution to L[u] = f ′′δ , and is uniformly Hölder-continuous as δ→ 0.
Sending δ→ 0, we see that u′′ is Hölder-continuous. By induction, we see that for
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any k > 0, u(k) is Hölder-continuous, and

(2-10) 〈u(k)〉α,Q1/4(x) ≤ C
(
‖u(k)‖L∞(Q1/2(x))+‖ f (k)‖L∞(Q1/2(x))

)
for all k = 1, 2, . . . , and the constant C is independent of k.

Set Q0 = Q R(x0). Let Q2r (x̂) ⊂ Q R(x0) be any given cube. Then there exist
x1, x2 ∈ Qr (x̂) with (x2− x1)//en such that

r1+α
〈u′〉α,Qr (x̂) ≤ 2r1+α |u

′(x2)− u′(x1)|

|x2− x1|α
.

If |x2− x1| ≥
1
4r , then, by Lemma 2.2 with j = 1, β = 0, k = 1,

(2-11) r1+α
〈u′〉α,Qr (x̂)

≤ 2 · 4αr |u′(x1)− u′(x2)|

≤ 41+αr‖u′‖L∞(Qr (x̂))

≤ C
(
r1+α
〈u′〉α,Qr (x̂)+‖u‖L∞(Qr (x̂))

)1/(1+α)
(‖u‖L∞(Qr (x̂)))

α/(1+α)

≤ C
[
(r1+α

〈u′〉α,Qr (x̂))
1/(1+α)(‖u‖L∞(Qr (x̂)))

α/(1+α)
+‖u‖L∞(Qr (x̂))

]
.

If |x2− x1|<
1
4r , then, by (2-10) and Lemma 2.2,

(2-12) r1+α
〈u′〉α,Qr (x̂) ≤ 2 · r1+α

〈u′〉α,Qr/4(x1)

≤ C[r‖u′‖L∞(Qr/2(x1))+ r‖ f ′‖L∞(Qr/2(x1))]

≤ C
{
(r1+α

〈u′〉α,Qr/2(x1))
1/(1+α)(‖u‖L∞(Qr/2(x1)))

α/(1+α)

+‖u‖L∞(Qr/2(x1))+ r‖ f ′‖L∞(Qr/2(x1))

}
.

Taking the supremum among all the cubes Qr (x̂) with Q2r (x̂)⊂ Q R(x0), we obtain
from the above estimates (2-11) and (2-12) that

〈u′〉(0)α,Q0
≤ C

{
(〈u′〉(0)α,Q0

)1/(1+α)(‖u‖L∞(Q0))
α/(1+α)

+‖u‖L∞(Q0)+ R‖ f ′‖L∞(Q0)

}
,

which implies
|u|(0)1+α,Q0

≤ C(‖u‖L∞(Q0)+ R‖ f ′‖L∞(Q0)).

By Lemma 2.2 it follows that

‖u′‖L∞(Q R/2(x0)) ≤
C
R
(‖u‖L∞(Q0)+ R‖ f ′‖L∞(Q0)).

Hence we obtain

(2-13) |u′(x0)| ≤
C
R
(‖u‖L∞(Q0)+ R‖ f ′‖L∞(Q0))

≤
C
R
(‖u‖L∞(Q0)+ 1),

where we used the analyticity of f in xn .
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Next we estimate higher derivatives of u at x0. Suppose by induction that

(2-14) |u(k)(x0)| ≤
(C

R

)k
kk(‖u‖L∞(Q0)+ 1).

By (2-13), (2-14), and observing that for any x ∈ Q R/(k+1)(x0), Qk R/(k+1)(x) ⊂
Q R(x0), we have

|u(k+1)(x0)| = |(u(k))′(x0)|

≤
C
R

k+1

(
‖u(k)‖L∞(Q R/(k+1)(x0))+

R
k+ 1

‖ f (k+1)
‖L∞(Q R/(k+1)(x0))

)

≤
C(k+ 1)

R

{(
C
k

k+1 R

)k

kk(‖u‖L∞(Q0)+ 1)+
R

k+ 1
‖ f (k+1)

‖L∞(Q0)

}

≤

(
C
R

)k+1

(k+ 1)k+1(‖u‖L∞(Q0)+ 1).

In the last inequality we used the analyticity of f in xn . �

Theorem 2.4. Let u ∈ W 2,n(�) be a strong solution to (2-1). Assume that the
coefficients ai j are measurable and independent of xn and satisfy (1-2). Assume
that f is analytic in xn . Then the solution u is analytic in xn .

Proof. For any given point x0 = (x
′

0, x0,n) in �, let r0 =
1
4 dist(x0, ∂�). Consider

the Taylor expansion of u in Qr0(x0)

(2-15) u(x ′0, xn)=

n∑
k=0

u(k)(x0)

k!
(xn − x0,n)

k
+

u(n+1)(x ′0, ξ)
(n+ 1)!

(xn − x0,n)
n+1,

where ξ = t x0,n + (1− t)xn for some t ∈ (0, 1). By Theorem 2.3, we know that

|u(k)(x0)| ≤

(
Ck
r0

)k

M,

|u(k+1)(x ′0, ξ)| ≤
(

C(k+ 1)
r0

)k+1

M,

where M := ‖u‖L∞(Q2r0 (x0))+ 1. By Stirling’s formula we have

(k+ 1)(k+1) < ek+1(k+ 1)! .

Hence when |x − x0| ≤ r0/2Ce we have

|u(k)(x0)|

k!
|xn − x0,n|

k
≤

M
2k → 0 as k→∞.

Hence u is analytic in the xn direction. �
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3. Proof of Theorem 1.2

In this section we prove the analyticity of solutions in xn to the equation

(3-1) L[u] :=
n∑

i, j=1

ai j (x)ui j = f (x) in �,

where the coefficients ai j also depend on xn . We assume that the ai j are in C0(�)

and satisfy (1-2) and f ∈ L p(�) (p ≥ n). We also assume that ai j and f are
analytic in xn and satisfy

(3-2) |∂k
xn

ai j | + |∂
k
xn

f | ≤ Bkk!

for all k ≥ 1, where B > 0 is a constant.
As before, we set u′ = uxn , u′′ = uxn xn and u(k) =

∂ku
∂xk

n
for all integer k ≥ 1. In

this section we also set

(3-3)

[u]W 2,p(�) =

∑
|s|=2

‖Dsu‖L p(�),

[u(`)](β)W 2,p(�)
= supQr (x)⊂� d`+2−n/p+β

Qr (x) [u(`)]W 2,p(Qr (x)),

‖u(`)‖(β)L p(�) = supQr (x)⊂� d`−n/p+β
Qr (x) ‖u(`)‖L p(Qr (x)),

for `= 0, 1, 2, . . . and β ∈ R, where dQr (x) = dist(Qr (x), ∂�).
By the W 2,p estimate, we have:

Lemma 3.1. Let u ∈W 2,n(�) be a strong solution to (3-1). Assume that the ai j are
in C0(�) and satisfy (1-2), f ∈ L p(�) (p ≥ 1), and Q R(x0) ⊂ �. There exists a
constant C such that, if 0< r < r + δ < R, then

(3-4) ‖u‖W 2,p(Qr (x0)) ≤ C
{

1
δ2 ‖u‖L p(Qr+δ(x0))+‖ f ‖L p(Qr+δ(x0))

}
,

where C depends only on n, p, λ, 3 and the moduli of the continuity of the
coefficients ai j .

Proof. When r ≤ δ, by the W 2,p estimate for elliptic equations [Gilbarg and
Trudinger 1998] and a rescaling argument, we have

(3-5) ‖D2u‖L p(Qr (x0)) ≤
C
δ2 (‖u‖L p(Qr+δ(x0))+ (r + δ)

2
‖ f ‖L p(Qr+δ(x0)))

≤ C
(

1
δ2 ‖u‖L p(Qr+δ(x0))+‖ f ‖L p(Qr+δ(x0))

)
.
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When δ < r , we choose m ≥ 2 such that r/m ≤ δ < r/(m− 1), and equally divide
the cube Qr (x0) into smaller cubes with side-length r/m. Then

‖D2u‖p
L p(Qr (x0))

=

∑
i

‖D2u‖p
L p(Qr/m(xi ))

.

By (3-5),

(3-6) ‖D2u‖p
L p(Qr/m(xi ))

≤ C
(

1
δ2p ‖u‖

p
L p(Q2r/m(xi ))

+‖ f ‖p
L p(Q2r/m(xi ))

)
.

Note that for each Qr/m(xi ) there are at most 3n cubes of the form Q2r/m(x j )

intersecting with it. Hence, summing up, we obtain

(3-7) ‖D2u‖p
L p(Qr (x0))

≤ C
(

1
δ2p ‖u‖

p
L p(Qr+δ(x0))

+‖ f ‖p
L p(Qr+δ(x0))

)
.

We obtain (3-4). �

We remark that in Lemma 3.1 the assumption u ∈ W 2,n(�) implies that f ∈
Ln(�). But the inequality (3-4) holds for all p ≥ 1.

Theorem 3.2. Let u ∈ W 2,n(�) be a solution to (3-1). Assume that the ai j are in
C0(�) and satisfy (1-2). Assume also that the ai j and f are analytic in xn and
satisfy (3-2). Then u is analytic in xn .

Proof. By (3-1), we have

(3-8)
∑

ai j (x + δen)[u′δ]i j =−
∑
[ai j ]

′

δ ui j + f ′δ,

where u′δ = (1/δ)[u(x + δen)− u(x)], [ai j ]
′

δ = (1/δ)[ai j (x + δen)− ai j (x)], and
en = (0, . . . , 0, 1) is the unit vector on the xn-axis. Since the ai j are continuous,
by the W 2,p estimate, we see that u′δ ∈W 2,p(�′) (p = n) for any �′ ⊂�. Sending
δ → 0, we obtain that u′ ∈ W 2,p

loc (�) and is a solution to L[u′] = f ′ − a′i j ui j .
Similarly u(k) ∈W 2,p

loc (�) and is a solution to

(3-9) L[u(k)] = f (k)−
k∑
`=1

(
`

k

)
a(`)i j u(k−`)i j := f (k)−φ in �,

where
(
`
k

)
= k!/(`!(k− `)!).

We will prove Theorem 3.2 by induction. There is no loss of generality in
assuming that �= Q0 is the cube of side-length two centered at the origin. By the
definition of [u](n/p)

W 2,p(Q0)
, there exists a cube Qr0(x0)⊂ Q0 such that

[u](n/p)
W 2,p(Q0)

≤ 2d2
0 [u]W 2,p(Qr0 (x0)),
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where d0= dist(Qr0(x0), ∂Q0). We may assume that the center of Qr0 is the origin;
otherwise we may replace Qr0(x0) by the larger cube Q1−d0(0). Therefore the last
inequality becomes

(3-10) [u](n/p)
W 2,p(Q0)

≤ 2(1− r0)
2
[u]W 2,p(Qr0 )

,

where Qr0 is centered at the origin. Thanks to Lemma 3.1, there is a constant C
independent of r0 such that

[u]W 2,p(Qr0 )
≤ C{4(1− r0)

−2
‖u‖L p(Q′r0

)+‖ f ‖L p(Q′r0
)}

≤ C{4(1− r0)
−2
‖u‖L p(Q0)+‖ f ‖L p(Q0)},

where Q′r0
= Qr0+(1−r0)/2 ⊂ Q0. Hence we obtain

(3-11) [u](n/p)
W 2,p(Q0)

≤ C(‖u‖L p(Q0)+‖ f ‖L p(Q0)).

Next we consider the W 2,p estimate for u′. Similarly to (3-10), there exists a
cube Qr1 , centered at the origin, such that

[u′](n/p)
W 2,p(Q0)

≤ 2(1− r1)
3
[u′]W 2,p(Qr1 )

.

By (3-9) and Lemma 3.1,

[u′]W 2,p(Qr1 )
≤ C

{
9

(1− r1)2
‖u′‖L p(Q′r1

)+‖ f ′‖L p(Q′r1
)+

n∑
i, j=1

‖a′i j ui j‖L p(Q′r1
)

}
,

where Q′r1
= Qr1+(1−r1)/3 is a cube centered at the origin. By the interpolation

inequality, the right-hand side of the above formula is

≤C
{
(1−r1)

−3
‖u‖L p(Q′r1

)+(1−r1)
−1
‖D2u‖L p(Q′r1

)+‖ f ′‖L p(Q′r1
)+B‖D2u‖L p(Q′r1

)

}
≤ C B(1− r1)

−3
{‖u‖L p(Q0)+‖ f ′‖L p(Q0)+ [u]

(n/p)
W 2,p(Q0)

}.

Therefore we obtain

[u′](n/p)
W 2,p(Q0)

≤ C B(‖u‖L p(Q0)+‖ f ‖L p(Q0)+ 1),

where the number 1 arises in ‖ f ′‖L p(Q0).
By induction, let us assume for `= 0, 1, 2, . . . , k that

(3-12) [u(`)](n/p)
W 2,p(Q0)

≤ A``!(‖u‖L p(Q0)+‖ f ‖L p(Q0)+ 1).

Then, similarly to (3-10), there exists a cube Qrk+1 ⊂ Q0, centered at the origin,
such that

(3-13) [u(k+1)
]
(n/p)
W 2,p(Q0)

≤ 2(1− rk+1)
k+3
[u(k+1)

]W 2,p(Qrk+1 )
,
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where Qrk+1 is a cube with center at the origin. By Lemma 3.1, with δ =
1− rk+1

k+ 3
,

(1− rk+1)
k+3
[u(k+1)

]W 2,p(Qrk+1 )

≤ C(1− rk+1)
k+3
{
(k+ 3)2

(1− rk+1)2
‖u(k+1)

‖L p(Q′rk+1
)+‖ f (k+1)

‖L∞(Q′rk+1
)

+

n∑
i, j=1

k∑
m=0

( m
k+1

)
‖a(k+1−m)

i j u(m)i j ‖L p(Q′rk+1
)

}
,

where Q′rk+1
:= Qrk+1+(1−rk+1)/(k+3). Note that dist(Q′rk+1

, ∂Q0)=
k+2
k+3

(1− rk+1).
We have

(k+ 3)2(1− rk+1)
k+1
‖u(k+1)

‖L p(Q′rk+1
)

≤ (k+ 3)2
(k+3

k+2

)k+1(k+2
k+3

(1− rk+1)
)k+1
[u(k−1)

]W 2,p(Q′rk+1
)

≤ 4(k+ 3)2[u(k−1)
]
(n/p)
W 2,p(Q0)

.

Similarly,

(1− rk+1)
k+3
‖a(k+1−m)

i j u(m)i j ‖L p(Q′rk+1
)

≤ ‖a(k+1−m)
i j ‖L∞(Q0)(1− rk+1)

m+2
[u(m)]W 2,p(Q′rk+1

)

≤ 4‖a(k+1−m)
i j ‖L∞(Q0)[u

(m)
]
(n/p)
W 2,p(Q0)

.

Hence for fixed i , j , by the induction assumptions,

(1− rk+1)
k+3

k∑
m=0

( m
k+1

)
‖a(k+1−m)

i j u(m)i j ‖L p(Q′rk+1
)

≤ 4
k∑

m=0

( m
k+1

)
‖a(k+1−m)

i j ‖L∞(Q0)[u
(m)
]
(n/p)
W 2,p(Q0)

≤ 4(k+ 1)!Am Bk+1−m(‖u‖L p(Q0)+‖ f ‖L p(Q0)+ 1)

≤ 4(k+ 1)!Ak B(‖u‖L p(Q0)+‖ f ‖L p(Q0)+ 1).

Hence by (3-13) we obtain

[u(k+1)
]
(n/p)
W 2,p(Q0)

≤ C
{
(k+ 3)2[u(k−1)

]
(n/p)
W 2,p(Q0)

+‖ f (k+1)
‖L∞(Q0)

+ (k+ 1)!Ak B(‖u‖L p(Q0)+‖ f ‖L p(Q0)+ 1)
}
.

By (3-2) and the induction assumption (3-12), we then obtain

[u(k+1)
]
(n/p)
W 2,p(Q0)

≤ C(k+ 1)!(Ak−1
+ Ak B+ Bk+1)(‖u‖L p(Q0)+‖ f ‖L p(Q0)+ 1).

Choosing A� B, we obtain (3-12) for k+ 1.
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From (3-12), we obtain that

[u(k+1)
]W 2,p(Q1/2(0)) ≤ 2k+1 Ak+1(k+ 1)!(‖u‖L p(Q0)+‖ f ‖L p(Q0)+ 1).

By the Sobolev embedding and since p > n, we have

|u(k+1)(0)| ≤ C2k+1 Ak+1(k+ 1)!.

Hence u is analytic in xn at the origin. �

As we remarked in Section 1, the continuity assumption on the ai j can be relaxed.
The continuity is used for the W 2,p estimate; it suffices to assume that the ai j are
continuous in any n − 1 variables [Kim and Krylov 2007]. In particular, in the
dimension-two case, we can remove the continuity of ai j in Theorem 1.2, as the
analyticity of ai j automatically implies that they are continuous in one variable.
Therefore, for the equation

(3-14)
2∑

i, j=1

ai j (x)ui j = f (x) in �,

where the coefficients ai j satisfy the uniformly elliptic condition (1-2), we have:

Theorem 3.3. Let u ∈W 2,2(�) be a strong solution to (3-14). Assume that the ai j

satisfy (1-2) and assume that ai j and f are analytic in x2. Then under the above
conditions, u is analytic in x2.

4. Proof of Theorem 1.4

Let � be a bounded domain in Rn . Let ξ be a unit vector in Rn and φ a function
defined in �. Set

ωφ,ξ (r)= sup{|φ(x)−φ(x + tξ)| | x, x + tξ ∈�, |t | ≤ r}.

We say φ is Hölder-continuous in the ξ direction with Hölder exponent α if ωφ,ξ ∈
Cα, and write φ ∈ Cα

ξ (�), with the norm

‖φ‖Cα
ξ (�)
= supx∈� |φ(x)| + supt>0

ωφ,ξ (t)
tα

.

To prove Theorem 1.4, we assume for simplicity that bi = c = 0 and consider
the equation

(4-1) L[u] :=
n∑

i, j=1

ai j (x)ui j = f (x) in �,

where the coefficients ai j satisfies the uniformly elliptic condition (1-2). The proof
below is based on a perturbation argument and follows closely that of [Wang 2006].
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Proof of Theorem 1.4. Without loss of generality we assume ξ = e1 = (1, 0, . . . , 0)
and �= B1(0), the unit ball. We set

Bk = B2−k (0), âi j (x)= ai j (0, x2, . . . , xn), f̂ (x)= f (0, x2, . . . , xn).

For k = 0, 1, 2, . . . , let uk be the solution of

(4-2)

n∑
i, j=1

âi j (x)(uk)xi x j = f̂ (x) in Bk,

uk = u on ∂Bk .

Then

(4-3)

n∑
i, j=1

âi j (x)(uk−u)xi x j=

n∑
i, j=1

(ai j (x)−âi j (x))uxi x j+ f̂ (x)− f (x) in Bk,

uk−u = 0 on ∂Bk .

Hence, by the Alexandrov maximum principle, for k ≥ 1,

(4-4) supBk
|u− uk |

≤ C2−k
[∫

Bk

|(ai j (x)− âi j (x))uxi x j |
n dx

]1/n

+C2−2kω f,ξ (2−k)

≤ C2−k
‖ai j‖Cα

ξ (Bk)

[∫
Bk

|x |nα|uxi x j |
n dx

]1/n

+C2−2kω f,ξ (2−k)

≤ C2−k
‖ai j‖Cα

ξ (Bk)

[(∫
Bk

|x |nαp/(p−n) dx
)(p−n)/p(∫

Bk

|uxi x j |
p dx

)n/p]1/n

+C2−2kω f,ξ (2−k)

≤ C2−k
‖ai j‖Cα

ξ (Bk)(2
−k)α+1−n/p

‖u‖W 2,p(Bk)+C2−2kω f,ξ (2−k)

≤ C(A · (2−k)2+α−n/p
+ 2−2kω f,ξ (2−k)),

where

A = ‖u‖W 2,p(B1)‖ai j‖Cα
ξ (�)

.

Since the ai j are continuous and satisfy the uniformly elliptic condition, by the
W 2,p estimate,

A ≤ C(‖u‖L p(�)+‖ f ‖L p(�))‖ai j‖Cα
ξ (�)

.

Hence

(4-5) ‖uk − uk+1‖L∞(Bk+1) ≤ C{A · (2−k)2+α−n/p
+ 2−2kω f,ξ (2−k)}

= C2−2k
{A · (2−k)α−n/p

+ω f,ξ (2−k)}.
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Since wk := uk+1− uk satisfies

âi j (x)wxi x j = 0

in Bk+1, where the coefficients âi j (x) are independent of x1, by differentiating the
equation and by the W 2,p estimate, we have

‖∂ξwk‖W 2,p(Bk+2) ≤ C23k
‖wk‖L∞(Bk+1) for all p > 1.

Hence by the Sobolev embedding theorem,

‖∂ξwk‖C1,β (Bk+2) ≤ C22k+2β
‖wk‖L∞(Bk+1) for all β ∈ (0, 1).

Therefore by rescaling,

(4-6)

‖∂ξ∂xwk‖L∞(Bk+2) ≤ C[A · (2−k)α−n/p
+ω f,ξ (2−k)],

‖∂ξ∂xw‖Cβ (Bk+2) ≤ C2kβ
[A · (2−k)α−n/p

+ω f,ξ (2−k)].

As the coefficients ai j are continuous, the solution can be approximated by smooth
solutions. Hence, to prove Theorem 1.4, we may assume that u is smooth, so that

D2uk(0)→ D2u(0).

For y near 0, let m ≥ 1 be such that

2−m−4
≤ |y|< 2−m−3.

Then

(4-7) |∂ξ∂x u(y)−∂ξ∂x u(0)|≤ |∂ξ∂x um(y)−∂ξ∂x um(0)|+|∂ξ∂x um(0)−∂ξ∂x u(0)|

+ |∂ξ∂x u(y)− ∂ξ∂x um(y)|.
We have

(4-8) |∂ξ∂x um(0)− ∂ξ∂x u(0)| ≤
∞∑

k=m

|∂ξ∂x uk(0)− ∂ξ∂x uk+1(0)|

≤ C
∞∑

k=m

[A · (2−k)α−n/p
+ω f,ξ (2−k)]

≤ C
{

A · (2−m)α−n/p
+

∫
|y|

0

ω f,ξ (r)
r

}
≤ C

{
A · |y|α−n/p

+

∫
|y|

0

ω f,ξ (r)
r

}
.

Similarly,

|∂ξ∂x u(y)− ∂ξ∂x um(y)| ≤ C
{

A · |y|α−n/p
+

∫
|y|

0

ω f,ξ (r)
r

}
.
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By (4-6) we have

(4-9) |∂ξ∂xwk(y)− ∂ξ∂xwk(0)| ≤ ‖∂ξ∂xwk‖Cβ (Bk+2)|y|
β

≤ C |y|β2kβ
[A · (2−k)α−n/p

+ω f,ξ (2−k)].

Write

um = u1+

m−1∑
k=1

wk .

We have, for β < α− n/p,

(4-10) |∂ξ∂x um(y)− ∂ξ∂x um(0)|

≤ |∂ξ∂x u1(y)− ∂ξ∂x u1(0)| +
m−1∑
k=1

|∂ξ∂xwk(y)− ∂ξ∂xwk(0)|

≤ C |y|β
(
‖u1‖L∞(�)+

m−1∑
k=1

2kβ(A · (2−k)α−n/p
+ω f,ξ (2−k)

))

≤ C |y|β
(
‖u‖L∞(�)+‖ f ‖L p(�)+

∫ 1

|y|

ω f,ξ (r)
r1+β

)
.

This completes the proof of Theorem 1.4. �

5. Equation of divergence form

We consider the following linear elliptic equation of divergence form:

(5-1) Lu = div(A(x)∇u(x))= div f (x) in �,

where the coefficient matrix A(x)= (ai j (x))n×n satisfies the uniformly elliptic condi-
tion (1-2) and f (x)= ( f1(x), f2(x), . . . , fn(x))∈ [L p(�)]n for p> 1. We assume
also that ai j and f are analytic in xn , and that there exists a constant B> 0 such that

(5-2) |∂k
xn

ai j | + |∂
k
xn

f | ≤ Bkk!

for all k ≥ 1.

Definition 5.1. Let 1< p<∞. We say that u is a solution to (5-1) if u ∈W 1,p
loc (�)

and satisfies ∫
�

ai j (x)ux jφxi dx =
∫
�

f (x)φxi dx

for all φ ∈ C∞0 (�).
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As before, we set u′ = uxn , u′′ = uxn xn and u(k) =
∂ku
∂xk

n
for all integers k ≥ 1. We

also define

(5-3)

[u]W 1,p(�) = ‖Du‖L p(�),

‖u(k)‖(β)W 1,p(�)
= supQr (x)⊂� dk+1−n/p+β

Qr (x) [u(k)]W 1,p(Qr (x)),

‖u(k)‖(β)L p(�) = supQr (x)⊂� dk−n/p+β
Qr (x) ‖u(k)‖L p(Qr (x)),

where dQr (x) = dist(Qr (x), ∂�), k is a nonnegative integer, and p> 1 is a constant.
By the W 1,p estimate for the divergence form (5-1) in [Di Fazio 1996], we have:

Lemma 5.2. Let u be a solution to (5-1). Assume that the ai j satisfy (1-2),
f ∈ [L p(�)]n (p > 1) and Q R(x0) ⊂ �. There exists a constant C such that,
if 0< r < r + δ < R, then

(5-4) [u]W 1,p(Qr (x0)) ≤ C
{

1
δ
‖u‖L p(Qr+δ(x0))+

n∑
i=1

‖ fi‖L p(Qr+δ(x0))

}
,

where the constant C depends only on n, p, λ, 3.

By Lemma 5.2 we then have:

Theorem 5.3. Let u be a solution to (5-1). Assume that the ai j satisfy (1-2) and
f ∈ [L p(�)]n (p > n). Assume that the ai j and f are analytic in the variable xn .

Then u is analytic in xn .

The proofs of Lemma 5.2 and Theorem 5.3 are similar to those in Section 3 and
are omitted here. Note that the assumption p > n in Theorem 5.3 is for the use of
Sobolev embedding; namely, by the estimate ‖u(k)‖W 1,p(Qr (0)) ≤ C one infers that
|u(k)(0)| ≤ C1.
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ON THE DENSITY THEOREM FOR THE SUBDIFFERENTIAL
OF CONVEX FUNCTIONS ON HADAMARD SPACES

MINA MOVAHEDI, DARYOUSH BEHMARDI

AND SEYEDEHSOMAYEH HOSSEINI

We introduce a dual space for any geodesically complete Hadamard space.
By using this notion we give a new definition of the subdifferential of convex
functions on geodesically complete Hadamard spaces. Some properties of
this subdifferential, such as a density theorem, are proved.

1. Introduction

Nondifferentiability appears naturally in different areas of mathematics and arises
explicitly in the description of various modern technological systems. Nonsmooth
analysis studies the local behavior of nondifferentiable functions and sets lacking
smooth boundaries. Generalized gradients or subdifferentials refer to several set-
valued replacements for the usual derivative which are used in developing differential
calculus for nonsmooth functions.

Nondifferentiable functions are often considered on finite-dimensional or infinite-
dimensional Banach spaces. Here, the linear structure plays a central role. Attempts
have been made to replace Banach spaces with Riemannian manifolds and develop
a subdifferential calculus; see [Hosseini and Pouryayevali 2011; 2013a; 2013b;
2013c]. Shafrir [1992] gave a definition of the coaccretive subdifferential of a
convex function defined on a Hilbert ball. His approach involves the structure
of (B, ρ) as a Hilbert manifold, where ρ is the hyperbolic metric on B; see also
[Kopecká and Reich 2010, p. 188].

Unlike Riemannian manifolds, Hadamard spaces are not equipped with a Rie-
mannian metric. Hence, we need new tools to construct a suitable dual space
in order to define subdifferentials of functions on Hadamard spaces. B. Ahmadi
Kakavandi and M. Amini [2010] defined a dual space for an Hadamard space using
the concept of bound vectors. They defined a pseudometric D on R×X ×X , where
X is an Hadamard space, and considered the pseudometric space (R×X ×X , D)
as a subspace of the pseudometric space (Lip(X ,R), L) of all real-valued Lipschitz
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functions. Then, they defined an equivalence relation on R×X ×X , where the
equivalence class of (t, a, b) is

[t
−→
ab] :=

{
s
−→
cd : t〈

−→
ab,
−→
xy〉 = s〈

−→
cd ,
−→
xy〉 for x, y ∈ X

}
.

After introducing a dual metric space to X ,

X ∗ :=
{
[t
−→
ab] : (t, a, b) ∈ R×X ×X

}
,

they defined a notion of the subdifferential for a proper function on an Hadamard
space.

Here we present a new dual for any Hadamard space and prove a density theorem
for the subdifferential of lower semicontinuous convex functions on Hadamard
spaces, generalizing the classical one for Hilbert spaces [Clarke et al. 1998]. Our
approach differs from the one in [Ahmadi Kakavandi and Amini 2010]: we use
the notion of geodesics, defining the dual X ∗ as the disjoint union of the sets X ∗x
over x ∈ X , where X ∗x contains all unit speed geodesics of X starting at x . The
subdifferential of a function f at a point x is defined as a subset of X ∗x . This property
is not visible in Ahmadi Kakavandi and Amini’s definition of the subdifferential.
This leads us to the claim that the subdifferential of convex functions defined in
this paper is an analogue of the concept of the subdifferential of convex functions
in Riemannian manifolds and Hilbert balls.

We assume that X is a geodesically complete Hadamard space with a metric d.
Recall that a geodesic in X is a curve of constant speed which is locally minimizing.
We say X has nonpositive curvature (in the sense of Alexandrov) if every point
p ∈ X has a neighborhood U with the following properties:

(i) For any two points x, y ∈U there is a geodesic σ y
x : [0, 1] →U from x to y

of length d(x, y).

(ii) For any triple of points x, y, z ∈U , we have

d2(z,m)≤ 1
2(d

2(z, x)+ d2(z, y))− 1
4 d2(x, y),

where σ y
x is as in (i) and m = σ y

x
( 1

2

)
is the point halfway between x and y.

We say X is an Hadamard space if X is complete and the assertions (i) and (ii)
above hold for all points x, y, z ∈ X . Hadamard spaces are uniquely geodesic, i.e.,
there exists a unique geodesic between any pair of points.

In this paper, we assume that X is a geodesically complete Hadamard space,
meaning that every geodesic in X is a subarc of a geodesic which is parametrized
on the whole real line. Let E2 be the Euclidean space equipped with the metric

dE2((x1, x2), (y1, y2))= ((x1− y1)
2
+ (x2− y2)

2)1/2.
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A geodesic triangle 4(x, y, z) in X is the union of three points x, y, z ∈ X and
the geodesic segments joining them. The comparison triangle for 4(x, y, z), is
a triangle 4(x̄, ȳ, z̄) in E2 such that d(x, y) = dE2(x̄, ȳ), d(x, z) = dE2(x̄, z̄) and
d(z, y) = dE2(z̄, ȳ). According to this notation: if a is a point on the geodesic
segment joining x, y, then ā is its comparison point provided that d(x, a)=dE2(x̄, ā).
Also, the comparison angle 6 x̄(ȳ, z̄) is the interior angle of the comparison triangle
4(x̄, ȳ, z̄) at x̄ .

The first step in defining a subdifferential for a function defined on an Hadamard
space X is to introduce a dual space X ∗ for X . We denote by X ∗ the set of all unit
speed geodesics of X , i.e., X ∗ =

∐
x∈X X ∗x where X ∗x is the set of all unit speed

geodesics of X starting at x . Consider the map 〈 · , · 〉 : X ∗x ×X ∗x → R defined by

〈γ y
x , γ

z
x 〉 =

1
2 [d

2(x, z)+ d2(x, y)− d2(y, z)].

It is clear that (〈γ y
x , γ

y
x 〉)

1/2
= d(x, y); see [Berg and Nikolaev 2008] for more

details. Let γ y
x ∈ X∗x , σwz ∈ X∗z and D := dom(σwz )= dom(γ y

x ). Then we say that
γ

y
x is parallel to σwz if there exists C ∈ R with d(σwz (t), γ

y
x (t))= C for all t ∈ D.

2. The subdifferential of a convex function

In this section, we present a new definition of the subdifferential of a convex function
on an Hadamard space. Note that the function f :X→R is called convex if, for any
geodesic γ , the composition f ◦ γ is convex (in the usual sense). Let us start with
the definition of the directional derivative for functions on geodesically complete
Hadamard spaces.

Definition 2.1. Let f :X→R be a real-valued function. The directional derivative
D f (x; γ z

x ) of f at x ∈ X in the direction γ z
x ∈ X ∗x for some z ∈ X is defined as

(2-1) D f (x; γ z
x ) := lim

t↓0

f (γ z
x (t))− f (x)

t
.

We will use the following remark in the proof of Theorem 2.4.

Remark 2.2. In the case X =R, the directional derivative of f at x in the direction
of γ x+b

x is defined by

D f (x; γ x+b
x )= lim

t↓0

f (x + t)− f (x)
t

for every b ∈ (x,∞). This is the same as the usual directional derivative of f at x
in the direction 1, denoted by D f (x; 1).

Theorem 2.3. Let f : X → R be a convex function on X and consider γ z
x ∈ X ∗x .
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(i) The function Q : dom(γ z
x )∩ (0,∞)→ R defined by

Q(t)=
f (γ z

x (t))− f (x)
t

is increasing.

(ii) D f (x; γ z
x ) exists and is equal to inft Q(t).

(iii) D f (x; γ x
x )= 0.

Proof. (i) Since f is convex, the function g(t)= f (γ z
x (t)), defined on dom(γ z

x ),
is convex. If 0< t1 < t2, we have

g(t1)− g(0)
t1

≤
g(t2)− g(0)

t2
.

This implies that

f (γ z
x (t1))− f (x)

t1
≤

f (γ z
x (t2))− f (x)

t2
,

which means that Q is increasing.

(ii) Assertion (i) implies that for any decreasing sequence of positive numbers {tn}
which converges to zero, the sequence {Q(tn)} is increasing. Hence, {Q(tn)} has a
limit, namely D f (x; γ z

x )= inft Q(t).

(iii) For every x ∈ X and t , we have γ x
x (t)= x . Hence

D f (x; γ x
x )= lim

t↓0

f (γ x
x (t))− f (x)

t
= 0. �

Theorem 2.4 (mean value theorem). Suppose that x, y ∈ X , and that f : X −→ R

is convex. Then there exists t0 ∈ (0, d(x, y)) such that

f (y)− f (x)
d(x, y)

≤ D f (γ y
x (t0); σ

y
γ

y
x (t0)

).

Proof. Let γ y
x be the unit speed geodesic joining x to y. Then, f ◦γ y

x is a real-valued
convex function on [0, d(x, y)]. By the mean value theorem for convex functions
from R to R, there exist t0 ∈ (0, d(x, y)) and z ∈ ∂ f ◦ γ y

x (t0) such that

f ◦ γ y
x (d(x, y))− f ◦ γ y

x (0)
d(x, y)

= z,

where ∂ f ◦ γ y
x (t0) denotes the subdifferential of the real-valued function f ◦ γ y

x

at t0. We set w = γ y
x (t0). For the unit speed geodesic σ y

w,

D f (w; σ y
w)= lim

t↓0

f ◦ σ y
w(t)− f ◦ σ y

w(0)
t

= D f ◦ σ y
w(0; 1).

Since the geodesic connecting w and y is unique, we have σ y
w(t)= γ

y
x (t0+ t) for
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every t ∈[0, d(w, y)]. Hence, D f ◦σ y
w(0; 1)=D f ◦γ y

x (t0; 1) and z≤D f ◦γ y
x (t0; 1).

Therefore,
f (y)− f (x)

d(x, y)
≤ D f (γ y

x (t0); σ
y
γ

y
x (t0)

). �

Definition 2.5. Let f : X →R be a convex function. A geodesic γ z
x ∈ X ∗x is called

the subgradient of f at x if

f (y)≥ f (x)+〈γ z
x , σ

y
x 〉, ∀y ∈ X , ∀σ y

x ∈ X
∗

x .

The set-valued map ∂ f : X → X ∗ is called the subdifferential of f and we call
∂ f (x) the subdifferential of f at x : it is the set of all subgradients of f at x .

It is worth pointing out that ∂ f (x)⊂ X ∗x for every x ∈ X . A roughly analogous
concept of subdifferential is introduced and investigated on the Hilbert ball in [Reich
and Shafrir 1990].

Theorem 2.6. Let f : X → R be a convex function. Then γ x
x ∈ ∂ f (x) if and only if

x is a minimum point of f .

Proof. We know that 〈γ x
x , σ

y
x 〉 = 0 for every x, y ∈ X and σ y

x ∈ X ∗x . Hence, if
γ x

x ∈ ∂ f (x), then

f (y)≥ f (x)+〈γ x
x , σ

y
x 〉 = f (x), ∀y ∈ X , ∀σ y

x ∈ X
∗

x ,

which means that x is a minimum point of f .
Now assume that x is a minimum point of f , so f (y)≥ f (x) for every y ∈ X .

Then
f (y)≥ f (x)+〈γ x

x , σ
y
x 〉 = f (x), ∀y ∈ X , ∀σ y

x ∈ X
∗

x ,

and the proof is complete. �

Theorem 2.7. Let f : X → R be a convex function. If D f (x; σ y
x ) ≥ 〈γ

z
x , σ

y
x 〉 for

all y ∈ X and σ y
x ∈ X ∗x , then γ z

x ∈ ∂ f (x).

Proof. The relations D f (x; σ y
x )≥ 〈γ

z
x , σ

y
x 〉 and

f (y)− f (x)≥
f (σ y

x (s))− f (x)
s

≥ D f (x; σ y
x )

imply f (y)− f (x)≥ 〈γ z
x , σ

y
x 〉, and hence γ z

x ∈ ∂ f (x). �

Corollary 2.8. Let f : X → R be a convex function. Then x is a minimum point of
f if and only if D f (x; γ z

x )≥ 0 for each γ z
x ∈ X ∗x .

Proof. If x is a minimum point, then f (γ z
x (t))≥ f (x) for each z ∈X and t ∈ domγ z

x .
Hence, D f (x; γ z

x )≥ 0. The converse is obvious by Theorem 2.7. �
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Lemma 2.9. For each triple of points x, y, z ∈ X , there exists w ∈ X such that
d(x, y)= d(z, w) and γ y

x is parallel to σwz .

Proof. Since X is geodesically complete, there is a unit speed geodesic ray γx

connecting x and y. By Proposition 9.2.28 in [Burago et al. 2001], there exists a
unique unit speed geodesic ray σz starting at z, parallel to γx . Define w ∈ X by
w = σz(d(x, y)). Then: d(x, y)= d(w, z) and γ y

x is parallel to σwz . Suppose that
σ vz is another geodesic segment parallel to γ y

x . Since it is also parallel to σwz and
d(σwz (0), σ

v
z (0))= 0, we have d(σwz (t), σ

v
z (t))= 0 for each t ∈ [0, d(x, y)]. �

We use the notation γ y
x ‖ γ

w
z when γ y

x is parallel to γwz for x, y, z, w ∈ X . We
also denote by xy the line segment between x, y ∈ E2.

Definition 2.10. (i) The function Pxy : X ∗x −→ X ∗y defined by Pxy(γ
w
x )= γ

v
y is

called the parallel translation of γwx along γ y
x . Here, v is selected such that

d(x, w)= d(y, v) and γwx is parallel to γ vy .

(ii) To define the sum of γ a
x and γ b

x , we pick a point c such that by Pxa(γ
b
x )= γ

c
x

and put γ a
x + γ

b
x := γ

c
x .

(iii) We define
−γ y

x := Pyx(γ
x
y ),

γ a
x − γ

b
x := γ

a
x + (−γ

b
x ).

Theorem 2.11. Suppose that γ y
x = Pax(γ

b
a ) and γ z

x = Pax(γ
c
a ). Then:

(i) d(b, c)= d(y, z),

(ii) 6 a(b, c)= 6 x(y, z),

(iii) 〈γ b
a , γ

c
a 〉 = 〈γ

y
x , γ

z
x 〉,

(iv) 〈−γ y
x , γ

z
x 〉 = 〈γ

y
x ,−γ

z
x 〉.

Proof. Let 4(ā, b̄, c̄) and 4(x̄, ȳ, z̄) be the comparison triangles for 4(a, b, c) and
4(x, y, z) respectively. By definition, d(γ b

a (t), γ
y

x (t)) = dE2(γ b
a (t), γ

y
x (t)) = C

where C is constant for each t . We can assume that āb̄ ‖ x̄ ȳ and āc̄ ‖ x̄ z̄.
This means that 6 ā(b̄, c̄) and 6 x̄(ȳ, z̄) are two angles with parallel sides. They

are therefore congruent or supplementary. But since dE2(γ b
a (t), γ

y
x (t)) is constant

for each t , the two angles are congruent.
By a similar argument, we get 6 ā(γ b

a (t), γ c
a (t)) = 6 x̄(γ

y
x (t), γ z

x (t)) for each t .
Thus, by definition, 6 a(b, c) = 6 x(y, z). Moreover, 4(ā, b̄, c̄) is congruent to
4(x̄, ȳ, z̄). Then: dE2(b̄, c̄) = dE2(ȳ, z̄) and hence d(b, c) = d(y, z). Now by (i)
and the definition of 〈 · , · 〉, (iii) is obvious.

To prove (iv), suppose that −γ z
x = γ

z′
x and −γ y

x = γ
y′

x . Let 41 = 4(x1, y′, z)
and 42 =4(x2, y, z ′) be the comparison triangles for 4(x, y′, z) and 4(x, y, z′)
respectively. Since γ y′

x ‖ γ
x
y and γ z′

x ‖ γ
x
z , we can consider 41 and 42 such that
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x1 y′ is parallel to yx2 and x2z ′ is parallel to zx1. Then: 6 x1(z, y′) = 6 x2(y, z′).
Therefore, 41 and 42 are congruent. Hence, dE2(z′, y)= dE2(y′, z). It means that
d(z ′, y)= d(y′, z). Now we have

〈−γ y
x , γ

z
x 〉 = 〈γ

y′
x , γ

z
x 〉 =

1
2 [d

2(x, z)+ d2(y′, x)− d2(y′, z)]

=
1
2 [d

2(x, z′)+ d2(x, y)− d2(z′, y)] = 〈γ y
x , γ

z′
x 〉 = 〈γ

y
x ,−γ

z
x 〉. �

Lemma 2.12. Let f :X→R be a convex function. Then ∂ f :X→X ∗ is monotone;
that is

〈γ y
x , σ

z
x − Pyx(η

n
y)〉 ≤ 0, ∀x, y ∈ X , ∀ηn

y ∈ ∂ f (y), ∀σ z
x ∈ ∂ f (x).

Proof. Suppose that ηn
y ∈ ∂ f (y) and σ z

x ∈ ∂ f (x). Thus f (y)− f (x)≥ 〈γ y
x , σ

z
x 〉 and

f (x)− f (y)≥ 〈γ x
y , η

n
y〉. Note that

〈γ x
y , η

n
y〉 = 〈Pyx(η

n
y), Pyx(γ

x
y )〉 = 〈−Pyx(η

n
y), γ

y
x 〉.

Therefore

〈γ y
x , σ

z
x − Pyx(η

n
y)〉 ≤ 0, ∀x, y ∈ X , ∀ηn

y ∈ ∂ f (y), ∀σ z
x ∈ ∂ f (x). �

Let S be a nonempty closed convex subset of X and πS : X −→ S be the nearest
point map onto S.

Now we need some lemmas to prove the density theorem for the subdifferential
of a convex lower semicontinuous function on X .

Lemma 2.13. Let f :X →R∪{∞} be a proper, convex and lower semicontinuous
function. Suppose that (e, re) ∈ (epi( f ))c and X0 = (x0, f (x0)) = πepi( f )(e, re)

with f (x0)− re = 1. Then: ∂ f (x0) 6=∅.

Proof. Set E = (e, re). By Proposition 2.4 in [Bridson and Haefliger 1999], for
each A= (a, ra) ∈ epi( f ) not equal to X0, we have 6 X0(E, A)≥ π

2 . Consequently:
ρ2(A, X0)+ ρ

2(X0, E) ≤ ρ2(A, E), where ρ is the metric of the space X × R

defined by
ρ2((x1, r1), (x2, r2))= d2(x1, x2)+ (r2− r1)

2.

Thus

d2(a, x0)+ d2(x0, e)+ ( f (x0)− ra)
2
+ ( f (x0)− re)

2
≤ d2(a, e)+ (re− ra)

2.

Therefore, we can easily find

(2-2) 1
2 [d

2(a, x0)+ d2(x0, e)− d2(a, e)] ≤ (ra − f (x0))( f (x0)− re).

Since f (x0)− re = 1, we get

〈γ e
x0
, γ a

x0
〉 ≤ ra − f (x0)
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for all a ∈ dom f . Put ra = f (a). Clearly, the above inequality holds for each
a /∈ dom f . Hence, γ e

x0
∈ ∂ f (x0). �

It is worth pointing out that since ra in (2-2) (in the proof of Lemma 2.13) can
be selected large enough, we get f (x0)≥ re.

Remark 2.14. The notation (1−t)a⊕tb is used for some results on Hilbert balls in
[Shafrir 1992], on hyperbolic spaces in [Goebel and Reich 1984; Reich and Shafrir
1990] and on Hadamard spaces in [Dhompongsa and Panyanak 2008] to denote the
unique point at such that d(a, at)= td(a, b) and d(at , b)= (1− t)d(a, b). Now,
if (x0, y0) and (x1, y1) are two points in X ×Y and (x, y) is a point on the unique
geodesic joining them, (x, y) is the unique point satisfying the equations

ρ((x0, y0), (x, y))= tρ((x0, y0), (x1, y1)),

ρ((x1, y1), (x, y))= (1− t)ρ((x0, y0), (x1, y1))

for some t ∈ [0, 1]. The point

(γ x1
x0
(td(x0, x1)), γ

y1
y0
(td(y0, y1)))= ((1− t)x0⊕ t x1, (1− t)y0⊕ t y1)

has the same property. Hence

(1− t)(x0, y0)⊕ t (x1, y1)= ((1− t)x0⊕ t x1, (1− t)y0⊕ t y1)

for all t ∈ [0, 1].

If x, y ∈ X , we denote by [[x, y]] the set {γ y
x (t) : t ∈ domγ y

x }.

Lemma 2.15. Let f :X →R∪{∞} be a proper, convex and lower semicontinuous
function. Suppose that (y0, r0)∈ (epi( f ))c and X0= (x0, f (x0))=πepi( f )((y0, r0))

and x0 ∈ int(dom f ), where dom f = {x ∈ X | f (x) <∞}. Then: r0 6= f (x0).

Proof. Assume by contradiction that r0 = f (x0). Put Y0 = (y0, r0). Let r be
a positive number so that B(x0, r) ⊆ dom f . There is a λ0 ∈ [0, 1] such that
γ

y0
x0 (λd(x0, y0)) ∈ B(x0, r) for the unit speed geodesic γ y0

x0 and for each λ ∈ [0, λ0].
First suppose that there exists x1 ∈ B(x0, r)∩ [[x0, y0]] such that f (x0) < f (x1).
Hence, x1 = γ

y0
x0 (λ1d(x0, y0)) for some λ1 ∈ (0, λ0). Put X1 = (x1, f (x1)) ∈ epi f .

Then,
ρ2(X1, X0)+ ρ

2(X0, Y0)≤ ρ
2(X1, Y0).

Putting α = ( f (x1)− f (x0))
2, we have

ρ2(X0, X1)= d2(x0, x1)+α = λ
2
1d2(x0, y0)+α,(2-3)

ρ2(Y0, X1)= d2(y0, x1)+α = (1− λ1)
2d2(x0, y0)+α,(2-4)

ρ2(X0, Y0)= d2(x0, y0).(2-5)



ON THE DENSITY THEOREM FOR THE SUBDIFFERENTIAL 445

Hence, by (2-3), (2-4) and (2-5), we have

λ2
1d2(x0, y0)+α+ d2(x0, y0)≤ (1− λ1)

2d2(x0, y0)+α.

Thus λ2
1+ 1≤ (1− λ1)

2, and we get the contradiction λ1 ≤ 0. Next, consider the
case that f (x)≤ f (x0) for each x ∈ B(x0, r)∩ [[x0, y0]]. Let

Yn = (1− 1
n )X0⊕

1
n Y0 = (yn, rn).

By Proposition 2.4 in [Bridson and Haefliger 1999], X0 is the nearest point of
epi( f ) to each Yn , and {Yn} is a sequence converging to X0. If y0 ∈ B(x0, r), then
f (y0) ≤ f (x0). Thus (y0, r0) = (y0, f (x0)) ∈ epi( f ), which is a contradiction.
Therefore, y0 ∈ (B(x0, r))c. By Remark 2.14 we have rn = f (x0) for every n,
so a similar argument for each Yn shows that yn ∈ (B(x0, r))c. This means that
{yn} is a sequence in (B(x0, r))c converging to x0. Thus we get the contradiction
x0 /∈ B(x0, r). �

Lemma 2.16. Let E ′ ∈ (epi( f ))c and X0 = (x0, f (x0))= πepi( f )(E ′). Then there
exists E = (e, re) ∈ (epi( f ))c such that f (x0)− re = 1 and X0 = πepi( f )(E).

Proof. Let γ be the geodesic joining X0 to E ′. Put E ′ = (e′, re′). First suppose
that f (x0)− re′ ≥ 1. Since γ is continuous by the intermediate value theorem, the
assertion is obvious.

Next, suppose that f (x0)− re′ < 1. Put

l = ρ(X0, E ′) and s =
l

f (x0)− re′
.

Let γ be the extension of γ to [0,∞) that is the unit speed geodesic ray emanating
from X0. Put E = γ (s). We claim that E is the desired point. If E = (e, re),
then one has E ′ = (1− l

s )X0 ⊕
l
s E . By Remark 2.14, e′ = (1− l

s )x0 ⊕
l
s e and

re′ = (1− l
s ) f (x0)+

l
s re. Hence, f (x0)− re′ =

l
s ( f (x0)− re). Therefore,

f (x0)− re =
s
l
( f (x0)− re′)= s×

f (x0)− re′

l
= 1.

Now we prove that πepi( f )(E)= X0. Suppose for a contradiction that πepi( f )(E)=
X ′ and X0 6= X ′. Then 6 X0(X

′, E ′)≥ π
2 and 6 X ′(X0, E)≥ π

2 . Then the sum of the
angles of 4(X ′, X0, E) is more than π , which is a contradiction. �

The next theorem is a generalization of the density theorem on geodesically
complete Hadamard spaces. For a density theorem on Hilbert spaces see [Clarke
et al. 1998].

Theorem 2.17. Suppose that f is a proper, convex and lower semicontinuous
function. Then dom(∂ f (x)) is dense in int(dom f ).
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Proof. Given x0 ∈ int(dom f ), the point X0 = (x0, f (x0)) is a boundary point of
epi( f ). So, there exists a sequence Yn = (yn, rn) in the complement of epi( f ) that
converges to X0. Since epi( f ) is convex and closed in X ×R there exists a unique
point Xn = (xn, f (xn)) ∈ epi( f ) such that πepi( f )(Yn)= Xn for each Yn . Moreover,

ρ(Xn, X0)≤ ρ(Xn, Yn)+ ρ(Yn, X0)≤ 2ρ(Yn, X0),

which implies that Xn converges to X0. Therefore, the sequence {xn} converges to
x0 and for every neighborhood U of x0, there exists xn ∈U . By Lemma 2.16, one
can assume that f (xn)− rn = 1, so by Lemma 2.13, ∂ f (xn) 6=∅. �
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L p REGULARITY OF WEIGHTED SZEGŐ PROJECTIONS
ON THE UNIT DISC

SAMANGI MUNASINGHE AND YUNUS E. ZEYTUNCU

We present a family of weights on the unit disc for which the corresponding
weighted Szegő projection operators are irregular on L p spaces. We further
investigate the dual spaces of weighted Hardy spaces corresponding to this
family.

1. Introduction

1.1. Classical setting. Let D denote the unit disc in C and T the unit circle. Let
O(D) denote the set of holomorphic functions on D. For 1≤ p <∞, the ordinary
Hardy space is defined as

Hp(T)= { f ∈O(D) and ‖ f ‖Hp <∞},

where

‖ f ‖p
Hp = sup

0≤r<1

∫ 2π

0
| f (reiθ )|p dθ.

It is known (see [Duren 1970]) that functions in Hp(T) have boundary limits
almost everywhere, i.e., for almost every θ ∈ [0, 2π ]

f (eiθ )= lim
r→1−

f (reiθ )

exists. Moreover,
‖ f ‖L p(T) = ‖ f ‖Hp(T),

where L p(T) is defined using the standard Lebesgue measure (denoted by dθ) on
the unit circle. It is also known that Hp(T) is a closed subspace of L p(T). In
particular, for p= 2, the orthogonal projection operator, called the Szegő projection
operator exists;

S : L2(T)−→H2(T).

MSC2010: primary 32A25; secondary 32A35, 42B30.
Keywords: Szegő projection, A p weights, Weighted Hardy spaces, Dual spaces.
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The operator S is an integral operator with the kernel S(z, w) (called the Szegő
kernel), and for f ∈ L2(T),

S f (z)=
∫

T

S(z, w) f (w) dθ.

It follows from the general theory of reproducing kernels that for any orthonormal
basis {en(z)}∞n=0 for H2(T), the Szegő kernel is given by

S(z, w)=
∞∑

n=0

en(z)en(w).

1.2. Weighted setting. Let g(z) be a holomorphic function on D that is continuous
on D and has no zeros inside D. We set µ(z)= |g(z)|2 and define weighted Hardy
spaces and weighted Szegő projections using the function µ(z) as a weight on T.

For 1≤ p<∞, we define the weighted Lebesgue and Hardy spaces with respect
to µ as

L p(T, µ)= { f measurable function on D and ‖ f ‖p,µ <∞},

where

‖ f ‖p
p,µ =

∫
T

| f (w)|pµ(w)dθ =
∫

T

| f (w)(g(w))2/p
|

p dθ,

and

Hp(T, µ)= { f ∈O(D) such that ‖ f ‖Hp,µ <∞},

where

‖ f ‖p
Hp,µ = sup

0≤r<1

∫ 2π

0
| f (reiθ )(g(reiθ ))2/p

|
p dθ.

Note that, f ∈ Hp(T, µ) implies f (z)(g(z))2/p
∈ Hp(T), which in turn gives

that f (z)(g(z))2/p has almost everywhere boundary limits. Hence so does f (z).
Additionally, ‖ f ‖Hp,µ = ‖ f ‖p,µ. Furthermore, L p(T, µ) is a Banach space and
Hp(T, µ) is a closed subspace of L p(T, µ).

In particular, again when p = 2, we obtain the weighted Szegő projection

Sµ : L2(T, µ)−→H2(T, µ).

Following the similar theory, we note that Sµ is an integral operator

Sµ f (z)=
∫

T

Sµ(z, w) f (w)µ(w) dθ.
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If { fn(z)}∞n=0 is an orthonormal basis for H2(T, µ) then

Sµ(z, w)=
∞∑

n=0

fn(z) fn(w).

We are interested in the action of Sµ on L p(T, µ). By definition, Sµ is a bounded
operator from L2(T, µ) to L2(T, µ). The problem we investigate is the boundedness
of Sµ from L p(T, µ) to L p(T, µ) for other values of p ∈ (1,∞). Note that for any
given weight µ as above, we can associate an interval Iµ ⊂ (1,∞) such that Sµ is
bounded from L p(T, µ) to L p(T, µ) if and only if p ∈ Iµ. By definition, 2 ∈ Iµ,
and by duality and interpolation, Iµ is a conjugate symmetric interval around 2.
Namely, if some p0 > 2 is in Iµ, so is q0 where 1/q0+ 1/p0 = 1.

In the classical setting, i.e., µ ≡ 1, the Szegő projection operator is bounded
from L p(T) to L p(T) for any 1< p <∞, see [Zhu 2007, page 257].

The purpose of this note is to construct weights µ on T for which the corre-
sponding interval Iµ can be any open interval larger than {2} but smaller than
(1,∞).

Theorem 1. For any given p0 > 2, there exists a weight µ on T such that Iµ =
(q0, p0) where 1/q0+ 1/p0 = 1, i.e., the weighted Szegő projection Sµ is bounded
on L p(T, µ) if and only if q0 < p < p0.

Our proof of this theorem is similar to the proof of the analogous statement
for weighted Bergman projections in [Zeytuncu 2013] with modifications from
Bergman kernels to Szegő kernels. The main ingredient is the theory of Ap weights
on T.

When the weighted Szegő projection Sµ is bounded on L p(T, µ) for some p,
one can identify the dual space of the weighted Hardy space Hp(T, µ). However,
when Sµ fails to be bounded, a different approach is needed to identify the dual
spaces. In the third section, we address this issue and describe the dual spaces of
weighted Hardy spaces.

The following notation is used in the rest of the note. We write f (z) ' g(z)
when c · g(z) ≤ f (z) ≤ C · g(z) for some positive constants c and C which are
independent of z. Similarly we write f (z). g(z) when f (z)≤ C · g(z) for some
positive constant C . We use dθ for the Lebesgue measure on the unit circle T.
When we integrate functions (that are also defined on the unit disc) on T, instead
of writing eiθ , we keep z and w as the variables.

2. Proof of Theorem 1

2.1. Relation between weighted kernels. The particular choice of µ(z) indicates
the following relation between the weighted Szegő kernels Sµ(z, w) and the ordinary
Szegő kernel S(z, w).
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Proposition 2. For µ(z)= |g(z)|2 as above, the following relation holds

(1) S(z, w)= g(z)Sµ(z, w)g(w).

Proof. Let {en(z)}∞n=0 be an orthonormal basis for H2(T). Since g(z) does not vanish
inside D, each en(z)/g(z) is a holomorphic function on D and is in H2(T, |g|2) by
construction. Following the orthonormal properties of the en(z) we have〈

en(z)
g(z)

,
em(z)
g(z)

〉
µ

= 〈en(z), em(z)〉 = δn,m,

where δn,m is the Kronecker delta.
Also for any f in H2(T, |g|2), ( f · g) is in H2(T) and hence can be written

as a linear combination of the en(z). Consequently so can f , using the quotients
en(z)/g(z). Hence, {en(z)/g(z)}∞n=0 is an orthonormal basis for H2(T, |g|2).

Therefore, using the basis representation of the Szegő kernels we obtain

S(z, w)=
∞∑

n=0

en(z)en(w)= g(z)
( ∞∑

n=0

en(z)
g(z)

en(w)

g(w)

)
g(w)

= g(z)Sµ(z, w)g(w). �

2.2. A p weights on T. For p ∈ (1,∞), a weight µ on T is said to be in Ap(T) if

sup
I

I⊂T

(
1
|I |

∫
I
µ(θ) dθ

)(
1
|I |

∫
I
µ(θ)

−1
p−1 dθ

)p−1

<∞,

where I denotes intervals in T.
These weights are used to characterize the L p regularity of the ordinary Szegő

projection on weighted spaces. The following result appears in [Garnett 1981] and
is used in [Lanzani and Stein 2004, Equation (2.3)] in connection with a conformal
map based approach to the investigation of the unweighted Szegő projection for a
general domain.

Theorem 3. The ordinary Szegő projection S is bounded from L p(T, µ) to L p(T, µ)

if and only if µ ∈ Ap(T).

Proof. This result is an immediate consequence of the fact that the Szegő kernel of
the unit disc agrees with the Cauchy kernel (see [Kerzman and Stein 1978]) together
with the classical weighted theory for the latter, see also [Garnett 1981]. �

The following theorem follows from Equation (1) and Theorem 3.

Proposition 4. For 1 < p <∞ and µ(z) = |g(z)|2 as above, the following are
equivalent.

(1) Sµ is bounded from L p(T, |g|2) to L p(T, |g|2).
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(2) S is bounded from L p(T, |g|2−p) to L p(T, |g|2−p).

(3) |g|2−p
∈ Ap(T).

Proof. Theorem 3 gives the equivalence of (2) and (3). We show the equivalence of
(1) and (2). Using the relation between the kernels from the previous proposition,
we obtain the following relation between the corresponding operators:

g(z)
(
Sµ f

)
(z)=

(
S( f · g)

)
(z) for f ∈ L2(T, |g|2).

Indeed, suppose (2) is true. Then

‖Sµ f ‖p
p,|g|2 =

∫
T

|(Sµ f )(w)|p|g(w)|2 dθ

=

∫
T

|
(
S( f · g)

)
(w)|p|g(w)|2−p dθ = ‖S( f · g)‖p

p,|g|2−p

. ‖ f · g‖p
p,|g|2−p = ‖ f ‖p

p,|g|2 ,

which proves (1).
Now when (1) is true,

‖S f ‖p
p,|g|2−p =

∫
T

|(S f )(w)|p|g(w)|2−pdθ

=

∫
T

|(Sµ( f/g))(w)|p|g(w)|2dθ = ‖Sµ( f/g)‖p
p,|g|2

. ‖ f/g‖p
p,|g|2 = ‖ f ‖p

p,|g|2−p

and hence (2) is true. �

We can now present a family of weights that behave as claimed in Theorem 1.

Theorem 5. For α ≥ 0, let gα(z) = (z − 1)α and µα(z) = |gα(z)|2. Then the
weighted Szegő projection operator Sµα is bounded on L p(T, µα) if and only if
p ∈

( 2α+1
α+1 ,

2α+1
α

)
.

Remark 6. Theorem 5 is a quantitative version of Theorem 1 and therefore we
obtain a proof of Theorem 1 when we prove Theorem 5.

Remark 7. Note that as α → 0+ the interval
( 2α+1
α+1 ,

2α+1
α

)
approaches (1,∞)

and as α→∞ the interval
( 2α+1
α+1 ,

2α+1
α

)
approaches {2}. Hence, any conjugate

symmetric interval around 2 can be achieved as the boundedness range of a weighted
Szegő projection.

Proof of Theorem 5. First note that on intervals I with θ = 0 /∈ I , the weight
|gα(z)|2−p

= |z− 1|α(2−p)
' C . Therefore, both integrals in the Ap(T) condition

are finite and hence so is the supremum over all such intervals when p is in the
given range. On intervals that contain z = 0 we have the following.
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Step 1. We show that for the weights ω(z)= |gα(z)|2−p
= |z−1|α(2−p), the second

integral in the Ap(T) condition diverges for arcs I = (−ε, ε) if and only if p is
outside the given region.

For intervals I = (−ε, ε) with small ε and p ≤ 2α+1
α+1 ,∫

I
ω(z)

1
1−p dθ =

∫ ε

−ε

|eiθ
− 1|

α(2−p)
(1−p) dθ

=

∫ ε

−ε

(√
2(1− cos(θ))

) α(2−p)
(1−p) dθ

'

∫ ε

−ε

θ
α(2−p)
(1−p) dθ =∞,

because α(2− p)/(1− p)≤−1. Hence ω 6∈ Ap(T) for such p.
Also, when p ≥ 2α+1

α
,∫
I
ω(z) dθ '

∫ ε

−ε

θα(2−p) dθ =∞,

because α(2− p)≤−1. Hence ω 6∈ Ap(T) for p ≥ 2α+1
α

either.
The same calculations show convergence of all integrals for p in the desired

range.

Step 2. We show that for p ∈
( 2α+1
α+1 ,

2α+1
α

)
the integrals in the Ap condition are

finite over any (general) interval I = (θ0− R, θ0+ R) with θ0 6= 0. We consider
two cases.

Case 1. I ∩Arc(0, 2R)=∅.
On such intervals I , 3R<θ0 and so 2θ0/3≤ θ0− R ≤ θ ≤ θ0+ R ≤ 4θ0/3 giving

θ ' θ0. So, ω = |z− 1|α(2−p)
' θ

α(2−p)
0 . Therefore,

1
|I |

∫
I
ω(z) dθ .

1
2R

∫
I
θ
α(2−p)
0 dθ = θα(2−p)

0 .

and (
1
|I |

∫
I
ω(z)

1
1−p dθ

)p−1

.

(
1

2R

∫
I
θ
α(2−p)

1−p
0 dθ

)p−1

= θ
−α(2−p)
0 .

Hence the supremum over all such intervals is finite.

Case 2. I ∩Arc(0, 2R) 6=∅.
In this case, since I ⊂ Arc(0, 4R) and α(2− p)+ 1 > 0 when 2α+ 1/α > p,

we have

1
|I |

∫
I
ω(z) dθ '

2
8R

∫ 4R

0
θα(2−p) dθ =

1
4R

θα(2−p)+1

α(2− p)+ 1

∣∣∣4R

0
=

4Rα(2−p)

α(2− p)+ 1
.
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Also since α(2− p)/(1− p)+ 1> 0 when 2α+ 1/(α+ 1) < p,(
1
|I |

∫
I
ω(z)

1
1−p dθ

)p−1

'

(
2

8R

∫ 4R

0
θ
α(2−p)

1−p dθ
)p−1

=

(
1

4R
θ
α(2−p)

1−p +1

α(2−p)
1−p + 1

)p−1

'

(
R
α(2−p)

1−p

α(2−p)
1−p + 1

)p−1

=
2R−α(2−p)(

α(2−p)
1−p + 1

)p−1 .

Therefore, the supremum over all intervals of the type in case 2 are also finite
and ω = |g|2−p

∈ Ap(T) if and only if p ∈
( 2α+1
α+1 ,

2α+1
α

)
. �

Remark 8. The analog of Theorem 1 for domains in Cn (n≥ 2) is an open problem.
See [Békollé and Bonami 1995] for a partial result. Also see [Lanzani and Stein
2013] for the regularity on strongly pseudoconvex domains.

3. Duality

In this section, we investigate the duals of Hardy spaces corresponding to weights
from the previous section. For α ≥ 0 and µα(z) = |z − 1|2α, a consequence of
Theorem 5 is the following.

Theorem 9. Let α ≥ 0 and µα(z) = |z − 1|2α. For any p ∈
( 2α+1
α+1 ,

2α+1
α

)
, the

dual space of the weighted Hardy space Hp(T, |z − 1|2α) can be identified with
Hq(T, |z− 1|2α), where 1/p+ 1/q = 1, under the pairing

〈 f, h〉 =
∫

T

f (z)h(z)|z− 1|2α dθ.

Proof. This is a standard argument; however, we present a proof here for complete-
ness. For a given function h ∈Hq(T, |z− 1|2α), we define a linear functional on
Hp(T, |z− 1|2α) by

G( f )=
∫

T

f (z)h(z)|z− 1|2α dθ.

It is clear that, by Hölder’s inequality, G is a bounded functional with operator
norm less than ‖h‖Hq (T,|z−1|2α).

Conversely, let G be a bounded linear functional on Hp(T, |z− 1|2α). By the
Hahn–Banach theorem, G extends to a bounded linear functional on L p(T, |z−1|2α).
Now using the duality of L p spaces, we find a function h ∈ Lq(T, |z− 1|2α) such
that

G( f )=
∫

T

f (z)h(z)|z− 1|2αdz for f ∈ L p(T, |z− 1|2α).
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When we restrict G to L p(T, |z− 1|2α)∩H2(T, |z− 1|2α) and use self-adjointness
of Sµα we get the following.

G( f )=
∫

T

f (z)h(z)|z− 1|2α dθ

=

∫
T

(Sµα f )(z)h(z)|z− 1|2α dθ

=

∫
T

f (z)(Sµαh)(z)|z− 1|2α dθ

for f ∈ L p(T, |z− 1|2α)∩H2(T, |z− 1|2α).
Since the intersection of these two spaces is dense in Hp(T, |z− 1|2α), we note

that G is represented by the function (Sµαh)(z) and Sµαh ∈ Hq(T, |z − 1|2α) by
Theorem 5. �

A natural question arises after this statement. How can we identify the dual
space of the weighted Hardy space, Hp(T, |z− 1|2α), when p /∈

( 2α+1
α+1 ,

2α+1
α

)
?

The answer to this question follows from the following result on the boundedness
of the weighted Szegő projection, Sµα . Similar results for weighted Bergman
projections have been presented recently in [Arroussi and Pau 2014] and [Constantin
and Peláez 2015].

Proposition 10. Let α ≥ 0 and µα = |z− 1|2α. For any 1< p <∞, the weighted
Szegő projection Sµα is bounded on L p(T, |z− 1|αp).

Remark 11. Note that as p varies, changes occur not only in the integrability scale
but also in the measure.

Proof. The proof follows from the relation between the kernels in Proposition 2 and
the fact that the unweighted Szegő projection S is bounded on L p(T) for 1< p<∞.

Let us take f (z) ∈ L p(T, |z− 1|αp) and set

f̃ (z)= f (z)
|z− 1|2α

(z− 1)α
,

then we have f̃ ∈ L p(T). Using this notation, we notice

Sµα f (z)=
∫

T

Sµα (z, w) f (w)|w− 1|2α dθ

=
(z− 1)α

(z− 1)α

∫
T

Sµα (z, w)(w− 1)α f (w)
|w− 1|2α

(w− 1)α
dθ

=
1

(z− 1)α

∫
T

S(z, w) f̃ (w) dθ

=
1

(z− 1)α
S
(

f̃ (w)
)
(z),
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where we invoke Proposition 2 when we pass from the second to the third line.
Next by using the fact that the unweighted Szegő projection operator S is bounded
on L p(T), we obtain the following.

‖Sµα f ‖L p(T,|z−1|αp) =

∫
T

|z− 1|αp 1
|z− 1|αp

∣∣S( f̃ (w)
)
(z)
∣∣p dθ

=
∥∥S
(

f̃ (w)
)∥∥p

L p(T)
. ‖ f̃ (w)‖p

L p(T)

=

∥∥∥∥ f (w)
|w− 1|2α

(w− 1)α

∥∥∥∥p

L p(T)

= ‖ f ‖p
L p(T,|z−1|αp).

This finishes the proof of the proposition. �

Now we can answer the duality question by using Proposition 10. Following the
same argument as in the proof of Theorem 9, we obtain the following statement.

Theorem 12. Let α≥ 0 and µα=|z−1|2α . Then for any p∈ (1,∞), the dual space
of the weighted Hardy space Hp(T, |z−1|αp) can be identified with Hq(T, |z−1|αq),
where 1/p+ 1/q = 1, under the pairing

〈 f, h〉 =
∫

T

f (z)h(z)|z− 1|2α dθ.

At first, the two duality results in Theorem 9 and Theorem 12 may seem confusing
for p ∈

( 2α+1
α+1 ,

2α+1
α

)
. However, the main point is to note the difference in the

exponents of the weights and the way the pairing is defined. We illustrate these two
results in the following example.

Example 13. Let us take α = 1/2. Then S|z−1| is bounded on L p(T, |z− 1|) for
p ∈ (4/3, 4). In particular, for any p ∈ (4/3, 4), the dual space of Hp(T, |z− 1|)
can be identified with Hq(T, |z− 1|), where 1/p+ 1/q = 1, under the pairing

〈 f, h〉|z−1| =

∫
T

f (z)h(z)|z− 1| dθ.

On the other hand, using the second duality result for any p > 1, the dual space
of Hp(T, |z − 1|) can be identified with Hq(T, |z − 1|q/p) when 1/p+ 1/q = 1,
under the pairing

〈 f, h〉|z−1|2/p =

∫
T

f (z)h(z)|z− 1|2/p dθ.
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TOPOLOGY OF COMPLETE FINSLER MANIFOLDS
ADMITTING CONVEX FUNCTIONS

SORIN V. SABAU AND KATSUHIRO SHIOHAMA

We investigate the topology of a complete Finsler manifold (M, F) admit-
ting a locally nonconstant convex function.

1. Introduction

Let (M, F) be an n-dimensional Finsler manifold. The well-known Hopf–Rinow
theorem (see for example [Bao et al. 2000]) states that M is complete if and only if
the exponential map expp at some point p ∈ M (and hence for every point on M)
is defined on the whole tangent space Tp M to M at that point. This is equivalent to
saying that (M, F) is geodesically complete with respect to forward geodesics at
every point on M . Throughout this article we assume that (M, F) is geodesically
complete with respect to forward geodesics.

A function ϕ : (M, F)→R is said to be convex if and only if along every (forward
and backward) geodesic γ : [a, b]→ (M, F), the restriction ϕ ◦γ : [a, b]→ R is a
convex function, that is,

(1-1) ϕ ◦ γ ((1− λ)a+ λ b)≤ (1− λ)ϕ ◦ γ (a)+ λϕ ◦ γ (b), 0≤ λ≤ 1.

If the inequality in the above relation is strict for all γ and for all λ ∈ (0, 1),
then ϕ is called strictly convex. If the second order difference quotient, namely
the quantity {ϕ ◦ γ (h)− ϕ ◦ γ (−h)− 2ϕ ◦ γ (0)}/h2 is bounded away from zero
on every compact set on M along all γ , then ϕ is called strongly convex. In the
case where ϕ is at least C2, its convexity can be written in terms of the Finslerian
Hessian of ϕ, but we do not need to do this in the present paper.

If ϕ ◦ γ is a convex function of one variable, then the function ϕ ◦ γ̄ is also
convex, where γ̄ is the reverse curve of γ . We recall that in general, if γ is a
Finslerian geodesic, it does not mean that the inverse curve γ̄ is also a geodesic.

Every noncompact manifold admits a complete (Riemannian or Finslerian) metric
and a nontrivial smooth function which is convex with respect to this metric (see
[Greene and Shiohama 1981b]).
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Keywords: Finsler manifolds, geodesics, convex functions.
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If a nontrivial convex function ϕ : (M, F)→ R is constant on an open set, then
ϕ assumes its minimum on this open set and the number of components of a level
set Ma

a (ϕ) := ϕ
−1({a}), a ≥ infM ϕ is equal to that of the boundary components of

the minimum set of ϕ. Here we denote infM ϕ := inf{ϕ(x) | x ∈ M}.
A convex function ϕ is said to be locally nonconstant if it is not constant on any

open set of M . From now on we always assume that a convex function is locally
nonconstant.

The purpose of this article is to investigate the topology of complete Finsler
manifolds admitting (locally nonconstant) convex functions ϕ : (M, F)→R. Convex
functions on complete Riemannian manifolds have been fully discussed in [Greene
and Shiohama 1981b] and elsewhere. Although the distance function on (M, F) is
not symmetric and the backward geodesics do not necessarily coincide with the
forward geodesics, we prove that most of the Riemannian results in [Greene and
Shiohama 1981b] have Finsler extensions, as stated below.

We first discuss the topology of a Finsler manifold (M, F) admitting a convex
function ϕ.

Theorem 1.1 (compare [Greene and Shiohama 1981b, Theorem F]). Assume we
have a convex function ϕ : (M, F)→ R all of whose level sets are compact.

(1) If infM ϕ is not attained, there exists a homeomorphism

H : Ma
a (ϕ)× (infM ϕ,∞)→ M,

for an arbitrary fixed number a ∈ (infM ϕ,∞), such that

ϕ(H(y, t))= t, ∀y ∈ Ma
a (ϕ), ∀t ∈ (infM ϕ,∞).

(2) If λ := infM ϕ is attained, then M is homeomorphic to the normal bundle over
Mλ
λ (ϕ) in M.

Next, we discuss the case where ϕ has a disconnected level.

Theorem 1.2 (compare [Greene and Shiohama 1981b, Theorem A]). Assume the
convex function ϕ : (M, F) → R has a disconnected level set Mc

c (ϕ) for some
c ∈ ϕ(M).

(1) The infimum infM ϕ is attained.

(2) If λ := infM ϕ, then Mλ
λ (ϕ) is a totally geodesic smooth hypersurface which is

totally convex without boundary.

(3) The normal bundle of Mλ
λ (ϕ) in M is trivial.

(4) If b> λ, then the boundary of the b-sublevel set Mb(ϕ) := {x ∈ M | ϕ(x)≤ b}
has exactly two components.
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The diameter function δ : ϕ(M)→ R+ plays an important role in this article and
is defined by

(1-2) δ(t) := sup{d(x, y) | x, y ∈ M t
t (ϕ)}.

Sharafutdinov [1978] had proved earlier the existence of a distance nonincreasing
map Mb

b (ϕ)→ Ma
a (ϕ), b ≥ a, between two compact levels of a convex function ϕ

on a complete Riemannian manifold (M, g).
It is known from [Sharafutdinov 1978] and [Greene and Shiohama 1981b] that

the diameter function δ of a complete Riemannian manifold admitting a convex
function is monotone nondecreasing. However it is not certain if it is monotone on
a Finsler manifold. In Theorem 1.1, we do not use the monotone property but only
the local Lipschitz property of δ which is proved in Proposition 3.3.

We finally discuss the number of ends of a Finsler manifold (M, F) admitting a
convex function ϕ. As stated above, the diameter function δ, defined on the image of
the convex function ϕ, may not be monotone. It might occur that a convex function
defined on a Finsler manifold (M, F) may simultaneously admit both compact and
noncompact levels. This fact makes it difficult to study the number of ends of the
manifold (M, F). However, we shall discuss all the possible cases and prove:

Theorem 1.3 (compare [Greene and Shiohama 1981b, Theorems C, D and G]). Let
ϕ : (M, F)→ R be a convex function.

(A) Assume that ϕ admits a disconnected level.

(A1) If all the levels of ϕ are compact, then M has two ends.
(A2) If all the levels of ϕ are noncompact, then M has one end.
(A3) If both compact and noncompact levels of ϕ exist simultaneously, then M

has at least three ends.

(B) Assume that all the levels of ϕ are connected and compact.

(B1) If infM ϕ is attained, then M has one end.
(B2) If infM ϕ is not attained, then M has two ends.

(C) If all the levels are connected and noncompact, then M has one end.

(D) Assume that all the levels of ϕ are connected and that ϕ admits both compact
and noncompact levels simultaneously. Then we have:

(D1) If infM ϕ is not attained, then M has two ends.
(D2) If infM ϕ is attained, then M has at least two ends.

(E) Finally, if M has two ends, then all the levels of ϕ are compact.

Remark 1.4. The supplementary condition that all of the levels of ϕ are simultane-
ously compact or noncompact in the hypothesis of Theorem 1.1 is necessary because
we have not proved that the diameter function δ is monotone nondecreasing for a
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Finsler manifold. If this property of monotonicity were true, then this assumption
could be removed.

We summarize some historical background of convex and related functions on
manifolds, G-spaces and Alexandrov spaces. Locally nonconstant convex functions,
affine functions and peakless functions have been investigated on complete Rie-
mannian manifolds and complete noncompact Busemann G-spaces and Alexandrov
spaces in various ways. The topology of Riemannian manifolds admitting convex
functions was investigated in [Bangert 1978; Greene and Shiohama 1981b; 1981a;
1987], and that of Busemann G-surfaces in [Innami 1982a; Mashiko 1999b]. It
should be noted that convex functions on complete Alexandrov surfaces are not
continuous.

A weaker notion than convex functions similar to quasiconvex functions, namely
peakless functions, has been introduced by Busemann [1955], and studied later on
in [Busemann and Phadke 1983] and [Innami 1983]. The topology of complete
manifolds admitting locally geodesically (strictly) quasiconvex and uniformly lo-
cally convex filtrations have been investigated by Yamaguchi [1986a; 1986b; 1988].
The isometry groups of complete Riemannian manifolds (N , g) admitting strictly
convex functions have been discussed in [Yamaguchi 1982] and other places. A well
known classical theorem due to Cartan states that every compact isometry group on
an Hadamard manifold H has a fixed point. This follows from the simple fact that
the distance function to every point on H is strictly convex. Peakless functions and
totally geodesic filtrations on complete manifolds have been discussed in [Innami
1983; Busemann and Phadke 1983; Yamaguchi 1986a; 1986b; 1988] and others.

A convex function is said to be affine if and only if the equality in (1-1) holds for
all γ and for all λ∈ (0, 1). A splitting theorem for Riemannian manifolds admitting
affine functions has been investigated in [Innami 1982b], while Alexandrov spaces
admitting affine functions have been studied in [Innami 1982b; Mashiko 1999a;
Mashiko 2002]. An overview on the convexity of Riemannian manifolds can be
found in [Burago and Zalgaller 1977].

The properties of isometry groups on Finsler manifolds admitting convex func-
tions will be discussed elsewhere. For basic facts on Finsler and Riemannian
geometry, we refer to [Bao et al. 2000; Chern et al. 1999; Cheeger and Ebin 2008;
Sakai 1992].

2. Fundamental facts

We summarize some fundamental facts on convex sets and convex functions on
a Finsler manifold (M, F). Most of these are trivial in the Riemannian case, but
we consider it useful to formulate and prove them in the more general Finslerian
setting.



COMPLETE FINSLER MANIFOLDS ADMITTING CONVEX FUNCTIONS 463

Let (M, F) be a complete Finsler manifold. At each point p ∈ M , the indicatrix
6p ⊂ Tp M at p is defined by 6p := {u ∈ Tp M | F(p, u) = 1}. The reversibility
function λ : (M, F)→ R+ of (M, F) is given as

λ(p) := sup{F(p,−X) | X ∈6p}.

Clearly, λ is continuous on M and

λ(p)=max
{F(p,−X)

F(p, X)
∣∣ X ∈ Tp M \ {0}

}
.

Let C ⊂ M be a compact set. There exists a constant λ(C) > 0 depending on C
such that if p ∈ C and X ∈6p, then

1
λ(C)

F(p, X)≤ F(p,−X)≤ λ(C) · F(p, X).

In particular, if σ : [0, 1] → C is a smooth curve, then the integral length

L(σ ) :=
∫ 1

0
F(σ (t), σ̇ (t)) dt

of σ satisfies
1

λ(C)
L(σ )≤ L(σ−1)≤ λ(C) · L(σ ).

Here we set σ−1(t) := σ(1− t), where t ∈ [0, 1] is the reverse curve of σ .
It is well known that the topology of (M, F) as an inner metric space is equivalent

to that of M as a manifold. For a compact set C ⊂M , the inner metric dF of (M, F)
induced from the Finslerian fundamental function has the property

1
λ(C)

dF (p, q)≤ dF (q, p)≤ λ(C) · dF (p, q), ∀p, q ∈ C.

Let inj : (M, F)→ R+ be the injectivity radius function of the exponential map.
Namely, for a point p ∈ M , inj(p) is the maximal radius of a ball, centered at the
origin of the tangent space Tp M at p, on which expp is injective.

A classical result due to J. H. C. Whitehead [1935] states that there exists a
convexity radius function r : (M, F)→ R such that if

B(p, r) := {x ∈ M | d(p, x) < r}

is an r -ball centered at p, then for every q ∈ B(p, r(p)) and for every r ′ ∈ (0, r(p)),
B(q, r ′)⊂ B(p, r) is strongly convex. Namely, the distance function to q is strongly
convex along every geodesic in B(q, r ′) with r ′ ∈ (0, r(p)) if its extension does
not pass through q .

A closed set U ⊂ M is called locally convex if and only if U ∩ B(p, r) is convex
for every x ∈U and for some r ∈ (0, r(p)). Notice that this definition is stated only
for closed sets, since every open set is obviously locally convex.
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O

ϕ ◦ γxy

ϕ ◦ γyx

ϕ(x)

ϕ(y)

d(x, y) d(y, x)
1 1

Figure 1. A convex function is locally Lipschitz.

A set V ⊂ M is called totally convex if and only if every geodesic joining two
points in V is contained entirely in V . A closed hemisphere in the standard sphere
Sn is locally convex and an open hemisphere is strongly convex, while Sn itself is
the only totally convex set in it. If it exists, the minimum set of a convex function
on (M, F) is totally convex.

Proposition 2.1. A convex function ϕ : (M, F)→ R defined as in (1-1) is locally
Lipschitz.

Proof. Let C ⊂M be an arbitrary fixed compact set and C1 := {x ∈M | d(C, x)≤ 1}.
Here we set d(C, x) :=min{d(y, x) | y ∈ C}. For points x, y ∈ C1 we denote by

γxy : [0, d(x, y)] → M, γyx : [0, d(y, x)] → M

minimizing geodesics with

γxy(0)= x, γxy(d(x, y))= y,

γyx(0)= y, γyx(d(y, x))= x .

The slope inequalities along the two convex functions ϕ ◦ γxy|[0,d(x,y)+1] and
ϕ ◦ γyx |[0,d(y,x)+1] imply that, if 3 := supC1

ϕ and λ := infC1 ϕ (see Figure 1),
then

ϕ(y)−ϕ(x)
d(x, y)

≤3− λ,
ϕ(x)−ϕ(y)

d(y, x)
≤3− λ.

It follows that there exists a constant L = L(C) > 0 such that

sup
{d(x, y)

d(y, x)

∣∣ x, y ∈ C
}
≤ L ,
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and therefore we have∣∣∣ϕ(x)−ϕ(y)
d(x, y)

∣∣∣, ∣∣∣ϕ(y)−ϕ(x)
d(y, x)

∣∣∣≤ L(3− λ). �

Proposition 2.2. If C ⊂ (M, F) is a closed locally convex set, then there exists a
k-dimensional totally geodesic submanifold W of M contained in C , and its closure
coincides with C.

Proof. Let r : (M, F)→ R be the convexity radius function. For every point p ∈ C
there exists a k(p)-dimensional smooth submanifold of M which is contained
entirely in C and such that k(p) is the maximal dimension of all such submanifolds
in C , where 0≤ k(p)≤ n. At least {p} is such a submanifold, with dimension 0.

Let K ⊂ M be a large compact set containing p and r(K ) the convexity radius
of K , namely r(K ) :=min{r(x) | x ∈ K }. We also put k :=max{k(p) | p ∈ C}.

Let W (p) ⊂ C be a k-dimensional smooth submanifold of M . Suppose that
W (p)∩ B(p; r)$ C ∩ B(p; r) for a sufficiently small r ∈ (0, r(K )). Then there
exists a point q ∈ B(p; r)∩ (C \W (p)). Clearly γ̇pq(0) is transversal to TpW (p),
and hence a family of minimizing geodesics

{γxq : [0, d(x, q)] → B(p; r) | x ∈W (p)∩ B(p; r)}

with γxq(0)= x , γxq(d(x, q))= q has the property that every γ̇xq(0) is transversal
to Tx W (p). Therefore, this family of geodesics forms a (k + 1)-dimensional
submanifold contained in C , a contradiction to the choice of k. This proves
W (p)∩ B(p; r) = C ∩ B(p; r) for a sufficiently small r ∈ (0, r(K )). We then
observe that

⋃
p∈C W (p)=: W ⊂ C forms a k-dimensional smooth submanifold

which is totally geodesic. Indeed, for any tangent vector v to W , there exists p ∈ C
such that v ∈ TpW (p), and due to the convexity of C , the geodesic γv : [0, ε]→ M
cannot leave the submanifold W .

We finally prove that the closure SW of W coincides with C . Indeed, suppose
that there exists a point x ∈ C \ SW . We then find a point y ∈ SW \W such that
d(x, y)= d(x, SW ) < r(K ). If

γ̇xy(d(x, y)) ∈ Ty SW := lim
y j→y

Ty j M,

then γxy(d(x, y)+ ε) ∈W for a sufficiently small ε > 0. Let U ⊂W ∩ B(x, r(K ))
be an open set around γxy(d(x, y)+ ε).

Then a family of geodesics

(2-1) {γxz : [0, d(x, z)] → B(x; r(K )) | z ∈U }

forms a k-dimensional submanifold contained in W and hence y∈W , a contradiction
to y ∈ SW \W . Therefore, γ̇xy(d(x, y)) does not belong to Ty SW , and (2-1) again
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x

B(x, r(K ))SW

z

U ⊂W

y

Figure 2. The closure SW of W coincides with C .

forms a (k+ 1)-dimensional submanifold in C , a contradiction to the choice of k
(see Figure 2). �

Let C ⊂ M be a closed locally convex set and p ∈ C . There exists a totally
geodesic submanifold W ⊂ C as stated in Proposition 2.2. We call W the interior
of C and denote it by Int(C). The boundary of C is defined by ∂C := C \ Int(C),
and the dimension of C is defined by dim C := dim Int(C). The tangent cone
Cp(C)⊂ Tp M of C at a point p ∈ C is defined by

(2-2) Cp(C) := {ξ ∈ Tp M | expp tξ ∈ Int(C) for some t > 0}.

Clearly, Cp(C)= Tp Int(C) \ {0} for p ∈ Int(C).
We also define the tangent space TpC of C at a point p∈ ∂C as limq→p Tq Int(C).

We claim that there exists for every point p ∈ ∂C an open half space TpC+ ⊂ TpC
containing Cp(C):

(2-3) Cp(C)⊂ TpC+ ⊂ TpC := lim
q→p

Tq Int(C), q ∈ Int(C).

Indeed, for any points p ∈ ∂C and q ∈ B(p; r(K ))∩ Int(C), consider a minimizing
geodesic γqp : [0, d(q, p)]→ B(p; r(K )). Suppose that there is a point q ∈ Int(C)
such that z := γqp(d(q, p)+ ε) ∈ C for a sufficiently small ε > 0. We then have
γ̇qp(d(q, p)) ∈ TpC , and hence the tangent cone Cp(C) as obtained in (2-2) is
contained entirely in TpC , a contradiction to the choice of p ∈ ∂C . From the above
argument we observe that if p ∈ ∂C , then there exists a hyperplane Hp ⊂ TpC such
that Cp(C) is contained in a half space Tp(C)+ ⊂ TpC bounded by Hp.
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expp(Hp)B(p, r(p))

(M, F)

p

q

γqp

Ma(ϕ)

x

Ma
a (ϕ)

γqx (t (x))

γqx

Figure 3. An atlas of local charts at an arbitrary point p ∈ Ma
a (ϕ).

Proposition 2.3. Let ϕ : (M, F)→ R be a convex function. Then, Ma
a (ϕ) is an

embedded topological submanifold of dimension n− 1 for every a > infM ϕ.

Proof. Let p ∈ Ma
a (ϕ) and q ∈ B(p; r(p))∩ Int(Ma(ϕ)). There exists a hyperplane

Hp ⊂ Tp M such that

Hp = ∂Tp(Ma(ϕ))+ and Cp(Ma(ϕ))⊂ Tp(Ma(ϕ))+.

Every point x ∈ expp(Hp) ∩ B(p; r(p)) is joined to q by a unique minimizing
geodesic γqx : [0, d(q, x)] → M such that γqx(0) = q, γqx(d(q, x)) = x . Then
there exists a unique parameter t (x) ∈ (0, d(q, x)] such that Ma

a (ϕ)∩ B(p; r(p))
contains γqx(t (x)). Let BH (O; r(p)) be the open r(p)-ball in Hp centered at the
origin O of Mp. We then have a map αp : BH (O; r(p))→ Ma

a (ϕ) such that

αp(u) := γqx(t (x)), u ∈ BH (O; r(p)), expp u = x .

Clearly, αp gives a homeomorphism between BH (O; r(p)) and its image in
Ma

a (ϕ). Thus the family of maps {(BH (O; r(p)), αp) | p ∈ Ma
a (ϕ)} forms an atlas

of Ma
a (ϕ) (see Figure 3). �

3. Level sets configuration

We shall give the proofs of Theorems 1.2 and 1.3. The following lemma is elemen-
tary and useful for our discussion.

Lemma 3.1. Let ϕ : (M, F)→ R be a convex function. If Ma
a (ϕ) is compact, then

so is Mb
b (ϕ) for all b ≥ a. If Ma

a (ϕ) is noncompact, then so is Mb
b (ϕ) for all b ≤ a.
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Proof. First of all we prove that if Ma
a (ϕ) is compact, then so is Mb

b (ϕ) for all
b ≥ a.

Suppose that Mb
b (ϕ) is noncompact for some b> a. Take a point p ∈Ma

a (ϕ) and
a divergent sequence {q j } j≥1 on Mb

b (ϕ). Since Ma
a (ϕ) is compact, there is a positive

number L such that d(p, x) < L for all x ∈ Ma
a (ϕ). Let γ j : [0, d(p, q j )] → M be

a minimizing geodesic with γ j (0)= p, γ j (d(p, q j ))= q for j ≥ 1. Compactness
of Ma

a (ϕ) implies that each ϕ ◦ γ j |[L ,d(p,q j )−L] is monotone and nondecreasing for
all large numbers j .

Choosing a subsequence {γi } of {γ j } if necessary, we find a ray γ∞ : [0,∞)→M
emanating from p such that ϕ ◦γ∞ is monotone, nondecreasing and bounded above,
and hence is identically equal to a. This contradicts the assumption that Ma

a (ϕ) is
compact. �

The following Proposition 3.2 is the basic piece in the proof of Theorem 1.1.
Under the assumptions in Theorem 1.1, we divide M into countable compact sets
such that

M =
∞⋃

j=−∞
ϕ−1
[t j−1, t j ],

where {t j } is monotone increasing and lim j→−∞ t j = infM ϕ (if infM ϕ is not
attained) and lim j→∞ t j =∞. In applying Proposition 3.2 to each ϕ−1

[t j−1, t j ],
the undefined numbers bk+1 and b0 appearing in the proof of the proposition play the
role of margins to be pasted with ϕ−1

[t j , t j+1] (using bk+1) and with ϕ−1
[t j−2, t j−1]

(using b−1), respectively.

Proposition 3.2. Let Ma
a (ϕ)⊂ M be a connected and compact level set and b > a

a fixed value. Then there exists a homeomorphism 8b
a : M

b
b (ϕ)×[a, b] → Mb

a (ϕ)

such that

(3-1) ϕ ◦8b
a(x, t)= t, (x, t) ∈ Mb

b (ϕ)×[a, b].

Proof. Let K ⊂ M be a compact set with Mb
a (ϕ) ⊂ Int(K ) and r := r(K ) the

convexity radius over K . We define two divisions as follows. Let a = a0 < a1 <

· · · < ak = b and b−1 < b0 < · · · < bk be given such that ϕ−1
[b−1, bk] ⊂ Int(K )

and

(1) b−1 < a0 < b0 < a1 < · · ·< ak−1 < bk−1 < ak = b < bk ,

(2) b j :=
1
2(a j + a j+1), j = 0, 1, . . . , k− 1,

(3) ϕ−1({a j−1})⊂
⋃{

B(x, r) | x ∈ ϕ−1({a j+1})
}
, j = 1, . . . , k− 1,

(4) ϕ−1({b−1})⊂
⋃{

B(y, r) | y ∈ ϕ−1({a1})
}
,

(5) ϕ−1({ak−1})⊂
⋃{

B(z, r) | z ∈ ϕ−1({bk})
}
.
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ϕ−1(b−1)

ϕ−1(a0)= ϕ
−1(a)

ϕ−1(b0)

ϕ−1(a1)

ϕ−1(ak−2)

ϕ−1(bk−2)

ϕ−1(ak−1)

ϕ−1(bk−1)

ϕ−1(ak)= ϕ
−1(b)

ϕ−1(bk)

...

pk

p′k−1

pk−1

p′k−2

pk−2

qk

pk−3

qk−1

p1

p′0

p0

q1

q ′0

q0

Figure 4. The broken geodesic T (pk).

Obviously we have [a, b] ⊂ (b−1, bk).
For an arbitrary fixed point p′j ∈ ϕ

−1({a j+1}), we have a minimizing geodesic
T (p′j , q j ) realizing the distance d(p′j , ϕ

−1(−∞, a j−1]) and q j the foot of p′j on
ϕ−1(−∞, a j−1]. Then the family of all such minimizing geodesics emanating from
all the points on ϕ−1({a j+1}) to the points on ϕ−1({a j−1}) simply covers the set
ϕ−1
[b j−1, b j ], j = 1, 2, . . . , k. We define p j := T (p′j , q j )∩ϕ

−1({b j }) and p j−1 :=

T (p′j , q j )∩ϕ
−1({b j−1}). With this point p j−1, we then choose p′j−1 ∈ ϕ

−1({a j })

and q j−1 ∈ ϕ
−1({a j−2}) in such a way that T (p′j−1, q j−1) realizes the distance

d(p′j−1, q j−1) = d(p j−1, ϕ
−1(−∞, a j−2]) and contains p j−1 in its interior. We

thus obtain the inductive construction of a sequence {T (p′j , q j ) | j = 1, . . . , k} of
minimizing geodesics.

We finally choose a point p′0∈ϕ
−1({a1}) and q0∈ϕ

−1({b−1}) such that T (p′0, q0)

is a unique minimizing geodesic, with q0 being the foot of p′0 on ϕ−1(−∞, b−1].
If we set q ′0 := ϕ

−1({a0})∩ T (p′0, q0), then d(p0, q1)≤ d(p0, q ′0) follows from the
fact that q1 is the foot of p0 on ϕ−1(−∞, a0]. Therefore the slope inequality along



470 SORIN V. SABAU AND KATSUHIRO SHIOHAMA

T (p′0, q0) implies

a0− b0

d(p0, q1)
≤

a0− b0

d(p0, q ′0)
≤

b−1− a0

d(q ′0, q0)
,

and hence there exists a positive number

1b
a(K ) :=min

{ a− b−1

d(q ′0, ϕ
−1(−∞, b−1])

∣∣ q ′0 ∈ ϕ
−1({a})

}
with the property that all the slopes of ϕ ◦ T (p′j , q j ) for every j = 0, 1, . . . , k are
negative and bounded above by −1b

a(K ).
Next, we define a broken geodesic T (pk) := T (pk, pk−1)∪ · · · ∪ T (p1, p0) for

pk ∈ ϕ
−1({bk}) with its break points at p j ∈ ϕ

−1({b j }), j = 0, 1, . . . , k−1 in such
a way that each T (p j , p j−1) is a proper subarc of a unique minimizing geodesic
T (p′j , q j ), where q j is the foot of p′j on ϕ−1(−∞, a j−1] (see Figure 4). Then
T (p j−1, p j−2) is a proper subarc of T (p′j−1, q j−1). Clearly, the convex function
along T (pk) is monotone strictly decreasing, since the slopes along ϕ◦T (pk) are all
bounded above by −1b

a(K ). We then observe from the construction that the family
of all the broken geodesics emanating from all points on ϕ−1({bk}) and ending at
points on ϕ−1({b−1}) simply covers ϕ−1

[a, b]. The desired homeomorphism 8b
a is

now obtained by defining 8b
a(x, t) as the intersection of a T (x) emanating from x :

8b
a(x, t)= T (x)∩ϕ−1({t}). �

Proposition 3.3. Assume that all the levels of ϕ are compact. Then the diameter
function δ : ϕ(M)→ R defined by

δ(a) := sup{d(x, y) | x, y ∈ ϕ−1({a}), a ∈ ϕ(M)}

is locally Lipschitz.

Proof. Let infM ϕ < a < b < ∞, and let r = r(Mb
a (ϕ)) be the convexity ra-

dius over Mb
a (ϕ). Let x, y ∈ ϕ−1({s}) for s ∈ [a, b) be such that d(x, y) =

δ(s). Proposition 3.2 then implies that there are points x ′, y′ ∈ Mb
b (ϕ) such that

8b
a(x
′, s)= x and8b

a(y
′, s)= y. Moreover, we have8b

a(x
′, t)= T (x ′)∩M t

t (ϕ) and
8b

a(y
′, t)=T (y′)∩M t

t (ϕ), and the length L(T (p)|[s,t]) of T (p)|[s,t], for p∈Mb
b (ϕ)

and for every a ≤ s < t ≤ b, is bounded above by

(3-2) L(T (p)|[s,t])≤ |t − s|/1b
a(M

b
a (ϕ)).
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Therefore, by setting λ = λ(Mb
a (ϕ)) the reversibility constant on Mb

a (ϕ), we
have

δ(s)= d(x, y)≤ d(x,8b
a(x
′, t))+ d(8b

a(x
′, t),8b

a(y
′, t))+ d(8b

a(y
′, t), y)

≤ λ|t − s|/1b
a(M

b
a (ϕ))+ δ(t)+ |t − s|/1b

a(M
b
a (ϕ))

= (1+ λ)|t − s|/1b
a(M

b
a (ϕ))+ δ(t).

Similarly, by choosing x, y ∈ ϕ−1({t}), d(x, y)= δ(t), we obtain

δ(t)= d(x, y)≤ d(x,8b
a(x
′, s))+ d(8b

a(x
′, s),8b

a(y
′, s))+ d(8b

a(y
′, s), y)

≤ (1+ λ)|t − s|/1b
a(M

b
a (ϕ))+ δ(s),

and hence,
|δ(t)− δ(s)| ≤ (1+ λ)|t − s|/1b

a(M
b
a (ϕ)). �

Proof of Theorem 1.1. We first assume that infM ϕ is not attained. Let {a j } j∈Z be
a monotone increasing sequence of real numbers with lim j→−∞ a j = infM ϕ and
lim j→∞ a j = ∞. We then apply Proposition 3.2 to each integer j and obtain a
homeomorphism 8

j+1
j : ϕ−1({a j+1})× (a j , a j+1] → Ma j+1

a j such that

ϕ ◦8
j+1
j (x, t)= t, x ∈ ϕ−1({a j+1}), t ∈ (a j , a j+1].

The composition of these homeomorphisms gives the desired homeomorphism
ϕ : ϕ−1({a})× (infM ϕ,∞)→ M .

If λ := infM ϕ is attained, then Mλ
λ (ϕ) is a k-dimensional totally geodesic sub-

manifold which is totally convex with 0≤ k ≤ dim M − 1. A tubular neighborhood
B
(
Mλ
λ (ϕ), r(M

λ
λ (ϕ))

)
around the minimum set is a normal bundle over Mλ

λ (ϕ)

in M and its boundary ∂B
(
Mλ
λ (ϕ), r(M

λ
λ (ϕ))

)
is homeomorphic to a level of ϕ.

Therefore M is homeomorphic to the normal bundle over the minimum set in M .
This proves Theorem 1.1. �

Remark 3.4. Under the assumption in Theorem 1.1, it is not certain whether or
not limt→infM ϕ

δ(t)=∞. It might happen that every level set above the infimum is
compact but the minimum set is noncompact. However, we do not know such an
example on a Finsler manifold.

Remark 3.5. The basic difference of treatments of convex functions between
Riemannian and Finsler geometry can be interpreted as follows.

In the case where ϕ : (M, g)→ R is a convex function with noncompact levels,
on a Riemannian manifold, the homeomorphism 8b

a : Mb
b (ϕ)× [a, b] → Mb

a (ϕ)

is obtained as follows. Fix a point p ∈ Ma
a (ϕ) and a sequence of R j -balls cen-

tered at p, {B(p, R j )} j≥1 with lim j→∞ R j = ∞. Setting K j to be the closure
of B(p, R j ), for j ≥ 1, we find a sequence of constants 1 j := 1b

a(K j ). If
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x ∈ K j ∩ Mb
b (ϕ) is a fixed point, we then have a broken geodesic T (x) :=

T (xk, xk−1) ∪ · · · ∪ T (x1, x0) as obtained in the proof of Proposition 3.2, where
x0 ∈ Ma

a (ϕ). The properties of the Riemannian distance function now apply to
T (x j , x j−1) : [0, d(x j , x j−1)]→ (M, g). Consequently, the distance function from
p ∈ Ma

a (ϕ), namely t 7→ d(p, T (x j , x j−1))(t), is strictly monotone decreasing.
Here T (x j , x j−1) is parameterized by arc-length such that T (x j , x j−1)(0)= x j and
T (x j , x j−1)(d(x j , x j−1))= x j−1. Therefore, T (x) is contained entirely in K j , and
moreover, the length L(T (x)) of T (x) satisfies

L(T (x))≤ (b− a)/1 j , ∀x ∈ K j ∩Mb
a (ϕ).

If y0 ∈Ma
a (ϕ)∩K j is an arbitrary fixed point, then Proposition 3.2 again implies that

there exists a point y = ym ∈ Mb
b (ϕ) such that T (y)= T (yk, yk−1)∪· · ·∪T (y1, y0)

has length at most (b− a)/1 j . Hence we have

d(p, y) < R j + (b− a)/1 j + 1.

We therefore observe that the correspondence x 7→ x0 between Mb
b (ϕ) and Ma

a (ϕ)

through T (x) is bijective, and the desired homeomorphism is constructed.
However, in the Finslerian case where all the levels of a convex function

ϕ : (M, F)→ R are noncompact, the correspondence x 7→ x0 between Mb
b (ϕ) and

Ma
a (ϕ) through T (x)= T (xk, xk−1)∪ · · · ∪ T (x1, x0) may not be obtained. In fact,

the monotone decreasing property of t 7→ d(p, T (x j , x j−1)) might not hold for a
Finsler metric. Therefore, for a point x ∈ K j ∩Mb

b (ϕ), T (x) may not necessarily
be contained in K j . Hence, we may fail in controlling the length of T (x) in terms
of 1 j . By the same reason, we cannot prove the monotone nondecreasing property
of the diameter function for compact levels of a convex function ϕ : (M, F)→ R.

4. Proof of Theorem 1.2

We take a minimizing geodesic σ : [0, `] → M such that σ(0) and σ(`) belong to
distinct components of Mc

c (ϕ).
For the proof of (1), we assert that infM ϕ = inf0≤t≤` ϕ ◦ σ(t). Suppose that

b := inf0≤t≤` ϕ ◦ σ(t) > infM ϕ. Since ϕ is locally nonconstant, we may assume
without loss of generality that b := inf0≤t≤` ϕ ◦ σ(t) is attained at a unique point,
say, q = σ(`0).

Setting r = r(σ (`0)), we find a number a ∈ (infM ϕ, b) such that there is a unique
foot p ∈ Ma

a (ϕ) of q on Ma
a (ϕ), namely d(σ (`0),Ma

a (ϕ))= d(σ (`0), p).
Let α : [0, d(q, p)] → M be the unique minimizing geodesic with α(0) = q,

α(d(q, p)) = p. The points on α(t), for 0 ≤ t ≤ d(q, p), can be joined to q± :=
σ(`0 ± r) by a unique minimizing geodesic γα(t)q± : [0, d(α(t), q±)] → B(q; r)
with γα(t)q±(0)= α(t), γα(t)q±(d(α(t)), q±)= q±.
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Since ϕ(q±)>b, the right-hand derivative of ϕ◦γα(t)q± at d(α(t), q±) is bounded
below by

(ϕ ◦ γα(t)q±)
′

+
(ϕ ◦ γα(t)q±(d(α(t)), q±)) >

ϕ(q±)− b
2r

> 0.

Thus, for every t ∈ [0, d(q, p)], γα(t)q± meets Mc
c (ϕ) at γα(t)q±(u

±(t)) with

u±(t)≤
2r(c− a)
ϕ(q±)− b

+ 2r,

and hence there are curves C±0 : [0, d(q, p)] → Mc
c (ϕ) with

C+0 (0)= σ(`), C−0 (0)= σ(0),

C+0 (d(q, p))= γpq+(u
+(d(q, p))), C−0 (d(q, p))= γpq−(u

−(d(q, p))).

Let τt : [0, d(p, σ (t))] → M for t ∈ [`0 − r, `0 + r ] be a minimizing geodesic
with τt(0)= p, τt(d(p, σ (t)))= σ(t). Every τt meets Mc

c (ϕ) at a parameter value
≤ 2rc/(b−a), and hence we have a curve C1 : [`0− r, `0+ r ]→ Mc

c (ϕ) such that

C1(t)= τt [0, 2rc/(b− a)] ∩Mc
c (ϕ).

Thus, considering the union C−0 ∪C1 ∪ (C+0 )
−1, it follows that σ(0) can be joined

to σ(`) in Mc
c (ϕ), a contradiction. This proves (1) (see Figure 5).

We next prove (2). Let λ := infM ϕ. Clearly Mλ
λ (ϕ) is totally convex, and hence

Proposition 2.2 implies that Mλ
λ (ϕ) carries the structure of a smooth totally geodesic

submanifold.
Suppose that dim Mλ

λ (ϕ) < n− 1. Then the normal bundle is connected, and at
each point p∈Mλ

λ (ϕ) the indicatrix6p⊂Tp M has the property that6p\6p(Mλ
λϕ))

is arcwise connected. Here, 6p(Mλ
λ (ϕ)) ⊂ 6p is the indicatrix at p of Mλ

λ (ϕ).
Choose points q0 and q1 on distinct components of Mc

c (ϕ), and an interior point
p ∈ Mλ

λ (ϕ). If γi : [0, d(p, qi )] → M for i = 0, 1 is a minimizing geodesic
with γi (0) = p, γi (d(p, qi )) = qi , then γ̇0(0) and γ̇1(0) are joined by a curve
0 : [0, 1] → 6p \6p(Mλ

λ (ϕ)) such that 0(0) = γ̇0(0), 0(1) = γ̇1(0). The same
method as developed in the proof of (1) yields a continuous 1-parameter family
of geodesics γt : [0, `t ] → M with γt(0) = p, γ̇t(0) = 0(t) and γt(`t) ∈ Mc

c (ϕ)

for all t ∈ [0, 1]. Thus we have a curve t 7→ γt(`t) in Mc
c (ϕ) joining q0 to q1, a

contradiction. This proves dim Mλ
λ (ϕ)= n− 1.

We use the same idea to prove that Mλ
λ (ϕ) has no boundary. In fact, supposing

that the boundary is nonempty, the tangent cone of Mλ
λ (ϕ) at a boundary point x is

contained entirely in a closed half space of Tx Mλ
λ (ϕ), and hence 6x \6x(Mλ

λ (ϕ))

is arcwise connected. A contradiction is derived by constructing a curve in Mc
c (ϕ)

joining q0 to q1. This proves (2).
The triviality of the normal bundle over Mλ

λ (ϕ) in M is now clear, giving (3).
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q = σ(l0)

p = α(d(q, p))

B(q, r)

C−0 (d(q, p))= C1(l0− r)

Mb
b (ϕ)

Ma
a (ϕ)

Mc
c (ϕ)Mc

c (ϕ)

C+0 (0)= σ(l)

C+0 (t)

C−0 (0)= σ(0)

q+ = σ(l0+ r)q− = σ(l0− r)

α(t)

C−0 (0)= α(0)

Figure 5. The proof of Theorem 1.2.

To prove (4), suppose that Ma
a (ϕ) for some a ∈ ϕ(M) has more than two com-

ponents. Let q1, q2, q3 ∈ Ma
a (ϕ) be in distinct components, and take p ∈ Mλ

λ (ϕ).
Let γi : [0, d(p, qi )] → M for i = 1, 2, 3 be minimizing geodesics with γi (0)= p,
γi (d(p, qi )) = qi . Since the normal bundle over Mλ

λ (ϕ) in M is trivial by (3), it
follows that 6p \6p(Mλ

λ (ϕ)) has exactly two components. Two of the three initial
vectors, say γ̇1(0) and γ̇2(0), belong to the same component of 6p \6p(Mλ

λ (ϕ)).
Then the same technique as developed in the proof that dim Mλ

λ (ϕ)= n−1 applies,
and q1 is joined to q2 by a curve in Ma

a (ϕ). This contradiction proves (4). �

5. Ends of (M, F)

An end ε of a noncompact manifold X is an assignment to each compact set K ⊂ X a
component ε(K ) of X \K such that ε(K1)⊃ ε(K2) if K1⊂ K2. Every noncompact
manifold has at least one end. For instance, Rn has one end if n > 1 and two ends
if n = 1.

In the present section we discuss the number of ends of (M, F) admitting a
convex function, namely we will prove Theorem 1.3. As is seen in the previous
section, it may happen that a convex function ϕ : (M, F)→ R has both compact
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K

γ j

V
U \M+

M−

Mλ
λ (ϕ)

Mb1
b1
(ϕ) Mb1

b1
(ϕ)

pq j

Figure 6. The proof of Theorem 1.3 (A2).

and noncompact levels simultaneously. In this section let {K j } j≥1 be an increasing
sequence of compact sets such that lim j→∞ K j = M .

Proof of Theorem 1.3. We first prove (A1).
Theorem 1.2 (1) implies that ϕ attains its infimum λ := infM ϕ. Given an arbitrary

compact set A ⊂ M , there exists a number a ∈ ϕ(M) such that Ma
a (ϕ) has two

components and A ⊂ ϕ−1
[λ, a]. Then M \ A contains two unbounded open sets

ϕ−1(a,∞), proving (A1).
We next prove (A2). Suppose that M has more than one end. There is a compact

set K ⊂ M such that M \ K has at least two unbounded components, say U and V .
Setting a :=minK ϕ and b :=maxK ϕ, we have

λ≤ a < b <∞.

We assert that

Mλ
λ (ϕ)∩U 6=∅, Mλ

λ (ϕ)∩ V 6=∅, Mλ
λ (ϕ)∩ K 6=∅.

In order to prove that Mλ
λ (ϕ)∩K 6=∅, we suppose that λ<a. Once Mλ

λ (ϕ)∩K 6=∅
has been established, it will turn out that Mλ

λ (ϕ) intersects all the unbounded
components of M \ K .

Suppose the contrary, namely Mλ
λ (ϕ)∩K =∅. Without loss of generality we may

assume Mλ
λ (ϕ)⊂U . From Theorem 1.2 (3) it follows that M \Mλ

λ (ϕ)= M−∪M+
(a disjoint union with ∂M+ = ∂M− = Mλ

λ (ϕ)).
Setting M− ⊂U , we observe that K ∪ V ⊂ M+.
If b1 > b, then M− contains a component of Mb1

b1
(ϕ) and another component of

Mb1
b1
(ϕ) is contained entirely in V . We then observe that if supU\M− ϕ =∞, then

U \M− contains a component of Mb1
b1
(ϕ), for ϕ takes values ≤ b on ∂(U \M−) and

Mb1
b1
(ϕ) does not meet the boundary of U \M−. This contradicts Theorem 1.2 (4),

for ∂Mb1
b1
(ϕ) has at least three components. Therefore we have supU\M− ϕ <∞.
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Let {q j } ⊂ Mb1
b1
(ϕ) be a divergent sequence of points, and fix p ∈ Mb1

b1
(ϕ)⊂ V .

Let γ j : [0, d(p, q j )] → M \ M− be a minimizing geodesic with γ j (0) = p,
γ j (d(p, q j )) = q j for j = 1, 2, . . . . Clearly γ j passes through a point on K
and ϕ ◦ γ j is bounded above by b1. If γ : [0,∞) → M \ M− is a ray with
γ̇ (0) = lim j→∞ γ̇ j (0), then ϕ ◦ γ is constant on [0,∞) and ϕ ◦ γ (t) = b1 for all
t > b1. This is a contradiction to the choice of b =maxK ϕ, for γ passes through a
point on K at which ϕ takes the value b1. This proves the assertion (see Figure 6).

We next assert that if b1 > b is fixed, then Mb1
b1
(ϕ) has at least four compo-

nents. In fact, we observe from Mb1
b1
(ϕ)∩ K =∅ that each unbounded component

of (M \ Mλ
λ (ϕ)) ∩ (M \ K ) contains a component of Mb1

b1
(ϕ). This contradicts

Theorem 1.2 (4), and (A2) is proved.
The proof of (A3) is a consequence of (D2), and given after the proof of (D2).
We now prove (B1). From the assumption that infM ϕ is attained, it follows from

Lemma 3.1 that ϕ−1
[infM ϕ, b j ] is compact for all j , where {b j } is a monotone diver-

gent sequence. Then K j :=ϕ
−1
[λ, b j ] is monotone increasing and lim j→∞ K j =M .

Clearly M \K j contains a unique unbounded domain ϕ−1(b j ,∞) for every j . This
proves Theorem 1.3 (B1).

For (B2), if infM ϕ is not attained, we have monotone sequences {a j } and {b j }

such that

lim
j→∞

a j = infM ϕ, lim
j→∞

b j =∞,

[a j , b j ] = ϕ(K j ), j = 1, 2, . . . .

Then for all large numbers j , M \ K j contains two unbounded domains

M \ K j ⊃ ϕ
−1(b j ,∞)∪ϕ

−1(infM ϕ, a j ).

This proves that M has exactly two ends.
We first prove (C) under an additional assumption that λ := infM ϕ is attained.

Suppose that M has more than one end. Using the same notation as in the proof
of (A2),

λ := infM ϕ, a :=minK ϕ, b :=maxK ϕ,

where K ⊂ M is a compact set such that M \ K has at least two unbounded
components U and V .

We first assert that K ∩Mλ
λ (ϕ) 6=∅. In fact, supposing that K ∩Mλ

λ (ϕ)=∅ we
find a component V of M \ K such that if b′ > b then Mb′

b′ (ϕ)⊂ V and Mλ
λ ⊂U .

Here the assumption that all the levels of ϕ are connected is essential. As is seen in
the proof of (A2), there exist at least two components of Mb′

b′ for b′ > b such that
one component lies in U and another in V . This contradicts the assumption in (C),
and the first assertion is proved.
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The same proof technique as developed in (A2) implies that Mλ
λ (ϕ) passes

through points on K , U and V . Fix a point p ∈ V ∩Mλ
λ (ϕ), a divergent sequence

{q j } of points in U \ Mλ
λ (ϕ) and γ j : [0, d(p, q j )] → M a minimizing geodesic

with γ j (0)= p, γ j (d(p, q j ))= q j .
From the construction of γ j , we observe that ϕ ◦ γ is strictly increasing, and

hence we find a number t j > 0 such that γ j (t j ) ∈ Mb′
b′ (ϕ) ∩U . More precisely,

γ j [0, d(p, q j )] meets Mλ
λ (ϕ) only at the origin, for Mλ

λ (ϕ) is totally convex and
hence if γ (t0)∈Mλ

λ (ϕ), for some t0∈[0, d(p, q j )), then γ j [0, d(p, q j )] is contained
entirely in Mλ

λ (ϕ).
Therefore Mb′

b′ (ϕ) has more than one component (one in U and another in V ), a
contradiction to the assumption in (C). This concludes the proof of (C) in this case.

We next prove (C) in the case where infM ϕ is not attained. Assume again that
M has more than one end. We then have

infM ϕ < a < b <∞, a :=minK ϕ, b :=maxK ϕ.

Since all the levels are connected, we find infM ϕ < a′ < a and b < b′ such that
Ma′

a′ (ϕ) ⊂ U and Mb′
b′ (ϕ) ⊂ V . Let {y j } ⊂ Mb′

b′ (ϕ) be a divergent sequence of
points and fix a point x ∈ Ma′

a′ (ϕ). Let γ j : [0, d(x, y j )] → M for j = 1, 2, . . .
be a minimizing geodesic with γ j (0) = x and γ j (d(x, y j )) = y j . There exists a
ray γ : [0,∞)→ M emanating from x such that γ̇ (0) = lim j→∞ γ̇ j (0). Clearly,
every γ j passes through a point on K and hence, so does γ . From construction,
ϕ◦γ : [0,∞)→R is bounded from above by b′, and therefore is constant. However
it is impossible, for ϕ(x) = a′ and ϕ ◦ γ (t0) ≥ a > a′ at a point γ (t0) ∈ K . This
completes the proof of (C).

For the proof of (D1), suppose that M has more than two ends.
Let K ⊂ M be a connected compact subset such that M \ K contains at least

three unbounded components, say U , V and W . We may consider that U contains
ϕ−1
[b′,∞), for all b′ > b. Since all the levels of ϕ are connected, we have

sup
M\U

ϕ ≤ b.

In fact, suppose that there exists a point x ∈ M \U such that ϕ(x)= b′ for some
b′ > b. Then Mb′

b′ (ϕ)∩ K =∅ and hence Mb′
b′ (ϕ) is disconnected, a contradiction

to the assumption of (D).
Let {x j } ⊂ V and {y j } ⊂ W be two divergent sequences of points, and let

γ j : [0, d(x j , y j )] → M \U be a minimizing geodesic joining x j to y j . Since γ j

passes through a point on K , there exists a straight line γ : R→ M \U such that
γ̇ (0) is obtained as the limit of a converging sequence of vectors γ̇ j (t j ) ∈ K for
j = 1, 2, . . . . Clearly, ϕ ◦ γ : R→ R is bounded above, and hence constant taking
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Mb′
b′ (ϕ)

Mb′
b′ (ϕ)

Mλ
λ (ϕ)

Figure 7. The proof of Theorem 1.3 (D1).

a value µ= ϕ ◦ γ (0) ∈ [a, b]. We therefore observe that

Mµ
µ (ϕ)∩ K 6=∅, Mµ

µ (ϕ)∩W 6=∅ and Mµ
µ (ϕ)∩ V 6=∅.

We next choose a value a′ ∈ (infM ϕ, a). We may assume without loss of
generality that Ma′

a′ (ϕ) ⊂ V . Let {z j } ⊂ Mµ
µ (ϕ)∩W be a divergent sequence of

points and x ∈ Ma′
a′ (ϕ) an arbitrary fixed point. Let σ j : [0, d(x, z j )] → M \U

be a minimizing geodesic with σ j (0) = x , σ(d(x, z j )) = z j for all j = 1, 2, . . . .
Clearly, ϕ ◦ σ j is monotone increasing in W . Let σ : [0,∞)→ M be a ray such
that σ̇ (0)= lim j→∞ σ̇ j (0). We then observe that ϕ ◦ σ is monotone increasing on
an unbounded interval [b̄,∞) for some b̄> 0, and bounded above by µ. Thus, it is
identically equal to a′. Recall that ϕ ◦σ(0)= ϕ(x)= a′. However this is impossible
since a′ < minK ϕ = a and σ [0,∞) passes through a point on K . We therefore
observe that M \ (K ∪U ) has exactly one end. This proves (D1).

The proof of (D2) is now clear and omitted.
The proof of (A3) is now a straightforward consequence of (D2). See Figure 8.

If Mb
b (ϕ) is compact for some b ∈ ϕ(M), then ϕ−1

[b,∞) has two ends. From the
assumption and Theorem 1.2 (1), we observe that Mλ

λ (ϕ) is noncompact. Therefore
Mb(ϕ)= ϕ−1

[λ, b] is noncompact and so has at least one end. This proves (A3).
Finally, we prove (E). Suppose that ϕ admits both compact and noncompact levels

simultaneously. The same notation as in the proof of (D) will be used. If ϕ admits
a disconnected level, then ϕ−1

[b′,∞) consists of two unbounded components for
all b′ > b.

Then Theorem 1.2 (1) and Lemma 3.1 imply that λ := infM ϕ is attained and
Mλ
λ (ϕ) is connected and noncompact. Therefore, every compact set K containing
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Mb′
b′ (ϕ)

Mb′
b′ (ϕ)

Mλ
λ (ϕ)

Figure 8. The proof of Theorem 1.3 (A3).

Mb′
b′ (ϕ) has the property that M \ K has more than two unbounded components.

In fact, two components of M \ K contain ϕ−1
[b′,∞) and the other component

intersects with Mλ
λ (ϕ) outside K . This proves that M has at least three ends, a

contradiction to the assumption of (E).
If all the levels of ϕ are connected and noncompact, then M has one end by (C),

a contradiction to the assumption of (E). This completes the proof of (E) and hence
of Theorem 1.3. �
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VARIATIONS OF THE TELESCOPE CONJECTURE
AND BOUSFIELD LATTICES FOR LOCALIZED

CATEGORIES OF SPECTRA

F. LUKE WOLCOTT

We investigate several versions of the telescope conjecture on localized cat-
egories of spectra and implications between them. Generalizing the “finite
localization” construction, we show that, on such categories, localizing away
from a set of strongly dualizable objects is smashing. We classify all smash-
ing localizations on the harmonic category, HF p-local category and I-local
category, where I is the Brown–Comenetz dual of the sphere spectrum;
all are localizations away from strongly dualizable objects, although these
categories have no nonzero compact objects. The Bousfield lattices of the
harmonic, E(n)-local, K (n)-local, HF p-local and I-local categories are de-
scribed, along with some lattice maps between them. One consequence is
that in none of these categories is there a nonzero object that squares to
zero. Another is that the HF p-local category has localizing subcategories
that are not Bousfield classes.

1. Introduction

The telescope conjecture, first stated by Ravenel [1984, Conjecture 10.5], is a claim
about two classes of localization functors in the p-local stable homotopy category
of spectra. First, one can localize away from a finite type n+ 1 spectrum F(n+ 1);
the acyclics are the smallest localizing subcategory containing F(n+ 1), and we
denote this functor by L f

n . Second, one can localize at the wedge of the first n+ 1
Morava K -theories K (0)∨ · · · ∨ K (n); the acyclics are all spectra that smash with
K (0) ∨ · · · ∨ K (n) to zero and this is denoted Ln . Both these localizations are
smashing, i.e., they commute with coproducts. The telescope conjecture (TCn)
claims that L f

n and Ln are isomorphic. In fact, here we consider three slightly
different versions, TC1n , TC2n , and TC3n , of the telescope conjecture. In Section 3
we articulate them carefully and show implications between them.

The conjecture is known to hold for n = 0 [Ravenel 1992, p. 79] and for n = 1
when p = 2 [Mahowald 1982] and p > 2 [Miller 1981]. A valiant but unsuccessful
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effort at a counterexample, for n ≥ 2, was undertaken by Mahowald, Ravenel, and
Shick, as outlined in [Mahowald et al. 2001]. Since then little progress has been
made, and the original conjecture remains open.

A generalization of the telescope conjecture can be stated for spectra, as well
as other triangulated categories. Localization away from a finite spectrum, i.e,
a compact object of the category, always yields a smashing localization functor
(see, e.g., [Bousfield 1979a, Proposition 2.9] or [Miller 1992] or [Hovey et al.
1997, Theorem 3.3.3]). The Generalized Smashing Conjecture (GSC) is that every
smashing localization arises in this way. If true, then every smashing localization is
determined by its compact acyclics; if the GSC holds in spectra, then so must the
TCn for all n.

The GSC, essentially stated for spectra decades ago by Bousfield [1979b, Conjec-
ture 3.4], has been formulated in many other triangulated categories, in many cases
labeled as the telescope conjecture, and in many cases proven to hold. Neeman
[1992] made the conjecture for the derived category D(R) of a commutative ring R
and showed that it holds when the ring is Noetherian. See also [Hovey et al. 1997,
Theorem 6.3.7] or [Krause and Št’ovíček 2010] for a generalization. On the other
hand, Keller [1994] gave an example of a non-Noetherian ring for which the GSC
fails. Benson, Iyengar, and Krause have shown that the GSC holds in a stratified
category [Benson et al. 2011a], such as the stable module category of a finite group
[Benson et al. 2011b]. Balmer and Favi [2011] showed that in a tensor triangulated
category with a good notion of support, the GSC is a “local” question.

It is worth noting that there are further variations of the GSC that we will not
consider here. Krause [2000] formulated a variation of the GSC, in terms of
subcategories generated by sets of maps, that makes sense (and holds) for any
compactly generated triangulated category. Krause and Solberg [2003] gave a
variation for stable module categories, stated in terms of cotorsion pairs. See also
[Krause 2005; Angeleri Hügel et al. 2008; Brüning 2007; Št’ovíček 2010].

To date, Keller’s ring yields the only category where the GSC is known to fail.
In this paper we give several more examples. Incidentally, each is a well generated
triangulated category that is not compactly generated.

One of our main results is the following. We weaken the assumptions for “finite
localization” and show that, in many categories, localization away from any set of
strongly dualizable objects yields a smashing localization. (Recall that an object
X is strongly dualizable if F(X, Y )∼= F(X,1)∧ Y for all Y , where 1 is the tensor
unit and F(−,−) the function object bifunctor.) Let loc(X) denote the smallest
localizing subcategory containing X . We prove the following as Theorem 3.5.

Theorem (A). Let T be a well generated tensor triangulated category such that
loc(1)= T. Let A = {Bα} be a (possibly infinite) set of strongly dualizable objects.
Then there exists a smashing localization functor L : T→ T with Ker L = loc(A).
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Thus we are led to conjecture the following.

Conjecture (Strongly Dualizable Generalized Smashing Conjecture (SDGSC)).
Every smashing localization is localization away from a set of strongly dualizable
objects.

We give several examples of categories where the GSC fails but the SDGSC
holds. In fact, we consider a topological setting, where one can also formulate a
version (or versions, rather) of the original telescope conjecture.

Specifically, we consider localized categories of spectra. Let S be the p-local
stable homotopy category, and let ∧ denote the smash (i.e., tensor) product. Take Z
to be an object of S, and let L = L Z : S → S be the localization functor that
annihilates Z∗-acyclic objects. The full subcategory of L-local objects, that is,
objects X for which X→ L X is an equivalence, has a tensor triangulated structure
induced by that of S. Let L denote this category; the triangles are the same as in S,
the coproduct is X

∐
L Y = L(X

∐
Y ) and the tensor is X ∧L Y = L(X ∧ Y ).

In Definition 3.6, we define localization functors l f
n and ln on L that are lo-

calized versions of L f
n and Ln . The localized telescope conjecture (LTC) claims

that l f
n and ln are isomorphic. In fact, we give three versions of the LTC and in

Theorems 3.12 and 3.13 establish implications between them. Then, examining
specific examples of localized categories of spectra, we conclude the following in
Theorems 4.3, 5.11, 6.1, 6.5 and 6.9 and Corollary 5.6.

Theorem (B). All versions of the localized telescope conjecture, LTC1i , LTC2i ,
and LTC3i hold for all i ≥ 0, in the

∨
n≥0K (n)-local (i.e., harmonic), K (n)-local,

HFp-local, BP-local, and I -local categories, where I is the Brown–Comenetz dual
of the sphere spectrum.

In order to consider the GSC and SDGSC in L, we must classify the smashing
localizations on L. We are able to do this in several examples.

Theorem (C). In the harmonic category, the GSC fails but the SDGSC holds, and
likewise in the HFp-local and I -local categories. In the BP-local category the GSC
fails but the SDGSC is open. In the E(n)-local and K (n)-local categories the GSC
and SDGSC both hold.

Proof. This theorem is concluded from Theorems 4.4 and 5.11, Propositions 6.3
and 6.10, and Corollaries 5.6 and 6.7. �

One novelty in our approach is our use of Bousfield lattice arguments. Given an
object X in a tensor triangulated category T, the Bousfield class of X is defined by
〈X〉 = {W |W ∧X = 0}. It is now known [Iyengar and Krause 2013] that every well
generated tensor triangulated category has a set of Bousfield classes. This set has the
structure of a lattice and is called the Bousfield lattice of T. One can now attempt to
calculate the Bousfield lattices of categories of localized spectra. Furthermore, every
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smashing localization yields a pair of so-called complemented Bousfield classes.
Information about the Bousfield lattice of a category gives information about its
complemented classes, which gives information about the smashing localization
functors on the category.

Moreover, the first version of the telescope conjecture TC1n is that two spectra
T (n) and K (n) have the same Bousfield class. In the localized version this becomes
(LTC1n) the claim that 〈LT (n)〉 = 〈L K (n)〉 in the Bousfield lattice of L. One is
thus led to investigating Bousfield lattices of localized spectra.

Corollary 2.7 gives an upper bound, 22ℵ0 , on the cardinality of such lattices.
Jon Beardsley has calculated the Bousfield lattice of the harmonic category to
be isomorphic to the power set of N; we give this calculation in Proposition 4.2.
In Corollary 5.4 and Proposition 5.7 we show that one can realize this lattice as
an inverse limit of the Bousfield lattices of E(n)-local categories, as n ranges
over N. Then in Corollary 5.10 and Propositions 6.2 and 6.6, we show that the
K (n)-local, HFp-local, and I -local categories all have two-element Bousfield lat-
tices. In Proposition 6.11 we give a lower bound, 2ℵ0 , on the cardinality of the
Bousfield lattice of the BP-local category.

One immediate object-level application of these Bousfield lattice calculations is
the following. Call an object X square-zero if it is nonzero but X ∧ X = 0. Then
Proposition 2.9 shows that there are no square-zero objects in the harmonic, E(n)-,
K (n)-, HFp-, or I -local categories.

We are also able to answer the analogue of a conjecture by Hovey and Palmieri,
originally stated for the stable homotopy category. Conjecture 9.1 in [Hovey
and Palmieri 1999] is that every localizing subcategory is a Bousfield lattice.
Proposition 6.4 demonstrates that this fails in the HFp-local category by giving two
localizing subcategories that are not Bousfield classes.

Section 2 establishes the categorical setting, and provides background on local-
ization, Bousfield lattices, and stable homotopy theory. Section 3 defines the various
versions of the telescope conjecture, for spectra and for localized spectra, and estab-
lishes implications among them. The remainder of the paper is devoted to examining
specific examples: the harmonic category (Section 4), the E(n)-local and K (n)-local
categories (Section 5), and the HFp-local, I -local, BP-local, and F(n)-local cat-
egories (Section 6). All results are new unless cited. Most of the results on the
E(n)-local and K (n)-local categories in Section 5 follow in a straightforward way
from Hovey and Strickland’s work [1999] and are included for completeness.

2. Preliminaries

2A. Categorical setting. We start with the notion of a tensor triangulated cate-
gory C, i.e., a triangulated category with set-indexed coproducts and a closed
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symmetric monoidal structure compatible with the triangulation [Hovey et al. 1997,
Appendix A]. Let 6 : C→ C denote the shift and [X, Y ] the morphisms from X
to Y , and let [X, Y ]n = [6n X, Y ] for any n ∈ Z.

Let−∧− denote the smash (tensor) product, 1 the unit, and F(−,−) the function
object bifunctor; F(X,−) is the right adjoint to X ∧−. Recall that an object X
in C is said to be strongly dualizable if the natural map DX ∧ Y → F(X, Y ) is
an isomorphism for all Y , where DX = F(X,1) is the Spanier–Whitehead dual.
Since F(1, X)∼= X for all X , the map F(1,1)∧ Y → F(1, Y ) is an equivalence
and 1 is always strongly dualizable.

For a regular cardinal α, we say an object X is α-small if every morphism
X→

∐
i∈I Yi factors through

∐
i∈J Yi for some J ⊆ I with |J |<α. If X is ℵ0-small

we say X is compact ([Hovey et al. 1997] calls this small); this is equivalent to the
condition that the natural map

⊕
i∈K [X, Zi ] → [X,

∐
i∈K Zi ] is an isomorphism

for any set-indexed coproduct
∐

i∈K Zi . We say C is α-well generated if it has a set
of perfect generators [Krause 2010, Section 5.1] which are α-small, and C is well
generated if it is α-well generated for some α. See [Krause 2010] for more details.

A localizing subcategory is a triangulated subcategory of C that is closed under
retracts and coproducts; a thick subcategory is a triangulated subcategory that is
closed under retracts. Given an object or set of objects X , let loc(X) (resp. th(X))
denote the smallest localizing (resp. thick) subcategory containing X . We say that
loc(X) is generated by X .

Notation 2.1. Throughout this paper let T be a well generated tensor triangulated
category such that loc(1)= T.

In the language of [Hovey et al. 1997], such a T is almost a “monogenic stable
homotopy category”, except that we do not insist that the unit 1 is compact.

In practice, in this paper T will always be either the p-local stable homotopy
category of spectra S or the category LZ of L Z -local objects derived from a lo-
calization functor L Z : S→ S. The former satisfies Notation 2.1 by [Hovey et al.
1997, Example 1.2.3(a)], and the latter by Theorem 2.3 and Lemma 2.4 below.

2B. Background on localization. Recall that a localization functor (or simply
localization) on a tensor triangulated category C is an exact functor L : C→ C,
along with a natural transformation η : 1→ L such that Lη is an equivalence and
Lη = ηL . We call Ker L the L-acyclics. It follows that there is an exact functor
C : C→ C, called colocalization, such that every X in C fits into an exact triangle
C X→ X→ L X , with C X L-acyclic. An object Y is L-local if it is in the essential
image of L , and this is equivalent to satisfying [Z , Y ] = 0 for all L-acyclic Z . See
[Hovey et al. 1997, Chapter 3] or [Krause 2010] for further background.

We also recall two special types of localizations. A localization L : C→ C is said
to be smashing if L preserves coproducts, equivalently if L X ∼= L1∧ X for all X .
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Given a set A of objects of C, we say that a localization functor L : C→ C

is localization away from A if the L-acyclics are precisely loc(A). If such a
localization exists, we also say it is generated by A. When C= S, it is well known
(e.g., [Miller 1992; Mahowald and Sadofsky 1995]) that localization away from a set
of compact objects exists and yields a smashing localization functor. As mentioned
in the introduction, this result has been generalized to other categories as well
(e.g., [Hovey et al. 1997, Theorem 3.3.3], [Balmer and Favi 2011, Theorem 4.1]).
We present a further generalization in Theorem 3.5.

In this paper we will restrict our attention to homological localizations, which we
now describe. Given an object Z in a tensor triangulated category C, the Bousfield
class of Z is defined to be

〈Z〉 = {W ∈ C |W ∧ Z = 0}.

Extending a classical result of Bousfield’s for S, Iyengar and Krause recently
showed [2013, Proposition 2.1] that for every object Z in a well generated tensor
triangulated category C, there is a localization functor L Z : C→ C with L Z -acyclics
precisely 〈Z〉. We call such an L Z a homological localization at Z .

Notation 2.2. Let T be as in Notation 2.1, with tensor unit 1. For an object Z in T,
let L Z : T→ T be homological localization at Z . Let LZ denote the category of
L Z -local objects, the essential image of L Z .

Theorem 2.3 [Hovey et al. 1997, 3.5.1, 3.5.2]. Let L= L Z :T→T be a localization,
and LZ the category of L Z -local objects. Then LZ has a natural structure as a
tensor triangulated category, generated by L Z 1, which is the unit. Considered
as a functor from T to LZ , L preserves triangles, the tensor product and its unit,
coproducts, and strong dualizability. Furthermore, L preserves compactness if and
only if L is a smashing localization.

Explicitly, for L-local objects X , X i and Y , in L we have
∐

L X i = L
(∐

T X i
)

and X ∧L Y = L(X ∧T Y ) and FL(X, Y ) = F(X, Y ). Note that L Z 1 is strongly
dualizable but may not be compact in LZ .

Lemma 2.4. The category LZ is well generated.

Proof. By Proposition 2.1 of [Iyengar and Krause 2013], the L Z -acyclics 〈Z〉 form a
well generated localizing subcategory of T. Then by [Krause 2010, Theorem 7.2.1],
the Verdier quotient T/〈Z〉, which is equivalent to the local category LZ , is well
generated. �

We conclude this subsection with a lemma containing four useful well-known
facts. Recall that a ring object in a tensor triangulated category is an object R with
an associative multiplication map µ : R ∧ R→ R and a unit ι : 1→ R, making the
evident diagrams commute. If R is a ring object, then an R-module object is an
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object M with a map m : R ∧M→ M along with evident commutative diagrams.
Note that R ∧ X is an R-module object for every X . A skew field object is a ring
object such that every R-module object is free, i.e., isomorphic to a coproduct of
suspensions of R [Hovey et al. 1997, Definition 3.7.1].

Lemma 2.5. Let C be a tensor triangulated category with loc(1)=C, and L :C→C

a localization.

(1) Every localizing subcategory S of C is tensor-closed; that is, if X ∈ S and
Y ∈ C, then X ∧ Y ∈ S.

(2) For all X and Y in C, L(X ∧ Y )= L(L X ∧ LY ).

(3) Considered as a functor from C to L, L also preserves ring objects and module
objects.

(4) If R is a ring object and M is an R-module object (in particular, if M = R),
then M is R-local.

Proof. For (1), note that Y ∈ loc(1)= C, so X ∧ Y ∈ loc(X ∧ 1)= loc(X)⊆ S.
For (2), consider the exact triangle X ∧ CY → X ∧ Y → X ∧ LY . Since

CY is L-acyclic and these form a localizing subcategory, L(X ∧ CY ) = 0, so
L(X ∧Y )= L(X ∧ LY ). Using the same reasoning with the triangle C X ∧ LY →
X ∧ LY → L X ∧ LY , the result follows.

If R∈C is a ring object, then L(µ) : L(R∧R)= L(L R∧L R)= L R∧LL R→ L R,
and all the localized diagrams commute. A similar argument applies to module
objects, completing part (3).

Part (4) is [Ravenel 1984, Proposition 1.17(a)]. �

2C. Background on Bousfield lattices. Every well generated tensor triangulated
category, and hence every localized category of spectra, has a set (rather than a
proper class) of Bousfield classes [Iyengar and Krause 2013, Theorem 3.1]. This
was also recently shown for every tensor triangulated category with a combinatorial
model [Casacuberta et al. 2014]. This set is called the Bousfield lattice BL(T) and
has a lattice structure which we now recall. Refer to [Hovey and Palmieri 1999;
Wolcott 2014] for more details.

The partial ordering is given by reverse inclusion: we say 〈X〉 ≤ 〈Y 〉 when
W ∧ Y = 0 implies W ∧ X = 0. It is also helpful to remember that, unwinding
definitions, 〈X〉 ≤ 〈Y 〉 precisely when every L X -local object is also LY -local.
Clearly 〈0〉 is the minimum and 〈1〉 is the maximum class. The join of any set of
classes is

∨
i∈I 〈X i 〉 =

〈∐
i∈I X i

〉
, and the meet is defined to be the join of all lower

bounds.
The smash product induces an operation on Bousfield classes, where 〈X〉 ∧ 〈Y 〉

is equal to 〈X ∧Y 〉. This is a lower bound, but in general not the meet. However, if
we restrict to the subposet DL= {〈W 〉 | 〈W ∧W 〉 = 〈W 〉}, then the meet and smash
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agree. Since coproducts distribute across the smash product, DL is a distributive
lattice.

We say a class 〈X〉 is complemented if there exists a class 〈X c
〉 such that

〈X〉∧ 〈X c
〉 = 〈0〉 and 〈X〉∨ 〈X c

〉 = 〈1〉. The collection of complemented classes is
denoted BA. For example, every smashing localization L : T→ T gives a pair of
complemented classes, namely 〈C1〉 and 〈L1〉. Because every complemented class
is also in DL, BA is a Boolean algebra.

Proposition 2.6. Let T be as in Notation 2.1, and L Z :T→T a localization functor
as in Notation 2.2. Then L Z induces a well-defined order-preserving map of lattices
BL(T)→ BL(LZ ), where 〈X〉 7→ 〈L Z X〉. This map is surjective and sends DL(T)
onto DL(LZ ) and BA(T) onto BA(LZ ).

Proof. Most of this is proved in Lemma 3.1 of [Wolcott 2014]. For 〈X〉 ∈ DL(T),
using Lemma 3.10 we get

〈L X〉 = 〈L(X ∧ X)〉 = 〈L(L X ∧ L X)〉 = 〈L X ∧L L X〉.

Likewise, one can check that for 〈X〉 ∈ BA(T), the class 〈L X〉 ∈ BL(L) is comple-
mented by 〈L(X c)〉, keeping in mind that 〈L1〉 is the top class in BL(L). �

Corollary 2.7. For any Z ∈ S, we have |BL(LZ )| ≤ 22ℵ0 .

Proof. Observe that |BL(LZ )| ≤ |BL(S)| ≤ 22ℵ0 , where the second inequality is
proved in [Ohkawa 1989]. �

Lemma 2.8. Let T be as in Notation 2.1, and X and Y objects of T. Then 〈X〉≤〈Y 〉
if and only if L X = L X LY = LY L X and in this case the following diagram commutes
(also with BL replaced by DL or BA).

BL(T)
LY

yyyy

L X

%% %%

BL(LY )
L X

// // BL(LX )

Proof. The first equivalence is straightforward; it follows from [Ravenel 1984,
Proposition 1.22] and the observation that 〈X〉 ≤ 〈Y 〉 precisely when all L X -locals
are LY -locals. The last remark follows from Proposition 2.6. �

Here we mention one object-level application of the Bousfield lattice calculations
of Sections 5 and 6.

Proposition 2.9. There are no square-zero objects in the harmonic, E(n)-, K (n)-,
HFp-, or I -local categories.

Proof. In Corollary 2.8 of [Wolcott 2014], we show that in a well generated tensor
triangulated category, there are no square-zero objects if and only if BA=DL=BL.
The claim follows from Corollaries 5.4 and 5.10 and Propositions 6.2 and 6.6. �
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2D. Background on spectra. We quickly review some relevant background on the
stable homotopy category. See [Ravenel 1992; 1993; Hovey 1995a; Mahowald
and Sadofsky 1995] for more details. Fix a prime p and let S denote the p-local
stable homotopy category of spectra. Let S0 denote the sphere spectrum. The finite
spectra F are the compact objects of S, and F = th(S0). The structure of F is
determined by the Morava K -theories K (i). For each i ≥ 0, K (i) is a skew field
object in S, such that K (i)∧ K ( j)= 0 when i 6= j . If X is a finite spectrum and
K ( j)∧ X = 0, then K ( j − 1)∧ X = 0. We say a finite spectrum X is type n if n is
the smallest integer such that K (n)∧ X 6= 0. Define Cn = 〈K (n− 1)〉 ∩F . Then
every thick subcategory of F is Cn for some n. It follows that any two spectra of
type n generate the same thick subcategory, and hence Bousfield class; let F(n)
denote a generic type n spectrum.

Given a type n spectrum X , there is a vn self-map f : 6d X → X for which
[S0, K (n)∧ f ]i is an isomorphism for all i and for which [S0, K (m)∧ f ] j = 0 for
all j and m 6= n. We define f −1 X to be the telescope, i.e., sequential or homotopy
colimit, of the diagram X→6−d X→· · · . By the periodicity theorem, any choice
of vn self-map f yields an isomorphic telescope. The telescopes of different type n
spectra are Bousfield equivalent; denote this class by 〈T (n)〉.

As mentioned above, localization away from a finite spectrum F(n+1) exists and
is smashing. This localization functor is denoted L f

n and is the same as homological
localization at T (0)∨ · · · ∨ T (n).

Let E(n) denote the Johnson–Wilson spectrum; this is a ring spectrum with
〈E(n)〉 = 〈K (0)∨ · · · ∨ K (n)〉. Define Ln : S→ S to be homological localization
at E(n). A deep theorem of Ravenel [1992, Theorem 7.5.6] shows that Ln is smash-
ing for all n. The functors L f

n and Ln are the only known smashing localization
functors on S.

The L f
n -acyclics are given by loc(F(n+ 1))= loc(Cn+1)= loc(〈K (n)〉 ∩F)=

loc(〈E(n)〉 ∩F). The Ln-acyclics are 〈E(n)〉= loc(〈E(n)〉). Thus every L f
n -acyclic

is Ln-acyclic, and we have 〈K (0)∨ · · · ∨ K (n)〉 ≤ 〈T (0)∨ · · · ∨ T (n)〉 for all n. It
follows that there is a natural map L f

n → Ln .
For convenience later, we collect some calculations in S.

Lemma 2.10. In BL(S) we have the following.

(1) 〈F(m)〉 ≤ 〈F(n)〉 if and only if m ≥ n. For all n and m, 〈F(m)∧ F(n)〉 6= 〈0〉.
Furthermore, 〈F(n)∧ F(n)〉 = 〈F(n)〉 for all n.

(2) 〈F(m)∧ T (n)〉 = 〈0〉 when m > n, and 〈F(m)∧ T (n)〉 = 〈T (n)〉 when m ≤ n.

(3) 〈T (m)∧ T (n)〉 = 〈0〉 when m 6= n, and 〈T (n)∧ T (n)〉 = 〈T (n)〉.

(4) 〈F(m)∧ K (n)〉 = 〈0〉 when m > n, and 〈K (n)〉 = 〈F(m)∧ K (n)〉 ≤ 〈F(m)〉
when m ≤ n.
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(5) 〈T (m)∧ K (n)〉 = 〈0〉 when m 6= n, and 〈K (n)〉 = 〈T (n)∧ K (n)〉 ≤ 〈T (n)〉.

(6) 〈K (m)∧ K (n)〉 = 〈0〉 when m 6= n, and 〈K (n)∧ K (n)〉 = 〈K (n)〉.

Proof. Part (1) is Theorem 14 of [Hopkins and Smith 1998], along with the
observation that 〈F(n)〉 is complemented by 〈L f

n−1S0
〉, and hence is in DL.

Part (2) is in [Ravenel 1993, 2.8(i)], [Mahowald and Sadofsky 1995, 6.2], and
[Hovey and Palmieri 1999, Section 5]. Part (3) is also in [Hovey and Palmieri 1999,
Section 5].

Part (4) follows from the definition of type m spectra. Since each K (i) is a skew
field object, F(m)∧ K (i) 6= 〈0〉 implies this K (i)-module object F(m)∧ K (i) is a
wedge of suspensions of K (i).

From the periodicity theorem, T (m) has nonzero K (m) homology, and therefore
T (m)∧ K (m) 6= 0. The rest of Part (5) is in [Ravenel 1992, Proposition A.2.13].
Finally, Part (6) is well known. �

Let I denote the Brown–Comenetz dual of the sphere spectrum. Recall that a
harmonic spectrum is one that is local with respect to

∨
i≥0K (i). The following

theorem plays a large role in the results in this paper.

Theorem 2.11. There are no nonzero compact objects in the following categories.

(1) The BP-local category

(2) The harmonic category

(3) The HZ-local category

(4) The HFp-local category

(5) The I -local category

Proof. This is Corollary B.13 in [Hovey and Strickland 1999]. �

3. Local versions of the telescope conjecture

In this section, let L = L Z : S→ S be a localization functor for some Z ∈ S, and
let L= LZ denote the category of L-locals. First we state the various versions of
the original telescope conjecture on S.

Definition 3.1. Fix an integer n ≥ 0. On S, we have the following versions of the
telescope conjecture.

TC1n 〈T (n)〉 = 〈K (n)〉.
TC2n L f

n X→∼ Ln X for all X .
TC3n If X is type n and f is a vn self-map, then Ln X ∼= f −1 X .
GSC Every smashing localization is generated by a set of compact objects.
SDGSC Every smashing localization is generated by a set of strongly dual-

izable objects.
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Theorem 3.2. On the category S, we have the following statements.

(1) TC1n holds if and only if TC3n holds.

(2) TC2n holds if and only if TC1i holds for all i ≤ n.

(3) If TC2n−1 and TC1n hold, then TC2n holds.

(4) GSC holds if and only if SDGSC holds, and this implies TC2n for all n.

Remark 3.3. Note that if we quantify over all n, the first three versions of the
telescope conjecture are equivalent. That is,

TC1n for all n ⇐⇒ TC2n for all n ⇐⇒ TC3n for all n.

Remark 3.4. TC2n holds if and only if L f
n S0
→
∼ Ln S0. Indeed, since both L f

n

and Ln are smashing, the subcategory of objects W such that L f
n W →∼ LnW is

localizing. Thus if it contains S0, it contains loc(S0)= S.

Proof. First we show the equivalence of TC1n and TC3n . This is also sketched in
[Mahowald et al. 2001, 1.13]. For any type n spectrum Y , th(Y )= th(F(n)) and so
we have th(LnY )= th(Ln F(n)), and 〈LnY 〉=〈Ln F(n)〉. A construction in [Ravenel
1992, 8.3] gives a type n spectrum Y with LnY ∈ th(K (n)). Thus 〈LnY 〉 ≤ 〈K (n)〉,
and 0 6= 〈Ln F(n)〉=〈K (n)〉. Suppose TC3n holds. Then 〈LnY 〉=〈 f −1Y 〉=〈T (n)〉,
and so 〈T (n)〉 = 〈K (n)〉.

If X is type n and f is a vn self-map, then [Mahowald and Sadofsky 1995,
Proposition 3.2] implies that L f

n X ∼= LT (n)X ∼= f −1 X . Thus assuming TC1n , we
have L K (n)X ∼= f −1 X , and to prove TC3n it suffices to show that Ln X ∼= L K (n)X .
This is known (see, e.g., [Hovey 1995a]), but we will give a proof that extends well
to the localized setting. Since 〈K (n)〉 ≤ 〈E(n)〉, localization at K (n) gives a map
Ln X → L K (n)X . It suffices to show that this is an Ln-equivalence. The fiber is
K (n) acyclic, so Ln X∧K (n)→ L K (n)X∧K (n) is an isomorphism. Consider i < n.
The triangle Cn X∧K (i)→ X∧K (i)→ Ln X∧K (i) shows that Ln X∧K (i) is zero,
because X is type n and Cn X is K (i) acyclic. Lemma 3.3.1 in [Hovey et al. 1997]
states that LW = L S0

∧W for any localization L and strongly dualizable W . Since
every finite spectrum is strongly dualizable, L K (n)X∧K (i)= L K (n)S0

∧X∧K (i)=0.
Thus Ln X ∧ K (i)→ L K (n)X ∧ K (i) is an isomorphism for all i ≤ n, and hence
Ln X→ L K (n)X is an Ln-equivalence.

For the second statement, we note that TC2n is equivalent to the statement
〈T (0)∨· · ·∨T (n)〉= 〈K (0)∨· · ·∨K (n)〉. Smashing this with 〈T (i)〉, for 0≤ i ≤ n,
and using Lemma 2.10, yields TC1i for each i . The third statement is also clear
from this observation.

Finally, GSC holds if and only if SDGSC holds because objects in S are compact
if and only if they are strongly dualizable. Given GSC, consider Ln . The GSC
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would imply that the Ln-acyclics are loc(〈E(n)〉 ∩F). As observed earlier, this is
the same as loc(F(n+1)), the L f

n -acyclics. Therefore we would have L f
n ∼= Ln . �

The SDGSC is new, and we will discuss it first. As mentioned in the above
proof, in S compactness is equivalent to strong dualizability. It is well known that
localization away from a set of compact objects is smashing. The GSC is precisely
the statement that the converse holds. However, as we will show next, one only
needs strong dualizability to generate a smashing localization functor. We will state
our result in slightly more general terms.

Theorem 3.5. Let T be a well generated tensor triangulated category such that
loc(1)= T, as in Notation 2.1. Let A = {Bα} be a (possibly infinite) set of strongly
dualizable objects. Then there exists a smashing localization functor L : T→ T

with Ker L = loc(A).

Proof. Let E = ∨αBα and note that loc(E) = loc(A). The category T is well
generated by hypothesis. The localizing subcategory S = loc(E) is also well
generated, by [Iyengar and Krause 2013, Remark 2.2], and is tensor-closed by
Lemma 2.5.

By [Iyengar and Krause 2013, Proposition 2.1] there exists a localization functor
L : T→ T with Ker L = S. We will show that L is a smashing localization.

First we claim that the L-locals are tensor-closed. For any Y ∈ T, we have

Y is L-local ⇐⇒ [W, Y ]n = 0 for all W ∈ S and all n ∈ Z

⇐⇒ [E, Y ]n =
∏
[Bα, Y ]n = 0 for all n ∈ Z

⇐⇒ [Bα, Y ]n = 0 for all α and n ∈ Z

⇐⇒ DBα ∧ Y = 0 for all α.

The second equivalence follows from the fact that {X | [X, Y ]n = 0 for all n ∈Z}

is a localizing subcategory containing E , and hence all of S. The final equivalence
uses the fact that the Bα are strongly dualizable.

Now suppose Y is L-local and X is arbitrary. Then DBα ∧ Y = 0 for all α, so
DBα∧Y ∧ X = 0 for all α, and thus Y ∧ X is L-local. This shows that the L-locals
are tensor-closed.

Consider the localization triangle C1→ 1→ L1, where L1 is L-local and
C1 ∈ S. For arbitrary X ∈ T, tensoring gives an exact triangle,

C1∧ X→ X→ L1∧ X.

The object L1 ∧ X is L-local, since the locals are tensor-closed. Likewise,
C1∧X ∈ S, since S is tensor-closed and so L(C1∧X)= 0. Therefore X→ L1∧X
is an L-equivalence from X to an L-local object, and it follows that L X ∼= L1∧ X .
This shows that L is a smashing localization. �
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In the stable homotopy category, and more generally whenever 1 ∈ T is compact,
this gives nothing new; by [Hovey et al. 1997, Theorem 2.1.3(d)] compact and
strongly dualizable are equivalent. Consider, however, the harmonic category,
which has no nonzero compact objects. In Section 4 we classify all smashing
localizations on the harmonic category; they are indexed by N. Thus the GSC fails
in the harmonic category but, as we show in Theorem 4.4, the SDGSC holds. In
fact, in the following sections we will give several examples of categories where
the GSC fails but the SDGSC holds.

On the other hand, we do not expect the SDGSC to hold in complete generality,
since Keller’s counterexample [1994] to the GSC is also a counterexample to the
SDGSC; in the derived category of a ring R, the unit R is compact and strongly
dualizable, so the GSC and SDGSC are equivalent.

The GSC and SDGSC make sense in any localized category, but TC1n , TC2n ,
and TC3n may not, since T (n) and K (n) may not be objects in L. Instead we
present the following definitions.

Definition 3.6. Let L : S→ S be a localization, and L the category of L-locals.

(1) Let l f
n : L→ L denote localization at 〈LT (0)∨ LT (1)∨ · · · ∨ LT (n)〉.

(2) Let ln : L→ L denote localization at 〈L K (0)∨ L K (1)∨ · · · ∨ L K (n)〉.

Before stating and proving a local version of Theorem 3.2, we establish some
results about l f

n and ln . First we make an observation about calculations in BL(L).

Lemma 3.7. All the calculations in Lemma 2.10 are valid in BL(L) if we replace
F(n), T (n), and K (n) with L F(n), LT (n), and L K (n).

Proof. This follows from Theorem 2.3 and the statements in Lemma 2.10. �

Proposition 3.8. The functor l f
n is localization away from L F(n+ 1), and hence is

smashing.

Proof. By Theorem 3.5 we know that there is some smashing localization functor
l : L→ L that is localization away from L F(n+ 1); we wish to show l= l f

n . Let
1= L S0 for simplicity of notation, and let c denote the colocalization corresponding
to l. We claim that the l-acyclics are precisely loc(c1). Clearly c1 is l-acyclic, and
these are a localizing subcategory, so loc(c1) ⊆ {l-acyclics}. On the other hand,
suppose W is l-acyclic. Because l is smashing, LW =W ∧ l1= 0, so W =W ∧c1.
Then since W ∈ loc(1)=L, we have W =W ∧c1∈ loc(1∧c1)= loc(c1), proving
the claim.

By definition, the l-acyclics are also given by loc(L F(n+ 1)). Therefore, we
have 〈L F(n+ 1)〉 = 〈c1〉.

The class 〈F(n+ 1)〉 is complemented by 〈T (0)∨ · · ·∨ T (n)〉 in BL(S) [Hovey
and Palmieri 1999, Section 5], and therefore 〈L F(n + 1)〉 is complemented by
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〈LT (0) ∨ · · · ∨ LT (n)〉 in BL(L). At the same time, 〈c1〉 is complemented
by 〈l1〉, and complements are unique. We conclude that {l-acylics} = 〈l1〉 =
〈LT (0)∨ · · · ∨ LT (n)〉. Since l and l f

n are two localizations on L with the same
acyclics, they are equal. �

Lemma 3.9. If L is smashing, then l f
n = L L f

n = L f
n L and ln = L Ln = Ln L , and

both are smashing.

Proof. Smashing localization functors always commute, and they compose to give
a smashing localization. The functor L Ln : S→ S, sending X 7→ L(Ln S0

∧ X)=
L S0
∧ Ln S0

∧ X is a smashing localization. Since L Ln-locals are L-local, it also
gives a smashing localization on L. The acyclics of this functor are 〈L Ln S0

〉

in BL(L), which is 〈L K (0) ∨ · · · ∨ L K (n)〉. Thus L Ln and ln are localizations
on L with the same acyclics, and hence isomorphic. The same proof works for
l f
n = L L f

n . �

In the category S, for a type n finite spectrum X with a vn map f :6d X→ X and
telescope f −1 X , it is known [Mahowald and Sadofsky 1995, Proposition 3.2] that
L f

n X ∼= LT (n)X ∼= f −1 X . The following proposition shows that the local version
of this result holds as well.

Lemma 3.10. Let L : S → S be a localization, and l f
n , X and f −1 X as above.

Then
l f
n (L X)∼= L LT (n)(L X)∼= L( f −1 X).

Proof. The proof parallels the [Mahowald and Sadofsky 1995] result; one must only
check that everything works when localized. If L LT (n)(L X)∼= L( f −1 X) holds for
a single type n spectrum, then it holds for all type n spectra. So without loss of
generality, we can choose X to be a type n spectrum that is a ring object in S. Then
for any vn self-map f , the telescope f −1 X is also a ring object [Mahowald and
Sadofsky 1995, Lemma 2.2]. By Lemma 2.5, L( f −1 X) is a ring object in L, and
hence is local with respect to itself.

Lemma 2.2 in [Mahowald and Sadofsky 1995] shows that we have X ∧ f −1 X ∼=
f −1 X ∧ f −1 X in S, so L X ∧L L( f −1 X) ∼= L( f −1 X) ∧L L( f −1 X) in L and
the canonical map L X → L( f −1 X) is an L( f −1 X)-equivalence. It follows that
L LT (n)(L X)∼= L( f −1 X).

Since 〈LT (n)〉 ≤ 〈LT (0) ∨ · · · ∨ LT (n)〉, we have that L( f −1 X) is l f
n -local.

One then uses Lemma 3.7 to see that L X→ L( f −1 X) is a l f
n -equivalence, and so

l f
n (L X)= l f

n (L( f −1 X))= L( f −1 X). �

Definition 3.11. Let L : S→ S be a localization, and consider the category L of
locals. Fix an n ≥ 0. We have the following versions of the telescope conjecture
on L.
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LTC1n 〈LT (n)〉 = 〈L K (n)〉.
LTC2n l f

n X→∼ ln X for all X .
LTC3n If X ∈ S is type n and f is a vn self-map, then ln(L X)∼= L( f −1 X).
GSC Every smashing localization is generated by a set of compact objects.
SDGSC Every smashing localization is generated by a set of strongly dual-

izable objects.
Theorem 3.12. On the category L, we have the following statements.

(1) LTC1n implies LTC3n .

(2) LTC2n holds if and only if LTC1i holds for all i ≤ n.

(3) If LTC2n−1 and LTC1n hold, then LTC2n holds.

Proof. Note that LTC2n is equivalent to the statement 〈LT (0)∨ · · · ∨ LT (n)〉 =
〈L K (0)∨ · · · ∨ L K (n)〉, so the last two statements are clear. We will show that
LTC1n implies LTC3n by mimicking the proof in Theorem 3.2.

If X is type n and f is a vn self-map, Lemma 3.10 shows that l f
n (L X) ∼=

L LT (n)(L X) ∼= L( f −1 X). Then LTC1n implies L L K (n)L X ∼= L( f −1 X). So it
suffices to show that ln(L X) = L L K (n)L X . Now we must show that the map
L L K (n) : ln(L X)→ L L K (n)L X is an ln-equivalence. The same reasoning as in
Theorem 3.2, along with the computations of Lemma 3.7 and some definition
unwinding, gives us that ln(L X)∧ L K (i)→ L L K (n)L X ∧ L K (i) is an equivalence
for all i ≤ n; we only need to notice that Lemma 3.3.1 in [Hovey et al. 1997] applies
to strongly dualizable objects, and that L X is strongly dualizable. �

Theorem 3.13. If, furthermore, L : S→ S is a smashing localization, then on the
category L of locals we have that LTC3n implies LTC1n , and

GSC⇐⇒ SDGSC ⇒ LTC2n for all n.

Remark 3.14. In this case, LTC2n is equivalent to l f
n (L S0)→∼ ln(L S0), since by

Lemma 3.9 both l f
n and ln are smashing, so the argument in Remark 3.4 applies.

Proof. By [Hovey et al. 1997, Theorem 2.1.3(d)], the compact objects and strongly
dualizable objects in L coincide. Thus GSC holds if and only if SDGSC holds, and
this implies LTC2n just as in Theorem 3.2.

Suppose X has type n and LTC3n holds. As in the proof of Theorem 3.2,
〈Ln F(n)〉 = 〈K (n)〉 in BL(S), and so 〈L Ln L F(n)〉 = 〈L K (n)〉 in BL(L). By
Lemma 3.9, we have 〈ln L F(n)〉 = 〈L K (n)〉. Then LTC3n implies that 〈LT (n)〉 =
〈L( f −1 X〉 = 〈ln(L X)〉 = 〈ln L F(n)〉, so LTC1n holds. �

Question 3.15. Is ln : L→ L always a smashing localization?

This is the case in all the local categories investigated in this paper, whether or
not L : S→ S is a smashing localization. If one could show ln is always smashing,
then most likely on L one would have that SDGSC implies LTC2n for all n.
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We would of course like to know if and when information on localized telescope
conjectures can help with those in the original category S, where all versions remain
open.

Proposition 3.16. Let L : S→ S be a localization, with localized category L.

(1) If TC1n holds on S, then LTC1n holds on L.

(2) If TC2n holds on S, then LTC2n holds on L.

(3) If TC3n holds on S, then LTC3n holds on L.

Furthermore, if L is a smashing localization, then we have the following.

(4) If GSC holds on S, then GSC holds on L.

(5) If SDGSC holds on S, then SDGSC holds on L.

Proof. Part (1) follows immediately from Proposition 2.6. So does Part (2), since
TC2n is equivalent to the statement 〈T (0)∨· · ·∨T (n)〉 = 〈K (0)∨· · ·∨K (n)〉, and
similarly for LTC2n . From this and Theorems 3.2 and 3.12 we have

TC3n⇐⇒ TC1n ⇒ LTC1n ⇒ LTC3n.

Now suppose L is smashing and the GSC holds on S. Let l : L → L be a
smashing localization. Thus l is defined by l(LY )= l(L S0)∧L LY = lS0

∧L S0
∧Y .

We can therefore extend l to be a smashing localization on all of S, with the map
X 7→ lS0

∧ L S0
∧ X = lL S0

∧ X . Since the GSC holds on S by assumption, the
acyclics of this functor are 〈lL S0

〉 = loc(A), for some set of compact objects A in
S. Here 〈lL S0

〉 refers to the Bousfield class in BL(S).
We must show that 〈lL S0

〉 in BL(L) is generated by a set of objects that
are compact in L. Note that 〈lL S0

〉 in BL(L) is {LW | LW ∧L lL S0
= 0} =

{LW | LW ∧S lL S0
= 0} = 〈lL S0

〉 ∩ L, where the latter 〈lL S0
〉 is in BL(S).

Therefore 〈lL S0
〉 in BL(L) is loc(A)∩L. We claim that this is loc(L(A)). Since L

sends compacts to compacts, this will show that l is generated by a set of compacts.
If X ∈ loc(A), then L X ∈ loc(L(A)). If X ∈ L in addition, then we have

X ∼= L X ∈ loc(L(A)). For the other inclusion, note that the intersection of two
localizing subcategories is a localizing subcategory, and L is a localizing subcategory
of S because L is smashing. For Y ∈ A, LY is in L, and LY = L S0

∧Y ∈ loc(Y )⊆
loc(A). Therefore L(A)⊆ loc(A)∩L, and loc(L(A))= loc(A)∩L.

Part (5) follows immediately, since if L is smashing then GSC holds if and only
if SDGSC in both S and L. �

Balmer and Favi [2011, Proposition 4.4] have also recently proved Part (4) in
the slightly more general setting of a smashing localization on a unital algebraic
stable homotopy category; the above proof would apply there as well. One would
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like to prove Part (5) without the assumption that L is smashing, but it’s not clear
if this is possible.

Letting L = L Z , for Z =
∨

i≥0K (i), E(n), K (n), BP , HFp, or I provides inter-
esting examples of categories L on which to investigate these telescope conjectures.
Furthermore, LTC1n suggests the relevance of Bousfield lattices to understanding
these questions. In the remaining sections, we focus on specific localized categories.

4. The Harmonic category

Let Q =
∨

i≥0K (i) and L = L Q : S→ S, and consider the harmonic category H of
L-locals. Harmonic localization is not smashing. An object is called harmonic if it
is L-local and dissonant if it is L-acyclic. For example, finite spectra, suspension
spectra, finite torsion spectra, and BP are known to be harmonic [Hovey 1995a;
Ravenel 1984]. On the other hand, I and HFp are dissonant.

In order to answer the telescope conjectures in H, we will first calculate the
Bousfield lattice of H. In this section all smash products are in H unless otherwise
noted. Given any set P , let 2P denote the power set of P .

Definition 4.1. Given X ∈H, define the support of X to be

supp(X)= {i | X ∧ K (i) 6= 0} ⊆ N.

The following result and proof was pointed out to us by Jon Beardsley.

Proposition 4.2. The Bousfield lattice of H is 2N.

Proof. Each K (n) is a ring object, and hence K (n)-local by Lemma 2.5. Because
〈K (n)〉 ≤ 〈Q〉, K (n)-locals are harmonic, thus each K (n) is harmonic. The argu-
ment hinges on the fact that K (n) is a skew field object in H: for X = L X in H, if
X ∧K (n) 6= 0 then X ∧K (n)= L(X ∧S K (n)) so X ∧S K (n) 6= 0, and X ∧S K (n)
must be a nonempty wedge of suspensions of K (n)s. Thus

X ∧ K (n)= L(X ∧S K (n))= L(∨6i K (n))= L(∨6i L K (n))

=
∐
L
6i L K (n)=

∐
L
6i K (n).

It follows that L X ∧ K (n)= 0 if and only if L X ∧S K (n)= 0. Furthermore, if
L X ∧ K (n) 6= 0, then 〈L X ∧ K (n)〉 = 〈K (n)〉, where these are Bousfield classes
in BL(H).

By the definition of L , for any W ∈ S, if W ∧S K (n)= 0 for all n, then LW = 0.
Combining this with the above observation, we get that a local object W = LW
has W ∧ K (n)= 0 in H for all n if and only if W = 0.

Therefore, for any X, Y ∈H, we have

Y∧X =0⇐⇒ Y∧X∧K (n)=0 for all n ⇐⇒ Y∧K (n)=0 for all n ∈ supp(X).
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We conclude that there is a lattice isomorphism F : BL(H)→ 2N, given by

〈X〉 =
∨

supp(X)〈K (i)〉 7→ supp(X), N ⊆ N 7→
∨

i∈N 〈K (i)〉. �

Theorem 4.3. On H, for all n ≥ 0, we have that LTC1n,LTC2n , and LTC3n hold.

Proof. By Lemmas 2.10 and 3.7, LT (n) and L K (n)= K (n) have the same support.
The above theorem then implies that 〈LT (n)〉 = 〈L K (n)〉. Thus LTC1n holds for
all n, and the claim follows from Theorem 3.12. �

Next, we classify all smashing localizations on H, and show that the GSC fails
but the SDGSC holds. The proof is based on that of [Hovey and Strickland 1999,
Theorem 6.14], which classifies smashing localizations in the E(n)-local category.

Theorem 4.4. If L ′ :H→H is a smashing localization functor, then L ′ = l f
n for

some n ≥ 0, or L ′ = 0 or L ′ = id. Therefore the GSC fails but the SDGSC holds
on H.

Proof. Let L ′ : H→ H be a smashing localization functor, and let 1 = L S0 be
the unit in H. The acyclics of L ′ are given by 〈L ′1〉. From Proposition 4.2, 〈L ′1〉
is equal to the wedge of 〈K (i)〉 for all i ∈ supp(L ′1). If supp(L ′1) = ∅ then
〈L ′1〉 = 〈0〉 and L ′ = 0.

Assume now that supp(L ′1) is not empty, and take j ∈ supp(L ′1). We will show
that 〈L ′1〉 ≥ 〈K (0)∨ · · · ∨ K ( j)〉. It follows that either 〈L ′1〉 =

∨
i≥0〈K (i)〉 = 〈1〉

and L ′ = id, or L ′ = ln = l f
n for n =max(supp(L ′1)).

Since 〈K ( j)〉 ≤ 〈L ′1〉, from Lemma 2.8 we have L K ( j)L ′ = L ′L K ( j) = L K ( j).
Therefore 〈L K ( j)1〉 = 〈L ′1 ∧ L K ( j)1〉 ≤ 〈L ′1〉. Proposition 5.3 of [Hovey and
Strickland 1999] shows that, in S, L K ( j)S0

∧S K (i) is nonzero for 0≤ i ≤ j and zero
for i > j . Note that L K ( j)S0

= L K ( j)L S0
= L K ( j)1 and, as remarked in the proof of

Proposition 4.2, L X∧K (i)= 0 if and only if L X∧S K (i)= 0. Therefore, in BL(H)
we have 〈L K ( j)1〉 = 〈K (0) ∨ · · · ∨ K ( j)〉, and so 〈L ′1〉 ≥ 〈K (0) ∨ · · · ∨ K ( j)〉
as desired.

Each l f
n is localization away from L F(n+1) by Proposition 3.8, which is strongly

dualizable by Theorem 2.3. The identity is localization away from zero, and the zero
functor is localization away from L S0; these are both strongly dualizable. Therefore
the SDGSC holds. On the other hand, Corollary B.13 in [Hovey and Strickland
1999] shows that there are no nonzero compact objects in H, so the GSC fails. �

Question 4.5. Classify localizing subcategories of H.

It seems likely that every localizing subcategory of H is a Bousfield class, and
so these are in bijection with 2N, but we have been unable to prove this.
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5. The E(n)- and K (n)- local categories

5A. The E(n)-local category. Recall that 〈E(n)〉 = 〈K (0)∨ K (1)∨ · · · ∨ K (n)〉.
In this section, fix L = Ln = L E(n) : S→ S and let Ln denote the local category.
The functor Ln is smashing, and so by Notation 2.1 each L F(i) is compact in Ln .
Hovey and Strickland [1999] have studied Ln in detail and determined the localizing
subcategories, smashing localizations, and Bousfield lattice of Ln . We begin by
recalling these results.

Lemma 5.1. For 0≤ i ≤n we have L K (i)=K (i), and for i>n we have L K (i)=0.

Proof. This follows from 〈E(n)〉 = 〈K (0)∨ K (1)∨ · · · ∨ K (n)〉. �

Theorem 5.2 [Hovey and Strickland 1999, Theorem 6.14]. The lattice of localizing
subcategories of Ln , ordered by inclusion, is in bijection with the lattice of subsets
of the set {0, 1, . . . , n}, where a localizing subcategory S corresponds to

{i | K (i) ∈ S}.

Corollary 5.3. Every localizing subcategory of Ln is a Bousfield class, in particular
a localizing subcategory S is the Bousfield class∨

〈K ( j) | K ( j) /∈ S, 0≤ j ≤ n〉.

Corollary 5.4. For every n ≥ 0, there is a lattice isomorphism

fn : BL(Ln)−→
∼ 2{0,1,...,n}.

Proof. The isomorphism is given by

〈X〉 =
∨

X∧K (i) 6=0〈K (i)〉 7→ {i | X ∧ K (i) 6= 0},

N ⊆ {0, 1, . . . , n} 7→
∨

i∈N 〈K (i)〉. �

Theorem 5.5 [Hovey and Strickland 1999, Corollary 6.10]. If L ′ : Ln→ Ln is a
smashing localization, then L ′ = L i = L f

i for some 0≤ i ≤ n or L ′ = 0. Thus the
GSC holds on Ln .

Corollary 5.6. On Ln , all of LTC1i , LTC2i , LTC3i hold for all i , and GSC and
SDGSC also hold.

Proof. This follows from Theorems 5.5 and 3.13. Note that for i > n, we have
LT (i)= 0= L K (i) by Lemma 2.10, and so li = ln = l f

n = l f
i . �

Recall that there is a natural map Ln X→ Ln−1 X for all X in S and n, and by
Proposition 2.6 this induces a surjective lattice map BL(Ln)→ BL(Ln−1) and an
inverse system of lattice maps.

· · · → BL(Ln)→ BL(Ln−1)→ · · · → BL(L1)→ BL(L0)
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Proposition 5.7. The lattice isomorphisms F and fn from Proposition 4.2 and
Corollary 5.4 realize BL(H) as the inverse limit of the maps BL(Ln)→BL(Ln−1).

Proof. By Lemma 2.8 and the facts that L Q K (i)=K (i) for all i , and Ln K (i)=K (i)
for i ≤ n and Ln K (i)= 0 for i > n, we get the following diagram for all n. The
map 2{0,1,...,n}→ 2{0,1,...,n−1} is induced by sending m 7→ m for m < n but n 7→ 0,
and the maps 2N

→ 2{0,1,...,i} are defined similarly.

BL(H)

yyyy

����

oo

F
// 2N

xxxx

����

BL(Ln)

%% %%

oo

fn

// 2{0,1,...,n}

&& &&

BL(Ln−1) oo fn−1

// 2{0,1,...,n−1} �

5B. The K (n)-local category. Although an incredibly complicated category in its
own right, the K (n)-local category is quite basic from the perspective of localizing
subcategories, Bousfield lattices, and telescope conjectures. In this subsection, let
L = L K (n) : S→ S be localization at K (n), and let Kn denote the category of locals.
Hovey and Strickland classify the localizing subcategories of Kn , and there are not
many of them.

Proposition 5.8 [Hovey and Strickland 1999, Theorem 7.5]. There are no nonzero
proper localizing subcategories of Kn .

This Proposition implies that the Bousfield lattice of Kn is the two-element lattice
{〈0〉, 〈K (n)〉}. We will prove a slightly more general result that will be used again
in Section 6A.

Proposition 5.9. Consider a category T as in Notation 2.1, an object Z in T, and
localization L Z : T→ T with localized category LZ .

(1) If Z is a ring object, then 〈L Z Z〉 = 〈Z〉 is the maximum class in BL(LZ ).

(2) If Z is a skew field object, then BL(LZ ) is the two-element lattice {〈0〉, 〈Z〉}.

Proof. For (1), note that Lemma 2.5 implies L Z Z = Z . Consider 〈Z〉 in BL(LZ ).
By definition, this is the collection of all W ∈LZ with L(Z∧T W )= 0. But Z∧T W
is a Z -module object in T, and hence L Z -local. The only object that is both local
and acyclic with respect to any localization is zero, so Z∧TW = 0. But this says that
W is L Z -acyclic, and hence zero in LZ . Therefore, in BL(LZ ) we have 〈Z〉 = {0}.

Now suppose Z is a skew field object in T. In particular, it is a ring object, so
〈Z〉 is the maximum class in BL(LZ ). Consider 〈L X〉 in BL(LZ ), for arbitrary
X ∈ T. If X ∧T Z = 0, then L X = 0. Otherwise, X ∧T Z is a wedge of suspensions
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of Z , so 〈Z〉 = 〈X∧T Z〉 ≤ 〈X〉 in BL(T). Then 〈Z〉 = 〈L Z Z〉 ≤ 〈L Z X〉 in BL(LZ ),
so 〈L Z X〉 = 〈Z〉. �

Corollary 5.10. The Bousfield lattice of Kn is {〈0〉, 〈K (n)〉}.

Theorem 5.11. In Kn , all of LTC1i , LTC2i , LTC3i hold for all i , and GSC and
SDGSC also hold.

Proof. In light of Theorem 3.12, we will show that LTC1i holds for all i . This
follows from Lemma 2.10: for i 6= n we have LT (i)= 0= L K (i), but LT (n) 6= 0
so by the last corollary 〈LT (n)〉 = 〈K (n)〉 = 〈L K (n)〉.

There are exactly two smashing localizations on Kn . The identity functor is
smashing and is localization away from 0, which is compact and strongly dualizable.
The zero functor is smashing and is localization away from L S0, which is strongly
dualizable. It is not compact, but by Theorem 7.3 in [Hovey and Strickland 1999]
L F(n) is compact in Kn and loc(L F(n)) = loc(L S0) = Kn . Therefore the zero
functor is also generated by a compact object. This shows that both the GSC and
SDGSC hold. �

6. Other localized categories

In this section we will consider several other localized categories. In each case, let
L Z : S→ S denote the localization functor that annihilates 〈Z〉, and let LZ denote
the category of L Z -locals.

6A. The HFp-local category. The Eilenberg–MacLane spectrum HFp is a skew
field object in S; in fact, every skew field object in S is isomorphic to either HFp or
a K (n). Unlike the 〈K (n)〉, it is not complemented; for example, 〈I 〉 ≤ 〈HFp〉 but
I ∧ HFp = 0. So 〈HFp〉 ∈ DL\BA. Hovey and Palmieri [1999] have conjectured
several results about the collection of classes less than 〈HFp〉 in BL(S). The
telescope conjectures and Bousfield lattice of LHFp are quite simple.

Theorem 6.1. In LHFp , all of LTC1n , LTC2n , LTC3n hold for all n.

Proof. For all n, K (n)∧ HFp = 0 and T (n)∧ HFp = 0, by [Hovey and Palmieri
1999, p. 16]. Therefore L K (n)= 0= LT (n) and LTC1n holds for all n. Note that
ln = l f

n is the zero functor for all n. �

In order to discuss the GSC and SDGSC in this category, we must classify the
smashing localizations. We will do this by using what we know about the Bousfield
lattice.

Proposition 6.2. The Bousfield lattice of LHFp is the two-element lattice {〈0〉,〈HFp〉}.

Proof. This follows immediately from Proposition 5.9 because HFp is a skew field
object in S. �
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Recall that every smashing localization gives a pair of complemented classes in
BA ⊆ BL. Thus in LHFp there are exactly two smashing localizations, the trivial
ones given by smashing with zero and with the unit.

Proposition 6.3. In LHFp , the GSC fails but the SDGSC holds.

Proof. The identity functor is smashing and is localization away from 0, which is
compact and strongly dualizable. By [Hovey and Strickland 1999, Corollary B. 13],
there are no nonzero compact objects in LHFp . So the zero functor, which is
localization away from L S0, is generated by a strongly dualizable object but not a
compact one. �

One application of this Bousfield lattice calculation is to the question of classi-
fying localizing subcategories. Every Bousfield class is a localizing subcategory.
Hovey and Palmieri [1999, Conjecture 9.1] suggest that the converse holds in the
p-local stable homotopy category. The original conjecture is still open, but the
question can be asked in any well-generated tensor triangulated category. For
example, in a stratified category every localizing subcategory is a Bousfield class.
The question is interesting, since in general localizing subcategories are hard to
classify. In many cases, including S, it is not even known if there is a set of
localizing subcategories. Recently Stevenson [2014] found the first counterexample,
in an algebraic setting: in the derived category of an absolutely flat ring that is not
semiartinian, there are localizing subcategories that are not Bousfield classes. Now
we show that LHFp provides another counterexample.

Proposition 6.4. In LHFp there are localizing subcategories that are not Bousfield
classes.

Proof. The following counterexample was suggested to us by Mark Hovey. The
Bousfield lattice of LHFp has only two elements: 〈0〉 =LHFp and 1= {0}. It suffices
to find a proper nonzero localizing subcategory in LHFp .

Consider the Moore spectrum M(p), defined by the triangle S0 p
→ S0

→ M(p);
this spectrum is HFp-local. Consider the following full subcategory in LHFp .

A= {X ∈ LHFp | [X,M(p)]n = 0 for all n ∈ Z}.

This is a localizing subcategory, called the cohomological Bousfield class of M(p)
and denoted 〈M(p)∗〉 in [Hovey 1995b]. The spectrum HFp is a ring object, and
hence local with respect to itself. As mentioned in Section 4, it is known that HFp

is dissonant and M(p) is harmonic, so [HFp,M(p)]n = 0 for all n, and HFp ∈A.
On the other hand, the identity on M(p) is nonzero, so M(p) /∈A. This shows that
A is a localizing subcategory that is not a Bousfield class.

Another example comes from Z = L HFp(BP). Clearly Z /∈ 〈Z∗〉. But BP is also
harmonic, so [HFp, BP]n = 0 and [HFp, Z ]n = 0 for all n, and HFp ∈ 〈Z∗〉. Since
Z ∈ 〈M(p)∗〉, we know that 〈M(p)∗〉 6= 〈Z∗〉. �
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Both these counterexamples are cohomological Bousfield classes. It would be
interesting to find a localizing subcategory in LHFp that is not a cohomological
Bousfield class, or show there are none. Also, it is not clear what, if anything, the
previous proposition might tell us about the original conjecture in S. For example,
as localizing subcategories in S, we have that 〈M(p)∗〉 = 〈I 〉 [Hovey 1995b, 3.3].

6B. The I-local category. Recall that by I we mean the Brown–Comenetz dual of
the sphere spectrum. It is a rare example of a nonzero spectrum that squares to zero.
Hovey and Palmieri [1999, Lemma 7.8] conjecture that 〈I 〉 is minimal in BL(S).

Theorem 6.5. On LI , for all n we have that LTC1n , LTC2n , and LTC3n all hold.

Proof. By Lemma 7.1(c) of [Hovey and Palmieri 1999], T (n)∧ I = 0 for all n,
so LT (n) = 0. Since K (i) is a BP-module, and BP ∧ I = 0 by [Hovey and
Strickland 1999, Corollary B.11], we also have K (n)∧ I = 0 for all n. Therefore
〈LT (n)〉 = 〈0〉 = 〈L K (n)〉 for all n, and the rest follows from Theorem 3.12. �

Proposition 6.6. The Bousfield lattice of LI is the two-element lattice {〈0〉, 〈L I S0
〉}.

Proof. By [Hovey and Palmieri 1999, 7.1(c)], 〈I 〉< 〈HFp〉. Then Proposition 2.6
implies that there is a surjective lattice map from BL(LHFp) = {〈0〉, 〈HFp〉} onto
BL(LI ). Note that, by Lemma 2.8, we have 〈L I HFp〉 = 〈L I L HFp S0

〉 = 〈L I S0
〉.

It remains to show that 〈L I S0
〉 6= 〈0〉. But any X in S with X ∧ I 6= 0 in S

will have L I X 6= 0 and L I X /∈ 〈L I S0
〉 in BL(LI ); this is due to the fact that

L I X ∧LI L I S0
= L I (L I X ∧S L I S0) = L I (X ∧S S0) = L I (X). For example,

F(n)∧ I 6= 0 for all n [Hovey and Palmieri 1999, 7.1(e)]. �

Corollary 6.7. In LI , the GSC fails but the SDGSC holds.

Proof. Corollary B.13 of [Hovey and Strickland 1999] also shows that LI has no
nonzero compacts, so the proof is the same as for LHFp . �

Hovey states the Dichotomy Conjecture in [1995a, Conjecture 3.10]: In S, every
spectrum has either a finite local or a finite acyclic. In [Hovey and Palmieri 1999]
the authors discuss several equivalent formulations and some implications. We
briefly point out a relationship between this conjecture and Proposition 6.6.

Proposition 6.8. If the Dichotomy Conjecture holds, then the cardinality of BL(LI )

is at most two.

Proof. Lemma 7.8 of [Hovey and Palmieri 1999] shows that if the Dichotomy
Conjecture holds, then 〈I 〉 is minimal among nonzero classes in BL(S). This is the
case if and only if a〈I 〉 is maximal among non-top classes in BL(S), where a(−)
denotes the complementation operation first studied by Bousfield [1979b]. Let a〈I 〉↑
denote the sublattice {〈X〉 | 〈X〉≥a〈I 〉}⊆BL(S). In [Wolcott 2014, Proposition 3.2]
we show that there is a surjective lattice map from a〈I 〉↑ onto BL(LI ). Thus, if the
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Dichotomy Conjecture holds, a〈I 〉↑ has cardinality two and BL(LI ) has cardinality
at most two. �

As for classifying localizing subcategories of LI , or at least perhaps finding a
proper nonzero localizing subcategory, we must get around the fact that so many
spectra are I -acyclic. We know that L F(n) 6= 0 for all n, however loc(L F(n)) is
the acyclics of l f

n−1 : LI → LI and Theorem 6.5 shows that l f
n = 0 for all n. Thus

loc(L F(n))= loc(L S0) in LI for each n.

6C. The BP-local category.

Theorem 6.9. On LBP , for all n we have that LTC1n , LTC2n , and LTC3n all hold.

Proof. We will show that LTC2n holds for all n, and the rest follows from
Theorem 3.12. Since each K (i) is a BP-module spectrum, 〈K (i)〉≤〈BP〉, and since
K (i) is local with respect to itself this implies that K (i) is BP-local. Furthermore,
this implies 〈E(n)〉 ≤ 〈BP〉, so from Lemma 2.8 Ln = Ln L = L Ln as functors on S.

We claim that Ln : LBP → LBP , taking LY 7→ Ln LY = LnY , is a smashing
localization functor on LBP . We have Ln(LY ) = L(LnY ) = L(Ln S0

∧S Y ) =
L(L Ln S0

∧S LY )= L(Ln L S0
∧S LY )= (Ln L S0)∧LBP (LY ). This shows that on

LBP the localization functor Ln is also given by smashing with the localization of
the unit, Ln L S0, and thus is smashing.

We know that Ln and ln are isomorphic since both are localization functors
on LBP that annihilate 〈K (0)∨ · · · ∨ K (n)〉 = 〈L K (0)∨ · · · ∨ L K (n)〉.

On S, the natural map L f
n X→ Ln X is a BP-equivalence [Ravenel 1993, The-

orem 2.7(iii)]. This means that L L f
n X = L Ln X for all objects X in S, in particular

for all BP-local objects. Therefore L L f
n = Ln= ln is a smashing localization functor

on LBP . The acyclics are 〈L L f
n (L S0)〉= 〈L L f

n S0
〉= 〈LT (0)∨· · ·∨LT (n)〉. These

are the same acyclics as for l f
n , and so we conclude that l f

n and ln are isomorphic,
and the natural map l f

n X→ ln X is an isomorphism. �

Proposition 6.10. The GSC fails in LBP .

Proof. The proof of the last theorem showed that Ln : LBP → LBP is a (different)
smashing localization for each n. However, by [Hovey and Strickland 1999, Corol-
lary B.13] the category LBP has no nonzero compact objects. �

Note that the SDGSC could still hold, since all the smashing localizations we
have identified on LBP are of the form Ln= ln= l f

n , and so are generated by strongly
dualizable objects. The question of finding any other smashing localizations on
LBP is probably at least as hard as doing so on S, in light of Proposition 3.16.

All of 〈E(n)〉, 〈K (n)〉, 〈HFp〉, and 〈I 〉 are “small” in BL(S), so by Lemma 2.8
it is not surprising that the Bousfield lattices of their localized categories are not
very large; this is not true of 〈BP〉 in BL(S). We have the following bounds on the
Bousfield lattice of the local category.
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Proposition 6.11. The Bousfield lattice of LBP has 2ℵ0 ≤ |BL(LBP)| ≤ 22ℵ0 .

Proof. The second inequality is Corollary 2.7. Since 〈K (i)〉 ≤ 〈BP〉 for all i ,
we have 〈Q〉 = 〈

∨
i≥0K (i)〉 ≤ 〈BP〉, and so by Propositions 2.6 and 4.2 we have

|BL(LBP)| ≥ |BL(H)| = 2ℵ0 . �

6D. The F(n)-local category. We conclude with a discussion of the F(n)-local
category.

Any smashing localization L : S→ S gives a splitting of the Bousfield lattice

BL(S)−→∼ BL(LL S0)×BL(LC S0),

where 〈X〉 7→ (〈X ∧ L S0
〉, 〈X ∧C S0

〉). See [Iyengar and Krause 2013, Proposi-
tion 6.12] or [Wolcott 2014, Theorem 5.14] for more details. Taking L= L f

n :S→S,
we have 〈L S0

〉 = 〈T (0)∨· · ·∨T (n)〉 and 〈C S0
〉 = 〈F(n+1)〉. Of course, the rela-

tionship between LT (0)∨···∨T (n) and LE(n) of Section 5A is immediately related to the
original TC1n in S. However, this suggests that LF(n) is worth investigating further.

By Lemma 2.10, in BL(S) there is a chain

〈S0
〉 = 〈F(0)〉 ≥ 〈F(1)〉 ≥ 〈F(2)〉 ≥ · · · ,

and by Lemma 2.8 this gives a chain of lattice surjections

BL(S)= BL(LF(0))� BL(LF(1))� BL(LF(2))� · · · .

From the above observations, we expect BL(LF(n)) to be about as complicated
as BL(S). For example, F(n)∧ I 6= 0 for all n, and so L F(n) I is a square-zero
object in LF(n). This means that, unlike in most of the localized categories discussed
throughout this paper, we know that BA(LF(n)) 6= BL(LF(n)).

Acknowledgements

We would like to thank Dan Christensen for extensive discussions and suggestions
and Jon Beardsley for Proposition 4.2.

References

[Angeleri Hügel et al. 2008] L. Angeleri Hügel, J. Šaroch, and J. Trlifaj, “On the telescope con-
jecture for module categories”, J. Pure Appl. Algebra 212:2 (2008), 297–310. MR 2008m:16015
Zbl 1141.16010

[Balmer and Favi 2011] P. Balmer and G. Favi, “Generalized tensor idempotents and the telescope con-
jecture”, Proc. Lond. Math. Soc. (3) 102:6 (2011), 1161–1185. MR 2012d:18010 Zbl 1220.18009

[Benson et al. 2011a] D. Benson, S. B. Iyengar, and H. Krause, “Stratifying triangulated categories”,
J. Topol. 4:3 (2011), 641–666. MR 2012m:18016 Zbl 1239.18013

[Benson et al. 2011b] D. J. Benson, S. B. Iyengar, and H. Krause, “Stratifying modular representations
of finite groups”, Ann. of Math. (2) 174:3 (2011), 1643–1684. MR 2846489 Zbl 1261.20057

http://dx.doi.org/10.1016/j.jpaa.2007.05.027
http://dx.doi.org/10.1016/j.jpaa.2007.05.027
http://msp.org/idx/mr/2008m:16015
http://msp.org/idx/zbl/1141.16010
http://dx.doi.org/10.1112/plms/pdq050
http://dx.doi.org/10.1112/plms/pdq050
http://msp.org/idx/mr/2012d:18010
http://msp.org/idx/zbl/1220.18009
http://dx.doi.org/10.1112/jtopol/jtr017
http://msp.org/idx/mr/2012m:18016
http://msp.org/idx/zbl/1239.18013
http://dx.doi.org/10.4007/annals.2011.174.3.6
http://dx.doi.org/10.4007/annals.2011.174.3.6
http://msp.org/idx/mr/2846489
http://msp.org/idx/zbl/1261.20057


508 F. LUKE WOLCOTT

[Bousfield 1979a] A. K. Bousfield, “The Boolean algebra of spectra”, Comment. Math. Helv. 54:3
(1979), 368–377. MR 81a:55015 Zbl 0421.55002

[Bousfield 1979b] A. K. Bousfield, “The localization of spectra with respect to homology”, Topology
18:4 (1979), 257–281. MR 80m:55006 Zbl 0417.55007

[Brüning 2007] K. Brüning, “Thick subcategories of the derived category of a hereditary algebra”,
Homology, Homotopy Appl. 9:2 (2007), 165–176. MR 2009d:18018 Zbl 1142.18008

[Casacuberta et al. 2014] C. Casacuberta, J. J. Gutiérrez, and J. Rosický, “A generalization of
Ohkawa’s theorem”, Compos. Math. 150:5 (2014), 893–902. MR 3209799 Zbl 1300.55007

[Hopkins and Smith 1998] M. J. Hopkins and J. H. Smith, “Nilpotence and stable homotopy theory,
II”, Ann. of Math. (2) 148:1 (1998), 1–49. MR 99h:55009 Zbl 0927.55015

[Hovey 1995a] M. Hovey, “Bousfield localization functors and Hopkins’ chromatic splitting conjec-
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SAMANGI MUNASINGHE and YUNUS E. ZEYTUNCU

459Topology of complete Finsler manifolds admitting convex functions
SORIN V. SABAU and KATSUHIRO SHIOHAMA

483Variations of the telescope conjecture and Bousfield lattices for localized categories
of spectra

F. LUKE WOLCOTT

Pacific
JournalofM

athem
atics

2015
Vol.276,N

o.2


	 vol. 276, no. 2, 2015
	Masthead and Copyright
	Michael Anshelevich
	1. Introduction
	2. Background
	2.1. Convolutions

	3. Single-variable, complex-analytic results
	4. Background, II
	4.1. Multivariate polynomials
	4.2. Free, Boolean, and two-state free convolutions
	4.3. Transformations

	5. Multivariate, algebraic results
	Acknowledgments
	References

	Christine Berkesch Zamaere and Stephen Griffeth and Ezra Miller
	Introduction
	1. Systems of parameters via transversality
	2. Hypergeometric holonomicity
	References

	Félix Cabello Sánchez and Jesús M. F. Castillo and Nigel J. Kalton
	1. Introduction
	2. Preliminaries
	2.1. Exact sequences
	2.2. Admissible spaces of analytic functions

	3. Exact sequences of derived spaces
	3.1. Lists of Taylor coefficients
	3.2. Operators
	3.3. Exactness
	3.4. An isometric variant
	3.5. The space X(n + k) as a twisted sum of X(n) and X(k)

	4. Singularity of the exact sequences of derived spaces
	5. Applications to Hilbert spaces
	5.1. The quasilinear map associated to twisted Kalton–Peck spaces
	5.2. The 3-space problem for twisted Hilbert spaces
	5.3. A twisted sum of Z2 containing l2 complemented

	6. Open ends
	6.1. On the splitting of the first extension
	6.2. Other twisted Hilbert spaces
	6.3. Other interpolation methods
	6.4. About the vanishing of Ext2

	References

	Jeffrey A. Castañeda and Qingquan Wu
	1. Introduction
	2. Notation
	3. Reduction to the totally wildly ramified case
	4. Main results
	5. The Hasse–Arf property
	6. Conclusion
	Acknowledgments
	References

	Jean-Baptiste Castéras
	Introduction
	1. Global existence of the flow
	2. Convergence of the flow
	References

	Bing-Long Chen and Le Yin
	1. Introduction
	2. Zeroth- and first-order estimates 
	Sketch of proof
	Zeroth- and first-order estimates

	3. Second- and higher-order estimates
	4. Estimating the second fundamental form
	5. Appendix
	Acknowledgements
	References

	Jianchun Chu
	1. Introduction
	2. Some preliminary computations
	3. The Laplacian estimate
	4. The Hölder estimate of second order, and solving the equation
	Appendix
	Acknowledgements
	References

	Alexander Coward and Joel Hass
	1. Introduction
	2. An isoperimetric inequality
	3. Sweepouts of solid tori
	4. Proof of 0=theorem.71=Theorem 1.2
	5. Some open problems
	Acknowledgements
	References

	Qi Guo and JinFeng Guo and XunLi Su
	1. Preliminary
	2. The 1-measure of asymmetry for coproducts of convex bodies
	3. The Minkowski measure of coproducts of convex bodies
	Acknowledgement
	References

	Yongyang Jin and Dongsheng Li and Xu-Jia Wang
	1. Introduction
	2. Proof of 0=Theorem.41=Theorem 1.1
	3. Proof of 0=Theorem.51=1.2
	4. Proof of 0=Theorem.71=1.4
	5. Equation of divergence form
	References

	Mina Movahedi and Daryoush Behmardi and Seyedehsomayeh Hosseini
	1. Introduction
	2. The subdifferential of a convex function
	References

	Samangi Munasinghe and Yunus E. Zeytuncu
	1. Introduction
	1.1. Classical setting
	1.2. Weighted setting

	2. Proof of 0=theorem.41=1
	2.1. Relation between weighted kernels
	2.2. Ap weights on T

	3. Duality
	Acknowledgments
	References

	Sorin V. Sabau and Katsuhiro Shiohama
	1. Introduction
	2. Fundamental facts
	3. Level sets configuration
	4. Proof of 0=theorem.61=Theorem 1.2
	5. Ends of (M,F)
	References

	F. Luke Wolcott
	1. Introduction
	2. Preliminaries
	2A. Categorical setting
	2B. Background on localization
	2C. Background on Bousfield lattices
	2D. Background on spectra

	3. Local versions of the telescope conjecture
	4. The Harmonic category
	5. The E(n)- and K(n)- local categories
	5A. The E(n)-local category
	5B. The K(n)-local category

	6. Other localized categories
	6A. The HFp-local category
	6B. The I-local category
	6C. The BP-local category
	6D. The F(n)-local category

	Acknowledgements
	References

	Index
	Guidelines for Authors
	Table of Contents

