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Let 0 be the fundamental group of the exterior of a knot in the three-sphere.
We study deformations of representations of 0 into SLn(C) which are the
sum of two irreducible representations. For such representations we give
a necessary condition, in terms of the twisted Alexander polynomial, for
the existence of irreducible deformations. We also give a more restrictive
sufficient condition for the existence of irreducible deformations. We also
prove a duality theorem for twisted Alexander polynomials and we describe
the local structure of the representation and character varieties.
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1. Introduction

Let K ⊂ S3 be an oriented knot in the three-sphere. Its exterior is the compact
three-manifold X = S3

\N (K ). Set 0 = π1(X) and let ϕ : 0 � Z denote the
abelianization morphism, so that ϕ(γ ) is the linking number in S3 between any
loop realizing γ ∈ 0 and K . Let

α : 0→ SLa(C) and β : 0→ SLb(C)

be irreducible and infinitesimally regular representations.
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Definition 1.1. A representation α : 0→ SLa(C) is called reducible when it pre-
serves a proper subspace of Ca , otherwise it is called irreducible. The representation
α is called semisimple or completely reducible if α is a direct sum of irreducible
representations.

In what follows we call a representation α : 0→ SLa(C) infinitesimally regular
if H 1(0; sla(C)Adα)∼= Ca−1.

As we assume that α is irreducible and infinitesimally regular, its character is
a regular point of the character variety of 0 in SLa(C) (Proposition 3.6). When
b = 1, then β is trivial and hence it is infinitesimally regular.

For a given nonzero complex number λ ∈ C∗ we consider the representation
ρλ = (λ

bϕ
⊗α)⊕ (λ−aϕ

⊗β), namely for all γ ∈ 0

(1) ρλ(γ )=

(
λbϕ(γ )α(γ ) 0

0 λ−aϕ(γ )β(γ )

)
∈ SLn(C),

where a+b= n. The representation ρλ :0→SLn(C) is reducible and the following
question then arises:

Question 1.2. When can ρλ be deformed to irreducible representations?

We give necessary and sufficient conditions in terms of twisted Alexander poly-
nomials. For this purpose we consider the representations

α⊗β∗ : 0→ Aut(Ma×b(C))

defined by (α⊗β∗)(γ )(A)=α(γ )Aβ(γ−1) for γ ∈0 and A∈Ma×b(C). Similarly,
consider

β⊗α∗ : 0→ Aut(Mb×a(C)).

The corresponding twisted Alexander polynomials of degree i are denoted by

1+i (t)=1
α⊗β∗

i (t) and 1−i (t)=1
β⊗α∗

i (t).

Recall that the twisted Alexander polynomial is a generator of the order ideal of
the twisted Alexander module and hence it is unique up to multiplication with
an invertible element of the group ring C[Z] ∼= C[t±1

], i.e., ctk , with c ∈ C∗ and
k ∈ Z (see Definition 2.1 for more details). We have 1±i (t) = 1 for i > 2 and
1±2 (t)∈ {0, 1}. We prove in Corollary 4.6 that α⊗β∗ is a semisimple representation,
hence by Theorem 2.6 we obtain the duality formula (Corollary 4.7):

1+i (t)
.
=1−i (1/t).

Here p .
= q means that p and q are associated elements in C[Z], i.e., there exists

some unit ctk
∈ C[Z] ∼= C[t±1

], with c ∈ C∗ and k ∈ Z, such that p = ctkq. This
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duality formula is a particular case of Theorem 2.6, where we establish a duality
formula for twisted Alexander polynomials provided that the twisting representation
is semisimple. This duality formula can also be deduced from results of Friedl,
Kim, and Kitayama [Friedl et al. 2012].

We shall prove a necessary condition for the deformability of ρλ to irreducible
representations:

Theorem 1.3. If ρλ can be deformed to irreducible representations, then

1+1 (λ
n)=1−1 (λ

−n)= 0.

The theorem also applies when α or β (or both) is trivial. When both α and
β are trivial, this is a result obtained in 1967 independently by Burde [1967] and
de Rham [1967]. The key idea is to look at the dimension of the fiber of the
algebraic quotient R(0,SLn(C))→ X (0,SLn(C)). When ρλ can be deformed to
irreducible representations, this dimension jumps among characters of reducible
representations, and this translates to the twisted Alexander polynomial by means
of the tangent space and cohomology with twisted coefficients.

The next result is a sufficient condition for the deformability of ρλ to irreducible
representations:

Theorem 1.4. If 1+0 (λ
n) 6= 0 and λn is a simple root of 1+1 (t), then ρλ can be

deformed to irreducible representations.

Again this theorem and the next one apply for α and/or β trivial. Theorems 1.4
and 1.5 are due to [Heusener et al. 2001] when both α and β are trivial, and
also related results were obtained in [Shors 1991; Frohman and Klassen 1991;
Heusener and Klassen 1997; Heusener and Kroll 1998; Ben Abdelghani 2000;
Ben Abdelghani and Lines 2002; Heusener and Porti 2005; Ben Abdelghani et al.
2010; Heusener and Medjerab 2014].

The outline of the proof of Theorem 1.4 is the following: the hypothesis implies
that there exists a representation ρ+ ∈ R(0,SLn(C)) with the same character as ρλ
but not conjugate to it (see Corollary 5.6). An analysis of the cohomology groups
allows us to prove that ρ+ is a smooth point of R(0,SLn(C)). Among other tools,
this uses the vanishing of obstructions to integrability of Zariski tangent vectors,
due to [Goldman 1984], a smoothness result of the variety of representations due
to [Heusener and Medjerab 2014], and the nonvanishing of certain cup product
(following the ideas of [Ben Abdelghani 2000]). Once this smoothness result is
established, we realize that the dimension of the space of reducible representations
is less than the dimension of the component of R(0,SLn(C)) containing ρ+.

Our next result concerns the local structure of the character variety. Let χλ ∈
X (0,SLn(C)) denote the character of ρλ.
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Theorem 1.5. Under the hypotheses of Theorem 1.4, χλ belongs to precisely two
components Y and Z of X (0,SLn(C)), that have dimension n − 1 and meet
transversally at χλ along a subvariety of dimension n − 2. The component Y
contains characters of irreducible representations and Z consists only of characters
of reducible ones.

As in [Heusener et al. 2001] and [Heusener and Porti 2005] for SL2(C) and
PSL2(C) respectively, the key idea for Theorem 1.5 is to study the quadratic cone
of the representation ρλ, by identifying certain obstructions to integrability. Here
we also use Luna’s slice theorem, as in [Ben Abdelghani 2002].

We conclude the paper by an explicit description of the component of the variety
of irreducible characters of the trefoil knot in SL3(C) that illustrates our results.

The paper is organized as follows. Section 2 is devoted to twisted Alexander
modules, and in particular to the duality theorem, Theorem 2.6. In Section 3
we review some preliminaries on the representation varieties and in Section 4
some further preliminaries on twisted cohomology and twisted invariants. Then in
Section 5 we prove Theorem 1.3. The proof of the sufficient condition, Theorem 1.4,
splits in Sections 6 and 7. Theorem 1.5 is proved in Section 8. Finally in Section 9
we compute X (0,SL3(C)) for 0 the fundamental group of the trefoil knot exterior.

2. Twisted Alexander modules

The aim of this section is to introduce twisted Alexander modules and Alexander
polynomials, together with their main properties. We also give a new result that
we will require later: a duality theorem for Alexander polynomials twisted by
semisimple representations. It relies on Franz–Milnor duality for Reidemeister
torsion, but it is different, as the torsion is the ratio of the Alexander polynomials. For
further background about twisted Alexander polynomials see [Kirk and Livingston
1999].

A representation of a group 0 in a finite-dimensional complex vector space V is a
homomorphism ρ : 0→GL(V ). We say that such a map gives V the structure of a
0-module. If there is no ambiguity about the map ρ we call V itself a representation
of 0 and we will often suppress the symbol ρ and write γ · v or γ v for ρ(γ )(v).
Two representations ρ : 0→ GL(V ) and % : 0→ GL(W ) are called equivalent
if there exits an isomorphism T : V → W such that %(γ ) ◦ T = T ◦ ρ(γ ) for all
γ ∈ 0, i.e., if the 0-modules V and W are isomorphic.

Our main reference for group cohomology is [Brown 1994]. Since we work with
left-modules, for defining homology consider the right action of the inverse, as in
[Kirk and Livingston 1999, (2.1)]. As the knot exterior X is an Eilenberg–MacLane
space, (co)homology groups of 0 and X are naturally identified. In what follows,
we will not distinguish between Hi (0; V ) and Hi (X; V ).
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We give an interpretation of the low dimensional (co)homology groups. The
cohomology group in dimension zero is the module of invariants, i.e.,

H 0(0; V )∼= V 0
= {v ∈ V | γ v = v for all γ ∈ 0}.

The homology group in dimension zero is the co-invariant module:

H0(0; V )∼= Z⊗Z[0] V ∼= V/I V

where I ⊂ Z[0] is the augmentation ideal and I V ⊂ V is the subspace generated
by {γ v− v | v ∈ V, γ ∈ 0}.

We will make use of the interpretation of H 1(0; V ) by means of crossed mor-
phisms, it is well suited for our purpose. A crossed morphism d : 0→ V is a map
that satisfies d(γ1γ2) = d(γ1)+ γ1 d(γ2) for all γ1, γ2 ∈ 0. A crossed morphism
d is called principal if there exists v ∈ V satisfying d(γ )= γ v− v for all γ ∈ 0.
Crossed morphisms are precisely the cocycles of the standard or bar resolution of the
0-module V , and the principal ones are the coboundaries. Thus the set of crossed
morphisms or cocycles is denoted by Z1(0; V ) and the set of principal crossed
morphisms or coboundaries by B1(0; V ). In particular, the first cohomology group
is

(2) H 1(0; V )∼= Z1(0; V )/B1(0; V ).

Let ρ : 0→ GL(V ) be a finite dimensional representation of 0. If X∞→ X
denotes the infinite cyclic covering, then

Hi (X∞; V )

is a finitely generated C[Z]-module, because X is compact and V is finite dimen-
sional. Here Z is the group of deck transformations of the covering X∞→ X . We
will sometimes interpret the elements of C[Z] as Laurent polynomials, by using the
isomorphism C[Z] −→∼ C[t±1

] that maps the generator 1 of Z to t .

Definition 2.1. The homology groups Hi (X∞; V ) are called the twisted Alexander
modules, viewed as C[Z] ∼= C[t±1

]-modules. The corresponding orders are the
twisted Alexander polynomials

1
ρ
i (t) ∈ C[t±1

].

They are unique up to multiplication by a unit ctk
∈ C[t±1

], k ∈ Z, c ∈ C∗.

Recall that the order of a finitely generated C[t±1
]-module

M =
⊕

i

C[t±1
]
/

pi (t)C[t±1
]

is
∏

i pi (t). In particular the order is nonzero if and only if M is a torsion module.
Notice that this is not the same convention as in [Kirk and Livingston 1999].
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Due to the indeterminacy in the definition of twisted Alexander polynomials, we
shall write

p(t) .= q(t)

to denote that the polynomials p(t), q(t) ∈ C[Z] are associated, i.e., they are equal
up to multiplication with an element ctk

∈ C[Z], k ∈ Z, c ∈ C∗.

Remark 2.2. It follows from a result of M. Wada [1994, Theorem 2] that the twisted
Alexander polynomial of a link exterior twisted by a representation in SLn(C) is
well defined up to powers of ±tk . It is also well known that for n even there is no
sign ambiguity. We shall not need those facts, as we use essentially the structure of
the Alexander module.

Let
V [Z] = V ⊗C[0] C[Z]

denote the 0-module via the representation ρ⊗ tϕ . Then we have a natural isomor-
phism of C[Z]-modules

(3) Hi (X; V [Z])∼= Hi (X∞; V )

(see [Kirk and Livingston 1999, Theorem 2.1]). Notice that equivalent repre-
sentations give rise to isomorphic 0-modules and hence to associated Alexander
polynomials.

The dual representation ρ∗ : 0→ GL(V ∗) is defined in the usual way by

ρ∗(γ )( f )= f ◦ ρ(γ )−1 for all γ ∈ 0 and f ∈ V ∗ = Hom(V,C).

The following lemma is straightforward.

Lemma 2.3. The representations ρ and ρ∗ are equivalent if and only if there exists
a nondegenerate bilinear form V ⊗ V → C which is 0-invariant.

Example 2.4. For any representation ρ : 0→ SL2(C), the module V = C2 has a
skew-symmetric nondegenerate bilinear form defined by the determinant. Namely,
the vectors (x1, x2) and (y1, y2) ∈ C2 are mapped to

det
(

x1 y1

x2 y2

)
.

In view of Lemma 2.3, ρ∗ and ρ are equivalent and hence 1ρi
.
=1

ρ∗

i .

Recall from the introduction (see Definition 1.1) that a representation ρ : 0→
GL(V ) is called semisimple or completely reducible if ρ is the direct sum of
irreducible representations.

Remark 2.5. A representation ρ is completely reducible if and only if each subspace
of V stable under ρ(0) has a ρ(0)-invariant complement.
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Theorem 2.6. Let ρ : 0→ GL(V ) be a completely reducible representation. Then

1
ρ
i (t
−1)

.
=1

ρ∗

i (t).

Example 2.9 below shows that the hypothesis of complete reducibility is necessary
in Theorem 2.6. This duality formula can also be deduced from results of Friedl,
Kim, and Kitayama [2012].

The first step in the proof of Theorem 2.6 is the following:

Lemma 2.7. Let ρ : 0→ GL(V ) be a completely reducible representation. The
modules H0(X∞; V ) and H0(X∞; V ∗) are finitely generated torsion modules. In
addition,

1
ρ

0 (t
−1)

.
=1

ρ∗

0 (t).

Proof. First notice that if ρ is irreducible or completely reducible then the dual
representation ρ∗ is also irreducible or completely reducible respectively since each
proper invariant subspace of ρ corresponds to a proper invariant subspace of ρ∗ by
the orthogonality relation.

We have that H0(X∞; V )∼= V/ Ĩ V , where Ĩ ⊂ C[π1(X∞)] is the augmentation
ideal. Hence, H0(X∞; V ) is a finite dimensional C-vector space and as C[t±1

]-
module it cannot have a free summand. This proves that H0(X∞; V ) is a finitely
generated torsion module.

In order to prove the symmetry relation it is sufficient to prove it for irreducible
representations since for ρ1 : 0→ GL(V1) and ρ2 : 0→ GL(V2) we have

(ρ1⊕ ρ2)
∗
= ρ∗1 ⊕ ρ

∗

2 and 1
ρ1⊕ρ2
i

.
=1

ρ1
i ·1

ρ2
i .

First we will prove that for every irreducible representation ρ : 0→GL(V ) with
dim V > 1 we have

(4) 1
ρ

0
.
= 1 .
=1

ρ∗

0 .

The irreducibility of ρ and dim V > 1 imply that I V ⊂ V is a nontrivial 0-invariant
subspace, and hence I V = V . It follows that H0(0; V )= 0. Now, for any complex
number λ∈C∗ the vector space V becomes a 0-module via ρ⊗λϕ , i.e., for γ ∈0 and
for v ∈ V we have ρ(γ )⊗ λϕ(γ )(v)= λϕ(γ )ρ(γ )v. This 0-module will be denoted
by Vλ. Notice that Vλ is also an irreducible 0-module since the map v 7→ λϕ(γ )v is
a homothety of V . Moreover, Vλ is a nontrivial 0-module and hence H0(0; Vλ)= 0
for all λ ∈ C∗. Next, the short exact sequence of 0-modules

0→ V [Z] (t−λ)·
−−−→ V [Z] → Vλ→ 0

induces a long exact sequence in homology [Brown 1994, III.§6]:

· · · → H0(0; V [Z]) (t−λ)·
−−−→ H0(0; V [Z])→ H0(0; Vλ)→ 0,
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and H0(0; Vλ)= 0 implies that the multiplication by (t−λ) is surjective. Hence for
all λ∈C∗, the module H0(0; V [Z]) has no (t−λ)-torsion. Hence, H0(0; V [Z])=0
and 1ρ0 = 1. Finally, ρ∗ is also irreducible and dim V ∗ = dim V > 1. This implies
in the same way that 1ρ

∗

0 = 1
Now suppose that dim V = 1, i.e., ρ : 0→ GL(V ) ∼= C∗. Hence ρ is abelian

and completely determined by a nonzero-complex number λ, meaning that for all
γ ∈ 0 and v ∈ V we have ρ(γ )(v)= λϕ(γ )v. So we write ρ = λϕ . Now

H0(0; V [Z])∼= V [Z]/I V [Z] ∼= V [t±1
]/(λt − 1),

since λϕ is an abelian representation and factors through Z. Therefore 1λ
ϕ

0 (t)
.
=

t − λ−1. The dual representation (λϕ)∗ is λ−ϕ , as (λϕ)∗(γ )( f )= f ◦ (λϕ(γ ))−1
=

λ−ϕ(γ ) f , where γ ∈ 0 and f ∈ V ∗. The same calculation as above shows that
H0(0; V ∗[Z]) ∼= V [t±1

]/(λ−1t − 1) and hence 1(λ
ϕ)∗

0 (t) .= t − λ. We obtain
1
(λϕ)∗
0 (t) .=1λ

ϕ

0 (t
−1), which proves the lemma. �

Proof of Theorem 2.6. The knot exterior X has the homotopy type of a 2-dimensional
complex. Therefore Hi (X∞; V )=0 for i>2 and H2(X∞; V ) is a free C[Z]-module.
This implies that 1ρi

.
= 1 for i > 2 and 1ρ2 ∈ {0, 1}. According to the value of 1ρ2

there are two cases to study.
Assume first that 1ρ2 = 0. This is equivalent to H2(X∞; V ) being a nontrivial

free C[Z]-module. By an Euler characteristic argument, H1(X∞; V ) contains also
a nontrivial free factor of the same rank. In particular 1ρ1 = 0. Since Hi (X∞; V )∼=
Hi (X; V [Z]), the universal coefficient theorem yields that Hi (X; V [Z]⊗C[Z]C(t)) 6=
0 for i = 1, 2. Notice also that the natural pairing V × V ∗ → C extends to a
nondegenerate C(t)-bilinear form

(5)
(
V [Z]⊗C[Z] C(t)

)
×
(
V ∗[Z]⊗C[Z] C(t)

)
→ C(t).

Using this bilinear form and Poincaré duality, Hi (X, ∂X; V ∗[Z]⊗C[Z]C(t)) 6= 0 for
i = 1, 2. Since the homology of the 2-torus ∂X with coefficients V ∗[Z]⊗C[Z] C(t)
vanishes [Kirk and Livingston 1999, §3.3], Hi (X; V ∗[Z]⊗C[Z]C(t)) 6=0 for i =1, 2.
Hence 1ρ

∗

1 =1
ρ∗

2 = 0.
Next we deal with the case 1ρ2

.
= 1. Since this is equivalent to H2(X∞; V )= 0,

the homology argument in the previous paragraph gives 1ρ
∗

2
.
= 1. For the first

Alexander polynomials we shall use Reidemeister torsion and Franz–Milnor duality.
By Kitano’s theorem [1996] the torsion of X with coefficients V [Z]⊗C[Z] C(t) is
the ratio of Alexander polynomials:

TOR(X; V [Z]⊗C[Z] C(t))
.
=
1
ρ

1

1
ρ

0
,
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see [Kirk and Livingston 1999, Theorem 3.4] for this precise statement (this is a
version of Milnor’s theorem [1962], see [Turaev 1986]).

Using the bilinear form (5), Franz–Milnor duality for Reidemeister torsion
[Milnor 1962; Franz 1937] gives

TOR
(
X; V [Z]⊗C[Z] C(t)

)
(t) .= TOR

(
X, ∂X; V ∗[Z]⊗C[Z] C(t)

)(1
t

)
.
=

TOR
(
X; V ∗[Z]⊗C[Z] C(t)

)(1
t

)
TOR

(
∂X; V ∗[Z]⊗C[Z] C(t)

)(1
t

) ,
see [Kirk and Livingston 1999, §5.1]. Since ∂X ∼= S1

× S1, TOR(∂X; V ∗[Z]⊗C[Z]

C(t)) .= 1 [Kirk and Livingston 1999, §3.3]. Then the theorem follows from
Lemma 2.7. �

Remark 2.8. Note that every representation ρ : 0→ O(n) is completely reducible
since for each stable subspace W the orthogonal complement W⊥ is also stable.
Moreover, we have ρ∗ = ρ and hence 1ρi (t

−1)
.
=1

ρ
i (t) is symmetric (see [Kitano

1996, Theorem B]). It follows also from the proof of Lemma 2.7 that 1ρ0 (t) =
(t − 1)k+(t + 1)k− where k+ = dim{v ∈ Rn

| ρ(γ )v = v for all γ ∈ 0} and k− =
dim{v ∈ Rn

| ρ(γ )v = (−1)ϕ(γ )v for all γ ∈ 0}.
It was proved in Hillman, Silver, and Williams [2010] that 1ρi (t

−1)
.
= 1

ρ
i (t)

holds if ρ∗ and ρ are conjugates.

We finish this section with an example to show that the hypothesis of complete
reducibility is needed in Theorem 2.6:

Example 2.9. We exhibit representations that are not completely reducible and such
that the conclusion of Theorem 2.6 fails. In order to construct such a representation,
we take ρ : 0→ SL2(C) of the form

ρ =

(
1 d
0 1

)(
λϕ 0
0 λ−ϕ

)
that is not abelian. It is a representation if d ∈ Z1(0;Cλ2) and it is nonabelian if
λ 6=±1 and d 6∈ B1(0;Cλ2), where Cλ2 denotes the 0-module given by γ ·z=λ2ϕ(γ )z
for γ ∈ 0, z ∈ C, see Lemma 5.5. Such a representation exists if and only if λ2 is
a root of the untwisted Alexander polynomial (in particular λ 6= ±1), see [Burde
1967; de Rham 1967; Heusener et al. 2001] for instance, or Lemma 5.5. As ρ is
not abelian, its restriction to π1(X∞) is nontrivial but

ρ(π1(X∞))⊂
{( 1 c

0 1

) ∣∣∣ c ∈ C
}
.

The cohomology module H0(X∞;C2) is isomorphic to C2/I C2. Here the subspace
I C2
⊂ C2 is generated by elements of the form v − ρ(γ )v, with γ ∈ π1(X∞)
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and v ∈ C2, i.e., I C2
=
{(c

0

)
| c ∈ C

}
. So, the linear projection C2

→ C onto the
second coordinate induces a linear isomorphism C2/I C2

−→∼ C. The action of a
meridian m ∈ 0 on C2/I C2 is multiplication by λ−1 and hence H0(X∞;C2) ∼=

C[t±1
]/(t−λ−1) as C[Z]-modules. Therefore, 1ρ0 (t)= t−λ−1. On the other hand,

using that every representation in SL2(C) is equivalent to its dual, see Example 2.4,
1
ρ∗

0 (t)
.
= t − λ−1, and

1
ρ

0 (t
−1)

.
= (t − λ) and 1ρ

∗

0 (t) are not associated.

Notice that if 1ρ2
.
= 1, Franz–Milnor duality (used in the proof of Theorem 2.6)

applies and it holds that 1ρ1 (t
−1)/1

ρ

0 (t
−1)

.
=1

ρ∗

1 (t)/1
ρ∗

0 (t). In particular 1ρ1 (t
−1)

and 1ρ
∗

1 (t) are not associated either.

3. Varieties of representations

In this section we recall some preliminaries on the varieties of representations,
we discuss representations of the peripheral subgroup π1(∂X) ∼= Z⊕ Z, and we
state a regularity result, Proposition 3.3 due to [Heusener and Medjerab 2014].
We also show that infinitesimal regularity implies regularity of the representation
(Corollary 3.5) and its character (Proposition 3.6).

Recall that the set of all representations of 0 in SLn(C) is called the variety of
representations or the SLn(C)-representation variety:

R(0,SLn(C))= Hom(0,SLn(C)).

It is an affine algebraic set (possibly with several components), as 0 is finitely
generated. More precisely, R(0,SLn(C)) embeds in a Cartesian product SLn(C)×

· · ·×SLn(C) by mapping each representation to the image of a generating set, and
SLn(C) is an algebraic group in Cn2

. The group relations of a presentation of 0
induce the algebraic equations defining R(0,SLn(C)). Different presentations give
isomorphic algebraic sets (see [Lubotzky and Magid 1985], for instance).

The group SLn(C) acts on R(0,SLn(C)) by conjugation. The algebraic quotient
by this action is the variety of characters or SLn(C)-character variety

X (0,SLn(C))= R(0,SLn(C)) // SLn(C).

Recall that the GIT quotient exists since SLn(C) is reductive and the representation
variety is an affine algebraic set. (For more details see [Newstead 1978, 3.§3] or
[Shafarevich 1994].)

To describe the Zariski tangent space to R(0,SLn(C)) and X (0,SLn(C)) we
use crossed morphisms or cocycles.

An infinitesimal deformation of a representation is the same as a Zariski tan-
gent vector to R(0,SLn(C)). We use André Weil’s construction that identifies
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Z1(0; sln(C)Ad ρ) with the Zariski tangent space to the scheme R(0,SLn(C)) at ρ.
Here sln(C)Ad ρ is a 0-module via the adjoint action, i.e., γ · x = Adρ(γ )(x) for
γ ∈ 0 and x ∈ sln(C). Notice furthermore that the algebraic equations defining
the representation variety may be nonreduced, hence there is an underlying affine
scheme R(0,SLn(C)) with a possible nonreduced coordinate ring. Weil’s con-
struction assigns to each cocycle d ∈ Z1(0; sln(C)) the infinitesimal deformation
γ 7→ (1+ ε d(γ ))ρ(γ ) for all γ ∈ 0, which satisfies the defining equations for
R(0,SLn(C)) up to terms in the ideal (ε2) of C[ε], i.e., a Zariski tangent vector to
R(0,SLn(C)). Weil’s construction identifies B1(0; sln(C)Ad ρ) with the tangent
space to the orbit by conjugation. See [Weil 1964; Lubotzky and Magid 1985;
Ben Abdelghani 2002] for more details.

Let dimρ R(0,SLn(C)) denote the local dimension of R(0,SLn(C)) at ρ (i.e.,
the maximal dimension of the irreducible components of R(0,SLn(C)) containing
ρ [Shafarevich 1977, Chapter II]). So we obtain:

(6) dimρ R(0,SLn(C))≤ dim Tρ(R(0,SLn(C)))≤ dim Z1(0; sln(C)Ad ρ).

Definition 3.1. Let ρ : 0→ SLn(C) be a representation. We say that ρ is a regular
point of the representation variety if

dimρ R(0,SLn(C))= dim Z1(0; sln(C)Ad ρ).

We call ρ infinitesimal regular if dim H 1(0; sln(C)Ad ρ)= n− 1.

It follows directly from (6) that a regular point is a smooth point of the represen-
tation variety. There are representations of discrete groups which are smooth points
of the representation variety without being regular, as the scheme R(0,SLn(C))

may be nonreduced. (See [Lubotzky and Magid 1985, Example 2.10] for more
details.)

We also make use of the Poincaré–Lefschetz duality theorem with twisted coeffi-
cients: let M be a connected, orientable, compact m-dimensional manifold with
boundary ∂M and let ρ : π1(M)→ SLn(C) be a representation. Then the cup
product and the Killing form b : sln(C)⊗ sln(C)→ C induce a nondegenerate
bilinear pairing

(7) H k(M; sln(C)Ad ρ)⊗ H m−k(M, ∂M; sln(C)Ad ρ)−→̀

H m(M, ∂M; sln(C)Ad ρ ⊗ sln(C)Ad ρ)
b
−→ H m(M, ∂M;C)∼= C

and hence an isomorphism

H k(M; sln(C)Ad ρ)∼= H m−k(M, ∂M; sln(C)Ad ρ)
∗,

for all 0≤ k ≤ m. See [Johnson and Millson 1987; Porti 1997] for more details.
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Lemma 3.2. For any representation % : Z⊕Z→ SLn(C) we have:

dim H 1(Z⊕Z; sln(C)Ad %)≥ 2(n− 1).

In addition, dim H 1(Z⊕Z, sln(C))= 2(n− 1) if and only if % is a regular point of
R(Z⊕Z,SLn(C)).

Recall that a function φ : R(0,SLn(C))→ Z is called upper semicontinuous
if for all k ∈ Z the set φ−1

(
[k,∞)

)
is closed. Moreover, it is easy to prove that

for q = 0, 1 the function ρ 7→ dim Hq(0; sln(C)Ad ρ) is upper semicontinuous (see
[Heusener and Porti 2011, Lemma 3.2], this is a particular case of the semicontinuity
theorem [Hartshorne 1977, Chapter III, Theorem 12.8]).

Proof of Lemma 3.2. Poincaré duality and Euler characteristic give

1
2 dim H 1(Z⊕Z; sln(C)Ad %)= dim H 0(Z⊕Z; sln(C)Ad %)= dim sln(C)

Z⊕Z.

By a result of Richardson [1979, Theorem C], every representation of Z ⊕ Z

into SLn(C) is a limit of diagonal representations, and for diagonal representations
dim sln(C)

Z⊕Z
≥n−1. The general inequality follows from the upper semicontinuity

of the function % 7→ dim H 0(Z⊕Z; sln(C)Ad %).
For the second statement, Richardson proved in the same Theorem C that the

representation variety R(Z ⊕ Z,SLn(C)) is an irreducible algebraic variety of
dimension (n+ 2)(n− 1). It follows that % ∈ R(Z⊕Z,SLn(C)) is a regular point
if and only if dim Z1(Z⊕Z, sln(C))= (n+ 2)(n− 1).

On the other hand,

dim Z1(Z⊕Z, sln(C))= dim H 1(Z⊕Z, sln(C))+ dim B1(Z⊕Z, sln(C));

dim B1(Z⊕Z, sln(C))= n2
− 1− dim H 0(Z⊕Z, sln(C));

dim H 0(Z⊕Z, sln(C))=
1
2 dim H 1(Z⊕Z, sln(C)).

Hence

dim Z1(Z⊕Z, sln(C))=
1
2 dim H 1(Z⊕Z, sln(C))+ n2

− 1.

Thus the lemma follows. (See also [Popov 2008].) �

We will require the following result:

Proposition 3.3 [Heusener and Medjerab 2014, Proposition 3.3]. Let α be a point
in the SLa(C)-representation variety R(0,SLa(C)). If α is infinitesimally regular,
then it is a regular point of R(0,SLa(C)) and belongs to a unique component of
dimension a2

+ a− 2− dim H 0(0; sla(C)).
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Remark 3.4. For an irreducible representation α : 0 → SLa(C), it holds that
H 0(0; sla(C)Adα)= 0. Indeed, if X ∈ sla(C) commutes with α(γ ) for all γ ∈ 0,
then Schur’s lemma implies that X is a scalar matrix and hence X = 0.

As a corollary we obtain from Proposition 3.3 and Remark 3.4:

Corollary 3.5. If an irreducible representation α : 0→ SLa(C) is infinitesimally
regular then it is a regular point of R(0,SLa(C)) of local dimension a2

+ a− 2.

One has furthermore:

Proposition 3.6. If an irreducible representation α : 0→ SLa(C) is infinitesimally
regular, then its character is a smooth point of X (0,SLa(C)) of local dimension
a− 1.

Proof. By Corollary 3.5, α is a regular point of R(0,SLa(C)) of local dimension
a2
+ a − 2. As α is irreducible, the fiber of the projection R(0,SLa(C)) →

X (0,SLa(C)) at α has dimension a2
− 1. The dimension of this fiber is an

upper semicontinuous function, therefore the dimension of X (0,SLa(C)) at α
is at least a − 1. On the other hand, the dimension of the Zariski tangent space
of X (0,SLa(C)) at α is at most dim H 1(0; sla(C)Adα) (this follows from Luna’s
slice as α is irreducible, see [Lubotzky and Magid 1985, Theorem 2.15]). Hence
we have equality of dimensions and the proposition follows. �

4. Twisted cohomology and twisted polynomials

In this section we prove that α⊗β∗ and β⊗α∗ are completely reducible represen-
tations, so that the duality theorem (Theorem 2.6) applies to them. Our assumption
that α : 0→ SLa(C) and β : 0→ SLb(C) are irreducible will be crucial for the
conclusion.

Decomposition of sln(C). Consider the action of 0 on the space of matrices with
a rows and b columns Ma×b(C):

(8) 0×Ma×b(C)→ Ma×b(C), (γ, A) 7→ λnϕ(γ )α(γ )Aβ(γ−1).

The corresponding 0-module is denoted by

M+

λn = Ma×b(C)α⊗β∗⊗λnϕ .

Similarly, we consider the module

M−

λ−n = Mb×a(C)β⊗α∗⊗λ−nϕ .

Notice that those modules occur as factors in the decomposition of sln(C) as
0-modules via the adjoint action Ad ρλ:

sln(C)Ad ρλ= sla(C)Adα ⊕ slb(C)Adβ ⊕C⊕M+

λn ⊕M−

λ−n .
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This can be visualized as

sln(C)Ad ρλ
∼=

(
sla(C)Adα M+

λn

M−

λ−n slb(C)Adβ

)
⊕ C

(
b Ida 0

0 −a Idb

)
.

Duality. For every λ ∈ C∗ we have a nondegenerate bilinear form

(9) 9 :M+

λn ×M−

λ−n → C, (A, B) 7→ tr(AB),

which is 0-invariant: 9(A, B) = 9(γ A, γ B) for all γ ∈ 0. As an immediate
consequence, we have Poincaré and Kronecker dualities:

Hi (X;M±

λ±n )∼= H3−i (X, ∂X;M∓

λ∓n )
∗
;(10)

H i (X;M±

λ±n )∼= H 3−i (X, ∂X;M∓

λ∓n )
∗
;(11)

Hi (X;M±

λ±n )∼= H i (X;M∓

λ∓n )
∗.(12)

The i-th twisted Alexander polynomials of the 0-modules M∓

1 are denoted by

1+i =1
α⊗β∗

i and 1−i =1
β⊗α∗

i .

Taking ρ = α⊗ β∗, then ρ∗ = β ⊗ α∗ by (9). In order to apply Theorem 2.6 to
those polynomials, we need to show that ρ = α⊗β∗ is completely reducible; this
motivates the next subsection.

Linear algebraic groups. We follow Humphreys’ book [1975] as general reference
for linear algebraic groups. A linear algebraic group G contains a unique largest
normal solvable subgroup, which is automatically closed. Its identity component is
then the largest connected normal solvable subgroup of G; it is called the radical
of G, denoted by R(G). The subgroup of unipotent elements in R(G) is normal in
both R(G) and G; it is called the unipotent radical of G, denoted by Ru(G). We
have that R(G)/Ru(G) is a torus. Hence R(G) is a torus if and only if Ru(G) is
trivial.

Recall that a representation ρ : 0→ SL(V ) is called completely reducible if it is
a direct sum of irreducible representations, see Definition 1.1.

Theorem 4.1 [Nagata 1961/1962, Theorem 3]. Let G ⊂ GLn(C) be an algebraic
group. Then Ru(G) is trivial if and only if each rational representation of G is
completely reducible. �

Here a representation ρ :G→GL(V ) is called rational if, with respect to a basis
of V , the matrix entries of ρ(g) are polynomial functions in the n2

+ 1 coordinate
functions xi j (1≤ i, j ≤ n) and 1/det of GLn(C).

Remark 4.2. A nontrivial, connected algebraic group G is called reductive if
Ru(G) is trivial. Since the Zariski closure of a matrix group is in general not
connected we will avoid the term reductive in what follows.
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Lemma 4.3. Let 0 be a group and let ρ :0→ SLn(C) be an irreducible representa-
tion. Then the unipotent radical Ru(G) of the Zariski closure G of ρ(0)⊂ SLn(C)

is trivial.

Proof. Suppose that Ru(G)⊂ SLn(C) is nontrivial. Every unipotent subgroup of
GLn(C) has a nonzero vector fixed by all elements of the group (see [Humphreys
1975, 17.5]). Then the subspace W ⊂ Cn of fixed vectors of Ru(G) is nonzero. By
normality, this subspace is preserved by G, hence by ρ(0), which contradicts the
irreducibility of ρ. �

Lemma 4.4. Let α : 0→ SLa(C) and β : 0→ SLb(C) be irreducible. Then the
unipotent radical Ru(G) of the Zariski closure G of (α⊕β)(0)⊂ SLa(C)×SLb(C)

is trivial.

Proof. Let pa : SLa(C)× SLb(C)→ SLa(C) denote the projection. Then pa((α⊕

β)(0)) = α(0) and therefore pa(Ru(G)) is contained in the unipotent radical
Ru(Ga) of the Zariski closure Ga of α(0) in SLa(C). (The image of an unipotent
element under a morphism of algebraic groups is unipotent [Humphreys 1975,
15.3].) Now, Ru(Ga) is trivial by Lemma 4.3 and hence pa(Ru(G)) is trivial. It
follows in the same way that pb(Ru(G)) is trivial and hence Ru(G)= {1}. �

Remark 4.5. The same argument of Lemma 4.4 proves that the Zariski closure of
a completely reducible linear representation has trivial unipotent radical.

Corollary 4.6. The 0-modules M±

λ±n are completely reducible.

Proof. By Lemma 4.4 the unipotent radical Ru(G) of the Zariski closure G of
(α⊕β)(0)⊂ SLa(C)×SLb(C) is trivial. Hence Nagata’s theorem (Theorem 4.1)
implies that every rational representation of G is completely reducible. In particular,
the restriction to G of the rational representation SLa(C)×SLb(C)→GL(Ma×b(C)),
given by

(A, B) · X = AX B−1,

for all (A, B)∈SLa(C)×SLb(C) and for all X ∈Ma×b(C), is completely reducible.
Since (α ⊕ β)(0) is Zariski dense in G, we obtain that M+

1 is a completely
reducible 0-module. Finally, the action of γ ∈0 on X ∈M+

λn , given by Equation (8),
and the action γ · X = α(γ )Xβ(γ−1) differ only by a homothety. Therefore, M+

λn

is a completely reducible 0-module. The proof for M−

λ−n is similar. �

Corollary 4.7. 1+i (t)
.
=1−i (t

−1).

Proof. The corollary follows directly from Theorem 2.6 and Corollary 4.6. �



328 MICHAEL HEUSENER AND JOAN PORTI

5. Necessary condition

The goal of this section is to prove Theorem 1.3. More precisely, we will prove
that if the representation ρλ = (λbϕ

⊗ α)⊕ (λ−aϕ
⊗ β), as defined in (1), can be

deformed to irreducible representations, then 1+1 (λ
n)= 0. Recall that throughout

the paper we assume that α and β are irreducible and infinitesimally regular.

Lemma 5.1. Assume that ρλ belongs to a component of R(0,SLn(C)) that contains
irreducible representations. Then

dim Z1(0; sln(C)Ad ρλ)≥ n2
+ n− 2.

Proof. It is sufficient to prove the inequality for an irreducible representation
ρ ∈ R(0,SLn(C)), because the dimension of Z1(0; sln(C)Ad ρ) is an upper semi-
continuous function on ρ and because irreducibility is a Zariski-open condition.
We have

dim Z1(0; sln(C)Ad ρ)= dim H 1(0; sln(C)Ad ρ)+ dim B1(0; sln(C)Ad ρ).

Now, dim B1(0; sln(C)Ad ρ)= n2
− 1 because ρ is irreducible.

Next we apply Poincaré duality to the long exact sequence of the pair (X, ∂X):

(13) H 1(X; sln(C)Ad ρ)→ H 1(∂X; sln(C)Ad ρ)→ H 2(X, ∂X; sln(C)Ad ρ).

Poincaré duality (7) implies isomorphy between H 1(X; sln(C)Ad ρ) and the dual
space H 2(X, ∂X; sln(C)Ad ρ)

∗. Moreover, the maps of (13) are dual to each other.
So:

(14) 1
2 dim H 1(∂X; sln(C)Ad ρ)≤ dim H 1(0; sln(C)Ad ρ).

The claimed inequality of the statement follows from Lemma 3.2. �

Lemma 5.2. Under the hypothesis of Lemma 5.1 we have

dim H 1(0;M+

λn ) > dim H 0(0;M+

λn )

or
dim H 1(0;M−

λ−n ) > dim H 0(0;M−

λ−n ).

We shall see in Remark 5.4 below that we get both inequalities.

Proof. Here we use the decomposition of 0-modules (see Section 4):

(15) sln(C)Adρλ = sla(C)Adα ⊕ slb(C)Adβ ⊕C⊕M+

λn ⊕M−

λ−n .

We aim to apply Lemma 5.1, so we compute the dimension of the space of 1-cocycles
for each 0-module in (15). For each 0-module m, we use the formula

(16) dim Z1(0;m)= dim H 1(0;m)+ dim B1(0;m)

= dim H 1(0;m)+ dimm− dim H 0(0;m).
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Ordering the terms as they appear in (16):

dim Z1(0; sla(C)Adα)= (a− 1)+ (a2
− 1)− 0,

dim Z1(0; slb(C)Adβ)= (b− 1)+ (b2
− 1)− 0,

dim Z1(0;C)= 1+ 1− 1,

dim Z1(0;M±

λ±n )= dim H 1(0;M±

λ±n )+ ab− dim H 0(0;M±

λ±n ).

The first two lines use that α and β are irreducible and infinitesimally regular, the
last one that dimM±

λ±n = ab. Adding up the dimensions of the terms in (15) and
using Lemma 5.1 and the fact that a+ b = n, we obtain

n2
+ n− 2≤ n2

+ n− 3+ dim H 1(0;M+

λn )− dim H 0(0;M+

λn )

+ dim H 1(0;M−

λ−n )− dim H 0(0;M−

λ−n ),

which proves the lemma. �

For later use we remark on the following computation, made during the last proof.
Notice that it does not use that ρλ can be deformed to irreducible representations
(but it uses that α and β are irreducible and infinitesimally regular):

(17) dim Z1(0; sln(C)Ad ρλ)= n2
+n−3+dim H 1(0;M+

λn )−dim H 0(0;M+

λn )

+ dim H 1(0;M−

λ−n )− dim H 0(0;M−

λ−n ).

Lemma 5.3. Let ρλ : 0→ SLn(C) be given by ρλ = (λbϕ
⊗α)⊕ (λ−aϕ

⊗β). Then
dim H 1(0;M±

λ±n ) > dim H 0(0;M±

λ±n ) if and only if 1∓1 (λ
∓n)= 0.

Proof. Recall that 1±i is the order of Hi (X∞;M±

1 )
∼= Hi (X;M±

1 [Z]). We have a
short exact sequence of 0-modules

0→M−

1 [Z]
(t−λ−n)·
−−−−→M−

1 [Z] →M−

λ−n → 0

which gives the following long exact sequence in homology [Brown 1994, III.§6]:

. . .→ H1(0;M−

1 [Z])
(t−λ−n)·
−−−→ H1(0;M−

1 [Z])→ H1(0;M−

λ−n )
∂
−→

H0(0;M−

1 [Z])
(t−λ−n)·
−−−→ H0(0;M−

1 [Z])→ H0(0;M−

λ−n )→ 0.

Thus 1−1 (λ
−n)= 0 if and only if ker ∂ is nontrivial.

Next we claim that ker ∂ is nontrivial if and only if H 1(0;M+

λn ) has higher
dimension than H 0(0;M+

λn ). It follows from Lemma 2.7 and Equation (3) that
the C[Z]-module H0(0;M−

1 [Z]) is torsion, i.e., it is a finite dimensional C-vector
space. Hence, by exactness, rank ∂ = dim H0(0;M−

λ−n ) and
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dim ker ∂ = dim H1(0;M−

λ−n )− rank ∂

= dim H1(0;M−

λ−n )− dim H0(0;M−

λ−n )

= dim H 1(0;M+

λn )− dim H 0(0;M+

λn ),

by Kronecker duality (12), which proves the claim. Of course the same proof
applies by symmetry for the opposite signs ± and ∓. �

Proof of Theorem 1.3. By Lemmas 5.2 and 5.3 we get that if ρλ can be deformed to
irreducible representations, then 1+1 (λ

n)= 0 or 1−1 (λ
−n)= 0. Corollary 4.7 yields

1+1 (λ
n)=1−1 (λ

−n)= 0. �

Remark 5.4. Notice that in the situation of Theorem 1.3, from Lemma 5.3 and
Corollary 4.7 we get both inequalities

dim H 1(0;M±

λ±n ) > dim H 0(0;M±

λ±n ).

We will later need the following construction. Given a 1-cochain c∈C1(0;M+

λn ),
i.e., a map c : 0→M+

λn , consider the map ρc
λ : 0→ SLn(C) given by

(18) ρc
λ(γ )=

(
Ida c(γ )
0 Idb

)
ρλ(γ ), γ ∈ 0.

Lemma 5.5. The map ρc
λ : 0→ SLn(C) given by (18) is a representation if and

only if c is a cocycle, i.e., c ∈ Z1(0;M+

λn ). For such c, there is equivalence between
these conditions:

(i) ρc
λ is conjugate to ρλ.

(ii) c is a coboundary (i.e., c ∈ B1(0;M+

λn )).

(iii) ρc
λ is completely reducible.

Proof. The equivalence between being a representation and the cocycle condition is
a straightforward computation; so is the equivalence between being conjugate to ρλ
and the coboundary condition. The equivalence with complete reducibility comes
from the fact that there is a unique orbit of completely reducible representations in
the fiber of the map R(0,SLn(C))→ X (0,SLn(C)) [Lubotzky and Magid 1985].
Hence two completely reducible representations having the same character are
conjugates. �

The following corollary generalizes a result of G. Burde [1967] and G. de Rham
[1967]:

Corollary 5.6. There exists a reducible, not completely reducible representation
ρc
λ : 0→ SLn(C) such that χρc

λ
= χρλ if and only if λn is a root of the product of

twisted Alexander polynomials 1+1 (t)1
+

0 (t).



KNOT GROUP REPRESENTATIONS AND TWISTED ALEXANDER POLYNOMIALS 331

Proof. By Lemma 5.5, such a representation exists if and only if H 1(0;M+

λn ) or
H 1(0;M−

λ−n ) does not vanish. By Kronecker duality this is equivalent to saying
that H1(0;M+

λn ) or H1(0;M−

λ−n ) does not vanish. Then, the long exact sequence
in the proof of Lemma 5.3 shows that this is equivalent to one of H1(0;M±

1 [Z])

or H0(0;M±

1 [Z]) to have (t − λ±n)-torsion. With the duality of polynomials,
Corollary 4.7, this proves the lemma. �

This corollary also applies when α = β = 1 and λ=±1. Since 10(t)= (t − 1),
the vanishing 10((±1)2)= 0 corresponds to the representations

γ 7→ ±

(
1 d(γ )
0 1

)
, γ ∈ 0,

where d : 0→ (C,+) is any group morphism.

6. Infinitesimal deformations and cup products

Throughout this section and the next one we assume the hypothesis of Theorem 1.4,
namely that 1+0 (λ

n) 6= 0 and λn is a simple root of 1+1 . By Corollary 4.7, we
also have that 1−0 (λ

−n) 6= 0 and λ−n is a simple root of 1−1 . Thus the C[Z]-
module H0(0;M±

1 [Z]) has no (t − λ±n)-torsion and H1(0;M±

1 [Z]) has a single
C[t±1

]/(t −λ±n)-factor. Furthermore, the following proposition gives more details
on the cohomology.

Proposition 6.1. Assume 1+0 (λ
n) 6= 0 and λn is a simple root of 1+1 . Then

(i) dim H i (0;M±

λ±n )=

{
1 if i = 1, 2,
0 otherwise.

(ii) The (t − λ±n)-torsion of Hq(0;M±

1 [Z]) is zero for q 6= 2 and cyclic of the
form C[Z]/(t − λ±n) for q = 2.

Proof. In order to prove the first assertion, we use the long exact sequence in
the proof of Lemma 5.3. The hypothesis on the twisted Alexander polynomials
gives that the (t −λ±n)-torsion of Hi (0;M±

1 [Z]) is zero for i 6= 1 and t −λ±n for
i = 1. The long exact sequence gives that Hi (X;M±

λ±n ) has dimension 1 if i = 1, 2
and dimension 0 otherwise. Hence the first assertion follows from Kronecker
duality, (12).

For the second assertion, we use the universal coefficient theorem for cohomology:
for any representation ρ : 0→ GL(V ) we have

(19) Hq(X; V ∗[Z])
∼= HomC[Z]

(
Hq(X; V [Z]),C[Z]

)
⊕ExtC[Z]

(
Hq−1(X; V [Z]),C[Z]

)
,

where Hq(X; V ∗[Z]) denotes the group Hq(X; V ∗[Z]) with the conjugate C[Z]-
module structure. For a detailed argument see pp. 638–639 in [Kirk and Livingston
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1999]. We apply (19) to the representation α ⊗ β∗ and its dual β ⊗ α∗. By
the hypothesis on the twisted Alexander polynomials, the (t − λ±n)-torsion of
Hi (0,M±

1 [Z]) is zero for i 6= 1 and t −λ±n for i = 1. Notice that Hq(X;M±

1 [Z])

are torsion C[Z]-modules, and the (t−λ±n)-torsion of H 2(X;M±

1 [Z]) is (t−λ∓n).
The claim follows since −tλ±n(t−1

− λ∓n)= (t − λ±n). �

From now on we fix cocycles

d± ∈ Z1(0;M±

λ±n )

whose cohomology classes do not vanish. Because H 1(0;M±

λ±n )∼=C, the elements
d± are unique up to adding a coboundary and up to multiplying by a nonzero scalar.
Our next goal is to show that the cohomology class of the cup product ϕ` d± does
not vanish in H 2(0;M±

λ±n ). For that purpose we shall use the dual numbers.

Dual numbers. The algebra of dual numbers is defined to be

Cε = C[ε]/ε2.

Similarly define Cε[Z] = C[Z]⊗C Cε and

M±

λ±n(1±ε) =
(
M±

1 [Z]⊗C Cε
)
/
(
t − λ±n(1± ε)

)
.

Lemma 6.2. If λn
∈ C∗ is a simple root of 1+1 such that 1+0 (λ

n) 6= 0, then
dim H 1(0;M±

λ±n(1±ε))= 1.

Proof. Notice that 1−0 (λ
−n) 6= 0 and λ−n is a simple root of 1−1 by Corollary 4.7.

We have that H 1(0;M+

1 [Z] ⊗ Cε) ∼= H 1(0;M+

1 [Z])⊗ Cε since Cε is a trivial
0-module (isomorphic to C2). As before, the short exact sequence

0→M+

1 [Z]⊗C Cε
(t−λn(1+ε))·
−−−−−−→M+

1 [Z]⊗C Cε→M+

λn(1+ε)→ 0

gives a long exact sequence in cohomology (see [Brown 1994, III.§6]),

· · · → H i (0;M+

1 [Z])⊗Cε
(t−(λn(1+ε))·
−−−−−−→ H i (0;M+

1 [Z])⊗Cε

→ H i (0;M+

λn(1+ε))→ H i+1(0;M+

1 [Z])⊗Cε→ · · · .

Note that for µ 6= λn , µ ∈ C, multiplication by t − λn(1 + ε) induces an au-
tomorphism of Cε[Z]/(t − µ)k . Therefore, we are interested in the (t − λn)-
torsion of Hq(0;M+

1 [Z]) described by Proposition 6.1: it vanishes for q 6= 2
and it is C[Z]/(t − λn) for q = 2. Hence, multiplication by (t − λn(1+ ε)) on
H i (0;M+

1 [Z]⊗Cε) is an isomorphism for i 6=2. In order to understand the effect of
the multiplication on H 2(0;M+

1 [Z]⊗Cε) it is sufficient to consider multiplication
by (t − λn(1+ ε)) on

C[Z]/(t − λn)⊗Cε ∼= C[Z]/(t − λn)⊕ εC[Z]/(t − λn).
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Since t −λn vanishes in this ring, multiplication by (t −λn(1+ ε)) is equivalent
to multiplication by −ελn on Cε ∼=C⊕εC. Therefore, its kernel and cokernel have
C-dimension 1, which proves dimC H 1(0;M+

λn(1+ε))= 1.
By symmetry the same argument yields dimC H 1(0;M−

λ−n(1−ε))= 1. �

Cup product and Bockstein homomorphism. Let A1, A2 and A3 be 0-modules.
The cup product of two cochains ci ∈ C1(0; Ai ), i = 1, 2 is the cochain c1` c2 ∈

C2(0; A1⊗ A2) defined by

(20) c1` c2(γ1, γ2) := c1(γ1)⊗ γ1c2(γ2).

Here A1⊗ A2 is a 0-module via the diagonal action.
It is possible to combine the cup product with any 0-invariant, bilinear map

b : A1⊗ A2→ A3. So we obtain a cup product

b` : C1(0; A1)⊗C1(0; A2)−→̀ C1(0; A1⊗ A2)
b
−→ C2(0; A3).

For details see [Brown 1994, V.3]. In what follows we are mainly interested in the
case where the bilinear form is simply the matrix multiplication, i.e.,

C⊗M±

λ±n →M±

λ±n or sla(C)⊗M+

λn →M+

λn .

Hence we will write simply “`” for such a cup product when no confusion can
arise.

Let b : A1⊗ A2→ A3 be bilinear and let τ : A2⊗ A1→ A1⊗ A2 be the twist
operator. Then for ci ∈ C1(0; Ai ), i = 1, 2, we define the cup product

b◦τ` : C1(0; A2)⊗C1(0; A1)→ C2(0; A3).

Again we are mainly interested in matrix multiplication and we will write simply
“τ`” for such a cup product when no confusion can arise.

Example 6.3. Let ca ∈ C1(0; sla(C)) and d ∈ C1(0;M+

λn ) be given. Then

ca ` d(γ1, γ2)= ca(γ1)γ1 d(γ2)= λ
nϕ(γ1)ca(γ1)α(γ1) d(γ2)β(γ1)

−1

and

d τ` ca(γ1, γ2)= γ1ca(γ2) d(γ1)= α(γ1)ca(γ2)α(γ1)
−1 d(γ1).

Remark 6.4. If za ∈ Z1(0; sla(C)) and d+ ∈ Z1(0;M+

λn ) are cocycles, then for
f : 0→M+

λn given by f (γ )= za(γ )d+(γ ) we have

δ f (γ1, γ2)+ za ` d+(γ1, γ2)+ d+ τ` za(γ1, γ2)= 0,

i.e., d+ τ` za ∼−za ` d in C2(0;M+

λn ).
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Lemma 6.5. Consider the nonsplit exact sequence of 0-modules

0→M±

λ±n
ε·
−→M±

λ±n(1±ε) −→M±

λ±n → 0.

Then the image of the cohomology class represented by d± (in H 1(0;M±

λ±n ))
under the Bockstein homomorphism is represented by the cup product d±`ϕ (in
H 2(0;M±

λ±n )).

Proof. In order to calculate the Bockstein homomorphism b : H 1(0;M+

λn )→

H 2(0;M+

λn ) we proceed as follows (according to the snake lemma): given a
cocycle d+ ∈ Z1(0;M+

λn ) we choose a cochain d̃+ ∈ C1(0;M+

λn(1+ε)) which
projects onto d+ and then we calculate δεd̃+ ∈ C2(0;M+

λn(1+ε)) where δε denotes
the coboundary operator of C∗(0;M+

λn(1+ε)). Since d+ is a cocycle we obtain
δεd̃+ = ε · z for a 2-cocycle z ∈ Z2(0;M+

λn ) which represents the image of the
Bockstein map. By abusing notation, we also denote the map constructed in this way
by b : Z1(0;M+

λn )→ Z2(0;M+

λn ), even if it is only well defined in cohomology. In
particular b(d+)∼ z. In order to calculate z∈ Z2(0;M+

λn )we choose d̃+=d++ε·0:

δεd̃+(γ1, γ2)= γ1d̃+(γ2)− d̃+(γ1γ2)+ d̃+(γ1)

= λnϕ(γ1)(1+ εϕ(γ1))α(γ1)d+(γ2)β(γ1)
−1
− d+(γ1γ2)+ d+(γ1)

= εϕ(γ1)γ1d+(γ2)= ε ·ϕ` d+(γ1, γ2).

Therefore, b(d+)∼ ϕ` d+. The calculation for b(d−)∼ ϕ` d− is similar. �

Corollary 6.6. Assume dimC H 1(0;M±

λ±n ) = 1, H 0(0;M±

λ±n ) = 0 and let d± ∈
Z1(0;M±

λ±n ) be not cohomologous to zero. Then dim H 1(0;M±

λ±n(1±ε))= 1 if and
only if the cup product ϕ` d± does not vanish in H 2(0;M±

λ±n ).

Proof. Consider the nonsplit exact sequence of 0-modules

0→M±

λ±n
ε·
−→M±

λ±n(1±ε)→M±

λ±n → 0

and the corresponding long exact sequence in cohomology:

(21) 0→H 1(0;M±

λ±n )
ε·
−→ H 1(0;M±

λ±n(1±ε))→H 1(0;M±

λ±n )
b
→ H 2(0;M±

λ±n ).

The lemma then follows from the sequence (21), as by Lemma 6.5 b(d±) ∼
ϕ` d± and dim H 1(0;M±

λ±n )= 1. �

Combining Proposition 6.1, Lemma 6.2, and Corollary 6.6, we deduce:

Corollary 6.7. Under the hypothesis of Theorem 1.4, the cup product ϕ` d± does
not vanish in H 2(0;M±

λ±n ).
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7. A not completely reducible representation ρ+

In this section we construct a ρ+ ∈ R(0,SLn(C)) that has the same character as ρλ
but is not completely reducible. We show that ρ+ is a smooth point of R(0,SLn(C))

and that it can be deformed to irreducible representations. This proves Theorem 1.4,
because the orbit by conjugation of ρ+ accumulates to ρλ.

Assume throughout this section that the hypotheses of Theorem 1.4 hold true.
Namely (using Corollary 4.7), 1±n

0 (λ±n) 6= 0 and λ±n is a simple root of 1±1 .
Recall we have fixed d+ ∈ Z1(0;M+

λn ), a cocycle not homologous to zero. Let

ρ+ =

(
Ida d+
0 Idb

)
ρλ.

By Lemma 5.5, ρ+ is not completely reducible, hence it is not conjugate to ρλ,
even if it has the same character. We shall prove that ρ+ is a regular point of
R(0,SLn(C)) and that the local dimension is dim SLn(C)+ n − 1 = n2

+ n − 2.
Then we will argue that the reducible representations around ρλ form a Zariski
closed algebraic set of dimension n2

+ n− 3, which will prove Theorem 1.4.
Let P+ =

(
∗ ∗
0 ∗
)
⊂ SLn(C) be the maximal parabolic subgroup that preserves

Ca
⊕ 0. Its Lie algebra is denoted by p+ ⊂ sln(C). We have two short exact

sequences of 0-modules via the action of Ad ρ+:

(22) 0→M+

λn → p+→ D→ 0,

where

(23) D = sla(C)⊕ slb(C)⊕C,

and

(24) 0→ p+→ sln(C)→M−

λ−n → 0.

We will use the corresponding long exact sequences in cohomology to compute
H 1(0; sln(C)Ad ρ+). The first step is the following lemma.

Lemma 7.1. H 0(0; p+)= 0.

Proof. The long exact sequence associated to (22) starts with

0= H 0(0;M+

λn )→ H 0(0; p+)→ H 0(0;D) b
−→ H 1(0;M+

λn ).

The group H 0(0;D)∼= C is generated by the invariant element
(
−b Ida 0

0 a Idb

)
∈ D0 .

A similar calculation as in the proof of Lemma 6.5 using the snake lemma gives
b
(
−b Ida 0

0 a Idb

)
∼ nd+. Therefore b : H 0(0;D)→ H 1(0;M+

λn ) is injective and
hence H 0(0; p+)= 0. �



336 MICHAEL HEUSENER AND JOAN PORTI

We continue the long exact sequence in cohomology associated to (22):

0→ C→ H 1(0;M+

λn )→ H 1(0; p+)→ H 1(0;D) b
−→ H 2(0;M+

λn ).

Since H i (0;M+

λn )∼= C for i = 1, 2 by Proposition 6.1, it shortens to

0→ H 1(0; p+)→ H 1(0;D) b
−→ H 2(0;M+

λn ).

Next we aim to compute b : H 1(0;D)→ H 2(0;M+

λn ). For this we use the
decomposition (23). Every element in H 1(0;D) is represented by a cocycle

(25) ϑ =

(
za 0
0 zb

)
+ zϕ

(
−b Ida 0

0 a Idb

)
where za ∈ Z1(0; sla(C)), zb ∈ Z1(0; slb(C)), and z ∈ C.

Lemma 7.2. For a cocycle ϑ ∈ Z1(0;D) as in (25),

b(ϑ)∼ za ` d++ d+` zb+ znd+`ϕ.

Proof. As in Lemma 6.5 we compute b(ϑ) by using the snake lemma. Namely,
let δ+ be the coboundary operator of C∗(0; p+), and let ϑ̃ ∈ C1(0; p+) be the
composition of ϑ with the inclusion D ↪→ p+. Then

δ+ϑ̃(γ1, γ2)=

(
0 −γ1za(γ2)d+(γ1)+ d+(γ1)γ1zb(γ2)+ znd+(γ1)ϕ(γ2)

0 0

)
and hence b(ϑ)∼−d+ τ` za + d+` zb+ znd+`ϕ.

Finally, Remark 6.4 proves the lemma. �

Since ϕ` d± is not cohomologous to zero (Corollary 6.7) and H 2(0;M+

λn )∼=C

(Proposition 6.1), we deduce:

Corollary 7.3. The cohomology group H 1(0; p+)∼= Cn−2 is naturally identified to
the kernel of the rank one map:

H 1(0;D)∼= H 1(0; sla(C))⊕ H 1(0; slb(C))⊕C b
→ H 2(0;M+

λn )∼= C.

Next we consider the long exact sequence corresponding to (24):

(26) 0→ H 1(0; p+)→ H 1(0; sln(C)Ad ρ+)→ H 1(0;M−

λ−n ).

Hence

(27) dim H 1(0; sln(C)Ad ρ+)≤ dim H 1(0; p+)+ dim H 1(0;M−

λ−n )

= n− 2+ 1= n− 1.
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On the other hand we apply Poincaré duality to the long exact sequence of the pair
(X, ∂X) (see (13)) and we obtain as in Equation (14):

(28) dim H 1(∂X; sln(C)Ad ρ+)≤ 2 dim H 1(0; sln(C)Ad ρ+)≤ 2(n− 1).

Proposition 7.4. ρ+ is a regular point of R(0,SLn(C)) of dimension n2
+ n− 2.

Proof. The dimension inequality of Lemma 3.2 and the inequality (28) yield
dim H 1(0; sln(C)Ad ρ+)= n− 1, and we apply Proposition 3.3. �

Before proving that the irreducible component of R(0,SLn(C)) containing ρ+

also contains irreducible representations, we need a remark and two lemmas.

Remark 7.5. It follows from the proof of Proposition 7.4 that inequalities (27)
and (28) are equalities, therefore (26) becomes a short exact sequence:

0→ H 1(0; p+)→ H 1(0; sln(C)Ad ρ+)→ H 1(0;M−

λ−n )→ 0.

Lemma 7.6. The representation ρ+ is a smooth point of R(0, P+).

Proof. The key tool here is the vanishing of Goldman’s obstructions [1984] to
integrability, which relies on the naturality of these obstructions and the vanishing
for sln(C). (In our proof of Proposition 7.4 this vanishing is also used implicitly,
since our Proposition 3.3 is taken from [Heusener and Medjerab 2014], where the
vanishing is invoked.)

By Remark 7.5, the long exact sequence in cohomology associated to (24) yields
an injection

0→ H 2(0; p+)→ H 2(0; sln(C)Ad ρ+).

Now Goldman’s obstructions to integrability are natural for the inclusion p+→

sln(C). In addition, the obstructions of a cocycle in p+ remain in p+, because
p+→ sln(C) is a subalgebra (closed under the Lie bracket) and a 0-submodule of
sln(C). Since ρ+ is a smooth point of R(0,SLn(C)), for any cocycle in Z1(0; p+)

the infinite sequence of obstructions to integrability in H 2(0; sln(C)Ad ρ+) vanish,
so the infinite sequence of obstructions to integrability in H 2(0; p+) also vanish.
This establishes that any infinitesimal deformation is formally integrable and it
follows from Artin’s theorem [1968] that it is actually integrable, which proves the
lemma. �

Let 1≤ k ≤ n and let Rk ⊂ R(0,SLn(C)) denote the subset of representations ρ
such that ρ(0) preserves a k-dimensional subspace of Cn .

Lemma 7.7. For all 1≤ k ≤ n, the subset Rk ⊂ R(0,SLn(C)) is Zariski-closed.

Proof. The assertion is clear for k = n since Rn = R(0,SLn(C)). Hence suppose
that 1≤ k<n and let P(k)⊂SLn(C) denote the parabolic subgroup which preserves
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Ck
× {0} ⊂ Cn . The set R(0, P(k)) ⊂ R(0,SLn(C)) is Zariski-closed since it is

given by a finite number of equations. Moreover, we have

Rk = SLn(C) · R(0, P(k))= SLn(C)/P(k) · R(0, P(k))

since P(k) preserves R(0, P(k)). Finally, Rk is Zariski-closed since the quotient
SLn(C)/P(k) is complete (see [Humphreys 1995, §0.15]). �

Lemma 7.8. The unique proper invariant subspace of ρ+(0) is Ca
×{0}.

Proof. We compute the possible nonzero invariant subspaces of ρ+(0) by taking a
nonzero vector v ∈ Cn and considering the linear span of its orbit 〈ρ+(0)v〉. When
v ∈ Ca

×{0}, then 〈ρ+(0)v〉 = Ca
×{0} because α is irreducible. So we assume

that the projection of v to the quotient Cn/Ca
×{0} does not vanish, and since β is

irreducible, the projection of the linear span 〈ρ+(0)v〉 is the whole Cn/Ca
×{0}. In

particular the dimension of 〈ρ+(0)v〉 is at least b. Notice that dimC〈ρ
+(0)v〉 = b

cannot occur, because this would yield a direct sum Cn
= Ca

× {0} ⊕ 〈ρ+(0)v〉;
by Lemma 5.5 this would contradict the choice of ρ+ and the nontriviality of the
cohomology class of d+. Therefore dimC〈ρ

+(0)v〉> b, so that 〈ρ+(0)v〉 contains
at least a nontrivial vector in Ca

×{0} (the kernel of the projection). Irreducibility
of α gives now 〈ρ+(0)v〉 = Cn . �

Let S be the component of R(0,SLn(C)) that contains ρ+. In particular, dim S=
n2
+ n− 2.

Proposition 7.9. S contains irreducible representations.

Proof. We prove the proposition by contradiction, hence assume that there is a
Zariski neighborhood U ⊂ S ⊂ R(0,SL2(C)) of ρ+ so that all representations in
U are reducible. By Lemmas 7.7 and 7.8, the choice of the U can be made so that
the representations in U have only an a-dimensional invariant subspace.

In particular every representation in U is conjugate to a representation in P+ =
P(a). Therefore given any Zariski neighborhood U+ ⊂ R(0, P+) of ρ+, U can
be chosen so that every representation in U is conjugate to a representation in U+.
As ρ+ is a smooth point of R(0, P+) by Lemma 7.6, ρ+ is contained in a single
irreducible component S+ of R(0, P+), and we may chose U+ ⊂ S+. This yields
the inclusion

U ⊂ SLn(C) ·U+ ⊂ SLn(C) · S+.

Now we reach the contradiction by computing dimensions. Using that P+ stabilizes
S+ we get

dim U ≤ dim(SLn(C) · S+)≤ dim(SLn(C)/P+)+ dim S+,

where dim(SLn(C)/P+)= n2
− 1− dim p+, and

dim S+ = dim H 1(0; p+)+ dim p+− dim H 0(0; p+)= n− 2+ dim p+− 0.
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This yields dim U ≤ n2
+ n− 3, contradicting Proposition 7.4, which asserts that

dim U = dim S = n2
+ n− 2. �

8. The neighborhood of χλ

The aim of this section is to prove Theorem 1.5, i.e., we determine the local structure
of the character variety X (0,SLn(C)) at χλ, the character of the representation ρλ
given by (1). For this purpose we will identify the quadratic cone of X (0,SLn(C))

at χλ by means of algebraic obstructions to integrability. Moreover, we will describe
these obstructions geometrically.

Before discussing the components of the variety of characters, we need to discuss
the components of the variety of representations. In Section 7 we have constructed
S a component of R(0,SLn(C)) of dimension n2

+ n − 2 that contains ρ+ and
irreducible representations (Propositions 7.4 and 7.9).

Next we discuss a component of reducible representations. The representation
variety R(0,SLn(C)) contains

R(0,SLa(C))× R(0,SLb(C))× R(0,C∗)

where the inclusion is given by

(α′, β ′, λ′) 7→ ((λ′)bϕ ⊗α′)⊕ ((λ′)−aϕ)⊗β ′).

Our hypothesis on infinitesimal regularity implies that α ∈ R(0,SLa(C)) and
β ∈ R(0,SLb(C)) are smooth points which are contained in unique components
Vα ⊂ R(0,SLa(C)) and Vβ ⊂ R(0,SLb(C)) respectively. Hence we obtain an
embedding

Vα × Vβ × R(0,C∗) ↪→ R(0,SLn(C)).

Lemma 8.1. There exists a unique component T of R(0,SLn(C)) that contains

Vα × Vβ × R(0,C∗).

Moreover, we have dim T = n2
+ n− 3.

Proof. By the hypothesis of Theorem 1.5 we have 1α⊗β
∗

0 (λn) 6= 0 and λn is a
simple root of 1α⊗β

∗

1 (t). Hence for all λ′ 6= λ which are sufficiently close to λ
we have 1α⊗β

∗

q ((λ′)n) 6= 0 for q = 0, 1. Hence, by the argument in the proof of
Proposition 6.1 we obtain Hq(0;M±

(λ′)±n )= 0 for q = 0, 1.
Now consider the representation

ρλ′ = ((λ
′)bϕ ⊗α)⊕ ((λ′)−aϕ

⊗β) ∈ Vα × Vβ × R(0,C∗)

and the corresponding decomposition of sln(C)Ad ρλ′ as 0-module:

sln(C)Ad ρλ′ = sla(C)Adα ⊕ slb(C)Adβ ⊕C⊕M+

(λ′)n ⊕M−

(λ′)−n .
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Hence

dim Z1(0; sln(C)Ad ρλ′ )= dim H 1(0; sln(C)Ad ρλ′ )+ dim B1(0; sln(C)Ad ρλ′ )

= a− 1+ b− 1+ 1+ n2
− 1− 1= n2

+ n− 3.

On the other hand, for the SLn(C)-orbit of Vα × Vβ × R(0,C∗) we have:

SLn(C) · (Vα × Vβ × R(0,C∗))= SLn(C)/P+ · (U+ · Vα × Vβ × R(0,C∗))

where U+=
{( ida X

0 idb

) ∣∣ X ∈M+

(λ′)n

}
. Now the action of U+ on Vα×Vβ×R(0,C∗)

is generically free since H 0(0;M+

(λ′)n )= 0 and hence

dim SLn(C) · (Vα × Vβ × R(0,C∗))≥ ab+ ab+ a2
+ a− 2+ b2

+ b− 2+ 1

= n2
+ n− 3.

Therefore, ρλ′ is a smooth point of R(0,SLn(C)) which is contained in a unique
n2
+ n − 3-dimensional component T . Note that T is the Zariski closure of the

orbit SLn(C) · (Vα × Vβ × R(0,C∗)). �

Let Y and Z denote the components of the character variety that contain the
characters of S and T respectively. We have dim Y = dim S− dim SLn(C)= n− 1.
In addition dim Z ≥ a−1+b−1+1= n−1 since T contains Vα×Vβ× R(0,C∗).
Notice that the generic dimension of the orbit of (α′, β ′, λ′) ∈ Vα × Vβ × R(0,C∗)

is n2
− 2. Hence, dim Z ≤ dim T − (n2

− 2) = n− 1. Hence dim Z = n− 1 and
dim T = n2

+ n− 3.
Let Zα ⊂ X (0,SLa(C)) and Zβ ⊂ X (0,SLb(C)) denote the irreducible compo-

nents that contain the respective projections of Vα and Vβ . We have a commutative
diagram

Vα × Vβ × R(0,C∗) −−−→ T ⊂ R(0,SLn(C))y y
Zα × Zβ ×C∗ −−−→ Z ⊂ X (0,SLn(C))

The top row is injective but not the bottom one, as conjugation can realize permuta-
tions of rows and columns. In general those permutations are difficult to describe,
but if we restrict to irreducible characters, this is simpler.

Lemma 8.2. There exists a Zariski dense subset Z̊ ⊂ Z such that:

– If Zα 6= Zβ (in particular if a 6= b), then Z̊ ∼= Z irr
α × Z irr

β ×C∗.

– If Zα = Zβ , then Z̊ ∼= Z irr
α × Z irr

β × C∗/∼, where the relation is defined by
(χa, χb, λ)∼ (χb, χa, λ

−1), for (χa, χb, λ) ∈ Z irr
α × Z irr

β ×C∗.

Here Z irr
α denotes the set of irreducible characters in Zα . We use similar notation

for other components of characters and representations.
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Proof. Recall from the proof of Lemma 8.1 that T is the Zariski closure of the
orbit SLn(C) · (Vα × Vβ × R(0,C∗)). As V irr

α and V irr
β are dense in Vα and Vβ ,

SLn(C) · (V irr
α × V irr

β × R(0,C∗)) is dense in T . Its projection Z̊ to Z is the image
of Z irr

α × Z irr
β ×C∗, which is Zariski dense. To determine this image, we use that

each point in X (0,SLn(C)) is the character of a semisimple representation, unique
up to conjugation [Lubotzky and Magid 1985]. This uniqueness implies that for
Zα 6= Zβ this is an injective map, and for Zα = Zβ we quotient by the permutation
of components, with the corresponding transformation for λ. �

Remark 8.3. When a = b = 1, then Zα = Zβ consists of a single point and Z is
the quotient of C∗ by the involution λ 7→ 1/λ. Hence Z ∼= C and it is the variety of
abelian characters in SL2(C). The ring of functions invariant by this involution is
generated by λ+ 1/λ, i.e., the trace of a diagonal matrix with eigenvalues λ and
1/λ (corresponding to the character evaluated at a meridian).

We aim to show that S and T are the only components that contain ρλ. For this
purpose we consider the quadratic cone Q(ρλ) which is defined by the vanishing
of an obstruction to integrability of 1-cocycles. Let

[.` .] : H 1(0; sln(C)Ad ρλ)⊗ H 1(0; sln(C)Ad ρλ)→ H 2(0; sln(C)Ad ρλ)

denote the cup bracket, which is the combination of the cup product with the Lie
bracket sln(C)⊗sln(C) [ . , . ]−−→sln(C). The quadratic cone Q(ρλ)⊂Z1(0;sln(C)Ad ρλ)

is defined by

Q(ρλ)= {ϑ ∈ Z1(0; sln(C)Ad ρλ) | [ϑ `ϑ] ∼ 0}.

Goldman [1984] showed that if ϑ ∈ Z1(0; sln(C)Ad ρλ) is integrable then the cup
bracket [ϑ `ϑ] is a coboundary. In what follows we will compute the projections
of this obstruction, for the projections

pr± : H
2(0; sln(C)Ad ρλ)→ H 2(0;M±

λ±n ).

Here we use the decomposition of 0-modules:

sln(C)Ad ρλ = D⊕M+

λn ⊕M−

λ−n = sla(C)⊕ slb(C)⊕C⊕M+

λn ⊕M−

λ−n .

Recall that 0 acts of sln(C), sla(C) and slb(C) via the adjoint representation Ad ρλ,
Adα and Adβ respectively. For the rest of this section we will understand these mod-
ules with this action. Recall also that, by the hypotheses of Theorem 1.5,1+0 (λ

n) 6=0
and λn is a simple root of 1+1 . By Proposition 6.1 we have dim H 1(0;M±

λ±n )= 1
and we fix d± ∈ Z1(0;M±

λ±n ) which represent nontrivial cohomology classes.
Every element in H 1(0; sln(C)) is represented by a cocycle

(29) ϑ =

(
za u+d+

u−d− zb

)
+ zϕ

(
−b Ida 0

0 a Idb

)
,
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where za ∈ Z1(0; sla(C)), zb ∈ Z1(0; slb(C)) and u±, z ∈ C.

Lemma 8.4. For ϑ ∈ Z1(0; sln(C)) as in (29) we have

pr+[ϑ `ϑ] ∼ 2u+(za ` d++ d+` zb+ znd+`ϕ),

pr−[ϑ `ϑ] ∼ 2u−(d−` za + zb` d−− znd−`ϕ),

where ∼ denotes being cohomologous.

Proof. The lemma follows from Remark 6.4 and a direct calculation of

[ϑ `ϑ](γ1, γ2)= [ϑ(γ1), γ1ϑ(γ2)]. �

In order to understand the cup products appearing in Lemma 8.4 we introduce the
complex number l±(za, zb) ∈ C. Consider a one-parameter analytical deformation
s 7→ αs⊕βs of α⊕β in Vα×Vβ tangent to (za, zb). Notice that the coefficients of
the twisted Alexander polynomial 1αs⊗β

∗
s

1 depend analytically on s. By the implicit
function theorem and since λn is a simple root of 1α⊗β

∗

1 , there is an analytical path
s 7→ r+s of roots of 1αs⊗β

∗
s

1 with r+0 = λ
n . Similarly there is a path s 7→ r−s of roots

of 1βs⊗α
∗
s

1 with r−0 = λ
−n . We define

l±(za, zb)=
d
ds

∣∣∣∣
s=0

log r±s .

Lemma 8.5. The following relations hold in Z1(0;M±

λ±n ):

za ` d++ d+` zb ∼−l+(za, zb)d+`ϕ,

d−` za + zb` d− ∼−l−(za, zb)d−`ϕ.

Proof. We know that za ` d+ + d+` zb is cohomologous to xd+`ϕ for some
x ∈C, as H 2(0;M+

λ )
∼=C and d+`ϕ 6∼ 0 (see Proposition 6.1 and Corollary 6.7).

Hence by Lemma 7.2 the cocycle

ζ =

(
za 0
0 zb

)
+

x
n
ϕ

(
−b Ida 0

0 a Idb

)
∈ Z1(0;D)

satisfies b(ζ )∼ 0 where b : H 1(0;D) b
−→ H 2(0;M+

λn ) is the Bockstein operator of
the exact cohomology sequence associated to (22).

Furthermore, by Corollary 7.3 ζ is cohomologous to the restriction of a cocycle
ζ+ ∈ Z1(0; p+). As ρ+ is a smooth point of R(0, P+) (Lemma 7.6), we may
consider a path s 7→ ρs in R(0, P+) tangent to ζ+ at ρ+, which we write as

ρs =

(
1 ds

0 1

)(
αsλ

bϕ
s 0

0 βsλ
−aϕ
s

)
.
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In particular, by the definition of ζ we have that s 7→ αs is a deformation of α
tangent to za , s 7→βs is a deformation of β tangent to zb, and λs =λ(1− x

n s+o(s2)).
By semicontinuity ds is a cocycle not cohomologous to zero because d0= d+, hence
by Lemma 5.3 we obtain 1αs⊗β

∗
s

1 (λn
s )= 0. Therefore, as

−
x
n
=
λ′0

λ0
=

d
ds

∣∣∣∣
s=0

log λs,

x equals minus the derivative of the logarithm of the root of 1αs⊗β
∗
s

1 . �

Lemmas 8.4 and 8.5 give:

Corollary 8.6. For ϑ ∈ Z1(0; sln(C)) as in (29):

pr±[ϑ `ϑ] ∼ 2u±(−l±(za, zb)± zn)d±`ϕ.

Since 1αs⊗β
∗
s

1 (t)=1βs⊗α
∗
s

1 (1/t) by Corollary 4.7,

l+(za, zb)=−l−(za, zb).

Hence the vanishing of the obstructions to integrability of Corollary 8.6 is equivalent
to

(30) u+(−l+(za, zb)+ zn)= 0 and u−(−l+(za, zb)+ zn)= 0.

Since As z can be interpreted as the derivative of the logarithm of λ, we view

−l+(za, zb)+ zn

as the derivative of the difference between the logarithm of the root of the Alexander
polynomial and the logarithm of λn .

Recall that by (29) every cocycle ϑ ∈ Z1(0; sln(C)) is of the form

(31) ϑ =

(
za u+d++ b+

u−d−+ b− zb

)
+ zϕ

(
−b Ida 0

0 a Idb

)
,

where za ∈ Z1(0; sla(C)) and zb ∈ Z1(0; slb(C)) are cocycles, u±, z ∈ C, and
b± ∈ B1(0;M±

λ±n ) are coboundaries. Notice that this formula differs from (29)
because here the coboundaries are also considered.

Proposition 8.7. The Zariski tangent spaces at ρλ are

TρλS = {ϑ ∈ Z1(0; sln(C)) | −l+(za, zb)+ zn = 0},

TρλT = {ϑ ∈ Z1(0; sln(C)) | u+ = u− = 0},

using the notation of (31) for a cocycle ϑ ∈ Z1(0; sln(C)). In particular S and T
are smooth and transverse at ρλ.
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Proof. First at all, notice that u+ is not identically zero on TρλS, by considering the
tangent vector to the path

s 7→
(

1 sd+
0 1

)
ρλ.

Then (30) implies−l+(za, zb)+zn=0 on TρλS. Furthermore, we know that dim S=
n2
+n−2 and, by (17) and Proposition 6.1, the dimension of Z1(0; sln(C)Ad ρλ) is

n2
+ n− 1. This shows the equality for TρλS and proves that ρλ is a smooth point

of S.
We follow the same lines to prove the equality for TρλT . Notice that−l+(za, zb)+

zn is not identically zero on TρλT , by considering deformations of λ that keep α
and β constant. Hence u+ = u− = 0 on TρλT . Moreover, dim T = n2

+ n− 3. �

We next compute the tangent space to character varieties at χλ. Since the
representation ρλ is completely reducible, its orbit by conjugation is closed, hence
we can apply Luna’s slice theorem as in [Ben Abdelghani 2002] or [Heusener and
Porti 2005, Section 9]. As a consequence of the slice theorem, since the centralizer
of ρλ is C∗:

Tχλ X (0,SLn(C))∼= T0
(
H 1(0; sln(C)) //C∗

)
.

The action of C∗ can be seen on the coordinates u±: an element ς ∈ C∗ maps u±
to ς±nu±. Hence we define a new coordinate

u = u+u−

and the obstructions (30) become

(32) u(−l+(za, zb)+ zn)= 0.

Notice that even if za and zb are cocycles, the logarithmic derivative −l+(za, zb)

only depends on the cohomology class of (za, zb) in H 1(0; sla(C)⊕slb(C)). Also,
z is the scalar that describes a cohomology class zϕ ∈ H 1(0;C)= Z1(0;C)∼= C.
Similarly for u± ∈C and the cohomology class u±[d±] ∈ H 1(0;M±

λ±n )∼=C. Thus
we have the following:

Remark 8.8. The obstruction in (32) is well defined in H 1(0; sln(C)) //C∗.

Corollary 8.9. The Zariski tangent spaces to Y and Z are:

TχλY = {[ϑ] ∈ Tρλ X (0,SLn(C)) | −l+(za, zb)+ zn = 0},

Tχλ Z = {[ϑ] ∈ Tρλ X (0,SLn(C)) | u = 0}.

In particular Y and Z are smooth and transverse at χλ.

Proof. The proof is similar to that of Proposition 8.7: we need to show that u does
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not vanish on the Zariski tangent space to Y and −l+(za, zb)+ zn does not vanish
on the Zariski tangent space to Z . For the first assertion, we start with the cocycle

ϑ =

(
0 d+

d− 0

)
∈ Z1(0; sln(C)).

Following the notation of (31), since za , zb and z vanish for ϑ , Proposition 8.7
implies that ϑ ∈ TρλS. In particular the projection of its cohomology class ϑ in
H 1(0; sln(C)) // C∗ is a vector tangent to Y for which u 6= 0. The proof that
−l+(za, zb)+ zn is not identically zero on Tχλ Z is the same as in Proposition 8.7.
Then one concludes by using the dimension estimates. �

Notice that Corollary 8.9 and the computations of dimensions yield that χλ is a
smooth point of both Y and Z , and that Y and Z intersect transversally at χλ. In
particular their intersection is a variety of dimension n− 2. Since characters in this
intersection must satisfy the condition on Alexander polynomials, we have:

Corollary 8.10. There is a neighborhood χλ ∈U ⊂ X (0,SLn(C)) such that

(Y t Z)∩U =
{
(χα′, χβ ′, λ

′) ∈ Z ∩U
∣∣1α′⊗(β ′)∗1

(
(λ′)n

)
= 0

}
.

9. An example

Let K ⊂ S3 be the trefoil knot and 0 = π1(S3
\N (K )). We use the presentation

0 ∼= 〈x, y | x2
= y3
〉,

in particular the center is the cyclic group generated by z = x2
= y3. The abelian-

ization map ϕ : 0→ Z satisfies ϕ(x)= 3, ϕ(y)= 2 and a meridian of the trefoil is
given by m = xy−1.

Lemma 9.1. Every irreducible representation in R(0,SL2(C)) is conjugate to αs ,
where

(33) αs(x)=
(

i 0
s −i

)
and αs(y)=

(
η η̄− η

0 η̄

)
,

for a unique s ∈ C and for η ∈ C a primitive sixth root of unity. Moreover, αs is
irreducible if and only if s 6= 0, 2i .

Proof. Let α :0→SL2(C) be an irreducible representation. Then by Schur’s lemma
α(x2)= α(y3) lies in the center {± id2} of SL2(C). If we had α(x)2 = id2, then we
would get α(x)=± id2 and α would be reducible, hence α(x)2 = α(y3)=− id2.
Furthermore, as α(y) 6= − id2, the eigenvalues of α(y) are primitive sixth roots of
unity. The eigenspaces of α(x) and α(y) determine four points in P1. These four
points are distinct since α is irreducible and by conjugation we can assume that
Eα(x)(−i)= [0 : 1] is the point at infinity, Eα(y)(η)= [1 : 0] and Eα(y)(η̄)= [1 : 1].
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The last eigenspace Eα(x)(−i)= [2i : s] = [1 : −is/2] determines the representation
α up to conjugation. Hence there exists s ∈ C such that α is conjugate to αs .
Moreover, the eigenspace Eαs(x)(−i) coincides with an eigenspace of αs(y) if and
only if s ∈ {0, 2i}. �

For any representation α ∈ R(0,SL2(C)) we consider the induced action on C2,
as well as the action α⊗ tϕ on C2

[t±1
]. We aim to compute the twisted Alexander

polynomials 1α0 and 1α1 , the orders for the homology of α ⊗ tϕ . The quotient
1
αs
1 /1

αs
0 has been calculated in a different way in [Kitano and Morifuji 2012,

Example 4.3].

Lemma 9.2. For any irreducible α ∈ R(0,SL2(C)), we have

1α0
.
= 1 and 1α1

.
= t2
+ 1.

Proof. First, we have 1α0
.
= 1 since α is irreducible and dim C2 > 1 (see (4) in the

proof of Lemma 2.7).
In order to calculate 1α1 we will use the amalgamated product structure of 0

0 ∼= 〈x〉 ∗〈z〉 〈y〉

and the corresponding Mayer–Vietoris exact sequence in group homology [Brown
1994, VII.9]. We start computing some of the terms. Since 〈z〉 ∼= Z, the groups
Hq(〈z〉,C2

[t±1
]α⊗tϕ ) are the homology groups of the complex

0→ C2
[t±1
]

z−1
−−→ C2

[t±1
] → 0.

Hence a presentation matrix of H0(〈z〉,C2
[t±1
]α⊗tϕ ) is(

−t6
− 1 0

0 −t6
− 1

)
.

The presentation matrices for H0(〈x〉,C2
[t±1
]α⊗tϕ ) and H0(〈y〉,C2

[t±1
]α⊗tϕ ) are

similarly given by (respectively)(
i t3
− 1 0
0 −i t3

− 1

)
and

(
e
π i
3 t2
− 1 0

0 e
−π i

3 t2
− 1

)
.

Since H0(〈x〉,C2
[t±1
]α⊗tϕ ) and H0(〈y〉,C2

[t±1
]α⊗tϕ ) are torsion modules it fol-

lows that H1(〈x〉,C2
[t±1
]α⊗tϕ )∼= H1(〈y〉,C2

[t±1
]α⊗tϕ )=0. Hence Mayer–Vietoris

gives a short exact sequence

0→ H1(0;C
2
[t±1
]α⊗tϕ )→ H0(〈z〉,C2

[t±1
]α⊗tϕ )→

H0(〈x〉,C2
[t±1
]α⊗tϕ )⊕ H0(〈y〉,C2

[t±1
]α⊗tϕ )→ 0.
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Using this sequence and the presentation matrices we obtain

1α1 =
(t6
+ 1)2

(t3+ i)(t3− i)
(
t2− e

π i
3
)(

t2− e
−π i

3
) = t2

+ 1. �

It follows that Theorems 1.4 and 1.5 apply for α irreducible and λ ∈C satisfying
λ6
=−1. Namely Theorem 1.4 yields:

Corollary 9.3. When α ∈ R(0,SL2(C)) is irreducible and λ6
=−1,

(λϕ ⊗α)⊕ (λ−2ϕ
⊗ 1) : 0→ SL3(C)

can be deformed to irreducible representations.

To illustrate Theorem 1.5, we discuss next the variety of characters.

Varieties of characters. The variety of characters X (0,SL2(C)) has two compo-
nents, the abelian one and the one that contains irreducible representations, denoted
by X0(0,SL2(C)). Let χs ∈ X0(0,SL2(C)) denote the character of αs defined
in (33). The following is well known but we provide a proof for completeness and
because it is quite straightforward from Lemma 9.1.

Lemma 9.4. The map s 7→ χs defines an isomorphism C∼= X0(0,SL2(C)).

Proof. Using Lemma 9.1, the regular map f : C → X0(0,SL2(C)) given by
f (s)=χs restricts to a bijection between {s ∈C | s 6= 0, 2i} and the set of characters
of irreducible representations X irr

⊂ X0(0,SL2(C)). A direct calculation gives for
the meridian m = xy−1 that χs(m)= i η̄+ s(η̄− η) is a linear function in s. Hence
there exists a regular map g : X0(0,SL2(C))→ C such that g ◦ f = idC. Since the
image of f contains X irr, f ◦ g ◦ f = f implies

f ◦ g|X irr = idX irr .

Both f and g are regular morphisms (defined on the whole variety, not only on an
open subset), hence density yields:

f ◦ g = idX0(0,SL2(C))

establishing the isomorphism. �

For any λ ∈ C∗ the map α 7→ (λϕ ⊗α)⊕ (λ−2ϕ
⊗ 1) induces an embedding

iλ : X0(0,SL2(C))→ X (0,SL3(C)).

Let Xλ = iλ(X0(0,SL2(C))) denote its image, that consists of characters of re-
ducible representations. We know that when λ6

= −1, Xλ is contained in a two
dimensional component that contains irreducible characters. Before describing the
global structure of X (0,SL3(C)), we discuss the incidence between the Xλ when
λ6
=−1.
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Let σ̃ : R(0,SL2(C))→ R(0,SL2(C)) be the involution such that

σ̃ (α)(x)=−α(x) and σ̃ (α)(y)= α(y),

for every α ∈ R(0,SL2(C)), namely σ̃ (α)= (−1)ϕ ⊗α. Denote by σ the induced
involution on X0(0,SL2(C)). A straightforward computation gives

σ̃ (α) 7→ (λϕ ⊗ σ̃ (α))⊕ (λ−2ϕ
⊗ 1)= ((−λ)ϕ ⊗α)⊕ (λ−2ϕ

⊗ 1)

and hence iλ◦σ = i−λ. It follows that Xλ= X−λ. Notice also that σ̃ (αs) is conjugate
to α2i−s .

Lemma 9.5. For λ 6= ±λ′ satisfying λ6
= (λ′)6 = −1, Xλ and Xλ′ intersect at a

single point iλ(χs), with s ∈ {0, 2i}. In particular Xλ ∩ Xλ′ is the character of a
diagonal representation.

This gives a configuration of three lines Xeπ i/6 , X i , Xe5π i/6 , that intersect pairwise
at one point. We shall prove that there is a single component of X (0,SL3(C)) that
contains irreducible representations, and we shall describe how the three lines meet
in this component.

Irreducible characters in X (0,SL3(C)). Let ρ ∈ R(0,SL3(C)) be an irreducible
representation. We denote ρ(x)= A and ρ(y)= B. The matrix A2

= B3 is a central
element of SL3(C) because ρ is irreducible. The center of SL3(C) consists of three
diagonal matrices {id3, ω id3, ω

2 id3}, where ω2
+ω+ 1= 0.

Lemma 9.6. A2
= B3

= id3.

Proof. We need to exclude the cases A2
= B3

= ω id3 or equal to ω2 id3. Seeking
a contradiction, assume A2

= B3
= ω id3. The equality A2

= ω id3 implies that
one eigenvalue of A has multiplicity at least two. Of course multiplicity three
is not compatible with irreducibility, thus A has a two-dimensional eigenspace.
On the other hand, B3

− ω id3 = 0 combined with det(B) = 1 yields that the
minimal polynomial of B has also degree two. Hence B has also a two dimensional
eigenspace. The intersection of the two dimensional eigenspaces of A and B is a
proper invariant subspace, contradicting irreducibility. The same argument applies
to A2

= B3
= ω2 id3. �

By the discussion in the proof of the previous lemma, the minimal polynomial
of A is A2

− id3 = 0 and the minimal polynomial of B is B3
− id3 = 0. Therefore,

the matrices A and B are conjugate to

A ∼

1
−1
−1

 and B ∼

1
ω

ω2

 ,



KNOT GROUP REPRESENTATIONS AND TWISTED ALEXANDER POLYNOMIALS 349

where ω2
+ ω + 1 = 0. The corresponding eigenspaces are the plane E A(−1)

and the lines E A(1), EB(1), EB(ω) and EB(ω
2). The eigenspaces determine the

representation, as they determine the matrices A and B, that have fixed eigenvalues.
Of course E A(1)∩ E A(−1)= 0 and EB(1), EB(ω) and EB(ω

2) are also in general
position. Since ρ is irreducible, the five eigenspaces are in general position. For
instance E A(1) ∩ (EB(1)⊕ EB(ω)) = 0, because otherwise EB(1)⊕ EB(ω) =

E A(1)⊕ (E A(−1)∩ (EB(1)⊕ EB(ω))) would be a proper invariant subspace.
In order to parametrize the conjugacy classes of the irreducible representations,

we fix some normalizations of those eigenspaces. The invariant lines correspond
to fixed points in the projective plane P2. The first normalization is that E A(−1)
corresponds to the line at infinity, so that the 4 invariant lines are points in the
affine plane C2 in general position. We further fix the three fixed points of B,
corresponding to an affine frame. Then the fourth point (the line E A(1)) is a point
in C2 that does not lie in the affine lines spanned by any two of the fixed points
of B. This gives rise to the subvariety {ρs,t ∈ R(0,SL3(C)) | (s, t) ∈ C2

}, where
the representation ρs,t is given by

(34) ρs,t(x)=

1 0 0
s −1 0
t 0 −1

 and ρs,t(y)=

1 ω− 1 ω2
− 1

0 ω 0
0 0 ω2

 .
Here ω is a primitive third root of unity, i.e., ω2

+ω+1= 0. The eigenspaces of B
determine points of P2:

EB(1)= [1 : 0 : 0], EB(ω)= [1 : 1 : 0] and EB(ω
2)= [1 : 0 : 1].

The eigenspaces of A determine a projective line (at infinity) and a point:

E A(−1)= 〈[0 : 1 : 0], [0 : 0 : 1]〉 and E A(1)= [2 : s : t].

Lemma 9.7. For (s, t) ∈C2, the representation ρs,t is reducible if and only if s = 0,
t = 0, or s+ t = 2.

Proof. The representation ρs,t is constructed so that the points in P2 fixed by
B = ρs,t(x) and the line E A(−1)⊂ P2 are fixed. So ρs,t is reducible if and only if
the projective point E A(1) belongs to one of the lines spanned by two of the fixed
points of B. This condition is equivalent to one of the three equations s = 0, t = 0
or s+ t = 2, one for each line. �

It follows from the proof that, when E A(1) equals one of the fixed projective
points of B, then A preserves also the two lines through that point that are B-
invariant. More precisely, we have:

Remark 9.8. If two of the equations {s = 0}, {t = 0} and {s + t = 2} hold true,
then ρs,t preserves a complete flag in C3 and therefore it is conjugate to an upper
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triangular representation. Notice that it has the same character as a diagonal
representation.

Lemma 9.9. Let Rirr
⊂ R(0,SL3(C)) denote the subset of irreducible represen-

tations. Then the Zariski closure Rirr ⊂ R(0,SL3(C)) is an irreducible affine
variety.

Proof. The variety C2
× SL3(C) is irreducible and the map κ : C2

× SL3(C)→

R(0,SL3(C)) given by κ(s, t, D) = Dρs,t D−1 is a regular map. The image of κ
contains the irreducible representations and every representation in the image of κ
is the limit of irreducible representations. Hence

Rirr
⊂ κ

(
C2
×SL3(C)

)
⊂ Rirr

and κ
(
C2×SL3(C)

)
= Rirr follows. Now the assertion of the lemma follows since

the closure of the image of an irreducible variety under a regular map is irreducible.
�

Theorem 9.10. The GIT quotient X = Rirr //SL(3,C) is isomorphic to C2. More-
over, the Zariski-open subset Rirr is SL(3,C)-invariant and its GIT quotient is
isomorphic to the complement of three affine lines in general position in C2.

Proof. By Lemma 9.9 the affine algebraic set Rirr is irreducible. Since it is SL(3,C)-
invariant, the GIT quotient t : Rirr→ X exists and X is also an irreducible affine
algebraic variety. Let X irr

⊂ X denote the projection of Rirr, which is Zariski-open
and hence dense.

Consider the regular morphism f :C2
→ X that maps (s, t)∈C2 to the character

χρs,t . By construction, the image of f contains X irr, because ρs,t realizes every
irreducible representation up to conjugacy.

There is also a regular morphism R(0,SL3(C))→ C2 given by

ρ 7→
(

tr ρ(m), tr ρ(m−1)
)

where m = xy−1 is a meridian of the trefoil knot, which induces (after restriction)
a regular map X→ C2, by invariance. A direct computation gives:

(35)
(

tr ρs,t(m)
tr ρs,t(m−1)

)
=

(
2
2

)
+

(
ω2
− 1 ω− 1

ω− 1 ω2
− 1

)(
s
t

)
.

Thus, after composing with a linear map, we have a regular morphism g : X→ C2

that satisfies
g ◦ f = idC2 .

Since the image of f contains X irr, f ◦ g ◦ f = f implies

f ◦ g|X irr = idX irr .
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Both f and g are regular morphisms (defined on the whole variety, not only on an
open subset), hence density yields

f ◦ g = idX ,

establishing the isomorphism. �

Remark 9.11. It follows from Theorem 9.10 that the set of reducible characters
in X ∼= C2 consists of three lines that intersect pairwise. Those are characters of
representations (λ−ϕ ⊗α)⊕ (λ2ϕ

⊗ 1), with α ∈ R(0,SL2(C)) irreducible except
at the intersection points, that correspond to diagonal representations.

Notice also that there is a symmetry of order three, as the center of SL3(C) has
order three. The symmetry group is generated by

R(0,SL3(C))→ R(0,SL3(C)), α 7→ ωϕ ⊗α,

where ω is a primitive third root of unity. This symmetry maps the character with
coordinates (s, t) to (2−s−t, s), i.e., tr(ρ(m±1)) to ω±1 tr(ρ(m±1)). Its fixed point
has coordinates s= t=2/3 (i.e., tr(ρ(m±1))=0) and corresponds to the character of
an irreducible metabelian representation. This irreducible metabelian representation
is obtained by composing the surjection 0� A4 with the 3-dimensional irreducible
representation of A4 (see [Serre 1978]). Note that irreducible, metabelian repre-
sentations of knot groups into SLn(C) were studied by H. Boden and S. Friedl in a
series of papers [2008; 2011; 2014a; 2014b].

Remark 9.12. It is possible to combine any representation ρ : 0→ SL2(C) with
the irreducible 3-dimensional rational representation of r3 : SL2(C)→ SL3(C) of
SL2(C) (for more details see [Springer 1977] and [Heusener and Medjerab 2014]).
This induces a regular map

(r3)∗ : X0(0,SL2(C))→ X (0,SL3(C)).

It follows from [Heusener and Medjerab 2014, Proposition 3.1] that the image of
(r3)∗ is contained in the component X ⊂ X (0,SL3(C)). Notice that for every matrix
A ∈ SL2(C) the equality tr(r3(A))= tr(r3(A)−1) holds. Then Equation (35) implies
that the image of (r3)∗ is contained in the diagonal {s = t} ⊂C2∼= X . Moreover, the
map (r3)∗ factors through X0(0,PSL2(C)) since Ker(r3)= {± id} is the center of
SL2(C). Hence (r3)∗ is a two-fold branched covering onto its image. The branching
set is the character of the binary dihedral representation d6 : 0→ D6 ⊂ SL2(C).
Notice also that the restriction of r3 onto D6 becomes reducible, r3◦d6∼ ρ1,1, since
dihedral groups have only one and two-dimensional irreducible representations (see
[Serre 1978]).

Remark 9.13. The same argument as in Theorem 9.10 applies to torus knots
T (p, 2), p odd, to prove that the variety of irreducible SL3(C)-characters consist
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of (p− 1)(p− 2)/2 disjoint components isomorphic to C2 and the components of
reducible characters.
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