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Let G be a reductive algebraic group over an algebraically closed field and let V be a quasiprojective G-variety. We prove that the set of points v ∈ V such that dim(G_v) is minimal and G_v is reductive is open. We also prove some results on the existence of principal stabilisers in an appropriate sense.

1. Introduction

Let G be a reductive linear algebraic group over an algebraically closed field k and let V be a quasiprojective G-variety. For convenience, we assume throughout the paper that G permutes the irreducible components of V transitively (the extension of our results to the general case is straightforward). An important question in geometric invariant theory is the following: what can we say about generic stabilisers for the G-action? For instance, given v ∈ V, what does the stabiliser G_v tell us about the stabilisers G_w for w near v? Define V_0 to be the set of points v ∈ V such that the stabiliser G_v has minimal dimension. The basic theory tells us that V_0 is open (Lemma 2.1). Here is a deeper result [Bardsley and Richardson 1985, Proposition 8.6]: if V is affine and there exists an étale slice through v for the G-action then there exists an open neighbourhood U of v such that for all w ∈ U, G_w is conjugate to a subgroup of G_v. In particular, if dim(G_v) is minimal in this case then G_w^0 is conjugate to G_v^0 for all w ∈ U. The existence of an étale slice requires, among other conditions, that V be affine and the orbit G · v be closed and separable. If V is affine and k has characteristic 0 then every v ∈ V such that G · v is closed admits an étale slice, but if k has positive characteristic then it can happen that there are no étale slices at all, since, for example, orbits need not be separable.

In this paper we prove some results about properties of generic stabilisers. Most previous work in this area has dealt with affine varieties and/or fields of characteristic 0 only. Our results hold for quasiprojective varieties and in arbitrary
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characteristic, although in some cases we get stronger results in characteristic 0.
We need no assumptions on the existence of or properties of closed orbits, and we allow G to be nonconnected.

Let \( V_{\text{red}} = \{ v \in V_0 \mid G_v \text{ is reductive} \} \). It is possible for \( V_{\text{red}} \) to be empty (see Example 8.2). Our first main result implies that if \( V_{\text{red}} \) is nonempty then generic stabilisers are reductive.

**Theorem 1.1.** \( V_{\text{red}} \) is an open subvariety of \( V \).

A key ingredient in the proof is the Projective Extension Theorem (see Lemma 3.1).

We mention two related results. First, it follows from [Richardson 1972a, Corollary 9.1.2] that if \( G \) is a complex linear algebraic group — not necessarily reductive — and \( V \) is a smooth algebraic transformation space for \( G \) then \( V_{\text{red}} \) is open. Second, V. Popov [1972] proved the following (cf. [Luna and Vust 1974]). Let \( G \) be a connected linear algebraic group — not necessarily reductive, and in arbitrary characteristic — such that \( G \) has no nontrivial characters, and let \( V \) be an irreducible normal algebraic variety on which \( G \) acts such that the divisor class group \( \text{Cl}(V) \) has no elements of infinite order. Then generic \( G \)-orbits on \( V \) are closed if generic \( G \)-orbits on \( V \) are affine, and the converse also holds if \( V \) is affine.

Richardson [1977, Theorem A] proved that if \( G \) is reductive and \( V \) is an affine \( G \)-variety then an orbit \( G \cdot v \) is affine if and only if the stabiliser \( G_v \) is reductive. Suppose \( V \) is affine and there exists a closed orbit \( G \cdot v \) of maximum dimension; then the union of the closed orbits of maximal dimension is open in \( V \) [Newstead 1978, Proposition 3.8]. It follows from Richardson’s result that there is an open dense set of points \( v \in V \) such that \( G_v \) is reductive. Theorem 1.1 extends this to the case when generic orbits are not closed, without the affineness assumption.

Richardson’s result also gives an immediate corollary to Theorem 1.1 (note that \( G_v \) has minimal dimension if and only if the orbit \( G \cdot v \) has maximum dimension).

**Corollary 1.2.** Suppose \( V \) is affine. Then the set \( v \in V \) such that \( \dim(G \cdot v) \) is maximal and \( G \cdot v \) is affine is open.

We give an application of Theorem 1.1. Nisnevich [1973] proved the following result when \( \text{char}(k) = 0 \) and \( t = 1 \).\(^1\) He also proved that the subset \( A \) is nonempty in this special case.

**Theorem 1.3.** Let \( M, H_1, \ldots, H_t \) be subgroups of a reductive group \( G \) such that \( M \) is reductive. Let

\[
A = \{(g_1, \ldots, g_t) \in G^t \mid M \cap g_1 H_1 g_1^{-1} \cap \cdots \cap g_t H_t g_t^{-1} \text{ is reductive and has minimal dimension}\}.
\]

Then \( A \) is open.

\(^1\)In a private communication, Wallach has also given a proof in this case.
We do not know in general whether \( A \) can be empty in positive characteristic, not even when \( t = 1 \) and \( H_t = M \).

If generic stabilisers are reductive, it is reasonable to try to pin down which reductive subgroups of \( G \) actually appear as stabilisers. We say that a subgroup \( H \) of \( G \) is a principal stabiliser for the \( G \)-variety \( V \) if there is a nonempty open subset \( O \) of \( V \) such that \( G_v \) is conjugate to \( H \) for all \( v \in O \). We then say that \( V \) has a principal orbit type. Under our assumptions on \( G \) and \( V \), a principal stabiliser is unique up to conjugacy if it exists. Richardson proved that if \( \text{char}(k) = 0 \) and \( V \) is smooth and affine then a principal stabiliser exists [1972b, Proposition 5.3].

It turns out that in positive characteristic, the condition of conjugacy of the stabilisers is too strong: Example 8.3 below shows that even if generic stabilisers are connected and reductive, a principal stabiliser need not exist. To obtain a result, we need to weaken the notion of principal stabiliser. Let \( M \leq G \) and let \( P \) be a minimal R-parabolic subgroup of \( G \) containing \( M \) (see Section 2 for the definition of R-parabolic subgroups), let \( L \) be an R-Levi subgroup of \( P \) and let \( \pi_L: P \rightarrow L \) be the canonical projection. It can be shown that up to \( G \)-conjugacy, \( \pi_L(M) \) does not depend on the choice of \( P \) and \( L \) (cf. [Bate et al. 2013, Proposition 5.14(i)]). We define \( \mathcal{D}(M) \) to be the conjugacy class \( G \cdot \pi_L(M) \), and we call this the \( G \)-completely reducible degeneration of \( M \) (see Section 4 for the definition of \( G \)-complete reducibility). Our second main result says that the \( \mathcal{D}(G_v) \) are equal for generic \( v \).

**Theorem 1.4.** There exist a \( G \)-completely reducible subgroup \( H \) of \( G \) and a nonempty open subset \( O \) of \( V \) such that \( \mathcal{D}(G_v) = G \cdot H \) for all \( v \in O \).

If \( G \) is connected and every stabiliser is unipotent then \( \mathcal{D}(G_v) = 1 \) for all \( v \in V \), so we don’t learn much about the structure of the stabilisers. Under some extra hypotheses, however, we can deduce the existence of a principal stabiliser.

**Corollary 1.5.** Suppose there is a nonempty open subset \( O \) of \( V \) such that \( G_v \) is \( G \)-completely reducible for all \( v \in O \). Then the subgroup \( H \) from Theorem 1.4 is a principal stabiliser for \( V \).

**Corollary 1.6.** Suppose \( \text{char}(k) = 0 \) and \( V_{\text{red}} \) is nonempty. Then the subgroup \( H \) from Theorem 1.4 is a principal stabiliser for \( V \).

If we restrict ourselves to the identity components of stabilisers then we get slightly stronger results.

**Theorem 1.7.** Suppose \( V_{\text{red}} \) is nonempty. There exists a connected \( G \)-completely reducible subgroup \( H \) of \( G \) such that \( \mathcal{D}(G_v^0) = G \cdot H \) for all \( v \in V_{\text{red}} \).

In fact, we prove a version of Theorem 1.7 which applies even when \( V_{\text{red}} \) is empty (see Theorem 7.6).
We briefly explain our approach to the proof of Theorems 1.4 and 1.7. We may regard the subgroups $G_v$ as a family of subgroups of $G$ parametrised by $V$. There is no obvious way to endowed a set of subgroups of $G$ with a geometric structure, so instead we follow the approach of R.W. Richardson [1967; 1988] and consider the set of tuples that generate these subgroups.

**Definition 1.8.** Let $N \in \mathbb{N}$. Define

$$C = C_N = \{(v, g_1, \ldots, g_N) \mid v \in V, g_1, \ldots, g_N \in G_v\}.$$ 

We call $C$ the *stabiliser variety of* $V$.

Our results follow from a study of the geometry of $C$, using the theory of character varieties and the theory of $G$-complete reducibility. A major technical problem is that $C$ can be reducible even when $G$ is connected and $V$ is irreducible, so the projection into $V$ of a nonempty open subset of $C$ need not be dense (see Remarks 7.9 and 7.13, for example). The situation is better if we consider only the identity components of stabilisers: we can work with a canonically defined subvariety $\tilde{C}$ of $C$ with nicer properties (see Lemma 7.1).

The paper is laid out as follows. Section 2 contains preliminary material. In Section 3 we prove Theorems 1.1 and 1.3. Section 4 reviews $G$-complete reducibility and Section 5 introduces a technical tool needed in Section 6, where we prove Theorem 1.4 and Corollaries 1.5 and 1.6. We study the irreducible components of $C$ in Section 7 and prove Theorem 1.7. The final section contains some examples.

2. Preliminaries

Throughout the paper, $N$ denotes a positive integer, $G$ is a reductive linear algebraic group — possibly nonconnected — over an algebraically closed field $k$ and $V$ is a quasiprojective $G$-variety over $k$. The stabiliser variety $C_N$ depends on the choice of $N$, but to ease notation we suppress the subscript and write just $C$. All subgroups of $G$ are assumed to be closed. If $H$ is a linear algebraic group then we write $\kappa(H)$ for the number of connected components of $H$, $R_u(H)$ for the unipotent radical of $H$ and $\alpha_H$ for the canonical projection $H \rightarrow H/R_u(H)$. The irreducible components of $H_N$ are the subsets of the form $H_1 \times \cdots \times H_N$, where each $H_i$ is a connected component of $H$. If $X'$ is a subset of a variety $X$ then we denote the closure of $X'$ in $X$ by $\overline{X'}$. Below we will use the following results on fibres of morphisms (cf. [Borel 1991, AG.10.1 Theorem]): if $f : X \rightarrow Y$ is a dominant morphism of irreducible quasiprojective varieties then for all $y \in Y$, every irreducible component of $f^{-1}(y)$ has dimension at least $\dim(X) - \dim(Y)$, and there is a nonempty open subset $U$ of $Y$ such that if $y \in U$ then equality holds. More generally, if $Z$ is a closed irreducible subset of $Y$ and $W$ is an irreducible component of $f^{-1}(Z)$ that dominates $Z$ then $\dim(W) \geq \dim(Z) + \dim(X) - \dim(Y)$. 
The next result is Lemma 3.7 of [Newstead 1978].

**Lemma 2.1.** Let a linear algebraic group $H$ act on a quasiprojective variety $W$. For any $t \in \mathbb{N} \cup \{0\}$, the set $\{w \in W \mid \dim(H_w) \geq t\}$ is closed.

Our assumption that $G$ permutes the irreducible components of $V$ transitively implies that these components all have the same dimension, which we denote by $n$, and also that nonempty open $G$-stable subsets of $V$ are dense. In particular, the open subset $V_0$ is dense; we denote the dimension of $G_v$ for any $v \in V_0$ by $r$.

The group $G$ acts on $G^N$ by simultaneous conjugation: $g \cdot (g_1, \ldots, g_N) = (gg_1g^{-1}, \ldots, gg_Ng^{-1})$. We define $\phi : C \to G^N$ and $\eta : C \to V$ to be the canonical projections. We allow $G$ to act on $C$ in the obvious way, so that $\phi$ and $\eta$ are $G$-equivariant.

We recall an approach to parabolic subgroups and Levi subgroups using cocharacters [Springer 1998, Section 8.4; Bate et al. 2005, Lemma 2.4 and Section 6]. We denote by $Y(G)$ the set of cocharacters of $G$. The subgroup

$$P_\lambda := \left\{ g \in G \mid \lim_{a \to 0} \lambda(a) g \lambda(a)^{-1} \text{ exists} \right\}$$

is called an $R$-parabolic subgroup of $G$, and the subset $L_\lambda := C_G(\lambda(k^*))$ is called an $R$-Levi subgroup of $P_\lambda$. An $R$-parabolic subgroup $P$ is parabolic in the sense that $G/P$ is complete, and $P^0$ is a parabolic subgroup of $G^0$. If $G$ is connected then an $R$-parabolic (resp. $R$-Levi) subgroup is a parabolic (resp. Levi) subgroup, and every parabolic subgroup $P$ and every Levi subgroup $L$ of $P$ arise in this way. The normaliser $N_G(P)$ of a parabolic subgroup $P$ of $G^0$ is an $R$-parabolic subgroup. The subset $\{ g \in G \mid \lim_{a \to 0} \lambda(a) g \lambda(a)^{-1} = 1 \}$ is the unipotent radical $R_u(P_\lambda)$, and this coincides with $R_u(P^0_\lambda)$. We denote the canonical projection from $P_\lambda$ to $L_\lambda$ by $c_\lambda$. There are only finitely many conjugacy classes of $R$-parabolic subgroups [Martin 2003, Proposition 5.2(e)].

We finish with some results that are well known; we give proofs here as we could not find any in the literature. These results are not needed in the proofs of Theorems 1.1 and 1.3.

**Lemma 2.2.** Let $\psi : X \to Y$ be a morphism of quasiprojective varieties over $k$. There exists $d \in \mathbb{N}$ such that any fibre of $\psi$ has at most $d$ irreducible components.

**Proof.** By noetherian induction on closed subsets of $X$ and $Y$, we are free to pass to open affine subvarieties of $X$ and $Y$ whenever this is convenient. So assume that $X$ and $Y$ are affine and let $R$ and $S$ be the coordinate rings of $X$ and $Y$, respectively. Suppose first that $X$ and $Y$ are irreducible and that $\psi$ is finite and dominant. By a simple induction argument, we can assume that $R = S[f]$ for some $f \in R$. Let $m(t) = t^d + a_{d-1}t^{d-1} + \cdots + a_0$ be the minimal polynomial of $f$ with respect to the quotient field of $S$. Passing to open subvarieties, we can assume
that the $a_i$ are defined on $Y$. Let $y \in Y$. If $x \in X$ with $\psi(x) = y$ then we have $f(x)^d + a_{d-1}(y)f(x)^{d-1} + \cdots + a_0(y) = 0$; it follows that there can be at most $d$ such values of $x$. Thus the fibres of $\psi$ have cardinality at most $d$.

Now consider the general case. Passing to open subvarieties, we can assume that $X$ and $Y$ are irreducible and affine and that $\psi$ is dominant. We can write $R = S[f_1, \ldots, f_t]$ for some $t$ and some $f_1, \ldots, f_t \in R$. After reordering the $f_i$ if necessary, there exists $s$ with $0 \leq s \leq t$ such that $f_1, \ldots, f_s$ are algebraically independent over $S$ and $f_{s+1}, \ldots, f_t$ are algebraic over $S[f_1, \ldots, f_s]$. The inclusion $S \subseteq S[f_1, \ldots, f_s] \subseteq R$ corresponds to a factorisation of $\psi$ as

$$\psi = X \xrightarrow{\psi'} Y' \xrightarrow{g} Y,$$

where $Y'$ is the affine variety with coordinate ring $S[f_1, \ldots, f_s]$. Then we have $\dim(X) = \dim(Y')$ and $\psi'$ is dominant. By passing to open affine subvarieties, we can assume that $\psi'$ is finite and $Y'$ is normal. By the special case above, the cardinality of the fibres of $\psi'$ is bounded by some $d$.

Suppose that for some $y \in Y$, the fibre $F := \psi^{-1}(y)$ has $d+1$ distinct irreducible components, say $F_1, \ldots, F_{d+1}$. The fibre $F' := g^{-1}(y)$ is clearly isomorphic to $k^s$ and we have $F = (\psi')^{-1}(F')$. Since $\psi'$ is finite and $Y'$ is normal, every irreducible component of $F$ has dimension $s$ and is mapped surjectively to $F'$ [Humphreys 1975, 4.2 Proposition (b)]. But this means that for generic $y' \in F'$, $(\psi')^{-1}(y')$ has at least $d+1$ elements, a contradiction. We deduce that $F$ has at most $d$ irreducible components, as required. \hfill $\Box$

**Definition 2.3.** Applying Lemma 2.2 to the map $\eta: C \to V$, we see there is a uniform bound on $\kappa(G_v)$ as $v$ ranges over the elements of $V$, since the number of irreducible components of $G_v^N$ is $\kappa(G_v)^N$. We denote the least such bound by $\Theta$.

**Lemma 2.4.** Let $\Omega/k$ be a proper extension of algebraically closed fields. Let $t \in \mathbb{N}$ and let $X$ be an $\Omega$-defined constructible subset of $\Omega^t$. Let $\{X_i \mid i \in I\}$ be a family of $k$-defined constructible subsets of $\Omega^t$ such that $X \subseteq \bigcup_{i \in I} X_i$. Then there exists $i \in I$ such that $X \cap X_i$ has nonempty interior in $X$. Moreover, there exists a finite subset $F$ of $I$ such that $X \subseteq \bigcup_{i \in F} X_i$.

**Proof.** Clearly we can reduce to the case when $X$ and each of the $X_i$ is irreducible and locally closed in $\Omega^t$. The second assertion follows from the first by Noetherian induction on closed subsets of $X$, so it is enough to prove the first assertion. Let $m = \dim(X)$. It suffices to show that $\dim(X \cap X_i) = m$ for some $i \in I$. We use induction on $m$. The result is trivial if $m = 0$. Choose polynomials $f_1, \ldots, f_m \in k[T_1, \ldots, T_t]$ such that the restrictions of the $f_i$ to $X$ form a subset of the coordinate ring $\Omega[X]$ that is algebraically independent over $\Omega$. Define $f: \Omega^t \to \Omega^m$ by $f(x) = (f_1(x), \ldots, f_m(x))$; note that $f$ is $k$-defined. Any proper closed subset of $X$ is a union of irreducible components of dimension less than $m$. 

By induction, we are therefore free to replace \( X \) with any nonempty open subset of \( X \), so we can assume that \( f|_X \) gives a finite map from \( X \) onto an open subset of \( \Omega^m \). Then \( f(X) \subseteq \bigcup_{i \in I} f(X_i) \) and each \( f(X_i) \) is \( k \)-constructible. It is enough to prove that \( f(X) \cap f(X_i) \) has nonempty interior in \( f(X) \). Hence we can assume without loss that \( t = m \) and \( X \) is an open subset of \( \Omega^m \).

Let \( \pi : \Omega^m \to \Omega \) be the projection onto the first coordinate. Since \( X \) is an open and dense subset of \( \Omega^m \), \( \pi(X) \) is a dense constructible subset of \( \Omega \), so \( \Omega \setminus \pi(X) \) is finite. Hence there exists \( y \in \pi(X) \) such that \( y \notin k \). Let \( \tilde{X} = X \cap \pi^{-1}(y) \). Then \( \tilde{X} \) is an \( \Omega \)-defined locally closed subset of \( \Omega^m \), \( \tilde{X} \) is irreducible of dimension \( m - 1 \) and \( \tilde{X} \subseteq \bigcup_{i \in I} X_i \). By induction, there exists \( j \in I \) such that \( \tilde{X} \cap X_j \) has an irreducible component of dimension \( m - 1 \). Hence \( \pi^{-1}(y) \cap X_j \) has an irreducible component of dimension at least \( m - 1 \). Note that we retain our assumption that the \( X_i \) are irreducible. Now \( X_j \) cannot be contained in \( \pi^{-1}(y) \) because \( \pi^{-1}(y) \) has no \( k \)-points, so \( \pi^{-1}(y) \cap X_j \) is a proper closed subset of \( X_j \). Hence \( \dim(X_j) = m \), as required.

**Corollary 2.5.** Let \( \Omega \) be an uncountable algebraically closed field. Let \( t \in \mathbb{N} \) and let \( X \) be an \( \Omega \)-defined constructible subset of \( \Omega^t \). Let \( \{X_i \mid i \in I\} \) be a countable family of \( \Omega \)-constructible subsets of \( X \) such that \( X \subseteq \bigcup_{i \in I} X_i \). Then there exists \( i \in I \) such that \( X_i \) has nonempty interior in \( X \). Moreover, there exists a finite subset \( F \) of \( I \) such that \( X \subseteq \bigcup_{i \in F} X_i \).

**Proof.** Each of the \( X_i \) is defined over a subfield of \( \Omega \) that is finitely generated over the algebraic closure of the prime field, so there exists a countable subfield \( k \) of \( \Omega \) such that each of the \( X_i \) is defined over \( k \). Since \( k \) is countable and \( \Omega \) is not, \( \Omega/k \) is a proper field extension. Now apply Lemma 2.4.

**Corollary 2.6.** If \( X \) is irreducible and the \( X_i \) are closed in Corollary 2.5 then there exists \( i \in I \) such that \( X \subseteq X_i \).

**Proof.** This is immediate from Corollary 2.5.

### 3. Proof of Theorem 1.1

We now prove our first main result.

**Lemma 3.1.** Let \( X \) be a quasiprojective variety, let \( Y \) be a projective variety and let \( Z \) be a closed subvariety of \( X \times Y \). Then the projection of \( Z \) onto \( X \) is a closed variety.

**Proof.** Choose a covering of \( X \) by open affine subvarieties \( X_1, \ldots, X_m \). A subset \( S \) of \( X \) (resp. \( X \times Y \)) is closed if and only if its intersection with \( X_i \) (resp. \( X_i \cap Y \)) is closed for all \( i \), so we can assume that \( X \) is affine. The result now follows from the Projective Extension Theorem [Cox et al. 2015, Chapter 8, Section 5, Theorem 6].
Lemma 3.2. Let $P$ be an $R$-parabolic subgroup of $G$ and let $W$ be a closed $P$-stable subset of $V$. Then $G \cdot W$ is closed in $V$.

Proof. Set $D = \{(v, g) \in V \times G \mid g^{-1} \cdot v \in W\}$, a closed subvariety of $V \times G$. We let $P$ act on $V \times G$ by $h \cdot (v, g) = (v, gh^{-1})$; then $D$ is $P$-stable as $W$ is. Let $\pi_P : G \to G/P$ be the canonical projection and define $\theta : V \times G \to V \times G/P$ by $\theta(v, g) = (v, \pi_P(g))$. Since $\pi_P$ is smooth, $\pi_P$ is flat, so $(\theta, V \times G/P)$ is a geometric quotient by [Bongartz 1998, Lemma 5.9(a)]. Then $\theta$ takes closed $P$-stable subvarieties of $V \times G$ to closed subvarieties of $V \times G/P$, so $\theta(D)$ is a closed subvariety of $V \times G/P$. Note that the projection of $\theta(D)$ onto $V$ is $G \cdot W$. Lemma 3.1 implies that $G \cdot W$ is closed in $V$, so we are done. □

Remark 3.3. We record one corollary (cf. [Sikora 2012, Proposition 27]). Recall that $G$ acts on $G^N$ by simultaneous conjugation. Let $P$ be an $R$-parabolic subgroup of $G$. Then $G \cdot P^N$ is closed in $G^N$. This follows immediately from Lemma 3.2, taking $V = G^N$ and $W = P^N$.

Proposition 3.4. Let $P$ be an $R$-parabolic subgroup of $G$ with unipotent radical $U$. Define $V_P = \{v \in V_0 \mid \dim(P_v) = r\} = \{v \in V_0 \mid G_v^0 \subsetneq P\}$ and, for each $t$, $V_{P,t} = \{v \in V_0 \mid \dim(U_v) \geq t\}$. Then $G \cdot V_{P,t}$ is closed in $V_0$ for each $t$.

Proof. This follows from Lemma 3.2 (applied to $V_0$), as each $V_{P,t}$ is $P$-stable and closed in $V_0$ (Lemma 2.1). □

Proof of Theorem 1.1. We show that $G_v$ is nonreductive if and only if $v \in \bigcup_P G \cdot V_{P,1}$, where the union is over a set of representatives of the conjugacy classes of $R$-parabolic subgroups of $G$. Since there are only finitely many $R$-parabolic subgroups up to conjugacy and each subset $G \cdot V_{P,1}$ is closed in $V_0$ (Proposition 3.4), this suffices to prove the theorem.

If $v \in G \cdot V_{P,1}$ — say, $g \cdot v \in V_{P,1}$ — then $G_v^0 \leq g^{-1}P_v g$ and $G_v^0$ contains a positive-dimensional subgroup $M$ of $g^{-1}U g = R_u(g^{-1}P g)$. Thus $G_v^0$ is not reductive, as $G_v^0$ normalises the connected unipotent subgroup of $g^{-1}U g$ generated by the $G_v^0$-conjugates of $M$. Hence $G_v$ is not reductive, either. Conversely, if $v \in V_0$ and $G_v$ has nontrivial unipotent radical $H$ then we can pick a minimal $R$-parabolic subgroup $P$ of $G$ containing $G_v$; then $H \leq R_u(P)$ (see the paragraph following Lemma 4.1), so $v \in G \cdot V_{P,1}$. The result now follows. □

Remark 3.5. More generally, set $V(t) = \{v \in V_0 \mid \dim(R_u(G_v)) \geq t\}$. A similar argument to the one above shows that $V(t) = \bigcup_P G \cdot V_{P,t}$, where the union is over a set of representatives of the conjugacy classes of $R$-parabolic subgroups of $G$, so $V(t)$ is closed. In particular, define $V_{\min} = \{v \in V_0 \mid \dim(R_u(G_v))$ is minimal$\}$; then $V_{\min}$ is a nonempty open subset of $V_0$. Note that $V_{\min} = V_{\text{red}}$ if $V_{\text{red}}$ is nonempty.

We finish the section with the proof of Theorem 1.3. Each coset space $G/H_i$ is quasi-projective, and the reductive group $M$ acts on $G/H_i$ by left multiplication.
Let $V = G/H_1 \times \cdots \times G/H_t$, with $M$ acting on $V$ by the product action. For any \((g_1, \ldots, g_t) \in G^t\), the stabiliser $M_{(g_1H_1, \ldots, g_tH_t)}$ equals $M \cap g_1H_1g_1^{-1} \cap \cdots \cap g_tH_tg_t^{-1}$. Hence the set $A$ equals the preimage of $V_{\text{red}}$ under the map from $G^t$ to $V$ that sends $(g_1, \ldots, g_t)$ to $(g_1H_1, \ldots, g_tH_t)$. But $V_{\text{red}}$ is open by Theorem 1.1, so $A$ is open. This completes the proof.

**Remark 3.6.** In the setup in the proof of Theorem 1.3, we do not know whether the subgroups $M \cap g_1H_1g_1^{-1} \cap \cdots \cap g_tH_tg_t^{-1}$ are all conjugate for generic $(g_1, \ldots, g_t)$. This is the case, however, if these subgroups are $G$-completely reducible for generic $(g_1, \ldots, g_t)$ (cf. Example 8.4).

### 4. $G$-complete reducibility and orbits of tuples

Let $H$ be a subgroup of $G$. We say that $H$ is $G$-completely reducible ($G$-cr) if whenever $H$ is contained in an $R$-parabolic subgroup $P$ of $G$, there is an $R$-Levi subgroup $L$ of $P$ such that $H$ is contained in $L$. This notion is due to Serre [2005]; see [Serre 1998; 1997] for more details. In particular, we say that $H$ is $G$-irreducible ($G$-ir) if $H$ is not contained in any proper $R$-parabolic subgroup of $G$ at all; then $H$ is $G$-cr. A $G$-cr subgroup of $G$ is reductive (cf. [Bate et al. 2005, Section 2.5 and Theorem 3.1]), and the converse holds in characteristic 0. A linearly reducible subgroup is $G$-cr, while a nontrivial unipotent subgroup of $G^0$ is never $G$-cr. A normal subgroup of a $G$-cr subgroup is $G$-cr [Bate et al. 2005, Theorem 3.10]. We denote by $\mathcal{C}(G)_{cr}$ the set of conjugacy classes of $G$-cr subgroups of $G$.

**Lemma 4.1.** $\mathcal{C}(G)_{cr}$ is countable.

**Proof.** Let $F$ be the algebraic closure of the prime field. Then $G$ has an $F$-structure, by [Martin 2003, Proposition 3.2]. By [Martin 2003, Theorem 10.3] and [Bate et al. 2005, Theorem 3.1], any $G$-cr subgroup of $G$ is $G$-conjugate to an $F$-defined subgroup. But $G(F)$ has only countably many $G(F)$-conjugacy classes of $G(F)$-cr subgroups since $F$ is countable. The result follows. \hfill \Box

Let $H$ be a subgroup of $G$. Let $P = P_\lambda$ be minimal amongst the $R$-parabolic subgroups of $G$ that contain $H$. Then $c_\lambda(H)$ is an $L_\lambda$-ir subgroup of $L_\lambda$ (see the proof of [Bate et al. 2013, Proposition 5.14(i)]), so $c_\lambda(H)$ is $G$-cr. As observed in Section 1, $c_\lambda(H)$ does not depend on the choice of $\lambda$ up to conjugacy, and we set $\mathcal{D}(H) = G \cdot c_\lambda(H)$. We have $\mathcal{D}(H) = G \cdot H$ if and only if $c_\lambda(H)$ is conjugate to $H$ if and only if $H$ is $G$-cr [Bate et al. 2013, Proposition 5.14(i)]. For any $\mu \in Y(G)$ such that $H \leq P_\mu$, if $H$ is $G$-cr then $c_\mu(H)$ is conjugate to $H$, and if $c_\mu(H)$ is $G$-ir then $L_\mu = G$, so $H = c_\mu(H)$ is $G$-ir. Since $c_\lambda(H)$ is reductive, $R_\mu(H) \leq R_\mu(P_\lambda)$ and $H$ is reductive if and only if $H \cap R_\mu(P_\lambda)$ is finite if and only if $\dim(H) = \dim(c_\lambda(H))$. Moreover, $\dim(C_G(H)) \leq \dim(C_G(c_\lambda(H)))$, with equality if and only if $H$ is $G$-cr.
[Bate et al. 2013, Theorem 5.8(ii)], and \( \dim(c_\lambda(H)) = \dim(H) - \dim(R_u(H)) \). If \( M \leq H \) and \( \alpha_H(M) = H/R_u(H) \) then \( \mathcal{D}(M) = \mathcal{D}(H) \).

If \( \text{char}(k) = 0 \) then \( H \) has a Levi subgroup \( M \) by [Hochschild 1981, VIII, Theorem 4.3]; that is, \( H \) has a reductive subgroup \( M \) such that \( H \cong M \rtimes R_u(H) \). Then \( c_\lambda(H) = c_\lambda(M) \) is conjugate to \( M \), since \( M \) is \( G \)-cr, so \( \mathcal{D}(H) = G \cdot M \).

The paper [Bate et al. 2005] laid out an approach to the theory of \( G \)-complete reducibility using geometric invariant theory; we briefly review this now. As described in Section 1, the idea is to study subgroups of \( G \) indirectly by looking instead at generating tuples for subgroups. Given \( s \in \mathbb{N} \) and \( g = (g_1, \ldots, g_s) \in G^s \), we denote by \( \mathcal{G}(g) \) or \( \mathcal{G}(g_1, \ldots, g_s) \) the closed subgroup generated by \( g_1, \ldots, g_s \). If \( H \) is of the form \( \mathcal{G}(g_1, \ldots, g_s) \) for some \( g_1, \ldots, g_s \in G \) then we say that \( H \) is topologically finitely generated, and we call \( g \) a generating \( s \)-tuple or generating tuple for \( H \). The structure of the set of generating \( s \)-tuples is complicated; for instance, if \( H = k^* \) and \( k \) is solid (Definition 4.2) then both \( \{h \in H^s \mid \mathcal{G}(h) = H\} \) and \( \{h \in H^s \mid \mathcal{G}(h) \neq H\} \) are dense in \( H^s \), even when \( s = 1 \).

Recall that \( G \) acts on \( G^N \) by simultaneous conjugation. We call the quotient space \( G^N/G \) a character variety and we denote the canonical projection from \( G^N \) to \( G^N/G \) by \( \pi_G \). If \( \lambda \in Y(G) \) then we abuse notation and denote the map \( \lambda \times \cdots \times \lambda : P_\lambda^N \to L_\lambda^N \) by \( c_\lambda \). We have \( \pi_G(g) = \pi_G(c_\lambda(g)) \) and \( \mathcal{G}(c_\lambda(g)) = c_\lambda(\mathcal{G}(g)) \) for all \( g \in P_\lambda^N \). If \( g \in P_\lambda^N \) and \( g' \in P_\lambda^N \) such that \( G \cdot c_\lambda(g) \) and \( G \cdot c_\lambda(g') \) are closed then \( \pi_G(g) = \pi_G(g') \) if and only if \( c_\lambda(g) \) and \( c_\lambda(g') \) are conjugate (see [Newstead 1978, Corollary 3.5.2]). In particular, if \( G \cdot g' \) is closed then we can take \( \lambda' = 0 \), so \( \pi_G(g) = \pi_G(g') \) if and only if \( c_\lambda(g) \) is conjugate to \( g' \).

We need a condition on the field to ensure that reductive groups are topologically finitely generated.

**Definition 4.2.** An algebraically closed field is solid if either it has characteristic 0 or it has characteristic \( p > 0 \) and is transcendental over \( \mathbb{F}_p \).

The next result allows us to understand subgroups of \( G \) by studying generating tuples; several of the results stated above for subgroups have equivalent formulations given for tuples below.

**Proposition 4.3** [Martin 2003, Lemma 9.2]. Suppose \( k \) is solid. Let \( H \) be a reductive algebraic group and suppose that \( N \geq \kappa(H) + 1 \). Then there exists \( h \in H^N \) such that \( \mathcal{G}(h) = H \).

Proposition 4.3 fails if \( k = \overline{\mathbb{F}_p} \), for then any topologically finitely generated subgroup of \( G \) is finite. This is the reason for some of the technical complexity in what follows. We can, however, formulate the results of this section for arbitrary \( k \), for example by using the notion of a “generic tuple” [Bate et al. 2013, Definition 5.4]. Even when \( k \) is solid, nonreductive subgroups need not be topologically finitely generated (for example, a topologically finitely generated subgroup of a
unipotent group in positive characteristic is finite). This is why we need to work with \( H/R_u(H) \) rather than just \( H \) in Definition 5.1.

The next result is [Bate et al. 2005, Corollary 3.7].

**Theorem 4.4.** Let \( g \in G^N \). Then the orbit \( G \cdot g \) is closed if and only if \( \theta(g) \) is \( G \)-cr.

Let \( H \) be a reductive subgroup of \( G \). The inclusion of \( H^N \) in \( G^N \) gives rise to a morphism \( \Psi_H^G : H^N/H \to G^N/G \), given by \( \Psi_H^G(\pi_H(h)) = \pi_G(h) \) for \( h \in H^N \). The next result is Theorem 1.1 of [Martin 2003].

**Theorem 4.5.** The morphism \( \Psi_H^G \) is finite. In particular, \( \Psi_H^G(H^N/H) \) is closed in \( G^N/G \).

**Remark 4.6.** (i) The set \((G^N)_ir := \{ g \in G^N \mid \theta(g) \) is \( G \)-ir} is open; this was proved in [Martin 2003, Corollary 8.4] but it also follows from Remark 3.3.

(ii) Suppose \( V \) is irreducible, \( N \geq 2 \) and there exists \( v \in V_0 \) such that \( G_0^\lambda \) is \( G \)-ir. Then \( \phi^{-1}((G^N)_ir) \) is a nonempty open \( G \)-stable subset of \( C \) by (i), and it follows from arguments in Section 7 that \( \eta(\phi^{-1}((G^N)_ir)) \) is a dense subset of \( V \) (cf. Remark 7.9). This means that generic stabilisers are “large” in the sense of not being contained in any proper \( R \)-parabolic subgroup of \( G \). On the other hand, we can interpret Lemma 2.1 as saying that generic stabilisers are “small”. This special case illustrates the tension between largeness and smallness, from which several of our results spring.

## 5. The partial order \( \preceq \)

In this section we introduce a technical tool which we need for the proof of Theorem 1.4. For simplicity, we assume throughout the section that \( k \) is solid; see Remark 5.14 for a discussion of arbitrary \( k \).

**Definition 5.1.** Let \( H, M \) be subgroups of \( G \). We define \( G \cdot H \preceq G \cdot M \) if there exist \( s \in \mathbb{N}, h \in H^s \) and \( m \in M^s \) such that \( \alpha_H(\theta(h)) = H/R_u(H) \) and \( \pi_G(m) = \pi_G(h) \).

(It is clear that this does not depend on the choice of subgroup in the conjugacy classes \( G \cdot H \) and \( G \cdot M \).) We define \( G \cdot H < G \cdot M \) if \( G \cdot H \preceq G \cdot M \) and \( G \cdot H \neq G \cdot M \).

**Lemma 5.2.** Let \( H, M \leq G \). Then \( G \cdot H \preceq G \cdot M \) if and only if \( \mathfrak{D}(H) \leq \mathfrak{D}(M) \).

**Proof.** Pick \( \lambda, \mu \in Y(G) \) such that \( H \leq P_\lambda \), \( c_\lambda(H) \) is \( G \)-cr, \( M \leq P_\mu \) and \( c_\mu(M) \) is \( G \)-cr. Since \( \mathfrak{D}(H) = G \cdot c_\lambda(H) \) and \( \mathfrak{D}(M) = G \cdot c_\mu(M) \), it is enough to show that \( G \cdot H \preceq G \cdot M \) if and only if \( G \cdot c_\lambda(H) \preceq G \cdot c_\mu(M) \).

So suppose \( G \cdot H \preceq G \cdot M \). There exist \( s \in \mathbb{N}, m = (m_1, \ldots, m_s) \in M^s \) and \( h = (h_1, \ldots, h_s) \in H^s \) such that \( \alpha_H(\theta(h)) = H/R_u(H) \) and \( \pi_G(m) = \pi_G(h) \). Then \( c_\mu(m) \in c_\mu(M)^s \) and \( \pi_G(c_\mu(m)) = \pi_G(c_\mu(h)) \). Now \( c_\lambda(H) \) is reductive, so \( c_\lambda(R_u(H)) = 1 \). It follows that \( \theta(c_\lambda(h)) = c_\lambda(\theta(h)) = c_\lambda(h) \). This shows that \( G \cdot c_\lambda(H) \preceq G \cdot c_\mu(M) \).
Conversely, suppose that $G \cdot c_\lambda(H) \leq G \cdot c_\mu(M)$. Then there exist $s \in \mathbb{N}$ and $y = (y_1, \ldots, y_s) \in c_\mu(M)^s$ and $x = (x_1, \ldots, x_s) \in c_\lambda(H)^s$ such that $\mathcal{G}(x) = c_\lambda(H)$ and $\pi_G(y) = \pi_G(x)$. The maps $c_\lambda : H^s \to c_\lambda(H)^s$ and $c_\mu : M^s \to c_\mu(M)^s$ are surjective, so there exist $h = (h_1, \ldots, h_s) \in H^s$ and $m = (m_1, \ldots, m_s) \in M^s$ such that $c_\lambda(h) = x$ and $c_\mu(m) = y$.

As $c_\lambda(H)$ is reductive, $R_u(H) \leq R_u(P_\lambda)$. As $(R_u(P_\lambda) \cap H)^0$ is a connected normal unipotent subgroup of $H$, we must have $(R_u(P_\lambda) \cap H)^0 \leq R_u(H)$, and it follows that $(R_u(P_\lambda) \cap H)^0 = R_u(H)$. Choose $h_{s+1}, \ldots, h_{s+t} \in R_u(P_\lambda) \cap H$ such that the $\alpha_H(h_i)$ for $s + 1 \leq i \leq s + t$ generate the finite group $(R_u(P_\lambda) \cap H)/R_u(H)$. Set

$$h' = (h_1, \ldots, h_s, h_{s+1}, \ldots, h_{s+t}) \in H^{s+t},$$
$$x' = (x_1, \ldots, x_s, 1, \ldots, 1) \in c_\lambda(H)^{s+t},$$
$$m' = (m_1, \ldots, m_s, 1, \ldots, 1) \in M^{s+t},$$
$$y' = (y_1, \ldots, y_s, 1, \ldots, 1) \in c_\mu(M)^{s+t}.$$

Then $c_\lambda(h') = x'$ and $c_\mu(m') = y'$; moreover, $\alpha_H(\mathcal{G}(h')) = H/R_u(H)$ by construction.

To finish, it is enough to show that $\pi_G(x') = \pi_G(y')$. As $\pi_G(x) = \pi_G(y)$ and $\mathcal{G}(x) = c_\lambda(H)$ is $G$-cr, there exists $\nu \in Y(G)$ such that $\mathcal{G}(y) \leq P_\nu$ and $c_\nu(y)$ is conjugate to $x$. It is then immediate that $\mathcal{G}(y') \leq P_\nu$ and $c_\nu(y')$ is conjugate to $x'$. Hence $\pi_G(x') = \pi_G(y')$, as required.

**Lemma 5.3.** Let $H, M \leq G$. Suppose that $H$ is $G$-cr. Then $G \cdot H \leq \mathcal{G}(M)$ if and only if $G \cdot H \leq G \cdot M$ if and only if there exist $\lambda \in Y(G)$ and $M_1 \leq P_\lambda \cap M$ such that $c_\lambda(M_1)$ is conjugate to $H$.

**Proof.** The first equivalence follows from Lemma 5.2. We prove the second equivalence. As $H$ is $G$-cr, $H$ is reductive. Suppose $G \cdot H \leq G \cdot M$. There exist $s \in \mathbb{N}$, $h \in H^s$ and $m \in M^s$ such that $\mathcal{G}(h) = H$ and $\pi_G(m) = \pi_G(h)$. Set $M_1 = \mathcal{G}(m)$. As $H = \mathcal{G}(h)$ is $G$-cr, there exist $\lambda \in Y(G)$ and $g \in G$ such that $M_1 \leq P_\lambda$ and $c_\lambda(m) = g \cdot h$. Then

$$c_\lambda(M_1) = c_\lambda(\mathcal{G}(m)) = \mathcal{G}(c_\lambda(m)) = \mathcal{G}(g \cdot h) = g \mathcal{G}(h) g^{-1} = g H g^{-1},$$

as required.

Conversely, suppose there exist $\lambda \in Y(G)$ and $M_1 \leq P_\lambda \cap M$ such that $c_\lambda(M_1)$ is conjugate to $H$. Pick $s \geq \kappa(H) + 1$. By Proposition 4.3, there exists $h \in H^s$ such that $\mathcal{G}(h) = H$. We can pick $m \in M^s_1$ such that $c_\lambda(m)$ is conjugate to $h$. Then $\pi_G(m) = \pi_G(c_\lambda(m)) = \pi_G(h)$, so $G \cdot H \leq G \cdot M$, and we are done.

**Lemma 5.4.** Let $H, M, K \leq G$. If $G \cdot H \leq G \cdot M$ and $G \cdot M \leq G \cdot K$ then $G \cdot H \leq G \cdot K$. 

Proof. Suppose \( G \cdot H \preceq G \cdot M \) and \( G \cdot M \preceq G \cdot K \). By Lemma 5.2, we can assume \( H, M \) and \( K \) are \( G \)-cr. By Lemma 5.3, there exist \( \lambda \in Y(G) \) and \( K_1 \leq P_{\lambda} \cap K \) such that \( c_{\lambda}(K_1) \) is conjugate to \( M \). Replacing \((K, \lambda)\) with a conjugate of \((K, \lambda)\) if necessary, we can assume that \( c_{\lambda}(K_1) = M \). Pick \( s \in \mathbb{N} \), \( h \in H^s \) and \( m \in M^s \) such that \( \langle h \rangle = H \) and \( \pi_G(h) = \pi_G(m) \). There exists \( k \in K_1^s \) such that \( c_{\lambda}(k) = m \). Then \( \pi_G(k) = \pi_G(c_{\lambda}(k)) = \pi_G(m) = \pi_G(h) \), so \( G \cdot H \preceq G \cdot K \). \( \square \)

If \( H \) and \( M \) are subgroups of \( G \) and \( H \) is conjugate to a subgroup of \( M \) then \( G \cdot H \preceq G \cdot M \) (and so \( \mathfrak{Z}(H) \preceq \mathfrak{Z}(M) \) by Lemma 5.2); in particular, \( G \cdot H \preceq G \cdot H \). For without loss we can assume that \( H \preceq M \), and if we take \( s \geq \kappa(H/R_u(H)) + 1 \) then by Proposition 4.3 we can choose \( m = h \in H^s \) such that \( \alpha_H(h) \) generates the reductive group \( H/R_u(H) \). The following example shows that the converse is false, even when \( H \) and \( M \) are \( G \)-cr.

Example 5.5. Let \( \text{char}(k) = 2 \), let \( G = \text{SL}_8(k) \) and let \( M \) be \( \text{PGL}_3(k) \) embedded in \( G \) via the adjoint representation on \( \text{Lie}(M) \cong k^8 \). Since \( \text{Lie}(M) \) is a simple \( M \)-module, \( M \) is \( G \)-cr (in fact, \( G \)-ir). It follows from elementary representation-theoretic arguments that \( M \) contains exactly two subgroups of type \( A_1 \) up to \( M \)-conjugacy: the derived group \( H_1 \) of a Levi subgroup of a rank 1 parabolic subgroup of \( M \), and the image \( H_2 \) of \( \text{SL}_2(k) \) under the map \( \text{SL}_2(k) \to \text{SL}_3(k) \to M \), where the first arrow is the adjoint representation of \( \text{SL}_2(k) \) and the second is the canonical projection. It is easily checked that \( H_1 \) is \( M \)-cr but \( H_2 \) is not; in fact, there exists \( \lambda \in Y(M) \) such that \( c_{\lambda}(H_2) = H_1 \).

Now \( H_1 \) is not \( G \)-cr because \( \text{Lie}(H_1) \) is an \( H_1 \)-stable submodule of \( \text{Lie}(M) \) and \( H_1 \) does not act completely reducibly on \( \text{Lie}(H_1) \). Choose \( \mu \in Y(G) \) such that \( H_1 \leq P_{\mu} \) and \( H := c_{\mu}(H_1) \) is \( G \)-cr. We have \( G \cdot H_1 \preceq G \cdot M \) as \( H_1 \preceq M \), so \( G \cdot H \preceq G \cdot M \) by Lemma 5.2. We claim that \( H \) is not \( G \)-conjugate to a subgroup of \( M \). First, \( H \) is not \( G \)-conjugate to \( H_1 \) because \( H \) is \( G \)-cr but \( H_1 \) is not. If \( H \) is \( G \)-conjugate to \( H_2 \) then \( H_2 \) is \( G \)-cr, so \( H_1 = c_{\lambda}(H_2) \) is \( G \)-conjugate to \( H_2 \); but then \( H \) is \( G \)-conjugate to \( H_1 \), a contradiction. This proves the claim.

We do, however, have the following result.

Lemma 5.6. Let \( H, M \preceq G \). If \( G \cdot H \preceq G \cdot M \) and \( G \cdot M \preceq G \cdot H \) then \( \mathfrak{Z}(H) = \mathfrak{Z}(M) \). In particular, if \( H \) and \( M \) are \( G \)-cr then \( G \cdot H = G \cdot M \).

Proof. By Lemma 5.2, we can assume \( H \) and \( M \) are \( G \)-cr; in particular, \( H \) and \( M \) are reductive. By Lemma 5.3, there exist \( \lambda \in Y(G) \) and \( M_1 \leq P_{\lambda} \cap M \) such that \( c_{\lambda}(M_1) \) is conjugate to \( H \). Replacing \((M, \lambda)\) with a conjugate of \((M, \lambda)\) if necessary, we can assume that \( c_{\lambda}(M_1) = H \). We have

\[ \dim(H) = \dim(c_{\lambda}(M_1)) \leq \dim(M_1) \leq \dim(M) . \]
By symmetry, \( \dim(M) \leq \dim(H) \), so
\[
\dim(H) = \dim(c_\lambda(M_1)) = \dim(M_1) = \dim(M).
\]
It now follows that
\[
\kappa(H) = \kappa(c_\lambda(M_1)) \leq \kappa(M_1) \leq \kappa(M).
\]
By symmetry, \( \kappa(M) \leq \kappa(H) \), so
\[
\kappa(H) = \kappa(c_\lambda(M_1)) = \kappa(M_1) = \kappa(M).
\]
This implies that \( M_1 = M \) since \( M_1 \leq M \), so \( H = c_\lambda(M) \). But \( M \) is \( G \)-cr, so \( M \) is conjugate to \( H \). This completes the proof. \( \square \)

The next result follows immediately from Lemmas 5.4 and 5.6.

**Corollary 5.7.** The relation \( \preceq \) is a partial order on \( \mathcal{G}(G)_{\text{cr}} \).

**Remark 5.8.** The proof of Lemma 5.6 shows that if \( H \) and \( M \) are \( G \)-cr subgroups of \( G \) and \( G \cdot H \lhd G \cdot M \) then either \( \dim(H) < \dim(M) \), or \( \dim(H) = \dim(M) \) and \( \kappa(H) < \kappa(M) \). It follows that \( \mathcal{G}(G)_{\text{cr}} \) satisfies the descending chain condition with respect to \( \preceq \).

Given a reductive subgroup \( H \) of \( G \), set \( S(H) = \{ g \in G^N \mid \pi_G(g) \in \Psi^G_H(H^N/H) \} \). Theorem 4.5 implies that \( S(H) \) is closed.

**Lemma 5.9.** Let \( g \in G^N \) and let \( H \preceq G \) be reductive. Then \( g \in S(H) \) if and only if \( G \cdot \mathfrak{g}(g) \preceq G \cdot H \) if and only if \( \mathfrak{d}(\mathfrak{g}(g)) \preceq \mathfrak{d}(H) \).

**Proof.** We prove the first equivalence. If \( g \in S(H) \) then there exists \( h \in H^N \) such that \( \pi_G(h) = \pi_G(g) \), so \( G \cdot \mathfrak{g}(g) \preceq G \cdot H \) as \( g \) generates \( \mathfrak{g}(g) \). Conversely, suppose \( G \cdot \mathfrak{g}(g) \preceq G \cdot H \). Set \( M = \mathfrak{g}(g) \). Then \( \mathfrak{d}(M) \preceq \mathfrak{d}(H) \) by Lemma 5.2. Choose \( \mu \in Y(G) \) such that \( H \preceq P_\mu \) and \( c_\mu(H) \) is \( G \)-cr. Choose \( v \in Y(G) \) such that \( M \preceq P_v \) and \( c_v(M) \) is \( G \)-cr. Then \( \mathfrak{d}(H) = G \cdot c_\mu(H) \) and \( \mathfrak{d}(M) = G \cdot c_v(M) \). By Lemma 5.3, there exist \( K \leq c_\mu(H) \) and \( \lambda \in Y(G) \) such that \( G \cdot c_\lambda(K) = G \cdot c_v(M) \). There exists \( k \in K^N \) such that \( G \cdot c_\lambda(k) = G \cdot c_v(g) \). There exists \( h \in H^N \) such that \( c_\mu(h) = k \). We have \( \pi_G(h) = \pi_G(c_\mu(h)) = \pi_G(k) = \pi_G(c_\lambda(k)) = \pi_G(c_v(g)) = \pi_G(g) \), so \( g \in S(H) \), as required.

The second equivalence follows from Lemma 5.2. \( \square \)

To prove our results in Section 6, we need to investigate the behaviour of the relation \( \preceq \) under field extensions. We assume for the rest of the section that \( N \geq \mathfrak{d} + 1 \). Fix a \( G \)-cr subgroup \( H \) of \( G \) such that \( N \geq \kappa(H) + 1 \).

**Definition 5.10.** Define \( B_H = \{ v \in V \mid \mathfrak{d}(G_v) = G \cdot H \} \).
Let \( v \in V \). For all \( g \in G_v^N \), we have \( \mathcal{G}(g) \leq G_v \), and so \( \mathfrak{D}(\mathcal{G}(g)) \leq \mathfrak{D}(G_v) \).
Moreover, since \( N \geq \Theta + 1 \geq \kappa(G_v) + 1 \geq \kappa(G_v/R_u(G_v)) + 1 \), there exists \( g' \in G^N \) such that \( \alpha_{G_v}(\mathcal{G}(g')) = G_v/R_u(G_v) \) by Proposition 4.3, so \( \mathfrak{D}(\mathcal{G}(g')) = \mathfrak{D}(G_v) \).
Lemma 5.4 now implies that \( \mathfrak{D}(G_v) \leq G \cdot H \) if and only if \( \mathfrak{D}(\mathcal{G}(g)) \leq \mathfrak{D}(H) \) for all \( g \in G_v^N \) if and only if \( \pi_G(g) \in S(H) \) for all \( g \in G_v^N \), where the last equivalence follows from Lemma 5.9. This is the case if and only if the following formula holds:

\[
(5.11) \quad (\forall g \in G_v^N)(\exists h \in H^N) \pi_G(h) = \pi_G(g).
\]

Conversely, \( G \cdot H \leq \mathfrak{D}(G_v) \) if and only if there exist \( M_1 \leq G_v \) and \( \lambda \in Y(G) \) such that \( M_1 \leq P_\lambda \) and \( c_\lambda(M_1) \) is conjugate to \( H \) (Lemma 5.3). This is the case if and only if the following formula holds:

\[
(5.12) \quad (\exists g \in G_v^N)(\exists g \in G) \pi_G(g) = g \cdot h_0,
\]

where \( h_0 \) is a fixed element of \( H^N \) such that \( \mathcal{G}(h_0) = H \). For, given \( g \in G_v^N \) and \( g \in G \) such that \( \pi_G(g) = g \cdot h_0 \), we set \( M_1 = \mathcal{G}(g) \); conversely, given \( M_1 \leq G_v \) and \( \lambda \in Y(G) \) such that \( M_1 \leq P_\lambda \) and \( g \in G \) such that \( c_\lambda(M_1) = g H g^{-1} \), we choose \( g \in M_1^N \) such that \( c_\lambda(g) = g \cdot h_0 \).

We summarise the above argument as follows.

**Lemma 5.13.** Let \( H \) be a \( G \)-cr subgroup of \( G \) such that \( N \geq \kappa(H) + 1 \). Then \( B_H \subseteq V \) is the set of solutions to the formulas (5.11) and (5.12). In particular, \( B_H \) is constructible.

**Remark 5.14.** It can be shown that Lemma 5.13 holds for arbitrary \( k \), where we take \( h \) to be a generic tuple for \( H \) in the sense of [Bate et al. 2013, Definition 5.4]. To do this, one replaces generating tuples with generic tuples in the definition of \( \leq \) and makes the obvious modifications to the arguments of this section.

### 6. Proof of Theorem 1.4

We assume throughout this section that \( N \geq \Theta + 1 \).

**Proof of Theorem 1.4.** We will show that there is a \( G \)-cr subgroup \( H \) of \( G \) such that \( N \geq \kappa(H) + 1 \) and \( B_H \) has nonempty interior. By Lemma 5.13 and Remark 5.14, it is enough to prove this after extending the ground field to an uncountable algebraically closed field \( \Omega \) (recall from the proof of Lemma 4.1 that any \( G(\Omega) \)-cr subgroup of \( G(\Omega) \) is \( G(\Omega) \)-conjugate to a \( k \)-defined \( G \)-cr subgroup). Thus we can assume without loss that \( k \) is uncountable (and hence solid).

Let \( D_1, \ldots, D_t \) be the irreducible components of \( C \) such that \( \eta(G \cdot D_j) = V \) for \( 1 \leq j \leq t \) — it follows from Lemma 7.1(b) below that there is at least one such
component—and let $D'_1, \ldots, D'_t$ be the other irreducible components of $C$. Let

\[ V' = V \setminus \bigcup_{j=1}^t \eta(G \cdot D'_j). \]

For $1 \leq j \leq t$, set $E_j = \{(v, g) \in D_j \mid \alpha_{G_v}(\theta(g)) = G_v/R_u(G_v)\}$; note that $E_j$ is neither closed nor open in general, and if $(v, g) \in E_j$ then $D(\theta(g)) = D(G_v)$. For any $v \in V'$, $N \supseteq \Theta + 1 \supseteq \kappa(G_v) + 1 \supseteq \kappa(G_v/R_u(G_v)) + 1$, so by Proposition 4.3 there exists $g \in G^N$ such that $\alpha_{G_v}(\theta(g)) = G_v/R_u(G_v)$. Then $(v, g) \in D_j$ for some $1 \leq j \leq t$, so $(v, g) \in E_j$. Hence $\bigcup_{1 \leq j \leq t} \eta(G \cdot E_j) \supseteq V'$. As $G$ permutes the irreducible components of $V$ transitively, $\eta(G \cdot E_m)$ is dense in $V$ for some $1 \leq m \leq t$.

Choose $G$-cr subgroups $H_i$ such that $\mathcal{H} := \{H_i \mid i \in I\}$ is a set of representatives for the conjugacy classes in $\mathcal{C}(G)_{cr}$; Lemma 4.1 implies that $I$ is countable. Let $\Lambda = \{H_i \mid G \cdot D_m \subseteq \phi^{-1}(S(H_i))\}$. Then $G \in \Lambda$, so $\Lambda$ is nonempty. By Remark 5.8, we can pick $H \in \Lambda$ such that $H$ is minimal with respect to $\subseteq$. We claim that $G \cdot D_j \subseteq \phi^{-1}(S(H))$ for all $1 \leq j \leq t$. To prove this, let $(v, g) \in D_j$ such that $v \in \eta(E_m)$. There exists $g' \in G^N$ such that $(v, g') \in E_m$. Then $(v, g') \in \phi^{-1}(S(H))$, so $g' \in S(H)$. Now $\theta(g) \leq G_v$, so $D(\theta(g)) \leq D(G_v) = D(\theta(g')) \leq G \cdot H$ by Lemma 5.9. Hence $(v, g) \in \phi^{-1}(S(H))$ by Lemma 5.9. As $S(H)$ is $G$-stable, it now follows that if $(v, g) \in D_j$ and $v \in \eta(G \cdot E_m)$ then $(v, g) \in \phi^{-1}(S(H))$. But $\eta^{-1}(\eta(G \cdot E_m)) \cap D_j$ is dense in $D_j$ as $\eta(G \cdot E_m)$ is dense in $V$, so $D_j \subseteq \phi^{-1}(S(H))$. As $S(H)$ is $G$-stable, $G \cdot D_j \subseteq \phi^{-1}(S(H))$, as claimed. It follows from Lemma 5.9 that $D(\theta(g)) \leq G \cdot H$ for all $1 \leq j \leq t$ and all $(v, g) \in G \cdot D_j$. In particular, for any $v \in V'$, there exist $j$ and $g' \in G^N$ such that $(v, g') \in E_j$, so $D(G_v) = D(g') \leq G \cdot H$.

To finish, we show that $B_H$ has nonempty interior in $V$. Suppose otherwise. As $B_H$ is constructible (Lemma 5.13), $B_H$ is a proper closed subset of $V$, so $V \setminus B_H$ is a $G$-stable subset with nonempty interior. Now $\eta(\phi^{-1}(S(H)))$ is dense in $V$ as it contains $\eta(G \cdot D_m)$. Hence there is a nonempty open $G$-stable subset $O$ of $\eta(\phi^{-1}(S(H))) \cap V'$ such that $B_H \cap O$ is empty. Let $v \in O$ and let $g \in G^N$ such that $(v, g) \in D_m$. Then $D(\theta(g)) \leq D(G_v) \leq G \cdot H$; but $v \notin B_H$, so $D(G_v) \neq G \cdot H$, and it follows from Corollary 5.7 that $D(\theta(g)) \lesssim G \cdot H$. Hence $D(\theta(g)) = G \cdot H_i$ for some $i \in I$ such that $G \cdot H_i \lesssim G \cdot H$. Lemma 5.9 now implies that $\eta^{-1}(O) \cap D_m \subseteq \bigcup_{i \in I'} \phi^{-1}(S(H_i))$, where $I' := \{i \in I \mid G \cdot H_i \lesssim G \cdot H\}$. By Corollary 2.6, there exists $i \in I'$ such that $\eta^{-1}(O) \cap D_m \subseteq \phi^{-1}(S(H_i))$. Since $\eta^{-1}(O) \cap D_m$ is a nonempty open subset of $D_m$ and $\phi^{-1}(S(H_i))$ is closed and $G$-stable, $G \cdot D_m \subseteq \phi^{-1}(S(H_i))$. But $G \cdot H_i \lesssim G \cdot H$, which contradicts the minimality of $H$. We conclude that $B_H$ has nonempty interior in $V$ after all. Finally, since $G \cdot H = D(G_v)$ for some $v \in V$, we have $\kappa(H) \leq \kappa(G_v) \leq \Theta$, so $N \geq \kappa(H) + 1$. This completes the proof.

Proof of Corollaries 1.5 and 1.6. We can assume $O$ is $G$-stable. By Theorem 1.4, there is a nonempty open $G$-stable subset $O'$ of $V$ and a $G$-cr subgroup $H$ of $G$.  


such that $\mathcal{D}(G_v) = G \cdot H$ for all $v \in O'$. Now $O \cap O'$ is a nonempty open $G$-stable subset of $V$, and for all $v \in O \cap O'$, $\mathcal{D}(G_v) = G \cdot H$. Since $G_v$ is $G$-cr for $v \in O \cap O'$, $G_v$ is conjugate to $H$. It follows that $V$ has a principal stabiliser.

In particular, the hypotheses of Corollary 1.5 are satisfied if char($k$) = 0 and $V_{\text{red}}$ is nonempty, since then $V_{\text{red}}$ is open by Theorem 1.1 and for all $v \in V_{\text{red}}$, $G_v$ — being reductive — is $G$-cr. This proves Corollary 1.6.

\textbf{Remark 6.1.} Here is a generalisation of Corollary 1.6. If char($k$) = 0 and $O$ is as in Theorem 1.4 then $G \cdot M_\nu = \mathcal{D}(G_v) = G \cdot H$ for all $v \in O$, where $M_\nu$ is any Levi subgroup of $G_v$.

### 7. Irreducible components of the stabiliser variety

In this section we study the irreducible components of the stabiliser variety $C$. We use the information we obtain to prove results analogous to those in Section 6, but for the subgroups $G^0_v$ rather than the subgroups $G_v$. We assume throughout the section that $N \geq 3$.

\textbf{Lemma 7.1.} (a) Let $D$ be an irreducible component of $C$ such that $\eta(G \cdot D)$ is dense in $V$. Then $\dim(D) = n + Nr$ and for all $v \in V_0$, the fibre $(\eta|_D)^{-1}(v)$ either is empty or has dimension $Nr$ and is isomorphic (via $\phi$) to a union of irreducible components of $G^N_v$.

(b) There is a unique closed subset $\tilde{C}$ of $C$ such that $\tilde{C}$ contains $V \times \{1\}$, $\tilde{C}$ is a union of irreducible components of $C$ and $G$ permutes these irreducible components transitively. The variety $\tilde{C}$ is the closure of the set $\{(v, g) \mid v \in V_0, g \in (G^0_v)^N\}$, and each irreducible component of $\tilde{C}$ has dimension $n + Nr$.

\textbf{Proof.} Clearly it is enough to prove the result when $G$ is connected and $V$ is irreducible, so we assume this.

(a) Define $f: V \times G^N \to V \times V^N$ by

$$f(v, g) = (v, g_1 \cdot v, \ldots, g_N \cdot v).$$

Let $Y$ be the closure of the image of $f$. Let $\Delta$ be the diagonal in $V \times V^N$; then $C = f^{-1}(\Delta)$. The variety $Y$ is irreducible because $G$ and $V$ are irreducible. Let $v \in V$ and let $g \in G^N$. Then $f^{-1}(v, g_1 \cdot v, \ldots, g_N \cdot v) = \{v\} \times g_1G_v \times \cdots \times g_NG_v$. Hence irreducible components of generic fibres of $f$ over $Y$ have dimension $Nr$. It follows that

$$\dim(Y) = \dim(V \times G^N) - Nr = n + N\dim(G) - Nr = n + N(\dim(G) - r).$$

As $\eta(D)$ is dense in $V$, $f(D)$ is dense in $\Delta$, so $\dim(D) \geq \dim(\Delta) + Nr = n + Nr$.

If $v \in \eta(D) \cap V_0$ and $Z$ is an irreducible component of $(\eta|_D)^{-1}(v)$, then we have $\dim(Z) \geq \dim(D) - \dim(V) \geq n + Nr - n = Nr$. But $\phi(\eta^{-1}(v))$ is a subset of
and the irreducible components of $G_v^N$ all have dimension $\dim(G_v^N) = Nr$. This forces $Z$ to be isomorphic (via $\phi$) to an irreducible component of $G_v^N$. Hence irreducible components of generic fibres of $\eta|_D$ have dimension $Nr$, which implies that $\dim(D) = n + Nr$. Part (a) now follows.

(b) Since $V \times \{1\}$ is irreducible, there is some irreducible component $\tilde{C}$ of $C$ such that $\tilde{C}$ contains $V \times \{1\}$. For any $v \in V_0$, let $Z$ be an irreducible component of the fibre $(\eta|_{\tilde{C}})^{-1}(v)$ such that $(v, 1) \in Z$. By part (a), $\dim(Z) = Nr$, so $Z$ is isomorphic via $\phi$ to an irreducible component of $G_v^N$. But the only component of $G_v^N$ that contains $1$ is $(G_v^0)^N$, so $\{v\} \times (G_v^0)^N \subseteq Z$. Hence $\tilde{C}$ contains the closure of $\{(v, g) \mid v \in V_0, g \in (G_v^0)^N\}$ — call this closure $C'$.

Let $A_1, \ldots, A_m$ be the irreducible components of $C'$ such that $\eta(A_j) = V$ (there is at least one, since $\eta(C') = V$). Let $s_i = \dim(A_i)$ for $1 \leq i \leq m$ and let $\eta_i : A_i \to V$ be the restriction of $\eta$. There is a nonempty open subset $U$ of $V$ such that for all $v \in U$, $\eta_i^{-1}(v) \subseteq A_1 \cup \cdots \cup A_m$ and every irreducible component of $\eta_i^{-1}(v)$ has dimension $s_i - n$. Since $\{v\} \times (G_v^0)^N \subseteq C'$ for all $v \in V_0$, if $v \in U \cap V_0$ then $\eta_j^{-1}(v)$ must contain $\{v\} \times (G_v^0)^N$ for some $1 \leq j \leq m$, which forces $s_j \geq n + Nr$. But $\dim(\tilde{C}) = n + Nr$ by part (a), so $A_j$ must be the whole of $\tilde{C}$, so $C' = \tilde{C}$. This completes the proof. \qed

**Remark 7.2.** The dimension inequality in Lemma 7.1(a) can fail if $\eta(G \cdot D)$ is not dense in $V$ (Example 8.2). Moreover, $\tilde{C}$ need not contain the whole of $\{(v, g) \mid v \in V, g \in (G_v^0)^N\}$: see Examples 8.1(a) and 8.2.

**Remark 7.3.** If $G$ is connected and $V$ is irreducible then $\tilde{C}$ is irreducible and $G$-stable. More generally, any irreducible component of $C$ is $G$-stable in this case.

**Definition 7.4.** We call $\tilde{C}$ the connected-stabiliser variety of $V$.

**Corollary 7.5.** If $r = 0$ then $\tilde{C} = V \times \{1\}$.

**Proof.** The irreducible components of $V \times \{1\}$ are isomorphic via $\eta$ to the irreducible components of $V$, so they are permuted transitively by $G$ and each has dimension $n$. It follows from the dimension formula in Lemma 7.1(a) that these irreducible components are irreducible components of $C$. The result now follows from Lemma 7.1(b). \qed

We denote by $\tilde{\phi} : \tilde{C} \to G^N$ and $\tilde{\eta} : \tilde{C} \to V$ the restrictions to $\tilde{C}$ of $\phi$ and $\eta$, respectively, and if $v \in V$ then we denote $\tilde{\phi}(\tilde{\eta}^{-1}(v))$ by $F_v$. If $v \in V_0$ then $(G_v^0)^N \subseteq F_v$; we do not know whether equality holds for all $v \in V_0$, or even for generic $v \in V_0$.

We now give a counterpart to Theorem 1.4. In the connected case, we obtain slightly more information: we can describe $D(v)$ for all $v \in V_{\min}$ (recall the definition of $V_{\min}$ from Remark 3.5).
Theorem 7.6. There exists a connected $G$-completely reducible subgroup $H$ of $G$ such that:

(a) For all $v \in V_{\text{min}}$, $\mathcal{D}(G_v^0) = G \cdot H$.

(b) $\tilde{C} \subseteq \tilde{\phi}^{-1}(S(H))$.

In particular, if $V_{\text{red}}$ is nonempty then $\mathcal{D}(G_v^0) = G \cdot H$ for all $v \in V_{\text{red}}$.

Proof. By Theorem 1.4, there exist a $G$-cr subgroup $H'$ of $G$ and a $G$-stable open subset $O$ of $V$ such that $\mathcal{D}(G_v) = G \cdot H'$ for all $v \in O$. Set $H = (H')^0$, then $H$ is $G$-cr as $H \leq H'$. Let $t$ be the minimal dimension of $\dim(R_u(G_v))$ for $v \in V_0$. The $G$-stable open sets $O$ and $V_{\text{min}}$ have nonempty intersection, so there exists $v \in V_{\text{min}} \cap O$ such that $\mathcal{D}(G_v) = G \cdot H'$ and $\dim(R_u(G_v)) = t$. This yields $\dim(H') = \dim(G_v) - \dim(R_u(G_v)) = r - t$.

By the proof of Theorem 1.4, $\tilde{C} \subseteq \tilde{\phi}^{-1}(S(H'))$. Let $v \in V_{\text{min}}$ and choose $\lambda \in Y(G)$ such that $\mathcal{D}(G_v) = c_{\lambda}(G_v)$. Then $c_{\lambda}(G_v)$ is $G$-cr and $c_{\lambda}(G_v^0) = c_{\lambda}(G_v)^0$ is a normal subgroup of $c_{\lambda}(G_v)$, so $c_{\lambda}(G_v^0)$ is $G$-cr. It follows that $\mathcal{D}(G_v^0) = G \cdot c_{\lambda}(G_v^0)$. We want to prove that $c_{\lambda}(G_v^0)$ is conjugate to $H$; that is, we want to prove that

$$(\exists m \in G)[(\forall g \in G_v^0) c_{\lambda}(g) \in m H m^{-1} \land (\forall h \in H) (\exists g \in G_v^0) c_{\lambda}(g) = m h m^{-1}].$$

Since this is a first-order formula, this is a constructible condition. Hence it is enough to prove that it holds after extending $k$ to any larger algebraically closed field. So without loss of generality we assume $k$ is solid.

By Proposition 4.3, we can choose $g' \in (G_v^0)^N$ such that $\alpha_{G_v^0}(\mathcal{D}(g')) = G_v^0 / R_u(G_v^0)$. There exists $h \in (H')^N$ such that $\lambda G (h) = \pi_G(g')$. Let $K = \mathcal{D}(h)$. Now $c_{\lambda}(\mathcal{D}(g')) = c_{\lambda}(G_v^0)$ is $G$-cr, so there exists $\mu \in Y(G)$ such that $c_{\mu}(h)$ is conjugate to $c_{\lambda}(g')$. Then $c_{\lambda}(\mathcal{D}(g'))$ is conjugate to $c_{\mu}(\mathcal{D}(h))$. But

$$\dim(c_{\lambda}(\mathcal{D}(g'))) = \dim(c_{\lambda}(G_v^0)) = \dim(H)$$

$$\geq \dim(K) \geq \dim(c_{\mu}(K)) = \dim(c_{\mu}(\mathcal{D}(h))),$$

which forces $\dim(K)$ to equal $\dim(H)$. Hence $K \supseteq H$. Now $c_{\mu}(K)$ is conjugate to $c_{\lambda}(G_v^0)$, which is connected, so $c_{\mu}(K) = c_{\mu}(H)$. But $c_{\mu}(H)$ is conjugate to $H$ since $H$ is $G$-cr, so we deduce that $c_{\lambda}(G_v^0)$ is conjugate to $H$. Hence $\mathcal{D}(G_v^0) = G \cdot H$. This proves part (a). Moreover, if $g \in (G_v^0)^N$ then $c_{\lambda}(\mathcal{D}(g)) = \mathcal{D}(c_{\lambda}(g))$ is conjugate to a subgroup of $H$, so there exists $h \in H^N$ such that $c_{\lambda}(g)$ is conjugate to $h$; hence $(v, g) \in \tilde{\phi}^{-1}(S(H))$. As $\{(v, g) | v \in V_{\text{min}}, g \in (G_v^0)^N\}$ is dense in $\tilde{C}$ by Lemma 7.1(b) and Remark 3.5, $\tilde{C} \subseteq \tilde{\phi}^{-1}(S(H))$. This proves part (b). □

The next result is the counterpart to Corollaries 1.5 and 1.6. We omit the proof, which is similar.

Corollary 7.8. Suppose there is a nonempty open subset $O$ of $V$ such that $G_v^0$ is $G$-cr for all $v \in O$ (in particular, this condition holds if $\text{char}(k) = 0$ and $V_{\text{red}}$ is
nonempty). Let $H$ be the connected $G$-cr subgroup from Theorem 7.6. Then $G^0_v$ is conjugate to $H$ for all $v \in V_{\text{red}}$.

**Remark 7.9.** Suppose there exists $v \in V_0$ such that $G^0_v$ is $G$-ir. Then $G_v$ is $G$-cr, so $v \in V_{\text{red}}$, so $V_{\text{red}}$ is nonempty. We have $\mathcal{D}(G^0_v) = G \cdot H$ by Theorem 7.6(a). As $G^0_v$ is $G$-cr, $G \cdot G^0_v = G \cdot H$. It follows that $H$ is $G$-ir and $G^0_v$ is conjugate to $H$ for all $w \in V_{\text{red}}$, in particular, $G^0_v$ is $G$-ir for all $w \in V_{\text{red}}$. The analogous result for the full stabiliser $G_v$ is false (cf. Remarks 7.13 and 4.6(ii), and Examples 8.1(c) and 8.2). However, if $O$ is as in Theorem 1.4 and there exists $v \in O$ such that $G_v$ is $G$-ir then an argument like the one above shows that $V$ has a $G$-ir principal stabiliser.

Theorem 7.6 gives rise to the following counterpart to Remark 6.1 for $G^0_v$; the proof is similar.

**Corollary 7.10.** Suppose $\text{char}(k) = 0$. Then $H$ is conjugate to a Levi subgroup of $G^0_v$ for all $v \in V_{\text{min}}$.

We give a criterion to ensure that the fibres of $\tilde{\eta}$ are irreducible. Define $\tilde{C}_{\text{min}} = \tilde{\eta}^{-1}(V_{\text{min}})$.

**Proposition 7.11.** Suppose $\text{char}(k) = 0$ and $N \geq \Theta + 1$. Then

$$\tilde{C}_{\text{min}} = \{(v, g) \mid v \in V_{\text{min}}, g \in (G^0_v)^N\}.$$ 

**Proof.** Let $H$ be as in Theorem 7.6. Let $v \in V_{\text{min}}$, and suppose $F_v$ properly contains $(G^0_v)^N$. Then $F_v$ contains an irreducible component $D \neq (G^0_v)^N$ of $G^0_v$ by Lemma 7.1(a). Set $K = G_v$, set $M = K/R_u(K)$ and let $\alpha_K : K \to M$ be the canonical projection. Let $K_1$ be the subgroup of $K$ generated by $K^0$ together with the components of each of the tuples in $D$; then $K_1$ properly contains $K^0$. As $R_u(G_v)$ is connected, $M_1 := \alpha_K(K_1)$ properly contains $M^0$. In particular, $M_1$ is reductive. By [Martin 2003, Lemma 9.2], there exists $g \in D$ such that $\alpha_K(g)$ generates $M_1$. Hence $G \cdot K_1 \leq G \cdot \mathcal{D}(g)$. Now $g \in \tilde{C}$, so $G \cdot \mathcal{D}(g) \leq G \cdot H$ (Theorem 7.6(b)). It follows from Lemma 5.4 that $G \cdot K_1 \leq G \cdot H$.

We have $G \cdot H = \mathcal{D}(K^0)$ by choice of $v$ and Theorem 7.6, so $G \cdot K \leq G \cdot K^0$ by Lemma 5.2. Now $G \cdot K^0 \leq G \cdot K_1$ as $K^0 \leq K_1$, so $G \cdot H \leq G \cdot K_1$ by Lemma 5.4. It follows from Lemmas 5.2 and 5.6 that $G \cdot H = \mathcal{D}(K_1)$. Now $\mathcal{D}(K_1) = G \cdot M_1$ as $M_1$ is reductive and $\text{char}(k) = 0$, so $G \cdot H = G \cdot M_1$. But this is impossible as $H$ is connected and $M_1$ is not. We conclude that $F_v = (G^0_v)^N$ after all. The result now follows.

We have seen that we obtain stronger results if we know that generic stabilisers (or their identity components) are $G$-cr. Reductive subgroups are always $G$-cr in characteristic 0, but things are more complicated in positive characteristic. Our next result shows that if this $G$-complete reducibility condition fails for connected
stabilisers then it fails badly: we prove that if there exists \( v \in V_0 \) such that \( G_v^0 \) is reductive but not \( G \)-cr then generic elements of \( V \) have the same property.

**Proposition 7.12.** Let \( H \) be as in Theorem 7.6. Let
\[
\widetilde{B}_H' = \{ v \in V_{\min} \mid G_v^0 \text{ is not } G\text{-cr} \}.
\]
If \( \widetilde{B}_H' \) is nonempty then \( \widetilde{B}_H' \) has nonempty interior.

**Proof.** Note that \( \mathcal{D}(G_v^0) = G \cdot H \) for all \( v \in \widetilde{B}_H' \), by Theorem 7.6. The argument below shows that \( \widetilde{B}_H' = V_{\min} \cap \tilde{\eta}(\tilde{\phi}^{-1}(U)) \), where \( U \) is the open set defined below, so \( \widetilde{B}_H' \) is constructible. It follows as in the proof of Theorem 7.6 that we can extend the ground field \( k \); hence we can assume \( k \) is solid.

Suppose \( \widetilde{B}_H' \) is nonempty. Let \( v \in \widetilde{B}_H' \). By Proposition 4.3 we can choose \( g \in (G_v^0)^N \) such that \( \alpha_{G_v^0}(\mathcal{G}(g)) = G_v^0/R_u(G_v^0) \) and such that \( 1 \neq g_N \in R_u(G_v^0) \) if \( G_v^0 \) is nonreductive. This ensures that \( \mathcal{G}(g) \) is not \( G \)-cr. Since \( H \) is \( G \)-cr and \( \mathcal{D}(G_v^0) = G \cdot H \), there exists \( \lambda \in Y(G) \) such that \( G_v^0 \leq P_\lambda \) and \( c_\lambda(G_v^0) \) is conjugate to \( H \). Then \( c_\lambda(\mathcal{G}(g)) = c_\lambda(G_v^0) \) is conjugate to \( H \), so
\[
\dim(G_v^0) = \dim(C_G(\mathcal{G}(g))) < \dim(C_G(H)),
\]
since \( \mathcal{G}(g) \) is not conjugate to \( H \) (as \( \mathcal{G}(g) \) is not \( G \)-cr). Consider \( G^N \) regarded as a \( G \)-variety. Let \( U \) be the set of all \( m \in G^N \) such that \( \dim(G_m) < \dim(C_G(H)) \); then \( U \) is an open neighbourhood of \( g \), by Lemma 2.1.

Let \( E = \{(w, g) \in \tilde{C} \cap \tilde{\phi}^{-1}(U) \cap \tilde{\eta}^{-1}(V_{\min}) \mid g \in (G_w^0)^N \} \). By Lemma 7.1(b), \( E \) is dense in \( \tilde{C} \), so \( \tilde{\eta}(E) \) is dense in \( V \). To complete the proof, it is enough to show that \( \tilde{\eta}(E) \subseteq \widetilde{B}_H' \), for then \( \widetilde{B}_H' \), being constructible and dense, has nonempty interior. So let \( w \in \tilde{\eta}(E) \). Pick \( m \) such that \( (w, m) \in E \). Then \( m \in (G_w^0)^N \cap U \), so \( \dim(C_G(m)) < \dim(C_G(H)) \), so \( \dim(C_G(G_w^0)) < \dim(C_G(H)) \) also. It follows by running the argument above for \( G_w^0 \) in reverse that \( G_w^0 \) is not \( G \)-cr. Hence \( w \in \widetilde{B}_H' \), as required.

**Remark 7.13.** A similar argument establishes the following. Let \( H \) be as in Theorem 1.4. If there exists \( (v, g) \in C \) such that \( v \in V_0 \), \( \mathcal{D}(G_v) = G \cdot H \) and \( G_v \) is not \( G \)-cr then there is an open neighbourhood \( U \) of \( (v, g) \in C \) such that for all \( (w, g') \in U \), \( G_w \) is not \( G \)-cr. But this does not yield an analogue of Proposition 7.12 for \( G_v \) (see Example 8.1(b)) — the problem is that \( \eta(U) \) need not be dense in \( V \).

### 8. Examples

In this section we present some examples that show the limits of our results and illustrate some of the phenomena that can occur. We assume \( N \geq \Theta + 1 \).

**Example 8.1.** We consider a special case of the setup from the proof of Theorem 1.3. Let \( G = \text{PGL}_2(k) \), let \( M \leq G \) and let \( V \) be the quasiprojective variety \( G/M \) with
$G$ acting by left multiplication. We assume that $M \cap g M g^{-1} = 1$ for generic $g \in G$ (this will hold in all the cases we consider). Then $G_w = 1$ for generic $w \in V$, so the subset $H$ from Theorem 1.4 is 1, and $\tilde{C} = V \times \{1\}$ by Corollary 7.5. In particular, $F_w = \{1\}$ for all $w \in V$. Let $v = M \in G/M$; then $G_v = M$.

(a) Let $M$ be a maximal torus of $G$. Then $F_v$ is properly contained in $M^N$, so we see that $F_v$ need not contain all of $(G_v^0)^N$ when $v \notin V_0$ (cf. Remark 7.2). The subset $B_H$ is dense but not closed in $V$, as $\tilde{\mathcal{G}}(G_v) = G \cdot M$.

(b) Let $M = \{x\}$, where $x \in G$ is a nontrivial unipotent element. Then $V = V_0 = V_{\text{red}}$ and $G_w$ is unipotent for all $w \in V$, so $\mathcal{D}(G_v) = \{1\}$ for all $w \in V$ (where 1 denotes the trivial subgroup). Now $G_w = 1$ is $G$-cr for generic $w \in V$ but $G_v$ is not $G$-cr. Hence the set $\{w \in V_{\text{red}} | \mathcal{D}(G_w) = G \cdot H \}$ is nonempty but not dense in $V$ (cf. Remark 7.13). The irreducible components of $C$ apart from $\tilde{C}$ do not dominate $V$.

(c) Let $M = \text{PGL}_2(q)$, where $q$ is a power of the characteristic $p$. We have $V = V_0 = V_{\text{red}}$. Now $M$ is $G$-ir, so the set $\{w \in V_{\text{red}} | G_w$ is $G$-ir$\}$ is nonempty but not dense in $V$. Moreover, the set $O$ from Theorem 1.4 does not contain the whole of $V_{\text{red}}$.

Example 8.2. Suppose $G$ is connected and not a torus. Let $m \in \mathbb{N}$ and let $V$ be the variety of $m$-tuples of unipotent elements of $G$, with $G$ acting on $V$ by simultaneous conjugation. We claim that $\{(1, \ldots, 1)\} \times G^N$ is an irreducible component of $C$. To see this, let $D$ be an irreducible component of $C$ such that $\{(1, \ldots, 1)\} \times G^N \subseteq D$. Consider the element $(1, \ldots, 1, g) \in D$, where the components of $g \in G^N$ are all regular semisimple elements of $G$. There is an open neighbourhood $O$ of $g$ in $G^N$ consisting of tuples of regular semisimple elements. If $(v_1, \ldots, v_m, g') \in \phi^{-1}(O)$ then each component of $g'$ is a regular semisimple element of $g$ centralising the unipotent elements $v_1, \ldots, v_m$ of $G$. But this forces $v_1, \ldots, v_m$ to be 1. It follows that $D = \{(1, \ldots, 1)\} \times G^N$, as claimed. Hence $\eta(D) = \{(1, \ldots, 1)\}$ and $\eta(D) \cap V_0$ is empty (note also that if $m$ is large enough then the dimension inequality from Lemma 7.1(a) is violated). We see that the set $\{w \in V | G_w^0$ is $G$-ir$\}$ is nonempty but not dense in $V$.

It is not hard to show that $F_{(1, \ldots, 1)} \subseteq \{g \cdot g' | g \in U^N\}$, where $U$ is a maximal unipotent subgroup of $G$; in particular, we see as in Example 8.1(a) that $F_v$ need not contain all of $(G_v^0)^N$ when $v \notin V_0$. Moreover, since the centraliser of a nontrivial unipotent subgroup of a connected group can never be reductive, the only reductive stabiliser is $G_{(1, \ldots, 1)}$, so $V_{\text{red}}$ is empty.

Example 8.3. Let $X$ be an affine variety and $M$ a reductive linear algebraic group. Suppose we have a morphism $f : X \times M \to X \times G$ of the form $f(x, m) = (x, f_x(m))$, and suppose further that each $f_x : M \to G$ is a homomorphism of algebraic groups.
Set $K_x = \text{im}(f_x)$. Define actions of $G$ and $M$ on $X \times G$ by $g \cdot (x, g') = (x, gg')$ and $m \cdot (x, g') = (x, g'f_x(m)^{-1})$. These actions commute with each other, so we get an action of $G$ on the quotient space $V := (X \times G)/M$.

Now suppose moreover that $\dim(K_x)$ is independent of $x$. Then the $M$-orbits on $X \times G$ all have the same dimension, so they are all closed. This means the canonical projection $\varphi$ from $X \times G$ to $V$ is a geometric quotient, so its fibres are precisely the $M$-orbits [Newstead 1978, Corollary 3.5.3]. A straightforward calculation shows that for any $(x, g) \in X \times G$, the stabiliser $G_{\varphi(x,g)}$ is precisely $gKxg^{-1}$. It follows that if $X$ is infinite and the subgroups $K_x$ are pairwise nonconjugate as $x$ runs over the elements of a dense subset of $X$ then $V$ has no principal stabiliser.

Here is a simple example. Let $G = \text{SL}_2(k)$, let $X = k$ and let

$$M = C_p \times C_p = \langle \gamma_1, \gamma_2 \mid \gamma_1^p = \gamma_2^p = [\gamma_1, \gamma_2] = 1 \rangle.$$ 

Define $f : X \times M \to X \times G$ by $f(x, m) = (x, f_x(m))$, where

$$f_x(\gamma_1^{m_1}\gamma_2^{m_2}) := \begin{pmatrix} 1 & m_1x + m_2x^2 \\ 0 & 1 \end{pmatrix}.$$ 

It is easily checked that $f$ has the desired properties, so $V := (X \times M)/G$ has no principal stabiliser. Note also that generic stabilisers are nontrivial finite unipotent groups, but the element $v = \varphi(0, 1)$ has trivial stabiliser.

Here is an example where the stabilisers are connected. Daniel Lond [Lond 2013, Section 6.5] produced a family, parametrised by $X := k$, of homomorphisms from $M := \text{SL}_2(k)$ to $G := B_4$ in characteristic 2 with pairwise nonconjugate images. Using this one can construct a morphism $f : X \times M \to X \times G$ with the desired properties, giving rise to a $G$-variety $V := (X \times M)/G$ having no principal stabiliser and with all stabilisers connected and reductive. Results of David Stewart [2010, Section 5.4.3] give rise to a similar construction for $G = F_4$ in characteristic 2.

**Example 8.4.** We now give an example where there is a point with trivial stabiliser but generic stabilisers are finite and linearly reductive, using another special case of the setup from the proof of Theorem 1.3. We describe a recipe for producing such examples, given in [Burness et al. 2015, Corollary 3.10]. Take a simple algebraic group $G$ of rank $s$ in characteristic not 2 and set $M = C_G(\tau)$, where $\tau$ is an involution that inverts a maximal torus of $G$. Then the affine variety $G/M$, with $M$ acting by left multiplication, has precisely one orbit that consists of points with trivial stabiliser. Let $V = G/M \times G/M$ with the product action of $G$. Then generic stabilisers of points in $V$ are 2-groups of order $2^s$, but $V$ contains points with trivial stabiliser. Thus $V = V_0 = V_{\text{red}}$ and $\tilde{C} = V \times \{1\}$. Since 2-groups are linearly reductive — and hence $G$-cr — in characteristic not 2, the $G$-cr subgroup $H$ from Theorem 1.4 must be a 2-group of order $2^s$, and moreover, $H$ is a principal
stabiliser for $V$ by Corollary 1.5. The set $\{v \in V_{\text{red}} \mid \mathcal{D}(G_v) = G \cdot H\}$ does not contain the whole of $V_{\text{red}}$ (cf. Theorem 7.6).

We claim that there is at least one irreducible component $D$ of $C$ such that $\eta(D) = V$ but $\eta(D) \neq V$. Let $D_1, \ldots, D_t$ be the irreducible components of $V$ apart from $C$. Then $\bigcup_{i=1}^t \eta(D_i) = V$, so $\eta(D_j)$ is dense in $V$ for some $1 \leq j \leq t$. There are only finitely many conjugacy classes of nontrivial elements of $G$ of order dividing $2^s$, and each such conjugacy class is closed because in characteristic not 2, elements of order a power of 2 are semisimple. Hence there are regular functions $f_1, \ldots, f_m : G \to k$ for some $m$ such that for all $g \in G$, $g$ is a nontrivial element of order dividing $2^s$ if and only if $f_1(g) = \cdots = f_m(g) = 0$. For $1 \leq l \leq N$, let $Z_l$ be the closed subset $\{(v, g_1, \ldots, g_N) \in C \mid f_1(g_l) = \cdots = f_m(g_l) = 0\}$ of $C$ and let $Z = Z_1 \cup \cdots \cup Z_N$. If $(v, g) \in D_j \setminus (D_j \cap \tilde{C})$ then $g \neq 1$, so some component of $g$ is a nontrivial element of $G$ of order dividing $2^s$, so $(v, g) \in Z$. Hence the open dense subset $D_j \setminus (D_j \cap \tilde{C})$ of $D_j$ is contained in $Z$, and it follows that $D_j \subseteq Z$. This implies that if $v \in V$ and $G_v = 1$ then $v \notin \eta(D_j)$.
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