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THE FUNDAMENTAL THEOREM OF
TROPICAL DIFFERENTIAL ALGEBRAIC GEOMETRY

FUENSANTA AROCA, CRISTHIAN GARAY AND ZEINAB TOGHANI

Let I be an ideal of the ring of Laurent polynomials K [x±1
1 , . . . , x±1

n ] with
coefficients in a real-valued field (K, v). The fundamental theorem of tropi-
cal algebraic geometry states the equality trop(V (I))= V (trop(I)) between
the tropicalization trop(V (I)) of the closed subscheme V (I) ⊂ (K ∗)n and
the tropical variety V (trop(I)) associated to the tropicalization of the ideal
trop(I).

In this work we prove an analogous result for a differential ideal G of the
ring of differential polynomials K [[t]]{x1, . . . , xn}, where K is an uncount-
able algebraically closed field of characteristic zero. We define the tropical-
ization trop(Sol(G)) of the set of solutions Sol(G) ⊂ K [[t]]n of G, and the
set of solutions Sol(trop(G)) ⊂ P(Z≥0)

n associated to the tropicalization of
the ideal trop(G). These two sets are linked by a tropicalization morphism
trop : Sol(G)→ Sol(trop(G)).

We show the equality trop(Sol(G))= Sol(trop(G)), answering a question
recently raised by D. Grigoriev.

1. Introduction

The first proof of the fundamental theorem of tropical algebraic geometry appeared
in 2003 in a preprint by Einsiedler, Kapranov and Lind [Einsiedler et al. 2006], and
was limited to hypersurfaces. Later, the theorem was established in full generality
in [Speyer and Sturmfels 2004]. Extensions to arbitrary codimension ideals and
arbitrary valuations have been done subsequently; see, for example, [Aroca et al.
2010; Jensen et al. 2008; Aroca 2010].

The tropical variety of a hypersurface is dual to a subdivision of the Newton
polyhedron of its defining function. The Newton polygon was introduced by
Puiseux [1850] for plane algebraic curves and extended to differential polynomials
by Fine [1889]. Both the extensions of the polygon and the polyhedron have served

This research was supported by PAPIIT IN104713 and IN108216, ECOS NORD M14M03 and
CONACYT. Part of this work was done while Aroca and Toghani were at the CNRS unité UMR7373
12M in Marseille, Aroca with a CNRS contract and Toghani with the support of LAISLA.
MSC2010: 13N99, 13P15, 14T99.
Keywords: differential algebra, tropical geometry, arc spaces, power series solutions of ODEs.
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to prove existence theorems and to construct algorithms that compute solutions; see
for example [Grigoriev and Singer 1991; Cano 1993; Aroca and Cano 2001; Aroca
et al. 2003].

Grigoriev [2015] introduces the notion of tropical linear differential equations
in n variables and designs a polynomial complexity algorithm for solving systems of
tropical linear differential equations in one variable. In the same preprint, Grigoriev
suggests several lines for further research. One of his questions is whether a theorem
such as the fundamental theorem of tropical algebraic geometry holds in this context.

More precisely, Grigoriev notes that, for a differential ideal G in n independent
variables, we have the inclusion trop(Sol(G))⊂ Sol(trop(G)) and asks:

Is it true that for any differential ideal G and a family S1, . . . , Sn ⊂ Z≥0

being a solution of the tropical differential equation trop(g) for any g ∈G,
there exists a power series solution of G whose tropicalization equals
S1, . . . , Sn?

Here, we give a positive answer to this question when G is a differential ideal
of differential polynomials over the ring of formal power series K [[t]], K being
an uncountable algebraically closed field of characteristic zero. Our proof uses
techniques developed in the theory of arc spaces; see [Nash 1995].

In Section 2, the basic definitions of differential algebraic geometry are recalled.
In Sections 3, 4 and 5, we explain the tropicalization morphisms. Arc spaces
and their connection with sets of solutions of differential ideals are discussed in
Section 6. The main result is proved in the last two sections.

2. Differential algebraic geometry

We will begin by recalling some basic definitions of differential algebraic geometry.
The reference for this section is the book by J. F. Ritt [1950].

Let R be a commutative ring with unity. A derivation on R is a map d : R→ R
that satisfies d(a+ b)= d(a)+ d(b) and d(ab)= d(a)b+ ad(b) for all a, b ∈ R.
The pair (R, d) is called a differential ring. An ideal I ⊂ R is said to be a differential
ideal when d(I )⊂ I .

Let (R, d) be a differential ring and let R{x1, . . . , xn} be the set of polynomials
with coefficients in R in the variables {xi j : i = 1, . . . , n, j ≥ 0}. The derivation d
on R can be extended to a derivation d of R{x1, . . . , xn} by setting d(xi j )= xi( j+1)

for i = 1, . . . , n and j ≥ 0. The pair (R{x1, . . . , xn}, d) is a differential ring called
the ring of differential polynomials in n variables with coefficients in R.

A differential polynomial P ∈ R{x1, . . . , xn} induces a mapping from Rn to R
given by

(2-1) P : Rn
→ R, (ϕ1, . . . , ϕn) 7→ P|xi j=d jϕi

,
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where P|xi j=d jϕi is the element of R obtained by substituting xi j 7→ d jϕi in the
differential polynomial P .

The equality

(2-2) dk(P(ϕ))= (dkP)(ϕ)

holds for any P ∈ R{x1, . . . , xn} and ϕ ∈ Rn .
A zero or a solution of P ∈ R{x1, . . . , xn} is an n-tuple ϕ ∈ Rn such that P(ϕ)=0.

An n-tuple ϕ ∈ Rn is a solution of 6 ⊂ R{x1, . . . , xn} when it is a solution of every
differential polynomial in 6; that is,

Sol(6) := {ϕ ∈ Rn
: P(ϕ)= 0 for all P ∈6}.

The following result can be found in [Ritt 1950, p. 21].

Proposition 2.1. The solution of any infinite system of differential polynomials

6 ⊂ F{x1, . . . , xn},

where F is a differential field of characteristic zero, is the solution of some finite
subset of the system.

A differential monomial in n independent variables of order less than or equal
to r is an expression of the form

(2-3) EM :=
∏

1≤i≤n
0≤ j≤r

x Mi j
i j ,

where M = (Mi j )1≤i≤n, 0≤ j≤r is a matrix in Mn×(r+1)(Z≥0).
With this notation, a differential polynomial P ∈ R{x1, . . . , xn} is an expression

of the form

(2-4) P =
∑

M∈3⊂Mn×(r+1)(Z≥0)

ψM EM ,

with r ∈ Z≥0, ψM ∈ R and 3 finite.
The mapping induced by the monomial EM is given by

EM : Rn
→ R, (ϕ1, . . . , ϕn) 7→

∏
1≤i≤n
0≤ j≤r

(d jϕi )
Mi j ,

and the map (2-1) induced by the differential polynomial P in (2-4) is

(2-5) P : Rn
→ R, ϕ = (ϕ1, . . . , ϕn) 7→

∑
M∈3

ψM EM(ϕ).
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3. The differential ring of formal power series and tropicalization

In what follows, we work with the differential valued ring R = K [[t]] where K is an
uncountable algebraically closed field of characteristic zero. We set F = Frac(R).

The elements of R are expressions of the form

(3-1) ϕ =
∑

j∈Z≥0

a j t j

with a j ∈ K for j ∈ Z≥0.
The support of ϕ is the set

Supp(ϕ) := {i ∈ Z≥0 : ai 6= 0},

the valuation on R is given by

val(ϕ)=min Supp(ϕ)

and the derivative of ϕ is the element

dϕ =
∑

j∈Z≥0

ja j t j−1

of R. The bijection

9 : K Z≥0 → R, a = (a j ) j≥0 7→
∑
j≥0

1
j !

a j t j

between K Z≥0 and R allows us to identify points of R with points of K Z≥0 . Moreover,
the mapping 9 has the following property:

(3-2) ds9(a)=
∑
j≥0

as+ j

j !
t j ,

which implies

ds9(a)|t=0 = as, s ∈ Z≥0

and then

(3-3) a =
(
d j9(a)|t=0

)
j≥0.

The mapping that sends each series in R to its support set (a subset of Z≥0) will
be called the tropicalization map

trop : R→ P(Z≥0), ϕ 7→ Supp(ϕ)

where P(Z≥0) denotes the power set of Z≥0.
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For fixed n, the mapping from Rn to the n-fold product of P(Z≥0) will also be
denoted by trop:

trop : Rn
→P(Z≥0)

n, ϕ= (ϕ1, . . . , ϕn) 7→ trop(ϕ)= (Supp(ϕ1), . . . ,Supp(ϕn)).

Given a subset T of Rn , the tropicalization T is its image under the map trop:

trop(T ) := {trop(ϕ) : ϕ ∈ T } ⊂ P(Z≥0)
n.

Example 3.1. Set T := {(a+5t+bt2, 2+at−8t2
+ ct3) : a, b, c ∈ K } ⊂ K [[t]]2.

We have

trop(T )=
{
({1}, {0, 2}), ({0, 1}, {0, 1, 2}),

({1, 2}, {0, 2}), ({1}, {0, 2, 3}), ({0, 1, 2}, {0, 1, 2}),

({0, 1}, {0, 1, 2, 3}), ({1, 2}, {0, 2, 3}), ({0, 1, 2}, {0, 1, 2, 3})
}
.

Since K is of characteristic zero, for every ϕ ∈ R, we have

trop(d jϕ)= {i − j : i ∈ trop(ϕ)∩Z≥ j }

then
val(d jϕ)=min(trop(ϕ)∩Z≥ j )− j.

The above equality justifies the following definition:

Definition. A subset S ⊆ Z≥0 induces a mapping ValS : Z≥0→ Z≥0 ∪ {∞} given
by

(3-4) ValS( j) :=
{

s− j with s =min{α ∈ S : α ≥ j},
∞ when S ∩Z≥ j =∅.

Example 3.2. Consider the set S := {1, 3, 4}. We have

(1) ValS(2)=min{s ∈ S : s ≥ 2}− 2= 3− 2= 1 and

(2) ValS(5)=∞.

4. Tropical differential polynomials

We denote by T the (idempotent) semiring T = (Z≥0 ∪ {∞},⊕,�), with a⊕ b =
min{a, b} and a� b = a+ b.

Definition. A tropical differential monomial in the variables x1, . . . , xn of order
less than or equal to r is an expression of the form

(4-1) εM := x�M
=

⊙
1≤i≤n
0≤ j≤r

x�Mi j
i j ,

where M = (Mi j )1≤i≤n, 0≤ j≤r is a matrix in Mn×(r+1)(Z≥0).
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Definition. A tropical differential polynomial in the variables x1, . . . , xn of order
less than or equal to r is an expression of the form

(4-2) φ = φ(x1, . . . , xn) =
⊕

M∈3⊂Mn×(r+1)(Z≥0)

aM � εM ,

where aM ∈ T and 3 is a finite set.

The set of tropical differential polynomials will be denoted by T{x1, . . . , xn}. A
tropical differential monomial εM induces a mapping from P(Z≥0)

n to Z≥0 ∪ {∞}

given by

εM(S1, . . . , Sn) :=
⊙

1≤i≤n
0≤ j≤r

ValSi ( j)�Mi j =

∑
1≤i≤n
0≤ j≤r

Mi j ·ValSi ( j),

where ValSi ( j) is defined as in (3-4).

Remark 4.1. Note that εM(S1, . . . , Sn) = 0 if and only if j ∈ Si for all i, j with
Mi j 6= 0.

A tropical differential polynomial φ as in (4-2) induces a mapping from P(Z≥0)
n

to Z≥0 ∪ {∞} given by

φ(S)=
⊕
M∈3

aM � εM(S)= min
M∈3
{aM + εM(S)}.

Definition. An n-tuple S = (S1, . . . , Sn) ∈ P(Z≥0)
n is said to be a solution of the

tropical differential polynomial φ in (4-2) if either

(1) there exist M1,M2 ∈ 3 with M1 6= M2 such that φ(S) = aM1 � εM1(S) =
aM2 � εM2(S), or

(2) φ(S)=∞.

Let H ⊂ T{x1, . . . , xn} be a family of tropical differential polynomials. An
n-tuple S ∈ P(Z≥0)

n is a solution of H when it is a solution of every tropical
polynomial in H ; that is,

Sol(H) := {S ∈ (P(Z≥0))
n
: S is a solution of φ for every φ ∈ H}.

Example 4.2. Consider the tropical differential polynomial

φ(x) := 1� x ′⊕ 2� x (3)⊕ 3.

Since φ(S) 6= ∞ for every S ⊂ P(Z≥0), the set S is a solution of φ if one of the
following holds:

(1) 1+ValS(1)= 3≤ 2+ValS(3),

(2) 1+ValS(1)= 2+ValS(3)≤ 3,

(3) 2+ValS(3)= 3≤ 1+ValS(1).
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The first condition never holds. The second condition holds when S= B∪{2, 3}∪C
and B ⊂ {0}, min C ≥ 4. The third condition holds when S = {4} ∪C ∪ B with
min C ≥ 5 and B ⊂ {0}. Thus,

Sol(P)=
{

B∪{2, 3}∪C : B⊂{0}, min C≥4
}
∪
{

B∪{4}∪C : min C≥5, B⊂{0}
}
.

5. Tropicalization of differential polynomials

Let P be a differential polynomial as in (2-4). The tropicalization of P is the
tropical differential polynomial

(5-1) trop(P) :=
⊕
M∈3

val(ψM)� εM .

Remark 5.1. Let P be a differential polynomial in R{x1, . . . , xn}. We have that
trop(tP)(S)≥ 1 for any S ∈ P(Z≥0)

n .

Definition. Let G ⊂ R{x1, . . . , xn} be a differential ideal. Its tropicalization
trop(G) is the set of tropical differential polynomials {trop(P) : P ∈ G}.

Proposition 5.2. Let G be a differential ideal in the ring of differential polynomials
R{x1, . . . , xn}. If ϕ ∈ Sol(G), then trop(ϕ) ∈ Sol(trop(G)).

Proof. Given a differential monomial EM and ϕ ∈ Rn , we have that

val(EM(ϕ))= εM(trop(ϕ)).

It follows that if ϕ ∈ Rn is a solution to the differential polynomial

P =
∑
M∈3

ψM EM ,

then trop(ϕ) ∈ (P(Z≥0))
n is a solution to trop(P). So, if ϕ ∈ Rn is a solution to

every differential polynomial P in a differential ideal G, then trop(ϕ) is a solution
to every tropical differential polynomial trop(P) ∈ trop(G). �

We can now clearly state the question posed in [Grigoriev 2015]. The latter result
allows us to define a mapping trop : Sol(G)→ Sol(trop(G)) for any differential
ideal G ⊂ R{x1, . . . , xn}. The question is whether or not this map is surjective.

Example 5.3. Let P ∈ R{x} be the differential polynomial

P := x ′′− t.

The set of solutions of P is the same as the set of solutions of the differential ideal
generated by P:

Sol(P)=
{
c1+ c2t + 1

6 t3
: c1, c2 ∈ K

}
.
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The tropicalization of the set of solutions of P is

trop(Sol(P))=
{
{0, 1, 3}, {0, 3}, {1, 3}, {3}

}
.

Now, the tropicalization of P induces the mapping

trop(P) : P(Z≥0)→ Z≥0, S 7→min{ValS(2), 1}.

Since trop(P)(S) 6= ∞ for every S ⊂ P(Z≥0), the set of solutions of trop(P) is

Sol(trop(P))= {S ⊂ P(Z≥0) : 2 /∈ S and 3 ∈ S}.

Differentiating P , we have that d2P = x (4) is in the differential ideal generated
by P . Its tropicalization induces the mapping

trop(d2P) : P(Z≥0)→ Z≥0, S 7→ ValS(4).

We have that S ⊂ P(Z≥0) is a solution of trop(d2P) if and only if S ⊂ {0, 1, 2, 3},
i.e.,

Sol(trop(d2P))= P({0, 1, 2, 3}).

In this example,

Sol(trop(P))∩Sol(trop(d2P))= trop(Sol(P)).

6. Arc spaces and the set of solutions of a differential ideal

The natural inclusion K [x1 0, . . . , xn 0] ⊂ R{x1, . . . , xn} lets us recognize the arc
space of the variety defined by an ideal I ⊂ K [x1, . . . , xn] as the space of solutions
of the differential ideal generated by I in R{x1, . . . , xn}. In this section we extend
some definitions and results developed in the theory of arc spaces; see for example
[Nash 1995; Bruschek et al. 2013].

Consider the bijection

9 :
(
K Z≥0

)n
→ Rn, a = (ai j )1≤i≤n, j≥0 7→

(∑
j≥0

1
j !

a1 j t j , . . . ,
∑
j≥0

1
j !

anj t j
)
.

Lemma 6.1. Given P ∈ R{x1, . . . , xn} and a ∈ (K Z≥0)n , we have

(6-1) P(9(a))=
∑
k≥0

ck tk

with

ck =
1
k!
(dk(P))

∣∣
t=0(a).
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Proof. For a = (ai j )1≤i≤n, j≥0 ∈
(
K Z≥0

)n , write 9(a)= (9(a)1, . . . , 9(a)n) and
P(9(a))=

∑
k≥0 ck tk for some ck ∈ K , k ≥ 0. Differentiating (6-1) and evaluating

at zero, we have

ck =
1
k!
[
dk(P(9(a)))

]
t=0

(2-2)
=

1
k!
[
(dkP)(9(a))

]
t=0

(2-1)
=

1
k!
[
(dkP)|xi j=9(a)

( j)
i

]
t=0

=
1
k!
[
(dkP)|xi j=9(a)

( j)
i |t=0

]
t=0

(3-3)
=

1
k!
[
(dkP)|xi j=ai j

]
t=0 =

1
k!
(dkP)|t=0(a). �

Let G be a differential ideal in R{x1, . . . , xn}. We can consider G as an infinite
system of differential polynomials in F{x1, . . . , xn}, where F = Frac(R) is a field
of characteristic zero. By Proposition 2.1, there exist f1, . . . , fs ∈ G such that

Sol(G)=
s⋂
`=1

Sol( f`).

For 1≤ `≤ s and k ∈ Z≥0, the (dk f`)|t=0 are polynomials in the variables xi j with
coefficients in K . Set

F`k := (dk f`)|t=0 ∈ K [xi j : 1≤ i ≤ n, j ≥ 0]

and

(6-2) A∞ := V
(
{F`k}1≤`≤s, k≥0

)
⊂
(
K Z≥0

)n
.

By Lemma 6.1,
Sol(G)=9(A∞).

We will now describe an extension to differential ideals of the definition of m-jet
of arc spaces; see for example [Mourtada 2011].

For each m ≥ 0, let Nm be the smallest positive integer such that

(6-3) F`k ∈ K [xi j : 1≤ i ≤ n, 0≤ j ≤ Nm] for all 1≤ `≤ s, 0≤ k ≤ m

and set

(6-4) Am := V
(
{F`k}1≤`≤s, 0≤k≤m

)
⊂
(
K Nm+1)n

.

For m ≥ m′ ≥ 0, denote by π(m,m′) the natural algebraic morphism

π(m,m′) : K n(Nm+1)
→ K n(Nm′+1).

Then
π(m,m′)(Am)⊂ Am′

and A∞ is the inverse limit of the system ((Am)m∈Z≥0, (π(m,m′))m≥m′∈Z≥0):

A∞ = lim
←−−

Am .
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When f1, . . . , fs are elements of K [x10, . . . , xn 0], the sets Am are the m-jets of
the space A∞. Otherwise, note that the construction depends strongly on the choice
of f1, . . . , fs .

7. Intersections with tori

Let G ⊂ R{x1, . . . , xn} be a differential ideal, let f1, . . . , fs ∈ G be such that
Sol(G)=

⋂s
`=1 Sol( f`), and let A∞ be as in (6-2) and Am as in (6-4).

An n-tuple S = (S1, . . . , Sn) ∈ P(Z≥0)
n is in trop(Sol(G)) if and only if there

exists a ∈ A∞ with trop(9(a))= S, i.e., if Si = { j : ai j 6= 0} for i = 1, . . . , n. Set

V∗S :=
{
(xi j )1≤i≤n, j≥0 ∈

(
K Z≥0

)n
: xi j = 0 if and only if j /∈ Si

}
,

then S ∈ trop(Sol(G)) if and only if

(A∞)S := A∞ ∩V∗S

is not empty.
For m ≥ 0, consider the finite dimensional torus

(Vm)
∗

S :=
{
(xi j )1≤i≤n, 0≤ j≤Nm ∈ K n(Nm+1)

: xi j = 0 if and only if j /∈ Si
}
,

where Nm is the minimum such that (6-3) holds. We have (Vm)
∗

S ' (K
∗)Lm , with

Lm ≤ n(Nm + 1). Set
(Am)S := Am ∩ (Vm)

∗

S.

For m ≥ m′ ≥ 0, the inclusions

π(m,m′)((Vm)
∗

S)⊂ (Vm′)
∗

S and π(m,m′)((Am)S)⊂ (Am′)S

hold, and (A∞)S is the inverse limit of
(
((Am)S)m∈Z≥0, (π(m,m′))m≥m′∈Z≥0

)
:

(A∞)S = lim
←−−

(Am)S.

Set

(Bm)S :=

∞⋂
i=m

π(i,m)((Ai )S);

then
(A∞)S = lim

←−−
(Bm)S

and the projections
π(m,m′) : (Bm)S→ (Bm′)S

are surjective. Then (see, for example, [Bourbaki 1968, Proposition 5, p. 198]), the
set lim
←−−

(Bm)S is nonempty if and only if (B0)S is nonempty. In other words, we
have the following remark.
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Remark 7.1. The set (A∞)S is nonempty if and only if
⋂
∞

i=0 π(i,0)((Ai )S) is
nonempty.

By Chevalley’s theorem (see, for example, [Mumford 1999, p. 51]), each
π(m,0)((Am)S) is a constructible set. A constructible set is, by definition, a finite
union of locally closed sets. A set is locally closed when it is an open set of its
closure. The constructible sets form a Boolean algebra.

We recall the following statement about nested sequences of constructible sets:

Proposition 7.2. Let K be an uncountable algebraically closed field of character-
istic zero. Let {Eα}∞α=1 be an increasing family of constructible sets in K n with
K n
=
⋃
∞

α=1 Eα. Then there exists α such that K n
= Eα.

We are now ready to prove the result that will allow us, in the next section,
to work in the noetherian ring K [xi j : 1 ≤ i ≤ n, 0 ≤ j ≤ Nm] instead of the
nonnoetherian K [xi j : 1≤ i ≤ n, 0≤ j].

Proposition 7.3. The set (A∞)S is nonempty if and only if (Am)S is nonempty for
all m ∈ Z≥0.

Proof. Since the constructible sets form a Boolean algebra, the nested sequence of
constructible sets inside (K ∗)L0 ' (V0)

∗

S ,

(7-1) · · · ⊂ π(2,0)((A2)S)⊂ π(1,0)((A1)S)⊂ (A0)S ⊂ (K
∗)L0,

induces an increasing family of constructible sets

(7-2) ∅⊂ (K ∗)L0\(A0)S⊂ (K
∗)L0\π(1,0)((A1)S)⊂ (K

∗)L0\π(2,0)((A2)S)⊂· · · .

The set
⋂
∞

i=0 π(i,0)((Ai )S) is empty if and only if (K ∗)L0 \
⋂
∞

i=0 π(i,0)((Ai )S)

is (K ∗)L0 ; that is, if and only if

(K ∗)L0 =

∞⋃
i=0

(K ∗)L0 \π(i,0)((Ai )S).

Then, by Proposition 7.2, there exists m such that (K ∗)L0 \π(m,0)((Am)S)= (K ∗)L0 .
That is, there exists m such that (Am)S is empty.

The result follows from Remark 7.1. �

8. The fundamental theorem of differential tropical geometry

Theorem 8.1. Let G be a differential ideal in K [[t]]{x1, . . . xn}, where K is an
uncountable algebraically closed field of characteristic zero. The equality

Sol(trop(G))= trop(Sol(G))

holds.
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Proof. The inclusion trop(Sol(G))⊂ Sol(trop(G)) is just Proposition 5.2. Here we
will prove

Sol(trop(G))⊂ trop(Sol(G)).

Let S = (S1, . . . , Sn) ∈ P(Z≥0)
n be such that there is no solution of G whose

tropicalization is S. We will show that S cannot be a solution of the tropicalization
of G.

Suppose that Sol(G) =
⋂s
`=1 Sol( f`), for some f1, . . . fs ∈ G. For 1 ≤ ` ≤ s

and k ∈ Z≥0, we write F`k := (dk f`)|t=0.
As we have seen above, S /∈ trop(Sol(G)) implies that (A∞)S is empty. Then,

by Proposition 7.3 there exists m ∈ N such that (Am)S is empty.
Take m ∈N such that (Am)S is empty. Set F`k to be the image of F`k in the ring

K [xi j : 1≤ i ≤ n, 0≤ j ≤ Nm]/〈xi j : j /∈ Si 〉.

Since (Am)S is empty we have

V (F`k : 1≤ `≤ s, 0≤ k ≤ m)⊂ V
( ∏
{0≤i≤n, j∈Si : j≤Nm}

xi j

)
so by the Nullstellensatz, there exists α ≥ 1 such that

EM =

( ∏
{0≤i≤n, j∈Si : j≤Nm}

xi j

)α
∈ 〈F`k : 1≤ `≤ s, 0≤ k ≤ m〉.

Here EM is the differential monomial induced by the matrix M ∈Mn×(Nm+1)(Z≥0)

with entries Mi j = 0 for j /∈ Si and Mi j = α for j ∈ Si .
It follows that there exists

{G`k : 1≤ `≤ s, 0≤ k ≤ m} ⊂ K [xi j : 1≤ i ≤ n, j ∈ Si , j ≤ Nm]

such that

(8-1)
∑

1≤`≤s
0≤k≤m

G`k F`k = EM .

Then

(8-2)
∑

1≤`≤s
0≤k≤m

G`k F`k = EM + h

for some h ∈ 〈xi j : j /∈ Si , j ≤ Nm〉 ⊂ K [xi j : 1≤ i ≤ n, 0≤ j ≤ Nm].
Now, by definition of F`k , there exists λ in K [[t]]{x0, . . . , xn} such that

(8-3) g :=
∑

1≤`≤s
0≤k≤m

G`kdk f` = EM + h+ tλ.
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Since G is a differential ideal and f1, . . . fs ∈ G, the differential polynomial g is
in G.

We now have:

• By Remark 4.1, εM(S)= 0 and if h 6= 0, then trop(h)(S)≥ 1.

• By Remark 5.1, if tλ 6= 0, then trop(tλ)(S)≥ 1.

Thus, (trop(g))(S)= 0 and the minimum is attained only at the monomial εM , and
hence, S is not a solution of trop(g). So S is not a solution of the tropicalization
of G, which is what we wanted to prove. �
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A SIMPLE SOLUTION TO THE WORD PROBLEM FOR
VIRTUAL BRAID GROUPS

PAOLO BELLINGERI, BRUNO A. CISNEROS DE LA CRUZ AND LUIS PARIS

We show a simple and easily implementable solution to the word problem
for virtual braid groups.

1. Introduction

Virtual braid groups were introduced by L. Kauffman [1999] in his seminal paper
on virtual knots and links. They can be defined in several ways, such as in terms of
Gauss diagrams [Bar-Natan and Dancso 2015; Cisneros de la Cruz 2015], in terms
of braids in thickened surfaces [Cisneros de la Cruz 2015], and in terms of virtual
braid diagrams. The latter will be our starting point of view.

A virtual braid diagram on n strands is an n-tuple β = (b1, . . . , bn) of smooth
paths in the plane R2 satisfying the following conditions:

(a) bi (0)= (i, 0) for all i ∈ {1, . . . , n}.

(b) There is a permutation g ∈Sn such that bi (1)= (g(i), 1) for all i ∈ {1, . . . , n}.

(c) (p2 ◦ bi )(t) = t for all i ∈ {1, . . . , n} and all t ∈ [0, 1], where p2 : R
2
→ R

denotes the projection on the second coordinate.

(d) The bi intersect transversely in a finite number of double points, called the
crossings of the diagram.

Each crossing is endowed with one of the following attributes: positive, negative,
virtual. In the figures they are generally indicated as in Figure 1. Let VBDn be the
set of virtual braid diagrams on n strands, and let ∼ be the equivalence relation
on VBDn generated by ambient isotopy and the virtual Reidemeister moves depicted
in Figure 2. The concatenation of diagrams induces a group structure on VBDn/∼.
The latter is called the virtual braid group on n strands, and is denoted by VBn .

MSC2010: primary 20F36; secondary 20F10, 57M25.
Keywords: word problem, virtual braid group.
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Figure 1. Positive, negative and virtual crossings in a virtual braid diagram.

It was observed in [Kamada 2007; Vershinin 2001] that VBn has a presentation
with generators σ1, . . . , σn−1, τ1, . . . , τn−1 and relations

τ 2
i = 1 for 1≤ i ≤ n− 1,

σiσ j = σ jσi , σiτ j = τ jσi , τiτ j = τ jτi for |i − j | ≥ 2,

σiσ jσi = σ jσiσ j , σiτ jτi = τ jτiσ j , τiτ jτi = τ jτiτ j for |i − j | = 1.

A solution to the word problem for virtual braid groups was shown in [Godelle and
Paris 2012]. However, this solution is quite theoretical and its understanding requires
some heavy technical knowledge on Artin groups. Therefore, it is incomprehensible
and useless for most of the potential users, including low-dimensional topologists.
Moreover, its implementation would be difficult. Our aim here is to show a new
solution, which is simpler and easily implementable, and whose understanding
does not require any special technical knowledge. This new solution is in the spirit
of the one shown in [Godelle and Paris 2012], in the sense that one of the main
ingredients in its proof is the study of parabolic subgroups in Artin groups.

Figure 2. Virtual Reidemeister moves.
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We have not calculated the complexity of this algorithm, as this is probably at
least exponential because of the inductive step 3 (see Section 2). Nevertheless,
it is quite efficient for a limited number of strands (see the example at the end
of Section 2), and, above all, it should be useful to study theoretical questions
on VBn such as the faithfulness of representations of this group in automorphism
groups of free groups and/or in linear groups. Note that the faithfulness of such a
representation will immediately provide another, probably faster, solution to the
word problem for VBn .

The Burau representation easily extends to VBn [Vershinin 2001], but the question
whether VBn is linear or not is still open. A representation of VBn in Aut(Fn+1)

was independently constructed in [Bardakov 2005] and [Manturov 2003], but such
a representation has recently been proven to be not faithful for n ≥ 4 [Chterental
2015, Proposition 5.3] (see the example at the end of Step 1). So, we do not know
yet any representation on which we can test our algorithm.

Chterental [2015] shows a faithful action of VBn on a set of objects that he calls
“virtual curve diagrams”. We have some hope to use this action to describe another
explicit solution to the word problem for VBn . But, for now, we do not know any
formal definition of this action, nor how it could be encoded in an algorithm.

2. The algorithm

Our solution to the word problem for VBn is divided into four steps. In Step 1 we
define a subgroup KBn of VBn and a generating set S for KBn , and we show an
algorithm (called Algorithm A) which decides whether an element of VBn belongs
to KBn and, if yes, determines a word over S±1 which represents this element.
For X ⊂ S, we denote by KBn(X ) the subgroup of KBn generated by X . The other
three steps provide a solution to the word problem for KBn(X ) which depends
recursively on the cardinality of X . Step 2 is the beginning of the induction. More
precisely, the algorithm proposed in Step 2 (called Algorithm B) is a solution to
the word problem for KBn(X ) when X is a full subset of S (the notion of “full
subset” will be also defined in Step 2; for now, the reader just need to know that
singletons are full subsets). In Step 3 we suppose given a solution to the word
problem for KBn(X ), and, for a given subset Y ⊂ X , we show an algorithm which
solves the membership problem for KBn(Y) in KBn(X ) (called Algorithm C). In
Step 4 we show an algorithm which solves the word problem for KBn(X ) when
X is not a full subset, under the assumption that the group KBn(Y) has a solvable
word problem for any proper subset Y of X (called Algorithm D).

Step 1. Recall that Sn denotes the group of permutations of {1, . . . , n}. We denote
by θ : VBn→Sn the epimorphism which sends σi to 1 and τi to (i, i + 1) for all
1≤ i ≤ n− 1, and by KBn the kernel of θ . Note that θ has a section ι :Sn→VBn
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i j i j

Figure 3. Generators for KBn: δi, j (left) and δ j,i (right)

which sends (i, i + 1) to τi for all 1≤ i ≤ n− 1, and therefore VBn is a semidirect
product VBn = KBn oSn . The following proposition is proved in Rabenda’s
master’s thesis, which, unfortunately, is not available anywhere. However, its proof
can also be found in [Bardakov and Bellingeri 2009].

Proposition 2.1. For 1≤ i < j ≤ n we set

δi, j = τiτi+1 · · · τ j−2σ j−1τ j−2 · · · τi+1τi ,

δ j,i = τiτi+1 · · · τ j−2τ j−1σ j−1τ j−1τ j−2 · · · τi+1τi .

Then KBn has a presentation with generating set

S = {δi, j | 1≤ i 6= j ≤ n}
and relations

δi, jδk,l = δk,lδi, j for i, j, k, l distinct,

δi, jδ j,kδi, j = δ j,kδi, jδ j,k for i, j, k distinct.

The virtual braids δi, j and δ j,i are depicted in Figure 3.
The following is an important tool in the forthcoming Algorithm A.

Lemma 2.2 [Bardakov and Bellingeri 2009]. Let u be a word over {τ1, . . . , τn−1},
let ū be the element of VBn represented by u, and let i, j ∈ {1, . . . , n}, i 6= j . Then
ūδi, j ū−1

= δi ′, j ′ , where i ′ = θ(ū)(i) and j ′ = θ(ū)( j).

Note that τ−1
i = τi , since τ 2

i = 1, for all i ∈ {1, . . . , n− 1}. Hence, the letters
τ−1

1 , . . . , τ−1
n−1 are not needed in the above lemma and below.

We give an algorithm which, given a word u over {σ±1
1 , . . . , σ±1

n−1, τ1, . . . , τn−1},
decides whether the element ū of VBn represented by u belongs to KBn . If yes, it
also determines a word u′ over S±1

= {δ±i, j | 1 ≤ i 6= j ≤ n} which represents ū.
The fact that this algorithm is correct follows from Lemma 2.2.
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Algorithm A. Let u be a word over {σ±1
1 , . . . , σ±1

n−1, τ1, . . . , τn−1}. We write u in
the form

u = v0σ
ε1
i1
v1 · · · vl−1σ

εl
il
vl,

where v0, v1, . . . , vl are words over {τ1, . . . , τn−1}, and ε1, . . . , εl ∈ {±1}. On
the other hand, for a word v = τ j1 · · · τ jk over {τ1, . . . , τn−1}, we set θ(v) =
( j1, j1+1) · · · ( jk, jk+1)∈Sn . Note that θ(ū)= θ(v0) θ(v1) · · · θ(vl). If θ(ū) 6= 1,
then ū 6∈ KBn . If θ(ū)= 1, then ū ∈ KBn , and ū is represented by

u′ = δε1
a1,b1

δ
ε2
a2,b2
· · · δ

εl
al ,bl

,

where
ak = θ(v0 · · · vk−1)(ik) and bk = θ(v0 · · · vk−1)(ik + 1)

for all k ∈ {1, . . . , l}.

Example. Chterental [2015] proved that the Bardakov–Manturov representation
of VBn in Aut(Fn+1) (see for instance [Bardakov 2005] for the definition) is not
faithful, showing that the element ω = (τ3σ2τ1σ

−1
2 )3 is nontrivial in VB4 while the

corresponding automorphism of F5 is trivial. In [Chterental 2015] the nontriviality
of ω is shown by means of an action on some curve diagrams, but this fact can easily
be checked with Algorithm A. Indeed, θ(ω) = ((3, 4)(1, 2))3 = (3, 4)(1, 2) 6= 1,
hence ω 6= 1.

Step 2. Let S be a finite set. A Coxeter matrix over S is a square matrix M =
(ms,t)s,t∈S , indexed by the elements of S, such that ms,s = 1 for all s ∈ S, and
ms,t = mt,s ∈ {2, 3, 4, . . . } ∪ {∞} for all s, t ∈ S, s 6= t . We represent this Coxeter
matrix with a labeled graph 0=0M , called a Coxeter diagram. The set of vertices of
0 is S. Two vertices s, t ∈ S are connected by an edge labeled by ms,t if ms,t 6= ∞.

If a, b are two letters and m is an integer ≥ 2, we set 〈a, b〉m = (ab)m/2 if m is
even, and 〈a, b〉m = (ab)(m−1)/2a if m is odd. In other words, 〈a, b〉m denotes the
word aba · · · of length m. The Artin group of 0 is the group A = A(0) defined by
the presentation

A =
〈
S | 〈s, t〉ms,t = 〈t, s〉ms,t for all s, t ∈ S, s 6= t and ms,t 6= ∞

〉
.

The Coxeter group of 0, denoted by W =W (0), is the quotient of A by the relations
s2
= 1, s ∈ S.

Example. Let V0n be the Coxeter diagram defined as follows. The set of vertices
of V0n is S. If i , j , k, l ∈ {1, . . . , n} are distinct, then δi, j and δk,l are connected
by an edge labeled by 2. If i , j , k ∈ {1, . . . , n} are distinct, then δi, j and δ j,k are
connected by an edge labeled by 3. There is no other edge in V0n . Then, by
Proposition 2.1, KBn is isomorphic to A(V0n).
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Let 0 be a Coxeter diagram. For X ⊂ S, we denote by 0X the subdiagram of 0
spanned by X , by AX the subgroup of A = A(0) generated by X , and by WX the
subgroup of W =W (0) generated by X . By [van der Lek 1983], AX is the Artin
group of 0X , and, by [Bourbaki 1968], WX is the Coxeter group of 0X .

For X ⊂ S, we denote by KBn(X ) the subgroup of KBn generated by X . By the
above, KBn(X ) has a presentation with generating set X and relations

• st = ts if s and t are connected in V0n by an edge labeled by 2,

• sts = tst if s and t are connected in V0n by an edge labeled by 3.

Definition. We say that a subset X of S is full if any two distinct elements s, t of
X are connected by an edge of V0n . (Recall that the aim of Step 2 is to give a
solution to the word problem for KBn(X ) when X is full.)

We denote by Fn = F(x1, . . . , xn) the free group of rank n freely generated by
x1, . . . , xn . For i , j ∈ {1, . . . , n}, i 6= j , we define ϕi, j ∈ Aut(Fn) by

ϕi, j (xi )= xi x j x−1
i , ϕi, j (x j )= xi and ϕi, j (xk)= xk for k 6∈ {i, j}.

It is easily seen from the presentation in Proposition 2.1 that the map S→Aut(Fn),
δi, j 7→ ϕi, j , induces a representation ϕ : KBn→ Aut(Fn). For X ⊂ S, we denote
by ϕX :KBn(X )→Aut(Fn) the restriction of ϕ to KBn(X ). The following will be
proved in Section 3;

Proposition 2.3. If X is a full subset of S, then ϕX :KBn(X )→Aut(Fn) is faithful.

Notation. From now on, if u is a word over S±1, then ū will denote the element
of KBn represented by u.

Algorithm B. Let X be a full subset of S and let u= sε1
1 · · · s

εl
l be a word over X±1.

We have ϕX (ū)= ϕX (s1)
ε1 · · ·ϕX (sl)

εl . If ϕ(ū)= Id, then ū = 1. Otherwise, ū 6= 1.

Step 3. Let G be a group, and let H be a subgroup of G. A solution to the
membership problem for H in G is an algorithm which, given g ∈ G, decides
whether g belongs to H or not. In the present step we will assume that KBn(X )
has a solution to the word problem, and, from this solution, we will give a solution
to the membership problem for KBn(Y) in KBn(X ) for Y ⊂ X . Furthermore, if
the tested element belongs to KBn(Y), then this algorithm will determine a word
over Y±1 which represents this element.

Let u be a word over S. (Remark: here the alphabet is S, and not S±1.)

• Suppose that u is written in the form u1ssu2, where u1, u2 are words over S
and s is an element of S. Then we say that u′ = u1u2 is obtained from u by
an M-operation of type I.
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• Suppose that u is written in the form u1stu2, where u1, u2 are words over S
and s, t are two elements of S connected by an edge labeled by 2. Then we
say that u′ = u1tsu2 is obtained from u by an M-operation of type II(2).

• Suppose that u is written in the form u1stsu2, where u1, u2 are words over S
and s, t are two elements of S connected by an edge labeled by 3. Then we
say that u′ = u1tstu2 is obtained from u by an M-operation of type II(3).

Let Y be a subset of S.
• Suppose that u is written in the form tu′, where u′ is a word over S and t is

an element of Y . Then we say that u′ is obtained from u by an M-operation
of type IIIY .

We say that u is M-reduced (resp. MY -reduced) if its length cannot be short-
ened by M-operations of type I, II(2), II(3) (resp. of type I, II(2), II(3), IIIY ). An
M-reduction (resp. MY -reduction) of u is an M-reduced word (resp. MY -reduced
word) obtained from u by M-operations (resp. MY -operations). We can easily
enumerate all the words obtained from u by M-operations (resp. MY -operations),
hence we can effectively determine an M-reduction and/or an MY -reduction of u.

Let Y be a subset of S. From a word u = sε1
1 · · · s

εl
l over S±1, we construct a

word πY(u) over Y±1 as follows:
• For i ∈ {0, 1, . . . , l} we set u+i = s1 · · · si (as ever, u+0 is the identity).

• For i ∈ {0, 1, . . . , l} we calculate an MY -reduction v+i of u+i .

• For a word v = t1 · · · tk over S, we let op(v)= tk · · · t1. Let i ∈ {1, . . . , l}. If
εi = 1, we set w+i = v

+

i−1 ·si ·op(v+i−1). If εi =−1, we set w+i = v
+

i ·si ·op(v+i ).

• For all i ∈ {1, . . . , l} we calculate an M-reduction ri of w+i .

• If ri is of length 1 and ri ∈ Y , we set Ti = r εi
i . Otherwise we set Ti = 1.

• We set πY(u)= T1T2 · · · Tl .

The proof of the following is given in Section 4.

Proposition 2.4. Let Y be a subset of S. Let u, v be two words over S±1. If ū = v̄,
then πY(u)= πY(v). Moreover, we have ū ∈ KBn(Y) if and only if ū = πY(u).

Algorithm C. Take two subsets X and Y of S such that Y ⊂ X , and assume given
a solution to the word problem for KBn(X ). Let u be a word over X±1. We
calculate v= πY(u). If uv−1 6= 1, then ū 6∈KBn(Y). If uv−1= 1, then ū ∈KBn(Y)
and v is a word over Y±1 which represents the same element as u.

We can use Algorithm C to show that the representation ϕ : KBn→ Aut(Fn) of
Step 2 is not faithful. Indeed, let α= δ1,3δ3,2δ3,1 and β= δ2,3δ1,3δ3,2. A direct calcu-
lation shows that ϕ(α)= ϕ(β). Now, set X = S and Y = {δ1,3, δ3,2, δ3,1}. We have
πY(δ1,3δ3,2δ3,1)= δ1,3δ3,2δ3,1, hence α ∈KBn(Y), and we have πY(δ2,3δ1,3δ3,2)= 1
and β 6= 1, hence β 6∈ KBn(Y). Thus α 6= β.
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Step 4. Now, we assume that X is a nonfull subset of S, and that we have a
solution to the word problem for KBn(Y) for any proper subset Y of X (induction
hypothesis). We can and do choose two proper subsets X1,X2 ⊂ X satisfying the
following properties:

(a) X = X1 ∪X2.

(b) Let X0 = X1 ∩X2. There is no edge in V0n connecting an element of X1 \X0

to an element of X2 \X0.

It is easily seen from the presentations of the KBn(Xi ) given in Step 2 that we have
the amalgamated product

KBn(X )= KBn(X1) ∗KBn(X0) KBn(X2).

Our last algorithm is based on the following result. This is well known and can
be found for instance in [Serre 1977, Chapitre 5.2].

Proposition 2.5. Let A1∗B A2 be an amalgamated product of groups. Let g1, . . . , gl

be a sequence of elements of A1 t A2 different from 1 and satisfying the following
condition:

if gi ∈ A1 (resp. gi ∈ A2) then gi+1 ∈ A2 \ B (resp. gi+1 ∈ A1 \ B) for all
i ∈ {1, . . . , l − 1}.

Then g1g2 · · · gl is different from 1 in A1 ∗B A2.

Algorithm D. Let u be a word over X±1. We write u in the form u1u2 · · · ul , where

• ui is either a word over X±1
1 or a word over X±1

2 ,

• if ui is a word over X±1
1 (resp. over X±1

2 ), then ui+1 is a word over X±1
2 (resp.

over X±1
1 ).

We decide whether ū is trivial by induction on l. Suppose that l = 1 and u =
u1 ∈ KBn(X j ) ( j ∈ {1, 2}). Then we apply the solution to the word problem for
KBn(X j ) to decide whether ū is trivial or not. Suppose that l ≥ 2. For all i we set
vi = πX0(ui ). If uiv−1

i 6= 1 for all i , then ū 6= 1. Suppose there exists an integer
i ∈ {1, . . . , l} such that uiv−1

i = 1. Let u′i = v1u2 if i = 1, u′i = ul−1vl if i = l, and
u′i = ui−1vi ui+1 if 2≤ i ≤ l− 1. Set v = u1 · · · ui−2u′i ui+2 · · · ul . Then ū = v̄ and,
by induction, we can decide whether v represents 1 or not.

Example. In order to illustrate our solution to the word problem for KBn , we turn
now to give a more detailed and efficient version of the algorithm for the group KB4.
We start with the following observation:

Remark. For X ⊂S, we denote by V0n(X ) the full subgraph of V0n spanned by X .
Let X , Y be two subsets of S. Note that an injective morphism of Coxeter graphs
V0n(Y) ↪→V0n(X ) induces an injective homomorphism KBn(Y) ↪→KBn(X ). So,
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Figure 4. Coxeter graph V04.

if we had a solution to the word problem for KBn(X ), then such a morphism would
determine a solution to the word problem for KBn(Y).

The Coxeter graph V04 is depicted in Figure 4. Our convention in this figure is
that a full edge is labeled by 3 and a dotted edge is labeled by 2. Note that there are
two edges that go through “infinity”, one connecting δ2,1 to δ4,3, and one connecting
δ1,4 to δ3,2.

Consider the following subsets of S:

X (1)
={δ1,2,δ2,3,δ3,4,δ4,1,δ3,1}, X (1)

1 ={δ1,2,δ2,3,δ3,4,δ4,1}, X (1)
2 ={δ1,2,δ2,3,δ3,1}.

X (2)
= X (1)

∪ {δ4,2}, X (2)
1 = X (1), X (2)

2 = {δ4,2, δ3,4, δ2,3, δ3,1}.

X (3)
= X (2)

∪ {δ1,3}, X (3)
1 = X (2), X (3)

2 = {δ1,3, δ4,1, δ3,4, δ4,2}.

X (4)
= X (3)

∪ {δ2,4}, X (4)
1 = X (3), X (4)

2 = {δ2,4, δ1,3, δ4,1, δ1,2, δ3,1}.

X (5)
= X (4)

∪ {δ1,4}, X (5)
1 = X (4), X (5)

2 = {δ1,4, δ4,2, δ2,3, δ3,1}.

X (6)
= X (5)

∪ {δ2,1}, X (6)
1 = X (5), X (6)

2 = {δ2,1, δ1,3, δ3,4, δ4,2, δ1,4}.

X (7)
= X (6)

∪ {δ3,2}, X (7)
1 = X (6), X (7)

2 = {δ3,2, δ2,4, δ4,1, δ1,3, δ2,1, δ1,4}.

X (8)
= X (7)

∪ {δ4,3} = S, X (8)
1 = X (7), X (8)

2 = {δ4,3, δ3,2, δ2,4, δ1,2, δ3,1, δ1,4, δ2,1}.

Let k ∈ {1, . . . , 8}. Note that X (k)
=X (k)

1 ∪X
(k)
2 . The Coxeter graph V04(X (k)) is

depicted in Figure 5. In this figure the elements of X (k)
1 are represented by punctures,

while the elements of X (k)
2 are represented by small circles.

We solve the word problem for KB4(X (k)) successively for k = 1, 2, . . . , 8,
thanks to the following observations. Since X (8)

= S, this will provide a solution
to the word problem for KB4.

(1) Let k ∈ {1, . . . , 8}. Set X (k)
0 = X (k)

1 ∩ X (k)
2 . Observe that there is no edge

in V04 connecting an element of X (k)
1 \ X

(k)
0 to an element of X (k)

2 \ X
(k)
0 .
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Figure 5. Coxeter graphs V04(X (k)) for k = 1, . . . , 8 from left to right.

Hence, we can solve, using Algorithm D, the word problem for KB4(X (k))

from solutions to the word problem for KB4(X (k)
1 ) and for KB4(X (k)

2 ).

(2) The subsets X (1)
1 and X (1)

2 are full, hence we can solve the word problem for
KB4(X (1)

1 ) and for KB4(X (1)
2 ) with Algorithm B.

(3) Let k ≥ 2. On the one hand, we have X (k)
1 = X (k−1). On the other hand, it is

easily seen that there is an injective morphism V04(X (k)
2 ) ↪→ V04(X (k−1)).

Hence, by the remark given at the beginning of the subsection, we can solve
the word problem for KB4(X (k)

1 ) and for KB4(X (k)
2 ) from a solution to the

word problem for KB4(X (k−1)).

3. Proof of Proposition 2.3

Recall that Fn = F(x1, . . . , xn) denotes the free group of rank n freely generated
by x1, . . . , xn , and that we have a representation ϕ : KBn→ Aut(Fn) which sends
δi, j to ϕi, j , where

ϕi, j (xi )= xi x j x−1
i , ϕi, j (x j )= xi and ϕi, j (xk)= xk for k 6∈ {i, j}.

For X ⊂ S, we denote by ϕX :KBn(X )→Aut(Fn) the restriction of ϕ to KBn(X ).
In this section we prove that ϕX is faithful if X is a full subset of S.
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Consider the groups

Bn =

〈
σ1, . . . , σn−1

∣∣∣ σiσ jσi = σ jσiσ j if |i − j | = 1
σiσ j = σ jσi if |i − j | ≥ 2

〉
,

B̃n =

〈
σ1, . . . , σn

∣∣∣ σiσ jσi = σ jσiσ j if i ≡ j ± 1 mod n
σiσ j = σ jσi if i 6= j and i 6≡ j ± 1 mod n

〉
, n ≥ 3.

The group Bn is the classical braid group, and B̃n is the affine braid group.
We define representations ψn : Bn → Aut(Fn) and ψ̃n : B̃n → Aut(Fn) in the

same way as ϕ, as follows:

ψn(σi )(xi )= xi xi+1x−1
i , ψn(σi )(xi+1)= xi , ψn(σi )(xk)= xk if k 6∈ {i, i+1},

ψ̃n(σi )= ψn(σi ) for i < n,

ψ̃n(σn)(xn)= xnx1x−1
n , ψ̃n(σn)(x1)= xn, ψ̃n(σn)(xk)= xk if k 6∈ {1, n},

The key of the proof of Proposition 2.3 is the following:

Theorem 3.1 [Artin 1947; Bellingeri and Bodin 2016]. The representations ψn :

Bn→ Aut(Fn) and ψ̃n : B̃n→ Aut(Fn) are faithful.

The support of a generator δi, j is defined to be supp(δi, j )= {i, j}. The support
of a subset X of S is supp(X )=

⋃
s∈X supp(s). We say that two subsets X1 and X2

of S are perpendicular1 if supp(X1) ∩ supp(X2) = ∅. Note that this condition
implies that X1 ∩ X2 = ∅. More generally, we say that a family X1, . . . ,Xl of
subsets of S is perpendicular if supp(Xi ) ∩ supp(X j ) = ∅ for all i 6= j . In that
case we write X1 ∪ · · · ∪ Xl = X1 � · · · � Xl . We say that a subset X of S is
indecomposable if it is not the union of two perpendicular nonempty subsets. The
next observations will be of importance in what follows.

Remarks. Let X1 and X2 be two perpendicular subsets of S, and let X = X1 �X2.

(1) X is a full subset if and only if X1 and X2 are both full subsets.

(2) KBn(X )= KBn(X1)×KBn(X2).

Indeed, if δi, j ∈ X1 and δk,l ∈ X2, then i , j , k, l are distinct, and therefore δi, j and
δk,l are connected by an edge labeled by 2, and δi, jδk,l = δk,lδi, j .

Lemma 3.2. Let X1 and X2 be two perpendicular subsets of S, and let X =X1�X2.
Then ϕX : KBn(X )→ Aut(Fn) is faithful if and only if ϕX1 : KBn(X1)→ Aut(Fn)

and ϕX2 : KBn(X2)→ Aut(Fn) are both faithful.

1This terminology is derived from the theory of Coxeter groups.
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Proof. For X ⊂ {x1, . . . , xn}, we denote by F(X) the subgroup of Fn generated
by X . There is a natural embedding ιX : Aut(F(X)) ↪→ Aut(Fn) defined by

ιX (α)(xi )=

{
α(xi ) if xi ∈ X,
xi otherwise.

Moreover, if X1 and X2 are disjoint subsets of {x1, . . . , xn}, then the homomorphism

(ιX1 × ιX2) : Aut(F(X1))×Aut(F(X2))→ Aut(Fn),

(α1, α2) 7→ ιX1(α1) ιX2(α2),

is well-defined and injective. From now on, we will assume Aut(F(X)) to be
embedded in Aut(Fn) via ιX for all X ⊂ {x1, . . . , xn}.

By an abuse of notation, for X ⊂ S we will also denote by supp(X ) the set
{xi | i ∈ supp(X )}. Set X1 = supp(X1) and X2 = supp(X2). We have Im(ϕXi ) ⊂

Aut(F(X i )) for i = 1, 2, X1∩X2=∅, and KBn(X )=KBn(X1)×KBn(X2). Hence,
Lemma 3.2 follows from the following claim, whose proof is left to the reader:

Let f1 :G1→H1 and f2 :G2→H2 be two group homomorphisms. Let ( f1× f2) :

(G1 ×G2)→ (H1 × H2) be the homomorphism defined by ( f1 × f2)(u1, u2) =

( f1(u1), f2(u2)). Then ( f1 × f2) is injective if and only if f1 and f2 are both
injective. �

For 2≤ m ≤ n we set

Zm = {δ1,2, . . . , δm−1,m}, Z̃m = {δ1,2, . . . , δm−1,m, δm,1}.

Note that the map {σ1, . . . , σm−1} → Zm , σi 7→ δi,i+1, induces an isomorphism
fm : Bm → KBn(Zm). This follows from the presentation of KBn(Zm) given in
Step 2 of Section 2. Similarly, for m ≥ 3 the map {σ1, . . . , σm}→ Z̃m , σi 7→ δi,i+1

for 1≤ i ≤ m− 1, σm 7→ δm,1, induces an isomorphism f̃m : B̃m→ KBn(Z̃m).
Recall that the symmetric group Sn acts on S by gδi, j = δg(i),g( j), and that

this action induces an action of Sn on KBn . On the other hand, there is a natural
embedding Sn ↪→ Aut(Fn), where g ∈Sn sends xi to xg(i) for all i ∈ {1, . . . , n},
and this embedding induces by conjugation an action of Sn on Aut(Fn). It is easily
seen that the homomorphism ϕ :KBn→Aut(Fn) is equivariant under these actions
of Sn .

Lemma 3.3. If X is a full and indecomposable nonempty subset of S, then there
exist g ∈Sn and m ∈ {2, . . . , n} such that either X = gZm , or X = gZ̃m and m ≥ 3.

Proof. An oriented graph ϒ is the data of two sets, V (ϒ), called the set of vertices,
and E(ϒ), called the set of arrows, together with two maps sou, tar : E(ϒ)→V (ϒ).
We associate an oriented graph ϒX to any subset X of S as follows. The set of
vertices is V (ϒX )= supp(X ), the set of arrows is E(ϒX )= X , and, for δi, j ∈ X ,
we set sou(δi, j )= i and tar(δi, j )= j . Assume that X is a full and indecomposable
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Figure 6. Oriented segment and oriented cycle.

nonempty subset of S. Since X is indecomposable, ϒX must be connected. Since
X is full, if s, t ∈ X are two different arrows of ϒX with a common vertex, then
there exist i , j , k ∈ {1, . . . , n} distinct such that either s = δ j,i and t = δi,k , or
s = δi, j and t = δk,i . This implies that ϒX is either an oriented segment, or an
oriented cycle with at least 3 vertices (see Figure 6). If ϒX is an oriented segment,
then there exist g ∈Sn and m ∈ {2, . . . , n} such that X = gZm . If ϒX is an oriented
cycle, then there exist g ∈Sn and m ∈ {3, . . . , n}, such that X = gZ̃m . �

Proof of Proposition 2.3. Let X be a full nonempty subset of S. Write X =
X1� · · ·�Xl , where X j is an indecomposable nonempty subset. As observed above,
each X j is also a full subset. Moreover, by Lemma 3.2, in order to show that ϕX
is faithful, it suffices to show that ϕX j is faithful for all j ∈ {1, . . . , l}. So, we can
assume that X is a full and indecomposable nonempty subset of S. By Lemma 3.3,
there exist g ∈ Sn and m ∈ {2, . . . , n} such that either X = gZm , or X = gZ̃m

and m ≥ 3. Since ϕ is equivariant under the actions of Sn , upon conjugating
by g−1 we can assume that either X = Zm or X = Z̃m . Set Zm = {x1, . . . , xm} =

supp(Zm) = supp(Z̃m), and identify Fm with F(Zm). Then ϕZm = ψm ◦ f −1
m and

ϕZ̃m
= ψ̃m ◦ f̃ −1

m , hence ϕX is faithful by Theorem 3.1. �

4. Proof of Proposition 2.4

The proof of Proposition 2.4 is based on some general results on Coxeter groups
and Artin groups. Recall that the definitions of Coxeter diagram, Artin group and
Coxeter group are given at the beginning of Step 2 in Section 2. Recall also that,
if Y is a subset of the set S of vertices of 0, then 0Y denotes the full subdiagram
spanned by Y , AY denotes the subgroup of A = A(0) generated by Y, and WY

denotes the subgroup of W =W (0) generated by Y.
Let 0 be a Coxeter diagram, let S be its set of vertices, let A be the Artin group

of 0, and let W be its Coxeter group. Since we have s2
= 1 in W for all s ∈ S, every

element g in W can be represented by a word over S. Such a word is called an
expression of g. The minimal length of an expression of g is called the length of g
and is denoted by lg(g). An expression of g of length lg(g) is a reduced expression
of g. Let Y be a subset of S, and let g ∈W . We say that g is Y -minimal if it is of
minimal length among the elements of the coset WY g. The first ingredient in our
proof of Proposition 2.4 is the following:
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Proposition 4.1 [Bourbaki 1968, Chapitre IV, Exercice 3]. Let Y ⊂ S and let g ∈W .
There exists a unique Y -minimal element lying in the coset WY g. Moreover, the
following conditions are equivalent:

(a) g is Y -minimal.

(b) lg(sg) > lg(g) for all s ∈ Y .

(c) lg(hg)= lg(h)+ lg(g) for all h ∈WY .

Remark. For g ∈ W and s ∈ S, we always have either lg(sg) = lg(g) + 1, or
lg(sg) = lg(g)− 1. This is a standard fact on Coxeter groups that can be found
for instance in [Bourbaki 1968]. So, the inequality lg(sg) > lg(g) means lg(sg)=
lg(g)+ 1 and the inequality lg(sg)≤ lg(g) means lg(sg)= lg(g)− 1.

Let u be a word over S.

• Suppose that u is written in the form u1ssu2, where u1, u2 are words over S
and s is an element of S. Then we say that u′ = u1u2 is obtained from u by an
M-operation of type I.

• Suppose that u is written in the form u= u1〈s, t〉ms,t u2, where u1, u2 are words
over S and s, t are two elements of S connected by an edge labeled by ms,t .
Then we say that u′ = u1〈t, s〉ms,t u2 is obtained from u by an M-operation of
type II.

We say that a word u is M-reduced if its length cannot be shortened by M-operations
of types I or II. The second ingredient in our proof is the following.

Theorem 4.2 [Tits 1969]. Let g ∈W .

(1) An expression w of g is a reduced expression if and only if w is M-reduced.

(2) Any two reduced expressions w and w′ of g are connected by a finite sequence
of M-operations of type II.

Let Y be a subset of S. The third ingredient is a set retraction ρY : A→ AY to
the inclusion map ιY : AY → A, constructed in [Godelle and Paris 2012; Charney
and Paris 2014]. This is defined as follows. Let α be an element of A.

• Choose a word α̂ = s1
ε1 · · · sl

εl over S±1 which represents α.

• Let i ∈ {0, 1, . . . , l}. Set gi = s1s2 · · · si ∈W , and write gi in the form gi = hi ki ,
where hi ∈WY and ki is Y -minimal.

• Let i ∈ {1, . . . , l}. If εi = 1, set zi = ki−1si k−1
i−1. If εi =−1, set zi = ki si k−1

i .

• Let i ∈ {1, . . . , l}. We set Ti = zεi
i if zi ∈ Y . Otherwise we set Ti = 1.

• Set ρ̂Y (α)= T1T2 · · · Tl .
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Proposition 4.3 [Godelle and Paris 2012; Charney and Paris 2014]. Let α ∈ A. The
element ρY (α) ∈ AY represented by the word ρ̂Y (α) defined above does not depend
on the choice of the representative α̂ of α. Furthermore, the map ρY : A→ AY is a
set retraction to the inclusion map ιY : AY ↪→ A.

We turn now to apply these three ingredients to our group KBn and prove
Proposition 2.4. Let KWn denote the quotient of KBn by the relations δ2

i, j = 1,
1≤ i 6= j ≤ n. Note that KWn is the Coxeter group of the Coxeter diagram V0n .
For Y ⊂ X , we denote by KWn(Y) the subgroup of KWn generated by Y .

Lemma 4.4. Let g ∈ KWn .

(1) An expression w of g is a reduced expression if and only if w is M-reduced.

(2) Any two reduced expressions w and w′ of g are connected by a finite sequence
of M-operations of types II(2) and II(3).

(3) Let Y be a subset of S, and let w be a reduced expression of g. Then g is
Y-minimal (in the sense given above) if and only if w is MY -reduced.

Proof. Parts (1) and (2) are Theorem 4.2 applied to KWn . So, we only need to
prove (3).

Suppose that g is not Y-minimal. By Proposition 4.1, there exists s ∈ Y such
that lg(sg) ≤ lg(g), that is, lg(sg) = lg(g)− 1. Let w′ be a reduced expression
of sg. The word sw′ is an expression of g and lg(sw′) = lg(w) = lg(g), hence
sw′ is a reduced expression of g. By Theorem 4.2, w and sw′ are connected by a
finite sequence of M-operations of types II(2) and II(3). On the other hand, w′ is
obtained from sw′ by an M-operation of type IIIY . So, w′ is obtained from w by
M-operations of types I, II(2), II(3) and IIIY , and we have lg(w′) < lg(w), hence
w is not MY -reduced.

Suppose that w is not MY -reduced. Let w′ be an MY -reduction of w, and let g′

be the element of KWn represented by w′. Since w′ is an MY -reduction of w, the
element g′ lies in the coset KWn(Y) g. Moreover, lg(g′)= lg(w′) < lg(w)= lg(g),
hence g is not Y-minimal. �

Proof of Proposition 2.4. Let Y be a subset of S. Consider the retraction ρY :
KBn→ KBn(Y) constructed in Proposition 4.3. We shall prove that, if u is a word
over S±1, then πY(u)= ρY(ū). This will prove Proposition 2.4. Indeed, if ū = v̄,
then πY(u)= ρY(ū)= ρY(v̄)= πY(v). Moreover, since ρY : KBn→ KBn(Y) is a
retraction to the inclusion map KBn(Y) ↪→ KBn , we have ρY(ū)= ū if and only if
ū ∈ KBn(Y), hence πY(u)= ū if and only if ū ∈ KBn(Y).

Let u = sε1
1 · · · s

εl
l be a word over S±1. Let α be the element of KBn represented

by u.

• For i ∈ {0, 1, . . . , l}, we set u+i = s1 · · · si , and we denote by gi the element of
KWn represented by u+i .
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• Let i ∈ {0, 1, . . . , l}. We write gi = hi ki , where hi ∈ KWn(Y), and ki is
Y-minimal. Let v+i be an MY -reduction of u+i . Then, by Lemma 4.4, v+i is a
reduced expression of ki .

• Let i ∈ {1, . . . , l}. If εi = 1, we set zi = ki−1si k−1
i−1 and w+i = v

+

i−1 ·si ·op(v+i−1).
If εi =−1, we set zi = ki si k−1

i and w+i = v
+

i · si · op(v+i ). Note that w+i is an
expression of zi .

• Let i ∈ {1, . . . , l}. Let ri be an M-reduction of w+i . By Lemma 4.4, ri is a
reduced expression of zi . Note that we have zi ∈Y if and only if ri is of length
1 and ri ∈ Y .

• Let i ∈ {1, . . . , l}. If ri is of length 1 and ri ∈ Y , we set Ti = r εi
i . Otherwise

we set Ti = 1.

• By construction, we have ρ̂Y(α)= πY(u)= T1T2 · · · Tl . �
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COMPLETELY CONTRACTIVE PROJECTIONS
ON OPERATOR ALGEBRAS

DAVID P. BLECHER AND MATTHEW NEAL

The main goal of this paper is to find operator algebra variants of certain deep
results of Størmer, Friedman and Russo, Choi and Effros, Effros and Størmer,
Robertson and Youngson, Youngson, and others, concerning projections on
C∗-algebras and their ranges. In particular, we investigate the “bicontractive
projection problem” and related questions in the category of operator alge-
bras. To do this, we will add the ingredient of “real positivity” from recent
papers of the first author with Read.

1. Introduction

In previous papers (listed in the bibliography) both authors separately studied
projections (that is, idempotent linear maps) and conditional expectations on unital
operator algebras (that is, closed algebras of operators on a Hilbert space that contain
the identity operator) and other classes of Banach spaces. Results were proved such
as Corollary 4.2.9 in [Blecher and Le Merdy 2004]: A completely contractive pro-
jection P on such an algebra A which is unital (that is, P(1)= 1) and whose range is
a subalgebra is a conditional expectation (that is, P(P(a)bP(c))= P(a)P(b)P(c)
for a, b, c ∈ A). This is an analogue of the matching theorem due to Tomiyama for
C∗-algebras.

The main goal of our paper is to find variants, valid for operator algebras which
are unital or which have an approximate identity, of certain deeper results in the
C∗-algebra case found in [Størmer 1982; Friedman and Russo 1984; 1985; Effros
and Størmer 1979; Robertson and Youngson 1982], and elsewhere, concerning
projections and their ranges. In particular we wish to investigate the “bicontractive
projection problem” and related problems (such as the “symmetric projection
problem” and the “contractive projection problem”) in the category of operator
algebras. To do this, we will add the ingredient of real positivity from recent papers
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of Blecher and Read [2011; 2013; 2014]; see also [Blecher and Neal 2012a; 2012b;
Bearden et al. 2014; Blecher and Ozawa 2015; Blecher 2015]. A key idea in those
papers is that real positivity is often the right replacement in general algebras for
positivity in C∗-algebras. This will be our guiding principle here too.

We now discuss the structure of our paper. In Section 2 we discuss completely
contractive projections on operator algebras. A well-known and lovely result of
Choi and Effros [1977, Theorem 3.1] (or rather, its proof) shows that the range
of a completely positive projection P : B → B on a C∗-algebra B, is again a
C∗-algebra with product P(xy). A quite deep theorem of Friedman and Russo
[1985], or a simpler variant of it by Youngson [1983], shows that something
similar is true if P is simply contractive, or if B is replaced by a ternary ring of
operators. The analogous result for unital completely contractive projections on
unital operator algebras is true too, and is implicit in the proof of the result quoted in
the first paragraph. However, there seems to be no analogous result for (nonunital)
completely contractive projections on nonunital operator algebras without adding
extra hypotheses on P. The “guiding principle” in the previous paragraph suggests
to add the condition that P is also “real completely positive” (we define this below).
Then the question does make good sense, and we are able to prove the desired result.
Thus the range of a real completely positive completely contractive projection
P : A→ A on an operator algebra with approximate identity is again an operator
algebra with product P(xy). We also have a converse and several complements to
this result in Section 2, as well as some other facts about completely contractive
projections, such as how one is often able to reduce the problem to algebras which
have an identity. We also show that for algebras with no kind of approximate
identity, there is a biggest “nice part” on which completely contractive projections
(and the other classes of projections discussed below) work well.

In Sections 3, 4, and 5, we turn from the “contractive projection problem” to
the “bicontractive projection problem” and related questions. A projection P is
bicontractive if both P and I − P are contractive. By the bicontractive projection
problem for a Banach space X , one usually means the characterization of all
bicontractive projections P : X→ X , or the characterization of the ranges of the
bicontractive projections (or both). On a unital C∗-algebra B it is known, by work
of some of the authors mentioned above, that the unital bicontractive projections
are precisely 1

2(I + θ), for a period-2 ∗-automorphism θ : B→ B. The possibly
nonunital bicontractive projections P on B are of a similar form, and indeed if P is
also positive then q = P(1) is a central projection in the multiplier algebra M(B)
with respect to which P decomposes into a direct sum of 0 and a projection of the
above form 1

2(I + θ), for a period-2 ∗-automorphism θ of q B. (See Theorem 3.2
for the idea of the proof of this.) Conversely, note that a map P of the latter form
is automatically completely bicontractive (that is, is bicontractive at each matrix
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level), indeed is completely symmetric (that is, I − 2P is completely contractive),
and the range of P is a C∗-subalgebra, and P is a conditional expectation.

One may ask: what from the last paragraph is true for general operator algebras?
Again the guiding principle referred to earlier leads us to use in place of the positivity
in that result, the real positivity in the sense of [Blecher and Read 2013; 2014]. The
next thing to note is that now “completely bicontractive” is no longer the same as
“completely symmetric” for projections. The “completely symmetric” case works
beautifully, and the solution to our “symmetric projection problem” is presented in
Theorem 3.7. This result is one somewhat satisfactory generalization (we shall see
others later) to operator algebras of the C∗-algebraic theorem in the last paragraph.
For the more general class of completely bicontractive projections, as seems to
be often the case in generalizing C∗-algebraic theory to more general algebras, a
first look is disappointing. Indeed most of the last paragraph no longer works in
general. One does not always get an associated completely isometric automorphism
θ with P = 1

2(I + θ), and q = P(1) need not be a central projection. Indeed
we have solved here and elsewhere (see, e.g., [Blecher and Labuschagne 2003;
Blecher 2004; Blecher and Magajna 2005a, p. 92–93; 2005b]) many of the obvious
questions about contractive projections, completely contractive projections, and
conditional expectations, on operator algebras. Unfortunately many of the answers
are counterexamples. However, as also seems to be often the case, a closer look at
examples reveals an interesting question. Namely, given a real completely positive
projection P : A→ A which is completely bicontractive, when is the range of P
an (approximately unital) subalgebra of A, so that P is a conditional expectation?
For operator algebras we consider this to be the correct version of the bicontractive
projection problem. In Sections 3 and 4 we elucidate this question. We remark that
in [Blecher et al. ≥ 2016] we study the “Jordan algebra” variants of many of the
results in Sections 2 and 3 of the present paper.

In Section 4 we discuss the completely bicontractive projection problem, construct
some interesting examples, and give some reasonable conditions under which P(A)
is a subalgebra and P is a conditional expectation. In particular we solve in full
generality our version of the bicontractive projection problem for uniform algebras
(that is, closed subalgebras of C(K )), and indeed for any algebra satisfying a
condition related to semisimplicity. Theorem 4.9 is one of the main results of the
paper, giving a very general condition for P(A) being a subalgebra in terms of
certain support projections. In fact, at the time of writing, for all we know the
condition in Theorem 4.9 is necessary and sufficient; at least we have no examples to
the contrary. In Section 5 we discuss another condition that completely bicontractive
projections may satisfy, and examine some consequences of this. In Section 6 we
discuss Jordan homomorphisms on operator algebras, and among other things, solve
two natural “completely isometric problems”, for Jordan subalgebras of operator
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algebras and for operator algebras, related to the noncommutative Banach–Stone
theorem.

We now turn to precise definitions and notation. Any unexplained terms below
can probably be found in [Blecher and Le Merdy 2004; Paulsen 2002; Blecher and
Read 2011; 2013] or any of the other books on operator spaces. All vector spaces are
over the complex field C. The letters K , H denote Hilbert spaces. If X is an operator
space we often write X+ for the elements in X which are positive (i.e., at least 0)
in the usual C∗-algebraic sense. We write Ball(X) for the set {x ∈ X : ‖x‖ ≤ 1}.
By an operator algebra we mean a not necessarily selfadjoint closed subalgebra
of B(H), the bounded operators on a Hilbert space H. We write C∗(A) for the
C∗-algebra generated by A, that is, the smallest C∗-subalgebra containing A. A
unital operator space is a subspace X of B(H) or a unital C∗-algebra containing the
identity (operator). We often write this identity as 1X . A map T : X→ Y is unital
if T (1X )= 1Y . We say that an algebra is approximately unital if it has a contractive
approximate identity (cai). For us a projection in an operator algebra A is always an
orthogonal projection lying in A, whereas a projection on A is a linear idempotent
map P : A→ A. If A is a nonunital operator algebra represented (completely)
isometrically on a Hilbert space H then one may identify the unitization A1 with
A+CIH. The second dual A∗∗ is also an operator algebra with its (unique) Arens
product; this is also the product inherited from the von Neumann algebra B∗∗ if A
is a subalgebra of a C∗-algebra B. Note that A has a cai if and only if A∗∗ has an
identity 1A∗∗ of norm-1, and then A1 is sometimes identified with A+C1A∗∗ . The
multiplier algebra M(A) of such A may be taken to be the idealizer of A in A∗∗,
that is, {η ∈ A∗∗ : ηA+ Aη ⊂ A}.

If A is an approximately unital operator algebra or unital operator space then
I (A) denotes the injective envelope, an injective unital C∗-algebra containing A.
It contains A as a subalgebra if A is approximately unital [Blecher and Le Merdy
2004, Corollary 4.2.8]. For us the most important properties of I (A) are: first, that
it is injective in the category of operator spaces, so that any completely contractive
map from a subspace of an operator space Y into I (A) extends to a complete
contraction from Y to I (A). Second, I (A) is rigid, so that the identity map on
I (A) is the only complete contraction I (A)→ I (A) extending the identity map
on A. The C∗-envelope C∗e (A) is the C∗-subalgebra of I (A) generated by A. If A
is unital it has the property that given any unital complete isometry T : A→ B(K ),
there exists a unique ∗-homomorphism π : C∗(A)→ C∗e (A) with π ◦ T equal to
the inclusion map of A in C∗e (A).

We recall that a contractive completely positive map on a C∗-algebra is completely
contractive. A unital linear map between operator systems is positive and ∗-linear
if it is contractive; and it is completely positive if and only if it is completely
contractive. See, e.g., [Blecher and Le Merdy 2004, Section 1.3] for these.
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A hereditary subalgebra, or HSA, in an operator algebra A is an approximately
unital subalgebra with DAD ⊂ D. See [Blecher et al. 2008] for their basic theory.
The support projection of an HSA in A is the identity of its bidual, viewed within A∗∗.

We write rA={x ∈ A : x+x∗≥ 0}, and call these the real positive elements. This
space may be defined purely internally without using the “star”, as the accretive
elements, which have several purely metric definitions; see, e.g., [Blecher 2015,
Lemma 2.4]. Also rA is the closure of the positive real multiples of FA = {a ∈ A :
‖1− a‖ ≤ 1} [Blecher and Read 2013]. Read’s theorem states that any operator
algebra with cai has a real positive cai; see [Blecher 2013] for a proof of this. Since
Mn(A)∗∗ ∼= Mn(A∗∗) [Blecher and Le Merdy 2004, Theorem 1.4.11], we have that
rMn(A∗∗) is the weak-∗ closure of rMn(A), and rMn(A) = Mn(A)∩ rMn(A∗∗) for each n.

A linear map T : A→ B between operator algebras or unital operator spaces is
real positive if T (rA)⊂ rB . It is real completely positive, or RCP for short, if Tn is
real positive on Mn(A) for all n ∈ N. One may also define these maps in terms of
the set FA above, as in [Blecher and Read 2013], but the definitions are shown to
be equivalent in [Bearden et al. 2014, Section 2]. From the latter reference: a linear
map T : A→ B(H) on an approximately unital operator algebra or unital operator
space A is RCP if and only if T has a completely positive (in the usual sense)
extension T̃ : C∗(A)→ B(H). Here C∗(A) is a C∗-algebra generated by A. We
call this the generalized Arveson extension theorem. Thus real complete positivity
on A is equivalent to P extending to a completely positive map on a containing
C∗-algebra. A unital completely contractive map on a unital operator space is RCP,
since it extends to a completely contractive map on a containing unital C∗-algebra,
and such maps are completely positive, as we said above.

A ternary ring of operators, or TRO, is a subspace Z of B(K , H) such that
Z Z∗Z ⊂ Z . A WTRO is a weak-∗ closed TRO. The second dual of a TRO is a
WTRO; see [Blecher and Le Merdy 2004, Chapter 8] for this and the next several
facts. We write L(Z) for the linking C∗-algebra of a TRO; this has “four corners”:
Z Z∗, Z , Z∗, and Z∗Z . Here Z Z∗ is the closure of the linear span of products
zw∗ with z, w ∈ Z , and similarly for Z∗Z . One gets a similar von Neumann
algebra for WTROs. A ternary morphism on a TRO Z is a linear map T such that
T (xy∗z) = T (x)T (y)∗T (z) for all x, y, z ∈ Z . A tripotent is an element u ∈ Z
such that uu∗u = u. We order tripotents by u ≤ v if and only if uv∗u = u. This
turns out to be equivalent to u = vu∗u, or to u = uu∗v, and implies that u∗u ≤ v∗v
and uu∗ ≤ vv∗ [Battaglia 1991]. If x ∈ Ball(Z), define u(x) to be the weak-∗ limit
of the sequence (x(x∗x)n) in Z∗∗. This is the largest tripotent in B∗∗ satisfying
vv∗x = v [Edwards and Rüttimann 1996]. If x ≥ 0 or if u(x) is a projection, then
u(x) is also the weak-∗ limit of powers xn as n→∞; see, e.g., [Blecher and Neal
2012b; Blecher 2013].

We will say that an idempotent linear P : X → X is a symmetric projection if
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‖I − 2P‖ ≤ 1, and completely symmetric one if‖I − 2P‖cb ≤ 1. This is related
to the notion of u-ideal [Godefroy et al. 1993], but we will not need anything
from that theory. Such are automatically bicontractive or completely bicontractive,
respectively. We say that P is completely hermitian if P is hermitian in CB(X).
Note that since exp(i t P)= I − P + ei t P it follows that P is completely hermitian
if and only if ‖I − P + ei t P‖cb ≤ 1 for all real t . This is essentially the notion
of being (completely) bicircular. Clearly if P is completely hermitian then it is
completely symmetric. We will not discuss (completely) hermitian projections
much in this paper; these seem much less interesting.

2. Completely contractive projections on
approximately unital operator algebras

Looking at examples it becomes clear that projections on operator algebras with no
kind of approximate identity can be very badly behaved. Hence we will say little in
our paper about such algebras. However, it is worth mentioning that we can pick
out a “good part” of such a projection. This is the content of our first result.

Proposition 2.1. Let P : A→ A be a real completely positive completely contrac-
tive map (resp. projection) on an operator algebra A (possibly with no kind of
approximate identity). There exists a largest approximately unital subalgebra D
of A, and it is an HSA (hereditary subalgebra) of A. Moreover, P(D)⊂ D, and the
restriction P ′ of P to D is a real completely positive completely contractive map
(resp. projection) on D. In addition, P ′ is completely bicontractive (resp. completely
symmetric) if P has the same property.

Proof. By [Blecher and Read 2014, Corollary 2.2], D = rA − rA is the largest
approximately unital subalgebra of A. This algebra is written as AH there, and was
first introduced in [Blecher and Read 2013, Section 4]. Clearly P(D) ⊂ D. The
rest is obvious. �

Remark. The last result is also true with the word “completely” removed through-
out, with the same proof.

Remark. Letting p be the support projection of the HSA D above, if P extends
to a completely positive complete contraction on a containing C∗-algebra (as in
our generalized Arveson extension theorem mentioned in the introduction; see also
[Bearden et al. 2014, Theorem 2.6]), then one can show that P∗∗(pa)= pP(a) and
P∗∗(ap)= P(a)p for a ∈ A. It follows that P may be pictured as a 2× 2 matrix
with its “good part” above in the (1,1) corner. However, in general it seems one can
say little about the other corners; they can be quite messy. This is why we focus on
algebras with approximate identities in our paper.
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Proposition 2.2. A real completely positive completely contractive map (resp. pro-
jection) on an approximately unital operator algebra A extends to a unital real
completely positive completely contractive map (resp. projection) on the unitiza-
tion A1. (If A is unital then we define A1

= A⊕∞ C here.)

Proof. Suppose that P : A→ A ⊂ B(H) is the map. By [Bearden et al. 2014,
Theorem 2.6], P extends uniquely to a completely positive completely contractive
map C∗(A)→ B(H). By [Choi and Effros 1976, Lemma 3.9] it extends further to a
unital completely positive map C∗(A)+CIH → B(H). The restriction of the latter
map to A+CIH may be viewed as a unital (real completely positive) completely
contractive map on the unitization A1

→ A1, and it is evidently a projection if P
was a projection. �

The previous result gives a way to reduce to the unital case. However, this method
does not seem to be helpful later in our paper when dealing with bicontractive or
symmetric projections, and we will need a different reduction to the unital case.

Lemma 2.3. Let P : A→ A be a real positive, contractive map on a unital operator
algebra. Then 0≤ P(1)≤ 1.

Proof. The restriction of P to 1(A)= A∩ A∗ is real positive. Hence it is positive
by the proof of [Bearden et al. 2014, Theorem 2.4]. So 0≤ P(1)≤ 1. �

Lemma 2.4. Suppose that E is a completely contractive completely positive pro-
jection on an operator system X. Then the range of E , with its usual matrix norms,
is an operator system with matrix cones En(Mn(X)+)= Mn(X)+ ∩Ran(En), and
unit E(1).

Proof. We will use the Choi–Effros characterization of operator systems [1977].
Because Ran(En) is a ∗-subspace of Mn(X), with the inherited cone from Mn(X)+,
it is a partially ordered, matrix ordered, Archimedean ∗-vector space with proper
cones. If x = x∗ there exists a positive scalar t with −t1 ≤ x ≤ t1, so that
−t E(1)≤ x ≤ t E(1). So E(1) is an order unit. If x ∈ Ran(E) with ‖x‖X ≤ 1 then[

1 x
x∗ 1

]
≥ 0

in M2(X). Applying E2, we deduce that[
E(1) x
x∗ E(1)

]
≥ 0,

so that the norm of x is ≤ 1 in the new order unit norm; see [Choi and Effros 1977,
p. 179]. Conversely, if the last norm is ≤ 1, or equivalently if the last centered
equation holds, then it is a simple exercise in operator theory that ‖x‖X ≤ 1, since
‖E(1)‖ ≤ 1 and E(1)≥ 0. Thus the order unit norm coincides with the old norm.
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The computation is similar at each matrix level. By the Choi–Effros characterization
of operator systems, (Ran(E), E(1)) is an operator system with the given matrix
cones, and the order-unit matrix norms are the usual norms. �

The following generalization of the Choi–Effros result referred to in the intro-
duction solves the completely contractive projection problem in the category of
approximately unital operator algebras and real completely positive projections.
We remark that the case when also P(1A)= 1A is implicit in the proof of [Blecher
and Le Merdy 2004, Corollary 4.2.9].

Theorem 2.5. Let A be an approximately unital operator algebra, and P : A→ A
a completely contractive projection which is also real completely positive. Then the
range B = P(A) is an approximately unital operator algebra with product P(xy).
We have

P(P(a)b)= P(P(a)P(b))= P(a P(b)), a, b ∈ A.

In particular P(P(1)n)) = P(1) for all n ∈ N, if A is unital. With respect to the
“multiplication” P(xy), we conclude that A is a bimodule over B, and P, when
viewed as a map A → B, is a B-bimodule map (with B equipped with its new
product). If A is unital then P(1) is the identity for the latter product. Moreover
(not assuming A is unital), P extends to a completely positive completely contractive
projection on the injective envelope I (A).

Proof. We give two proofs, since they both use techniques the reader will need to
be familiar with in the rest of our paper.

Set B = P(A). Extend P to a unital completely contractive projection P1 on
A1 by Proposition 2.2. We may then use the proof of [Blecher and Le Merdy
2004, Corollary 4.2.9], which proceeds by extending P to a unital (completely
positive and) completely contractive projection E on I (A1). It follows from the
Choi–Effros result mentioned early in our introduction, that Ran(E) is a unital
C∗-algebra with product E(xy), and B with product P(xy) is a unital subalgebra
of this C∗-algebra. We also have by the same Choi–Effros result (or its proof)
that E(E(a)b)= E(E(a)E(b))= E(aE(b)) for all a, b ∈ A, giving the centered
equation in the theorem statement. This gives the first several assertions of our
theorem. Note that

P(P(et)P(a))= P(et P(a))→ P(P(a))= P(a), a ∈ A,

if (et) is a cai for A, and similarly on the right, so that (P(et)) is a cai for P(A)
in its new product. That A is actually a B-bimodule follows from the centered
equation in the theorem statement; for example, because

P(P(P(a)P(b))c)= P(P(P(a)P(b))P(c))= P(P(a)P(b)P(c))

= P(P(a)P(P(b)P(c)))= P(P(a)P(P(b)c)).
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The centered equation in the theorem statement is just saying that P is a B-bimodule
map for the given products. The final assertion about extending to I (A) is easy
from the above in the case that A is unital; the other case we will do below.

For the second proof, first suppose that A is unital. Let B = P(A), and set
X = A+ A∗, Y = B+B∗, and v= P(1). By [Bearden et al. 2014, Theorem 2.6], P
extends uniquely to a completely positive completely contractive map P ′ on X . Since
X = A+ A∗ this map is uniquely determined; it must be a1+a∗2 7→ P(a1)+ P(a2)

∗,
a projection on X with range Y. By Lemma 2.4 (Y, v) is an operator system
with positive cone P(X+). Let j : Y → X be the inclusion map. Then extend
P ′ to a completely positive complete contraction P̃ : I (A) → I (B) [loc. cit.].
Extend j to a completely positive complete contraction ̃ : I (B) → I (A) by
Arveson’s extension theorem [1969]. Then P̃ ◦ ̃ equals the identity map on
I (B) by rigidity of the injective envelope, since P ◦ j = IB . Thus E = ̃ ◦ P̃
is a completely positive completely contractive projection on I (A) extending P.
We deduce just as in the last paragraph that Ran(E) is a unital C∗-algebra with
product E(xy), B with product P(xy) is a unital subalgebra of this C∗-algebra,
and P(P(a)b)= P(P(a)P(b))= P(a P(b)).

Finally, if A is nonunital but approximately unital, then P∗∗ is a completely
contractive projection on A∗∗, which is also real positive by the proof of the main
theorem in [Bearden et al. 2014, Section 2]. By the unital case, P∗∗(xy) is an
operator algebra product on P∗∗(A∗∗), with unit v = P∗∗(1). Hence by restriction
P(xy) is an operator algebra product on P(A), and the centered equation in the
theorem statement holds on A, as does the assertions about bimodules. Note that
P∗∗(A∗∗)= (P(A))⊥⊥, so that P∗∗(A∗∗)∼= P(A)∗∗. So P(A)∗∗ is unital, and hence
P(A) is approximately unital (or this may be seen directly using the centered
equation in the theorem statement). Also, since v = P∗∗(1) acts as an identity on
P(A) in the new product, we can identify P(A)+Cv, as a unital operator space, with
the unitization of P(A) with its new operator algebra product. Then the restriction r
of P∗∗ to A + C1A∗∗ can be viewed as a real completely positive completely
contractive projection on the unitization A1. By the last paragraph, r extends
to a completely positive completely contractive projection on I (A1). However,
I (A1)= I (A) by, e.g., [Blecher and Le Merdy 2004, Corollary 4.2.8]. �

Remark. Thus the category of approximately unital operator algebras and real
completely positive projections forms a projectively stable category in the sense of
Friedman and Russo; see [Neal and Russo 2011, p. 295–296] and, e.g., [Friedman
and Russo 1985]. Namely, if B is the category of Banach spaces with morphisms
being the contractive projections, a subcategory S of B is projectively stable if S is
closed under images of morphisms. That is, for an object E and morphism ϕ : E→ E
in S, the image ϕ(E) is again an object in S (although not necessarily a subobject
with respect to the full structure of objects in S). For example, the subcategory of



298 DAVID P. BLECHER AND MATTHEW NEAL

unital C∗-algebras and completely positive unital projections is projectively stable,
by the theorem of Choi and Effros used earlier. Other projectively stable categories
are listed in the last references; e.g., the subcategory of TROs and completely
contractive projections is projectively stable by Youngson’s theorem [1983]. In the
cited pages of [Neal and Russo 2011] the concept of a projectively rigid category is
discussed. The associated question for us would be if the preduals of dual operator
algebras are projectively (completely) rigid in their sense. However, the answer
to this is in the negative, since the category of Banach or operator spaces is not
projectively (completely) rigid, and then one can play the U(X) trick (described
above Proposition 3.3 below) to answer the operator algebra question.

Remark. If A is unital and C is the C∗-subalgebra of I (A) generated by P(A),
then the map P̃ in the proof restricts to a ∗-homomorphism from C onto C∗e (B), the
latter viewed as a subalgebra of I (B) (or as a C∗-subalgebra of the space Ran(E)
in the proof, with its “Choi–Effros product”). See, e.g., [Blecher and Le Merdy
2004, Theorem 1.3.14(3)].

Lemma 2.6. Let A be a unital operator algebra, and let P : A→ A be a con-
tractive projection, such that Ran(P) contains an orthogonal projection q with
P(A)= qP(A)q. Then q = P(1A).

Proof. We have ‖q±(1−q)‖≤1 so that ‖q±P(1−q)‖≤1. Since P(A)=qP(A)q ,
and q is an extreme point of the unit ball of qAq (the identity is an extreme point
of the unit ball of any unital Banach algebra), P(1− q)= 0. Thus P(1)= q. �

The following reduction to the case of unital maps works under a certain condition
which will be seen to be automatic in the setting found in the next sections of the
paper.

Proposition 2.7. Let A be an approximately unital operator algebra, and P : A→ A
a completely contractive projection. Then Ran(P∗∗) contains an orthogonal projec-
tion q such that P(A)= qP(A)q if and only if P∗∗(1) is a projection. In this case,
q = P∗∗(1) and Ran(P) is an approximately unital operator algebra with product
P(xy), and its bidual has identity q. Also, P is real completely positive, all the
conclusions of Theorem 2.5 hold, q is an open projection for A∗∗ in the sense of
[Blecher et al. 2008], and

P(a)= qP(a)q = P∗∗(qaq), a ∈ A

(and we can replace P∗∗ by P here if A is unital). Hence, P(A) = qP(A)q =
P∗∗(qAq), and P splits as the sum of the zero map on q⊥A+ Aq⊥+ q⊥Aq⊥, and
a real completely positive completely contractive projection P ′ on qAq with range
equal to P(A). This projection P ′ on qAq is unital if A is unital.
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Proof. Let Q = P∗∗, a completely contractive projection on A∗∗. We can re-
place Q by P below if A is unital. If P(A) = qP(A)q for a projection q then
Q(A∗∗) = qQ(A∗∗)q by standard weak-∗ approximation arguments, so by the
lemma, Q(1) = q. Conversely, suppose that Q(1) = q is a projection. Then
Q(q⊥) = 0. Note that Ran(Q) is a unital operator space (in q A∗∗q). So Q, and
hence also P, is real completely positive by [Bearden et al. 2014, Lemma 2.2], since
it extends by, e.g., [Blecher and Le Merdy 2004, Lemma 1.3.6] to a completely
positive unital map from X + X∗ onto Y + Y ∗, where X = A∗∗ and Y = Q(A∗∗).
By extending Q further to a completely positive completely contractive map on a
containing C∗-algebra, and using the Kadison–Schwarz inequality,

Q(aq⊥)∗Q(aq⊥)≤ Q(q⊥a∗a q⊥)≤ Q(q⊥)= 0, a ∈ Ball(A∗∗).

Thus Q(a)= Q(aq) for all a ∈ A∗∗, and similarly Q(a)= Q(qa). Also Q(q)2 =
Q(q), and so P(A)= Q(qAq)= qP(A)q by Choi’s multiplicative domain trick.
(The latter is usually stated for unital maps, but the general case may be reduced to
this using [Choi and Effros 1976, Lemma 3.9].)

The rest follows from Theorem 2.5 and its proof, with the exception of q being an
open projection for A∗∗. To see this, if (et) is a cai for P(A)with its new product then
using some of the facts here and in Theorem 2.5, we have et = P(etq)= P(et)q→q
in the weak-∗ topology. �

Remark. Note that even a completely contractive completely positive projection
on a unital C∗-algebra need not have P(1) a projection. To see this, choose a norm-1
element x 6= 1 in A+ and a state ϕ with ϕ(x)= 1, and consider P = ϕ( · )x .

Remark. Unfortunately the projection q here need not be central, even if P is
completely bicontractive. See the next example.

Example 2.8. Consider the canonical projection of the upper triangular matrices A
onto CE11. This is a real completely positive completely bicontractive projection
(which is also completely bicontractive, completely hermitian, etc.), but it does
not extend to a positive bicontractive projection on its C∗-envelope (or injective
envelope) M2. In this case note that A+ A∗ = C∗(A) = C∗e (A) = I (A). On the
positive side, the range of this projection is a subalgebra of A.

Corollary 2.9. Let A be an approximately unital operator algebra with an approxi-
mately unital subalgebra B which is the range of a completely contractive projection
P on A. Then P is real completely positive, and all the conclusions of Theorem 2.5
hold. Hence P is a conditional expectation: P(a)b = P(ab) and bP(a)= P(ba)
for all b ∈ B = P(A) and a ∈ A. It follows that (P(et)) is a cai for B for any
cai (et) of A.

Proof. Consider P∗∗, a completely contractive projection on A∗∗ with range B∗∗.
Of course B∗∗ has an identity of norm-1 as we said in the introduction. By
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Proposition 2.7, P∗∗ is real completely positive, and hence so is its restriction P.
The remaining assertions follow, e.g., from Proposition 2.7, except for the last
assertion, which is an easy consequence of the second to last assertion. �

The last result, which may be seen as a converse to Theorem 2.5, generalizes the
fact from [Blecher and Le Merdy 2004] mentioned at the start of the introduction.
We showed in [Blecher 2004] that this is all false with the word “completely”
removed; however, see [Lau and Loy 2008] for some later variants valid for certain
Banach algebras.

We will need the following results later. If P : M→ M is a unital completely
contractive projection on a von Neumann algebra, there exists a support projection e,
the perp of the supremum of all projections in Ker(P), as in [Effros and Størmer
1979, p. 129]. We have e ∈ P(M)′, and P(x)= P(ex)= P(xe) for all x ∈ M , and
if x ∈ M+ then P(x) = 0 if and only if xe = 0 if and only if ex = 0; see, e.g.,
around Lemma 1.2 in that reference. Following the idea in the proof of part (3) of
that lemma, we have:

Proposition 2.10. Let P : M→ M a weak-∗ continuous unital completely contrac-
tive projection on a von Neumann algebra M. Let e be the support projection of P
on M discussed above. Let N be the von Neumann algebra generated by P(M).
Then P(x)e = eP(x)e = exe = xe for all x ∈ N.

Proof. For n = 0, 1, . . . , let An be the span of products of 2n elements from P(M).
Then An is a unital ∗-subspace of M . Suppose that eP(x)e = exe for all x ∈ An .
Then for such x , set z = e(P(x∗x)− x∗ex)e. Following the steps in the proof
of [Effros and Størmer 1979, Lemma 1.2(3)] with minor modifications, we have
P(z)= 0 and z ≥ 0, so that by the facts above the present proposition we obtain
z=eze=0 and eP(x∗x)e=ex∗xe. By the polarization identity, eP(y∗x)e=ey∗xe
for x, y ∈ An . So eP(x)e = exe for all x ∈ An+1, and hence for all x ∈ N . �

Corollary 2.11. Let P : A→ A be a unital completely contractive projection on an
operator algebra. If P(A) generates A as an operator algebra, then (I − P)(A)=
Ker(P) is an ideal in A. In any case, if D is the closed algebra generated by P(A)
then (I − P)(D) is an ideal in D.

Proof. We may assume that P(A) generates A. As above we extend P to a unital
completely contractive projection P̃ on a C∗-algebra B, which may be taken to
be I (A). The second adjoint of this is a weak-∗ continuous unital completely
contractive projection on a von Neumann algebra M , and we continue to write this
projection as P̃. Let P̃ also denote the restriction of the latter projection to the
von Neumann algebra N generated by P(A) inside M . If x ∈ (I − P)(A), then
P̃(x) = 0, and so by Proposition 2.10 we have ex = xe = 0. Thus x ∈ e⊥Me⊥

(and is also in e⊥Ne⊥). So for y ∈ A we have P(xy)= P(exy)= 0, and similarly
yx ∈ (I − P)(A), so the latter is an ideal. �



COMPLETELY CONTRACTIVE PROJECTIONS ON OPERATOR ALGEBRAS 301

For later use we record that if P : A→ A is a unital completely contractive
projection on an operator algebra, then in the language of the last proof,

D ∩ e⊥Me⊥ = D ∩ e⊥Ne⊥ = Ker(P|D)= (I − P)(D).

Indeed since we said above Proposition 2.10 that P(x)= P(exe) for any x ∈ M ,
we have D ∩ e⊥Me⊥ ⊂ Ker(P|D). Moreover, if d ∈ D with P(d) = 0 then the
argument in the last proof shows that d ∈ D ∩ e⊥Ne⊥ ⊂ D ∩ e⊥Me⊥. So

D ∩ e⊥Me⊥ = D ∩ e⊥Ne⊥ = Ker(P|D).

3. The symmetric projection problem and
the bicontractive projection problem

It turns out that the variant of the bicontractive projection problem for symmetric
projections works out perfectly. This is the question of characterizing (completely)
symmetric projections in the categories we are interested in, and their ranges. Notice
that if P : X→ X is a projection on a normed space and if we let θ = 2P − I , so
that P = 1

2(I +θ), then Ran(P) is exactly the set of fixed points of θ , and θ ◦θ = I .
Note too that θ is contractive if P is symmetric. From the latter facts we deduce
that θ is a bijective isometry whose inverse is itself. Also θ(1)= 1 if X is a unital
algebra and P(1)= 1. Applying the same argument at each matrix level we see:

Lemma 3.1. A projection P : X→ X on an operator space is completely symmetric
(resp. symmetric) if and only if θ=2P− I is a complete isometry (resp. an isometry),
and in this case θ is also a surjection. If X is also an algebra (resp. Jordan algebra)
and if θ is a homomorphism (resp. Jordan homomorphism), then the range of P is
a subalgebra (resp. Jordan subalgebra).

Proof. For the last part, Ran(P) is exactly the fixed points of θ . �

Thus the (completely) symmetric projection problem is in some sense a spe-
cial case of the (complete) isometry problem: namely characterizing the linear
(complete) isometries between the objects in our category. That is, the key to
solving the (completely) symmetric projection problem is proving a Banach–Stone-
type theorem in our category. The original Banach–Stone theorem characterizes
unital isometries between C(K ) spaces, and in particular shows that such are
∗-isomorphisms. Putting this together with the last assertion of the last lemma, we
see that one of the hoped-for conclusions of the (completely) symmetric projection
problem, and by extension the (completely) bicontractive projection problem, is
that the range of the projection is a subalgebra. We will also show in the completely
symmetric case that if A is unital or approximately unital then so is P(A).
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Let us examine what this all looks like in a C∗-algebra, where as predicted in
the last paragraph, much hinges on the known Banach–Stone-type theorem for
C∗-algebras, due mainly to Kadison. The following is essentially well known (see,
e.g., [Friedman and Russo 1984; Størmer 1982]), but we do not know of a reference
which has all of these assertions, or is in the formulation we give.

Theorem 3.2. If P : A→ A is a projection on a C∗-algebra A, then P is bicontrac-
tive if and only if P is symmetric. Then P is bicontractive and completely positive
if and only if there exists a central projection q ∈ M(A), such that P = 0 on q⊥A,
and there exists a period-2 ∗-automorphism θ of qA so that P = 1

2(I + θ) on qA.

Proof. Clearly symmetric projections are bicontractive. Conversely, if P is bicon-
tractive, then by [Friedman and Russo 1984, Theorem 2], θ = 2P − IA is a linear
surjective isometric selfmap of A preserving the Jordan triple product and satisfying
θ ◦ θ = IA and P = 1

2(IA+ θ). So P is symmetric. If also P is positive then P, and
hence also θ , is ∗-linear. Let Q be the extension of P to the second dual.

Suppose that θ : A→ B is a linear isometric surjection between C∗-algebras. By
a result of Kadison [1951], u = θ∗∗(1) is unitary in B∗∗. Suppose now further that
θ is ∗-linear. Then u is selfadjoint, and uθ∗∗( · ) is a unital isometry, so selfadjoint.
Thus uθ(a)= θ(a∗)∗u = θ(a)u, for a ∈ A, so u is central. If a ∈ Asa then

uθ(a2)= (uθ(a))2 = θ(a)2 ∈ B,

since uθ( · ) is a Jordan morphism. Thus uB = uθ(A)⊂ B. So u ∈ M(B).
Returning to our situation, let q = Q(1). This is a central projection in M(A),

since u = 2q − 1. Since Q(q⊥)= 0, if a ∈ Ball(A)+ then

P(q⊥a)= P(q⊥aq⊥)≤ Q(q⊥)= 0,

and so P = 0 on q⊥A. Also, since θ(q)= q and θ preserves Jordan triple products,
it follows that P(qa) = 1

2(qa + θ(qa)) = qP(a). Thus, P(qA) = qP(A), and
the restriction of P to qA is a unital bicontractive positive projection on a unital
C∗-algebra. Also θ(qa) = q θ(a) for a ∈ A, as we had above, so θ(qA) = qA.
Hence θ ′ = θ |qA is a unital isometric isomorphism of qA. �

Remark. The example P(x) = 1
2(x + xT ) on M2 shows the necessity of the

completely positive hypothesis in the part it pertains to. Note in this example P is
positive and contractive, and I − P is completely contractive.

We will generalize the bulk of the last result and its proof in Theorem 3.7.
We next show that unlike in the C∗-algebra case, for projections on operator

algebras (completely) bicontractive is not the same as (completely) symmetric.
Also, these both also differ from the notion of (completely) hermitian. We recall
that any operator space X ⊂ B(H) may be unitized to become an operator algebra
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as follows. We define

U(X)=
{[
λ1 IH x

0 λ2 IH

]
: x ∈ X, λ1, λ2 ∈ C

}
⊂ B(H ⊕ H).

By definition, U(X) may be regarded as a subspace of the Paulsen system; see
[Blecher and Le Merdy 2004, 1.3.14 and 2.2.10] or [Paulsen 2002]. It follows
from Paulsen’s lemma [op. cit., Lemma 8.1] or [Blecher and Le Merdy 2004,
Lemma 1.3.15] that if v : X→ X is a linear contraction (resp. complete contraction),
then the mapping θv on U(X) defined by

θv

([
λ1 x
0 λ2

])
=

[
λ1 v(x)
0 λ2

]
, x ∈ X, λ1, λ2 ∈ C,

is a contractive (resp. completely contractive) homomorphism.

Proposition 3.3. Suppose that X is an operator space, and that P : X → X
is a linear idempotent map. Then P is completely contractive (resp. completely
bicontractive, completely symmetric, completely hermitian) if and only if the induced
map P̃ : U(X)→U(X) is a real completely positive and completely contractive (resp.
completely bicontractive, completely symmetric, completely hermitian) projection.
In particular these hold (and with the word “completely” removed everywhere if
one wishes), if P : X → X is a linear idempotent map on a Banach space, when
we give X its minimal or maximal operator space structure; see, e.g., [Blecher and
Le Merdy 2004; Paulsen 2002].

Proof. If P is completely contractive then by Paulsen’s lemma referred to above, the
unique ∗-linear unital extension of P̃ to U(X)+U(X)∗ is completely contractive and
completely positive. Thus by [Bearden et al. 2014, Section 2], P̃ is real completely
positive. Clearly P̃ is a projection. Conversely, if P̃ is completely contractive then
so is P. We note that I − P̃ annihilates the diagonal, and acts as I − P in the
(1, 2) entry. Thus I − P is completely contractive if and only if I − P̃ is completely
contractive. Also note that 2P̃− I does nothing to the diagonal, and acts as 2P− I
in the (2,1) entry; that is, 2P̃− I = (2P− I ) .̃ By Paulsen’s lemma again, as above,
2P̃ − I is completely contractive if and only if 2P − I is completely contractive.
Finally, I − P̃ + ei t P̃ multiplies each of the two diagonal entries by ei t, and acts
as I − P + ei t P in the (1, 2) entry. Multiplying by e−i t, we see again by Paulsen’s
lemma that this is completely contractive if and only if P is completely hermitian.

For the last assertion, if P is contractive (resp. bicontractive, symmetric, hermit-
ian), then it is completely contractive (resp. bicontractive, symmetric, hermitian)
on X with its minimal or maximal operator space structure by, e.g., [Blecher and
Le Merdy 2004, 1.10 and 1.12]. We may then apply the case in the previous
paragraph to obtain the result. Conversely, if P̃ is contractive (resp. bicontractive,
etc.), then so is P since P is the (1, 2) corner of P̃. The rest is clear. �
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The previous result provides examples of real completely positive unital com-
pletely bicontractive (resp. completely contractive, completely symmetric) projec-
tions which are not completely symmetric (resp. completely bicontractive, com-
pletely hermitian). As we said, this is in contrast to the C∗-algebra case where
(complete) bicontractivity is equivalent to being (completely) symmetric [Størmer
1982; Friedman and Russo 1984].

Example 3.4. A more specific example of a real completely positive unital com-
pletely bicontractive projection on an operator algebra which is not symmetric
arises by the last construction, from the following explicit completely bicontractive
projection which is not completely symmetric. Let Y be R2, the latter viewed as a
real Banach space whose unit ball is the unit ball of `∞2 in the first quadrant and
the unit ball of `1

2 in the second quadrant. Let X be the standard complexification
of Y. Take P : X→ X to be the usual complexification of the projection onto the
first coordinate on Y. We thank Asvald and Vegard Lima for this example, which
is a bicontractive projection on a Banach space which is not symmetric. Giving
X its minimal or maximal operator space structure makes X an operator space,
and makes P (by, e.g., [Blecher and Le Merdy 2004, 1.10 or 1.12]) a completely
bicontractive projection which is not symmetric. Hence, by Proposition 3.3, we get
a real completely positive unital completely bicontractive projection on an operator
algebra which is not symmetric.

Example 2.8 shows that one cannot extend completely symmetric real completely
positive projections to a positive bicontractive projection on a containing C∗-algebra.
Things are much better if P is a unital map:

Lemma 3.5. Let A be a unital operator algebra, and let P : A→ A be a completely
symmetric unital projection. Then P is real completely positive, and the range of
P is a subalgebra of A. Moreover, P extends to a completely symmetric unital
projection on C∗e (A) (or on I (A)).

Proof. Any completely contractive unital map on A is real completely positive as we
said in the introduction. Let θ = 2P− I , so that P = 1

2(I +θ). By Lemma 3.1, θ is
a unital complete isometry. So in fact θ is a homomorphism, by the Banach–Stone
theorem for operator algebras [Blecher and Le Merdy 2004]. This implies, as we said
in Lemma 3.1, that Ran(P) is a subalgebra of A. We can extend θ uniquely to a unital
∗-isomorphism π :C∗e (A)→C∗e (A), with π◦π= I , and it follows that P̃= 1

2(I+π)
is a completely symmetric extension of P. It is also completely positive.

Similarly, since one may extend π further to a unital ∗-automorphism of I (A),
there is a completely symmetric unital projection on I (A) extending P. �

Lemma 3.6. Let A be a unital operator algebra, and let P : A→ A be a completely
contractive real positive projection which is bicontractive. Then P(1) = q is a
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projection (not necessarily central), and all the conclusions of Theorem 2.5 and
Proposition 2.7 hold. Also, there exists a unital completely bicontractive (real
completely positive) projection P ′ : qAq→ qAq such that P is the zero map on
q⊥A+ Aq⊥ and P = P ′ on qAq. We have Ran(P)= Ran(P ′).

Proof. Suppose that q = P(1). Then q ≥ 0 by Lemma 2.3, so that the closed
algebra B generated by q and 1 is a C∗-algebra. Note that P(qn)=q by Theorem 2.5,
so that P(B)⊂ B. Let Q = P|B ; this is a bicontractive projection on B, and it is
positive by the proof of Lemma 2.3. By [Friedman and Russo 1984, Theorem 2] and
its proof, q = P(1) is a partial isometry in B, hence a projection. Therefore, all the
conclusions of Proposition 2.7 and Theorem 2.5 hold. So P(a)=qP(a)q= P(qaq)
for a ∈ A, and P(A)= qP(A)q = P(qAq), so P splits as the sum of the zero map
on q⊥A+ Aq⊥ and a unital projection E on qAq. �

Remark. We give a direct proof (which also can be tweaked to work only assuming
that P is a bicontractive real positive projection on A [Blecher et al. ≥ 2016]) that
P(1) is a projection in the case of the lemma above: Let P(1)= q. As we saw in
Theorem 2.5, P(qn)= q . Thus P(u(q))= q , (we defined u( · ) in the introduction).
Suppose that c is a positive scalar with c(q − u(q)) of norm 1. Then

(I−P)
(
c(q−u(q))−u(q)

)
=c(q−u(q))−u(q)−(c(q−q)−q)= (1+c)(q−u(q)),

which has norm greater than 1. By the contractivity of I−P we have a contradiction,
unless q = u(q). So q = P(1) is a projection.

The following is the solution to the symmetric projection problem in the category
of approximately unital operator algebras.

Theorem 3.7. Let A be an approximately unital operator algebra, and let P : A→ A
be a completely symmetric real completely positive projection. Then the range of P
is an approximately unital subalgebra of A. Moreover, P∗∗(1)= q is a projection
in the multiplier algebra M(A) (so is both open and closed).

Set D = qAq, a hereditary subalgebra of A containing P(A). There exists
a period-2 surjective completely isometric homomorphism θ : A→ A such that
θ(q)= q , so that θ restricts to a period-2 surjective completely isometric homomor-
phism D→ D. Also, P is the zero map on q⊥A+ Aq⊥+ q⊥Aq⊥, and

P = 1
2(I + θ) on D.

In fact,
P(a)= 1

2(a+ θ(a)(2q − 1)), a ∈ A.

The range of P is exactly the set of fixed points of θ |D in D.
Conversely, any map of the form in the last equation, for a period-2 surjective

completely isometric homomorphism θ : A→ A and a projection q ∈ M(A) with
θ∗∗(q)= q , is a completely symmetric real completely positive projection.
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Proof. Applying Lemma 3.6 to P∗∗, we see that P∗∗(1)= q is a projection, and all
the conclusions of Proposition 2.7 and Theorem 2.5 are true for us. We will silently
be using facts from these results below. In particular q is an open projection, so
it supports an approximately unital subalgebra D of A with D⊥⊥ = qA∗∗q; see
[Blecher et al. 2008]. Then θ = 2P − I is a linear completely isometric surjection
on A by Lemma 3.1. So by the Banach–Stone theorem for operator algebras
[Blecher and Le Merdy 2004, Theorem 4.5.13], there exists a completely isometric
surjective homomorphism π : A→ A and a unitary u with u, u−1

∈ M(A) with
θ = π( · )u. We have

θ∗∗(1)= 2P∗∗(1)− 1= 2q − 1= π∗∗(1)u = u,

so that u is a selfadjoint unitary (a symmetry), and q ∈ M(A). So qAq = D ⊂ A.
Since P(A) = qP(A)q, the range of P is contained in D, and the range of P is
exactly the set of fixed points of θ , which all lie in D. This implies that Ran(P) is
a subalgebra of A. It is approximately unital and P is real completely positive by
Corollary 2.9.

We have θ∗∗(q) = q and π∗∗(q) = θ∗∗(q)u = qu = q. Then 2P(a) − a =
π(a)(2q − 1) and P(a)= 1

2(a+π(a)(2q − 1)). Indeed

π(a)= (2P(a)− a)u = (2P(a)− a)(2q − 1)= 2P(a)− 2aq + a, a ∈ A.

From this, or otherwise, one sees that π equals θ on D, and

π(D)= (2P − I )(D)⊂ D.

However, D = θ2(D) ⊂ θ(D) = π(D), so π(D) = D. This completes the main
part of the theorem.

For the converse, note that P(a) = 1
2(a+π(a)(2q − 1)) is clearly completely

symmetric on A, and

P(P(a))= P
( 1

2(a+π(a)(2q − 1))
)

=
1
4

(
a+ 2π(a)(2q − 1)+π(π(a)(2q − 1)

)
(2q − 1)= P(a),

since π is period 2, π∗∗(q)= q, and 2q − 1 is a symmetry. We have

P∗∗(1)= 1
2

(
1+π∗∗(1)(2q − 1)

)
= q,

so that P is real completely positive by Proposition 2.7. �

It follows easily from the last theorem that a completely symmetric real com-
pletely positive projection P on A extends to a completely symmetric projec-
tion P̃ on the C∗-envelope of A. Moreover, P̃(x) = 1

2(a + π̃(a)(2q − 1)), for a
∗-automorphism π̃ . However, this extension will not in general be positive.
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In the work [Blecher et al. ≥ 2016] in progress, we prove the Jordan algebra
variant of the last result.

4. The bicontractive projection problem

The following could be compared with Corollary 2.11.

Lemma 4.1. Let A be a unital operator algebra, and P : A→ A a unital projection
with I−P completely contractive. Let C = (I−P)(A)=Ker(P). Then C2

⊂ P(A).
We also have:

(1) C is a subalgebra of A if and only if C2
= (0).

(2) If P is completely bicontractive (or more generally, if P(a P(b))= P(P(a)P(b))
for a, b ∈ A) then P(A)C +CP(A)⊂ C , and C3

⊂ C.

(3) If the conditions in (1) hold, and if P is completely contractive (or more
generally, if P(a P(b)) = P(P(a)P(b)) for a, b ∈ A) then C is actually an
ideal in A.

(4) If P(A)C+CP(A)⊂ C (see (2)), then θ = 2P− IA is a homomorphism if and
only if P(A) is a subalgebra of A, and then the range of P is the set of fixed
points of this automorphism θ .

Proof. Of course A = C + B, where B = P(A). By Youngson’s result [1983]
applied to an extension Q of I − P to a completely contractive projection on
I (A) (which exists by an easier variant of the proof in Theorem 2.5), we have
(I − P)(wz) = Q(w(I − P)(1)∗z) = 0 for z, w ∈ C . So P(wz) = wz ∈ B, and
this is zero if the kernel is a subalgebra. In any case, C2

⊂ B. Assuming that P is
completely contractive (or that P(a P(b))= P(P(a)P(b)) for a, b ∈ A, which is
a weaker condition by, e.g., the fact in the first paragraph of our paper), if z ∈ B
and w ∈ C , then P(wz) = P(P(w)z) = 0, so wz ∈ C . So CB ⊂ C and similarly
BC ⊂ C . Thus C3

⊂ BC ⊂ C . This proves (2). If also C is a subalgebra, then it is
an ideal, proving (3).

For (4), we may decompose A=C⊕ B, where 1A ∈ B = P(A), and we have the
relations C2

⊂ B,C B+ BC ⊂ C . Using the latter it is a simple computation that
the period-2 map θ : x + y 7→ x − y for x ∈ B, y ∈ C is a homomorphism (indeed
an automorphism) on A if and only if P(A) is a subalgebra of A; clearly P(A) is
the set of fixed points of θ . �

Remark. Replacing P by I−P we see that if P : A→ A is a completely contractive
projection with P(1)= 0, then P(A) is a subalgebra if and only if P(A)2 = (0).

Remark. The kernel of a bicontractive projection need not be a subalgebra. For
example, consider P( f )(x)= 1

2( f (x)+ f (−x)) for f ∈ C([−1, 1]).
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The following clarifies the unital version of the bicontractive projection problem
in relation to the existence of an associated period-2 automorphism.

Corollary 4.2. If P : A→ A is a unital idempotent on a unital operator algebra,
let θ : A→ A be the associated linear period-2 automorphism x + y 7→ x − y
for x ∈ Ran(P), y ∈ Ker(P). Then P is completely bicontractive if and only if
‖I ± θ‖cb ≤ 2. If these hold then the range of P is a subalgebra if and only if θ
is also a homomorphism, and then the range of P is the set of fixed points of this
automorphism θ . Also, P is completely symmetric if and only if θ is completely
contractive.

Proof. The first and last assertions are obvious, and the second assertion follows
from Lemma 4.1(4). �

For us, the bicontractive projection problem is whether the range of a completely
bicontractive real completely positive projection on an approximately unital operator
algebra A is an approximately unital subalgebra of A. This is not obvious, although
there are easy counterexamples if one drops some of the hypotheses. For example,
consider the projection P on the upper triangular 2× 2 matrices given by[

a b
0 c

]
7→

[ 1
2(a− c) 0

0 1
2(c− a)

]
.

This is completely contractive and extends to a completely contractive projection
on the containing C∗-algebra, and can be shown to be bicontractive with P(1)= 0,
and its range is not a subalgebra.

We now show that the bicontractive projection problem can be reduced to the
case that A is unital and P(1) = 1, by a sequence of three reductions. First, if
P : A→ A is a completely bicontractive real completely positive projection on an
approximately unital operator algebra A, then P∗∗ is a completely bicontractive real
completely positive projection on a unital operator algebra. Thus, henceforth in this
section and in the next, we assume that A is unital. Second, Lemma 3.6 allows us
to reduce further to the case that P(1)= 1: it asserted that P(1)= q is a projection
(not necessarily central), all the conclusions of Theorem 2.5 and Proposition 2.7
hold, and there exists a unital completely bicontractive (real completely positive)
projection P ′ : qAq→ qAq such that P is the zero map on q⊥A+ Aq⊥, P = P ′

on qAq, and Ran(P)= Ran(P ′).
Then the third of our reductions of the completely bicontractive projection

problem puts the problem in a standard position. Of course, P(A) is a subalgebra if
and only if Q(D) is a subalgebra, where D is the closed subalgebra of A generated
by P(A), and Q = P|D , which is a completely bicontractive unital projection on D.
That is, we may as well replace A by the closed subalgebra generated by P(A).
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Thus by these three steps above, we have reduced the completely bicontractive
projection problem on approximately unital operator algebras to the standard posi-
tion of a unital projection on a unital operator algebra, whose range generates A.
In this situation we obtain the following structural result.

Corollary 4.3. Let P be a completely bicontractive unital projection on a unital
operator algebra A. Let D be the algebra generated by P(A). Then (I − P)(D)=
Ker(P|D) is an ideal in D and the product of any two elements in this ideal is zero.

Proof. We saw at the end of Section 2 that (I − P)(D)=Ker(P|D) is an ideal in D,
and in the notation there it equals D ∩ e⊥Me⊥. Since D ∩ e⊥Me⊥ is a subalgebra
of D the result follows from Lemma 4.1. �

Remark. Note that (I − P)(D)⊂ e⊥A, but P(D) is not a subset of eA.

The above shows that we can also solve the bicontractive projection problem in
the affirmative for real completely positive completely bicontractive projections P
on a unital operator algebra A such that the closed algebra generated by A is
semiprime (that is, it has no nontrivial square-zero ideals):

Corollary 4.4. Let P : A→ A be a real completely positive completely bicontractive
projection on a unital operator algebra. If A is an operator algebra containing no
nonzero nilpotents, then P(A) is a subalgebra of A. Also if the closed algebra D
generated by P(A) is semiprime, then P(A) is a subalgebra of A.

Proof. By the second reduction above, we may assume that P is unital. By
Corollary 4.3, (I − P)(D) is an ideal in D with square zero, and so is (0) in these
cases. So P(A)= P(D)= D, a subalgebra. �

For the subcategory of uniform algebras (that is, closed subalgebras of C(K ), for
compact K ) which are unital or approximately unital, the bicontractive projection
problem coincides with the symmetric projection problem, and again there is a
complete solution:

Theorem 4.5. Let P : A → A be a real positive bicontractive projection on a
uniform algebra A, and suppose that A is unital or approximately unital. Then P
is (completely) symmetric, and so we have all the conclusions of Theorem 3.7. In
particular, P(A) is a subalgebra of A, and P is a conditional expectation.

Proof. Here bicontractive projections are the same as completely bicontractive
projections [Blecher and Le Merdy 2004, 1.10]. By the obvious variant of the usual
proof that positive maps into a C(K ) space are completely positive, we have that
real positive maps into a uniform algebra are real completely positive. By the first
two reductions described above we can assume that A and P are unital. We also
know that B= P(A) is a subalgebra by Corollary 4.4, since, e.g., nonzero nilpotents
cannot exist in a function algebra. Thus by Corollary 4.2 the map θ(x+ y)= x− y
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described there is an algebra automorphism of A, hence a (completely) isometric
isomorphism (since norm equals spectral radius). So P = 1

2(I + θ) is (completely)
symmetric, and Theorem 3.7 applies. �

Remark. The idea in the last proof that θ is automatically isometric, since it is
an algebraic automorphism of a uniform algebra, and that this implies that P is
symmetric, was found together with Joel Feinstein after submission.

By, e.g., Corollary 4.2, to find a counterexample to the conjecture that all (com-
pletely real positive) completely bicontractive unital projections have range which
is a subalgebra, we need a unital operator algebra D = C ⊕ E where

C 6= (0), C2
= 0, CE + EC ⊂ C, 1D ∈ E, and E generates D,

so in particular E2 is not a subset of E , and with the projection maps onto C and E
completely contractive. This is easy in a Banach algebra; one may equip `1

3, with the
standard basis identified with symbols 1, a, b satisfying relations like b2

= 0, a2
= b,

etc. (setting C = {b}, E = Span{1, a}). To find an operator algebra example, we
make a general construction.

Example 4.6. Let V be a closed subspace of B(H)⊕ B(H), viewed as elements
of B(H (2)) supported on the (1,1) and (2, 2) entries. Write v1 and v2 for the two
“parts” of an element v ∈ V. Let C be the closed span of {v1w2 : v,w ∈ V }, and we
will assume that C 6= (0). Let B be the set of elements of B(H (3)) of the formλI v1 c

0 λI v2

0 0 λI

, λ ∈ C, v ∈ V, c ∈ C.

Then the copy of C is an ideal in B with square zero, and it is generated by the
copy of V in B. If E is the sum of this copy of V and CIH (3) , then all the conditions
in the last paragraph needed for a counterexample hold, with the exception of the
projection onto E being completely contractive. We remark that one may also
describe B more abstractly as a set B = C1+ V +C in B(K ), where V and C are
closed subspaces of B(K ) with the properties that

(0) 6= C = V 2, V 3
= C2

= (0),

plus one more condition ensuring that p1V (1 − p) = (0), where p1 is the left
support projection of C and p is the left support projection of C + V.
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To fix the exception noted in the last paragraph, we consider the subalgebra
A = A(V ) of B(H (7)) consisting of all elements of form

λI v1 c 0 0 0 0
0 λI v2 0 0 0 0
0 0 λI 0 0 0 0
0 0 0 λI 0 2v1 0
0 0 0 0 λI 0 2v2

0 0 0 0 0 λI 0
0 0 0 0 0 0 λI


, λ ∈ C, v ∈ V, c ∈ C.

We will abusively write the square-zero ideal in A consisting of the copy of C again
as C , and again let E be the sum of CIH (7) and the isomorphic copy of V in A(V ),
so that A = C ⊕ E . Here

C 6= (0), C2
= 0, CE + EC ⊂ C, 1D ∈ E, and E generates A,

as desired. The canonical projection map from A onto C is obviously completely
contractive.

A particularly simple case is when H is one-dimensional, so that A ⊂ M7, and
where V = CI2. This algebra is obviously essentially just (i.e., is completely
isometrically isomorphic to) the subalgebra of M5 of matrices

λ ν c 0 0
0 λ ν 0 0
0 0 λ 0 0
0 0 0 λ 2ν
0 0 0 0 λ

, λ, ν, c ∈ C,

with the projection being replacing the (1, 3) entry by 0. Thus 5× 5 matrices of
scalars will suffice to give an interesting example. However, we will need the more
general construction later to produce a more specialized counterexample.

Consider the algebra U(V ) constructed from V as described in the paragraph
above Proposition 3.3. We define U0(V ) to be the subalgebra of U(V ) consisting
of elements of U(V ) with the two diagonal entries identical. It is a subalgebra
of B(H (4)).

Lemma 4.7. In the situation of Example 4.6, the map j :U0(V )→B(H (3)) given by

[
λI v

0 λI

]
7→

λI 1
2v1 0

0 λI 1
2v2

0 0 λI


is completely contractive and unital.
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Proof. To prove that it is completely contractive simply notice that j may be viewed
as the composition of the canonical map U(V )→ U(W ), where W is the copy of V
in the algebra B above, and the map M2(B)→ B given by pre- and postmultiplying
by
[ 1
√

2
IH (3)

1
√

2
IH (3)

]
and its transpose. �

Corollary 4.8. If A = A(V ) is the unital operator algebra above in B(H (7)) then
the canonical projection P : A→ A which replaces the (1, 3) entry by 0, whose
kernel is a nontrivial square-zero ideal C generated by P(A), is a (real completely
positive) completely bicontractive and unital projection, but its range is not a
subalgebra, and it need not even be a Jordan subalgebra. A particularly simple case
is the algebra (completely isometrically isomorphic to the algebra of ) of 5×5 scalar
matrices described above Lemma 4.7.

Proof. In the 5× 5 matrix example it is easily checked that P(A) is not closed
under squares, hence is not a Jordan subalgebra. It remains to prove that P is
completely contractive. However, P is the composition of the canonical map
B(H (3)

⊕ H (4))→ B(H (4)) restricted to A, and the map x 7→ j (x)⊕ x on U0(V ),
where j is as in Lemma 4.7. �

The following is another rather general condition under which the completely
bicontractive projection problem is soluble. Indeed as we said in the introduction,
all examples known to us of real completely positive completely bicontractive
projections on unital operator algebras, whose range is a subalgebra, do satisfy the
criterion in Theorem 4.9.

Theorem 4.9. Let A be a unital operator algebra in a von Neumann algebra M
(which could be taken to be B(H), or I (A)∗∗ as above) and let P : A→ A be a
unital completely bicontractive projection. Let D be the closed algebra generated
by P(A), and let C = (I − P)(D).

Suppose further that CP(A)∗ ⊂ MC
w∗

, the weak-∗ closed left ideal in M gener-
ated by C. (This is equivalent to saying that the left support projection of P(A)C∗

is dominated by the right support projection of C.) Alternatively, assume that
P(A)∗C is contained in the weak-∗ closed right ideal in M generated by C (or
equivalently that the right support projection of C∗P(A) is dominated by the left
support projection of C). Then P(A) is a subalgebra of A.

Proof. We assume the left ideal condition; the other case is similar and left to the
reader (or can be seen by looking at the opposite algebra Aop). By replacing A
by D we may assume that P(A) generates A. Suppose that M is a von Neumann
algebra on a Hilbert space H. We set p1 =

∨
z∈C r(z)r(z)∗ to be the left support

projection of C and p2 =
∨

z∈C r(z)∗r(z) to be the right support projection of C .
Note that zp1 = 0 for z ∈ C , which implies that p2 p1 = 0. Let p = p1 + p2, a
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projection. Our hypothesis is equivalent to saying that

CP(A)∗ = CP(A)∗ p2.

We may write

M = (1− p)M(1− p)+ (1− p)Mp+ pM(1− p)+ pMp.

Thus M may be pictured as the direct sum of a von Neumann algebra with four
corners (thus having a 2×2 matrix form). Let y∈ P(A). Then yC⊂C⊂ pM , so that
(1− p)yp1=0. On the other hand, by hypothesis, p2 y∗(1− p)= p2 y∗ p2(1− p)=0.
Thus (1− p)yp2 = 0 and so (1− p)yp = 0. Therefore,

y = (1− p)y(1− p)+ py(1− p)+ pyp = y(1− p)+ pyp.

Furthermore p2 yC ⊂ p2C = p2 p1C = (0), and so p2 yp1 = 0. And by hypothesis,
p1 yp2 = p1(p2 y∗)∗ = p1(p2 y∗p2)

∗
= 0. So

p1 P(A)p2 = (0).
Thus

y = y(1− p)+ p1 yp1+ p2 yp2.

If also x ∈ P(A) then x = x(1− p)+ p1xp1+ p2xp2, and so

xy = x(1− p)y(1− p)+ p1xp1 yp1+ p2xp2 yp2,

and so again p1xyp2 = 0. Since C = (I − P)(A) we see that

(I − P)(xy)= p1(I − P)(xy)p2 = p1xyp2− p1 P(xy)p2 = 0,

so that xy = P(xy) ∈ P(A). So P(A) is a subalgebra. �

Remark. If CP(A)∗ ⊂ [BC] where B = C∗e (A) then the first hypothesis in the
previous result holds.

Remark. If A is the counterexample algebra of 5× 5 scalar matrices described
above Lemma 4.7, it is very illustrative to compute the various associated objects of
interest in our paper. We leave the details to the reader as an exercise. Here C∗(A)=
C∗e (A)= I (A)=M3⊕M2⊂M5. If P is the projection in that example, namely the
map that replaces the (1, 3) entry with 0, then C∗(P(A))= I (P(A))= 0⊕M2⊂M5.
A completely contractive completely positive projection P̃ on C∗(A)= I (A) that
extends P is the map

x ⊕
[

a b
c d

]
7→


1
2(a+ d) 1

2 b 0 0 0
1
2 c 1

2(a+ d) 1
2 b 0 0

0 1
2 c 1

2(a+ d) 0 0
0 0 0 a b
0 0 0 c d

, x ∈ M3.
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To see that this is completely contractive is a tiny modification of the proof of
Lemma 4.7. A completely contractive projection extending I − P is the projec-
tion onto the (1, 3) coordinate. The support projection of P̃ defined just before
Proposition 2.10 is e = 0⊕ I2, which has complement r = I3⊕ 0. The projections
p1, p2, p from the proof of Theorem 4.9 are p1 = E11, p2 = E33, p = E11+ E33,
and 1− p= E22+ E44+ E55. Also, r − p= E22. Note that CP(A)∗ p2 6=CP(A)∗,
of course. Indeed this example is an excellent illustration of what is going on in the
proof of Theorem 4.9. Note that if we change the definition of A by replacing either
the (2, 3) entry or the (3, 2) entry then the hypotheses of Theorem 4.9 are satisfied.

Examining why the general example described in Example 4.6 does not satisfy
the hypotheses of Theorem 4.9 is illustrative: it is not hard to see that if it did then
v1w2z∗2 = 0 for all v,w, z ∈ V. However, if 0 6=

∑n
k=1 v

k
1w

k
2 ∈ C then we obtain

the contradiction

0 6=
( n∑

k=1

vk
1w

k
2

)( n∑
k=1

vk
1w

k
2

)∗
= 0.

It would be interesting to investigate other conditions that might imply that P(A)
is a subalgebra, particularly when in the standard position (namely P : A→ A
is a unital completely bicontractive projection whose range generates A as an
operator algebra). Some which might be worth investigating are if the algebra C in
Theorem 4.9 is a maximal ideal in A, or if C contains the radical of A. Note that
any one of these conditions rules out our counterexamples above.

5. Another condition

We now look at another condition on a completely contractive projection P which
is automatic for bicontractive projections in the C∗-algebra case, namely that the in-
duced projection on Re(A) is bicontractive. We will not assume that the induced pro-
jection on Re(A) has completely contractive complementary projection I−P. We are
not able to solve the problem yet, but have made some progress towards the solution.

Lemma 5.1. Let A be a unital operator algebra, and let P : A→ A be a unital
completely contractive projection such that the induced projection on Re(A) is
bicontractive. We also write P for an extension to a unital completely contractive
weak-∗ continuous projection on the von Neumann algebra B∗∗, where B is a
C∗-algebra containing A as a unital subalgebra (see the argument in the proof
of Corollary 2.11). Let e be the support projection of P on B as in [Effros and
Størmer 1979, p. 129]. If x ∈ A∩ e⊥Be⊥ and x = a+ ib with a = a∗, b = b∗, then
‖a+‖ = ‖a−‖ = ‖b+‖ = ‖b−‖.

Proof. Suppose that ‖a‖ ≤ 1. By the Kadison–Schwarz inequality,

P(a)∗P(a)≤ P(a∗a)= P(e⊥a∗ae⊥)≤ P(e⊥)= 0.
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So P(a) = 0, and similarly P(b) = 0. Suppose that ‖a+‖ > ‖a−‖. Then by the
spectral theorem for a, there exists ε > 0 with

‖a− ε1‖ = ‖a+− a−− ε1‖< ‖a+− a−‖ = ‖a‖.

Thus ‖a− ε1‖< ‖(I − P)(a− ε1)‖, a contradiction. So ‖a+‖ ≤ ‖a−‖. A similar
argument shows that ‖a−‖ ≤ ‖a+‖; therefore, ‖a+‖ = ‖a−‖. Similarly (or by
replacing x by i x), ‖b+‖ = ‖b−‖.

Let y = Re(2x − x2). The last paragraph shows that ‖y‖ = ‖y+‖ = ‖y−‖. Now
assume that ‖a‖ = 1≥ ‖b‖. So ‖a±‖ = 1. Let ψ be a state with ψ(a−)= 1. Then
ψ(a+)= 0 or else ψ(|a|)=ψ(a+)+ψ(a−) > 1, which is impossible. By standard
arguments these imply that ψ(a2

−
)= 1 and ψ(a2

+
)= 0. Since

y = 2a+− 2a−− (a2
+
+ a2
−
)+ (b2

+
+ b2
−
),

we have
ψ(y)=−3+ψ(b2

+
+ b2
−
).

It is well known that for a selfadjoint operator T = T+−T− = R− S with R, S ≥ 0,
we have ‖T+‖ ≤ ‖R‖. Thus

‖y‖ = ‖y+‖ ≤ ‖2a+− a2
+
+ (b2

+
+ b2
−
)‖ ≤ 2.

Sinceψ(y)=−3+ψ(b2
+
+b2
−
)we must haveψ(b2

+
+b2
−
)=1, so that ‖b2

‖=1=‖b‖.
Replacing x by i x , we see that ‖a‖ = ‖b‖. �

Lemma 5.2. Let A be a unital operator algebra, and let P : A→ A be a unital
completely contractive projection such that the induced projection on Re(A) is
bicontractive. We also write P for an extension to a unital completely contractive
weak-∗ continuous projection on the von Neumann algebra B∗∗, where B is a
C∗-algebra containing A as a unital subalgebra (as in the last result). Let e
be the support projection of P on B as in [Effros and Størmer 1979, p. 129]. If
x ∈ A∩e⊥Be⊥ and x = a+ib with a= a∗, b= b∗, and ‖a‖= 1, then u(a)2= u(b)2.

Proof. Since b = b∗, we know that u(b) is a selfadjoint tripotent and u(b)2 is
a projection. It is well known that u(x)∗u(x) = u(x∗x) (to see this, note that
x(x∗x)n → xu(x∗x), so that xu(x∗x) = u(x) from which the relation is easy).
Hence u(b)2= u(b2)= u(b2

+
+b2
−
). As we saw in the last proof, if ψ is a state with

ψ(a−) = 1 then ψ(b2
+
+ b2
−
) = 1. Now ψ(a−) = 1 if and only if ψ(u(a−)) = 1,

and ψ(b2
+
+ b2
−
) = 1 if and only if ψ(u(b)2) = 1; see [Edwards and Rüttimann

1996, Lemma 3.3(i)]. So {u(a−)}′ ∩ S(B) ⊂ {u(b)2}′ ∩ S(B), where S(B) is the
state space and the “prime” is as in [op. cit.]. From this, as is well known (and
simple to prove), we have that u(a−) ≤ u(b)2. Similarly, u(a+) ≤ u(b)2, so that
u(a−)+ u(a+)= u(a)2 ≤ u(b)2. Similarly, u(b)2 ≤ u(a)2, so u(a)2 = u(b)2. �
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Lemma 5.3. Let A be a unital operator algebra, and let P : A→ A be a unital
completely contractive projection such that the induced projection on Re(A) is
bicontractive. We also write P for an extension to a unital completely contractive
weak-∗ continuous projection on the von Neumann algebra B∗∗, where B is a
C∗-algebra containing A as a unital subalgebra (as in the last results). Let e be the
support projection of P on B as in [Effros and Størmer 1979, p. 129]. Suppose that
x ∈ A∩ e⊥Be⊥ has norm-1. Then u(x)2 = 0 and x = u(x)+ y for some y ∈ B∗∗

with u(x)y = u(x)y∗ = yu(x)= y∗u(x)= 0. Finally, ‖Re x‖ = 1
2 .

Proof. Suppose that x ∈ A ∩ e⊥Be⊥, and choose an angle θ so that ‖Re(eiθ x)‖
is maximized. By Lemma 5.1 this equals ‖Im(eiθ x)‖. Write z = eiθ x = a + ib
with a = a∗, b = b∗. Scale z so that ‖a‖ = 1 (so ‖b‖ = 1 by Lemma 5.1). Write
a = u(a) + a⊥ and b = u(b) + b⊥. Note that u(a)a⊥ = u(a)(a − u(a)) = 0,
since u(a)a = u(a)3a = u(a)2. Similarly a⊥u(a)= 0, and b⊥u(b)= u(b)b⊥ = 0.
Since u(b)2 = u(a)2 by Lemma 5.2, we have u(a)b⊥ = u(a)u(b)2b⊥ = 0, and
similarly b⊥u(a) = a⊥u(b) = u(b)a⊥ = 0. Hence a⊥ and b⊥ are contractions by
the orthogonality of u(a) and a⊥, and of u(b) and b⊥. Consider

1+ i
√

2
(a+ ib)=

a− b
√

2
+ i

a+ b
√

2
.

By the maximality property of θ we have ‖(a−b)/
√

2‖= ‖(a+b)/
√

2‖ ≤ 1. Now

u(a)− u(b)
√

2
= u(a)2

a− b
√

2
and

u(a)+ u(b)
√

2
= u(a)2

a+ b
√

2
,

so these are contractions. Squaring each of these we see that

u(a)2− 1
2

(
u(a)u(b)+ u(b)u(a)

)
and u(a)2+ 1

2

(
u(a)u(b)+ u(b)u(a)

)
are contractions. Since u(a)2 is a projection, hence an extreme point, we deduce
that u(a)u(b) + u(b)u(a) = 0, or u(a)u(b) = −u(b)u(a). Using this, if w1 =
1
2(u(a)+ iu(b)) then a simple computation shows that w1w

∗

1w1 = w1, so that w1

is a partial isometry. Let w = z/2. Clearly ‖w‖ ≤ 1, but now we see that

1= ‖w1‖ = ‖u(a)2w‖ ≤ ‖w‖.

So ‖w‖ = 1 and ‖z‖ = ‖x‖ = 2. This proves the last assertion of the theorem, since
‖Re(x)‖= ‖Im(x)‖≤ 1 by the maximality property of θ , but they clearly cannot be
strict contractions since ‖x‖= 2. So henceforth we may assume that θ = 0 and z= x .

Let w2 =
1
2(a⊥ + ib⊥), so that w = w1 +w2, and w1w2 = w2w1 = w1w

∗

2 =

w∗2w1=0. Note that u(w)=w1+u(w2) 6=0, and u(e−iθw)= e−iθu(w), so ‖x‖=2.
Also ww∗ = w1w

∗

1 +w2w
∗

2 . Suppose ψ is a state with ψ(w2w
∗

2)= 1. Then since
‖ww∗‖ ≤ 1 we must have ψ(w1w

∗

1)= 0, which forces ψ(u(a)2)= ψ(u(b)2)= 0.
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Thus ψ /∈ {u(a2)}′ = {a2
}
′ [Edwards and Rüttimann 1996, Lemma 3.3(i)], so

ψ(a2
⊥
) 6= 1 since a2

= u(a2)+ a2
⊥

. On the other hand,

1= ψ
(

a2
⊥

4
+

b2
⊥

4
+ i
(

b⊥a⊥
4
−

a⊥b⊥
4

))
.

We deduce the contradiction thatψ(a2
⊥
)=1. This contradiction shows that 1−w2w

∗

2
is strictly positive so that u(w2w

∗

2)= 0. Hence u(ww∗)= u(w1w
∗

1)= w1w
∗

1 , and
so u(w)= limn→∞(ww

∗)nw = w1w
∗

1w = w1.
Finally, suppose that x ∈ A ∩ e⊥Be⊥ has norm-1 (so that x may be taken to

be our previous w). Then u(x)2 = w2
1 = 0. That x = u(x)+ y, where u(x) is

orthogonal to y and y∗, follows because w = u(w)+w2 and

u(w)w2 = u(w)w∗2 = w2u(w)= w∗2u(w)= 0,

the latter because u(w) is a linear combination of the selfadjoint u(a), u(b), which
are each orthogonal to a⊥ and b⊥. �

Corollary 5.4. If the conditions of the previous lemmas hold and A∩e⊥Be⊥ = (0),
then P(A) is a subalgebra of A.

Proof. For x, y ∈ P(A) we have exye = eP(xy)e by Proposition 2.10. Thus
xy− P(xy) ∈ e⊥B∗∗e⊥∩ A= (0), showing that P(A) is closed under products. �

Corollary 5.5. If the conditions of the previous lemmas hold and B is commutative,
then A∩ e⊥Be⊥ = (0) and P(A) is a subalgebra of A.

Proof. By the proof of Lemma 5.3, if x ∈ A ∩ e⊥Be⊥ and eiθ x = a + ib with
a = a∗, b = b∗, and ‖a‖ = 1, we obtained u(a)u(b) = −u(b)u(a) = 0 and
u(a) = u(a)u(b)2 = 0. This is impossible since ‖a‖ = 1, so A ∩ e⊥Be⊥ = (0).
Then apply Corollary 5.4. �

As in Section 4, to show P(A) is a subalgebra of A, we may replace A by D,
the closed algebra generated by P(A). After this is done, in the previous lemmas
A∩ e⊥Be⊥ becomes (I − P)(D).

Theorem 5.6. Let P be a unital completely contractive projection on A such that
I − P is contractive on Re(A). Suppose that A is a subalgebra of MN for some
N ∈ N and let D be the closed algebra generated by P(A). Then every element of
(I − P)(D) is nilpotent. Furthermore, if D is semisimple then the range of P is a
subalgebra of A.

Proof. Note that (I − P)(D) is an ideal of D by Corollary 2.11. Suppose that
x ∈ (I − P)(D) has norm-1 and is not nilpotent. Set y1 = x . By Lemma 5.3,
x = u(x)+ x′ where u(x)2= 0 and x′⊥ u(x). Furthermore x2

= (x′)2 lies in D and
x2
⊥ u(x). Similarly, since x2

6= 0 we set y2 = x2/‖x2
‖. Then y2 = u(y2)+ (y2)′

where u(y2) and (y2)′ are perpendicular to each other, and u(y2) is perpendicular
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to u(x). (This is because u(y2) is a limit of products beginning and ending with x2,
and, e.g., x2u(x)= (x′)2u(x)= 0.) Continuing in this way, we obtain an infinite
sequence of norm-1 elements yk such that u(yn)⊥ u(yk) for k ≤ n. It is well known
that u(y) 6= 0 if ‖y‖ = 1. This contradicts finite-dimensionality. So x is nilpotent.
Since (I − P)(D) is an ideal of D consisting of nilpotents, it follows that it lies in
the Jacobson radical of D. Thus if D is semisimple then (I − P)(D)= (0), so that
P(A)= D as before. �

For the following we no longer assume A is finite-dimensional but retain the
other assumptions of the above theorem.

Lemma 5.7. Let P be a unital completely contractive projection on A such that
I − P is contractive on Re(A), and let D be the closed algebra generated by P(A).
If x ∈ (I − P)(D) and ‖x‖ = 1, then ‖x2n

‖ ≤ 2/22n
. Also, x is quasiregular (that

is, quasi-invertible).

Proof. Let x=a+ib as in previous lemmas. By Lemmas 5.1 and 5.2, ‖a‖=‖b‖= 1
2 .

Hence ‖Re(x2)‖ = ‖a2
− b2
‖ ≤

1
4 . Again from Lemma 5.1, ‖x2

‖ ≤
1
2 . The first

result now follows by considering normalizations of further powers of 2, and using
mathematical induction. It is easily seen that

∞∑
k=1

‖xk
‖ ≤ 1+

∞∑
m=1

2m
∥∥x2m∥∥≤ 1+

∞∑
m=1

2m 2
22m <∞.

It follows that
∑
∞

k=1 xk converges, so that 1− x is invertible. �

Remark. It is still open whether the ideal (I − P)(D) above consists entirely of
quasiregular elements. If this is the case, then the above Theorem 5.6 holds for
arbitrary unital operator algebras. Note too that the assertion about quasiregulars in
Lemma 5.7 does follow from Lemma 5.1. That result shows that the ideal (I−P)(D)
in D has no nonzero real positive elements (for, in the language of that result, if
a− = 0 then a+ = b+ = b− = 0). The ideas in the proof of [Blecher and Read 2013,
Corollary 6.9] then also show that if x ∈ Ball((I − P)(D)) then x is quasiregular.

6. Jordan morphisms and Jordan subalgebras of operator algebras

We recall that a Jordan homomorphism T : A → B is a linear map satisfying
T (ab+ ba) = T (a)T (b)+ T (b)T (a) for a, b ∈ A, or equivalently, that T (a2) =

T (a)2 for all a ∈ A (the equivalence follows by applying T to (a + b)2). By a
Jordan operator algebra we shall simply mean a norm-closed Jordan subalgebra A
of an operator algebra, namely a norm-closed subspace closed under the Jordan
product 1

2(ab+ ba), or equivalently with a2
∈ A for all a ∈ A (that is, A is closed

under squares).
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It is natural to ask if the completely bicontractive algebra problem studied in
Section 4 becomes simpler if the range of the projection P : A→ A is also a Jordan
subalgebra (that is, P(a)2 ∈ P(A)) for all a ∈ A. We next dispose of this question:

Example 6.1. Let y = E21⊕ E12 ∈ M4, and let

x =


0 0 0 1
0 0 −1 0
0 0 0 0
0 0 0 0

.
Then xy =−yx , so that if F is the span of x and y then F is closed under squares.
However, F is not an algebra since xy /∈ F. Let V = {z⊕ z ∈ M8 : z ∈ F}, and form
the algebra A = A(V ) described in Example 4.6. By Corollary 4.8 the canonical
projection P : A→ A which replaces the (1, 3) entry of a matrix in A(V ) by 0,
is a (real completely positive) completely bicontractive and unital projection, but
its range is not a subalgebra. However, its range is a Jordan subalgebra; P(A) is
closed under squares since z2

= 0 for z ∈ F. Thus, the completely bicontractive
algebra problem does not become simpler if the range of the projection P : A→ A
is also a Jordan subalgebra.

The following variant of the Banach–Stone theorem for C∗-algebras will be
evident to “JB-experts”.

Lemma 6.2. Let A be a unital C∗-algebra, and T : A→ B(H) a unital complete
isometry such that T (A) is closed under taking squares (thus, T (A) is a Jordan
algebra). Then T (A) is a C∗-subalgebra of B(H), and T is a ∗-homomorphism.

Proof. Since such T is necessarily ∗-linear as we said in the introduction, T (A)
is a JB*-algebra, hence a selfadjoint JB*-triple; see, e.g., [Cabrera García and
Rodríguez Palacios 2014]. By the theory of JB*-triples T is a Jordan homomorphism.
(Two other proofs of this: look at the selfadjoint part and use the fact that isometries
in that category are Jordan homomorphisms [Isidro and Rodríguez-Palacios 1995];
or it can be deduced using the C∗-envelope as in the next proof). In particular for
each x ∈ Asa we have T (x2)= T (x)2, so by Choi’s multiplicative domain result (see,
e.g., [Blecher and Le Merdy 2004, Proposition 1.3.11]) we have T (xy)= T (x)T (y)
for all y ∈ A. So T is a homomorphism and T (A) is a C∗-subalgebra. �

It is natural to ask if the analogous result is true for operator algebras. That
is, if B is a closed unital Jordan subalgebra of an operator algebra A, and if B is
unitally and linearly completely isometric to another unital operator algebra, then
is B actually a subalgebra of A? If the algebra is also commutative this is true and
follows from the next result.
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Lemma 6.3. Let A be a unital operator algebra, and let T : A→ B be a unital
complete isometry onto a unital Jordan operator algebra. Then T is a Jordan
homomorphism, and T (an)= T (a)n for every n ∈ N and a ∈ A.

Proof. Note that T (a)3 is the Jordan product of T (a) and T (a)2, so T (A) is
closed under cubes. Similarly it is closed under every power. By the property of
the C∗-envelope mentioned in the introduction, there exists a ∗-homomorphism
π : C∗(T (A))→ C∗e (A) with π ◦ T = IA. So an

= π(T (a)n) = π(T (an)). Since
π |T (A) is one-to-one, the results follow. �

Remark. In the proof of the last result one could have instead used [Arazy and
Solel 1990, Corollary 2.8].

We now answer the question above Lemma 6.3 in the negative:

Example 6.4. Let P : A→ A be a completely contractive projection on an operator
algebra A on H whose kernel is an ideal I ; see, e.g., Corollary 2.11 or Lemma 4.1.
Then it is known that B = A/I is an operator algebra [Blecher and Le Merdy
2004, Proposition 2.3.4], and the induced map P̃ : B → P(A) is a completely
isometric isomorphism, and P̃ will be unital if A and P are unital. If these hold,
and in addition P(A) is a Jordan subalgebra of A which is not a subalgebra, then
T = P̃ : B→ A ⊂ B(H) is a unital complete isometry such that T (B) is closed
under taking squares (thus, T (B) is a unital Jordan subalgebra), but T (B) is not a
subalgebra, and T is not an algebra homomorphism. In particular, we can take A
to be the algebra in Example 6.1.

We finish our paper with another Banach–Stone-type theorem for operator alge-
bras:

Proposition 6.5. Suppose that T : A → B is a completely isometric surjection
between approximately unital operator algebras. Then T is real (completely)
positive if and only if T is an algebra homomorphism.

Proof. If T is an algebra homomorphism then by Meyer’s theorem [Blecher and
Le Merdy 2004, Theorem 2.1.13], T extends to a unital completely isometric
surjection between the unitizations, which then extends by Wittstock’s extension
theorem to a unital completely contractive, hence completely positive, map on a
generated C∗-algebra. So T is real completely positive.

Conversely, suppose that T is real positive. We may assume that A and B are
unital, since T ∗∗ is a real positive completely isometric surjection between unital
operator algebras. By the Banach–Stone theorem for operator algebras [op. cit.,
Theorem 4.5.13], there exists a completely isometric surjective homomorphism
π : A→ B and a unitary u with u, u−1

∈ B with T = π( · )u. The restriction of T
to C1 is real positive, hence positive; see [Bearden et al. 2014, Section 2]. Thus
u ≥ 0, and so u = (u2)1/2 = 1. Hence T is an algebra homomorphism. �
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Remark. One may also prove a limited version of this result for algebras with no
kind of approximate identity by using the ideas in the proof of Proposition 2.1.

There is also a Jordan variant of the last result, a simple adaption of the main
theorem in [Arazy and Solel 1990]. Here we just state the unital case; see [Blecher
et al. ≥ 2016] for more on this topic.

Proposition 6.6. Suppose that T : A→ B is an isometric surjection between unital
Jordan operator algebras. Then T is real positive if and only if T is a Jordan
algebra homomorphism.

Proof. If T is a Jordan algebra homomorphism and u = T (1A) and T (v)= 1B then
2u = u1B + 1Bu = 2T (1A · v) = 2T (v) = 2 · 1B . So u = 1B . However, a unital
contractive map is real positive [Bearden et al. 2014, Section 2].

The converse follows by the same proof as for Proposition 6.5, but using the
form of the Banach–Stone theorem for operator algebras in [Arazy and Solel 1990,
Corollary 2.10]. By that result T (1) is a unitary u with u, u−1

∈ B. Moreover
T ( · )u−1 is an isometric surjection onto B, so by the same result it is a Jordan
homomorphism π . We have T = π( · )u, and we finish as before. �
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INVARIANTS OF SOME COMPACTIFIED PICARD MODULAR
SURFACES AND APPLICATIONS

AMIR DŽAMBIĆ

We investigate certain numerical invariants of compactified Picard modu-
lar surfaces by principal congruence subgroups of Picard modular groups.
Applications to surface classification and modular forms are discussed.

1. Introduction

This article should be considered as a supplement to the work of R.-P. Holzapfel on
invariants of Picard modular surfaces which are quotients of the two-dimensional
complex ball by principal congruence subgroups.

Holzapfel [1980; 1998b] develops concrete formulas for the Chern numbers and
related invariants of compactified ball quotients by principal congruence subgroups
�K.N / of Picard modular groups �K D SU..2; 1/;OK /, where K D Q.

p
�d/ is

an imaginary quadratic field and N is a positive integer. There, he uses results
which are mainly developed in [Holzapfel 1998a]. Using Riemann–Roch theory
in combination with proportionality theorems, he also gets information on the
classification of these compactified ball quotients and dimensions of spaces of cusp
forms relative to the congruence subgroups.

In this article we slightly extend Holzapfel’s results, considering not only principal
congruence subgroups by natural numbers, but also general integral ideals a of
the quadratic field K DQ.

p
�d/. Including some technical, number theoretical

details, Holzapfel’s arguments can also be applied to this slightly more general
and larger class of congruence subgroups. One technical result is a formula for the
index Œ�K W �K .a/�. The final results in principle do not differ from those obtained
in [Holzapfel 1980;1998b]. We characterize the class of principal congruence
subgroups — excluding on technical grounds a few possible “exceptional cases” —
for which the (smooth) compactified ball quotient is a surface of general type. For
these surfaces the “coordinates” .c2; c

2
1
/ in the surface geography are explicitly

known. The dimensions of spaces of cusp forms can also be computed explicitly.
Besides the application to the geography of surfaces of general type let us also
mention the very recent application of this geometric property in arithmetic geometry,
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as an ingredient in the proof of the mordellicity of the compactified congruence
Picard modular surfaces by Dimitrov–Ramakrishnan [2015].

2. Picard modular groups and their congruence subgroups

Let K D Q.
p
�d/ be an imaginary quadratic field, and denote by OK the ring

of integers of K. Let V be a three-dimensional K-vector space equipped with a
hermitian form h W V �V !K. Let us assume that the signature of h is .2; 1/, i.e.,
that h has two positive eigenvalues and one negative eigenvalue. Such h can, for
instance, be represented by the diagonal matrix diag.1; 1;�1/, but often it is useful
to use another hermitian form. We consider the special unitary group

G WD SU.h/D fg 2 SL3.C/ j h.gv;gw/D h.v; w/ for all v;w 2 VCg

as an algebraic group defined over Q. Its group of Q-rational points is

G .Q/ WD SU.h;K/D fg 2 SL3.K/ j h.gv;gw/D h.v; w/ for all w 2 V g:

Often the interpretation of G as a group corresponding to an involution is useful. For
this, we remark that the map �D �h, which associates with each matrix g 2M3.K/

the matrix g�h WDMh Ng
tM�1

h
, where Mh denotes the matrix which represents h with

respect to a suitable basis (diag.1; 1;�1/, say), defines an involution of the second
kind on the matrix algebra M3.K/. This means that � is an antiautomorphism of
M3.K/ which acts as the complex conjugation, when restricted to the diagonal
matrices diag.˛; ˛; ˛/. Under this interpretation, the group G appears as the group
of all matrices g 2 SL3 such that gg�h D 13.

We define the so-called full Picard modular group as

�K D SU.h;OK /D SL3.OK /\G .Q/:

�K is obviously an arithmetic subgroup in G .Q/ as well as its subgroups of finite
index, which we simply call Picard modular groups. If a is an ideal of OK , let �K .a/

denote the principal congruence subgroup of �K with respect to a. It is defined as
the subgroup of �K consisting of all elements  2 �K such that  � 13 2M3.a/.
In other words, �K .a/ can be defined as the kernel of the canonical reduction map

� W �K ! SL3.OK=a/:

We define the level of �K .a/ as the absolute norm N.a/DjOK=aj. There are finitely
many principal congruence subgroups of fixed level. By definition, a congruence
subgroup of �K is a group which contains a principal congruence subgroup. Since
every principal congruence subgroup has a finite index in �K (which is obvious by
definition), all congruence subgroups are Picard modular groups. In this section we
will treat the following two technical problems:
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� computing the index Œ�K W �K .a/�,

� determining a for which the principal congruence subgroup �K .a/ is a neat
subgroup.

Note that we say that an arithmetic group is neat if the subgroup of C� generated
by the eigenvalues of all elements in � is torsion free. A neat group is obviously
torsion free.

Index computations. In order to compute the index Œ�K W �K .a/�, we make use of
the local-to-global principle which is applicable in the present case.

For a prime number p the group of Qp-rational points G .Qp/ is

(2-1) G .Qp/D fg 2 SL3.K˝Q Qp/ j gg�p D 13g;

where we write �p for the natural extension of �h to the algebra M3.K ˝Q Qp/.
The group G .Zp/ is defined in an obvious manner. We can also define principal
congruence subgroups G .Zp/.a/ of G .Zp/ in the same way as in the case of �K ,
now taking two-sided ideals a of the order OK ˝Zp into account. The following
lemma is the starting point of the index calculation. It is an important consequence
of strong approximation.

Lemma 2.1. Let a� OK be an integral ideal of K, let aD pe1

1
� � � pet

t be the prime
ideal decomposition of a, and denote by pi D pi \Z the unique integer prime over
which p lies. Then there is an isomorphism

�K=�K .a/Š

tY
iD1

G .Zpi
/=G .Zpi

/.pei /:

In particular,

Œ�K W �K .a/�D

tY
iD1

ŒG .Zpi
/ WG .Zpi

/.pei /�:

Proof. Let � be the map

� W �K �!

tY
iD1

G .Zpi
/=G .Zpi

/.pei /

given by
 7! . mod pe1

1
; : : : ;  mod pet

t /:

The kernel of � is obviously �K .a/, by definition. To show surjectivity we recall the
strong approximation property: for any finite set of primes p1; : : : ;pt and elements
gp1
2G .Zp1

/; : : : ;gpt
2G .Zpt

/ as well as exponents e1; : : : ; et , one can find an
element g 2G .Z/D �K such that g� gpi

mod p
ei

i for i D 1; : : : ; t . But as pi j pi

this g satisfies g � gpi
mod pei

i . This proves the surjectivity of �. �
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In order to compute the local indices, we first need to know more about the
local groups G .Qp/. Looking at their definition (2-1), we see that their structure
highly depends on the structure of K ˝ Qp, which itself is determined by the
decomposition behavior of the prime p. Essentially there are two cases:

(i) p is decomposed in K DQ.
p
�d/. In this case K˝Qp ŠKp˚KNp with two

conjugate prime ideals p¤ Np in OK such that p D pNp. Therefore

M3.K˝Qp/ŠM3.Kp/˚M3.KNp/:

Since p is decomposed in K,
�
�d
p

�
D 1 and �d is a square in Qp. Therefore

Kp ŠKNp ŠQp. The extension of the field automorphism N� WK!K to K˝Qp

must be an involution on Kp ˚KNp Š Qp ˚Qp and .x;y/ D .y;x/ is the only
possibility. Therefore the extension �p of �D �h is given by changing the summands
in M3.Qp/˚M3.Qp/. Now it is easy to see that the projection on one of the
summands gives an isomorphism between G .Qp/ and SL3.Qp/, since G .Qp/ is
defined as the group consisting of those pairs .g; h/ 2 SL3.Qp/˚ SL3.Qp/ with
.g�1; h�1/D .h;g/.

(ii) p is nondecomposed in K. In this case there is a unique prime ideal p lying
over p, such that K ˝ Qp D Kp, which is a quadratic extension of Qp. The
extended involution �p is an involution of the second kind on M3.Kp/ given by
g 7!Mh NgM�1

h
and G .Qp/D SU.h;Kp/.

Lemma 2.2. If p is nondecomposed, G .Qp/Š SU3.Kp/.

Proof. By Landherr’s theorem, the isometry class of a hermitian form h in n variables
associated with a quadratic extension E=F of local fields is uniquely determined by
its discriminant d.h/D Œdet.h/� 2F�=NE=F .E

�/Š Z=2Z. On the other hand, the
isomorphism class of the associated unitary group SU.h/ only depends on h up to
a multiplicative constant. Hence, the unitary group associated with diag.1; 1;�1/

is isomorphic to the unitary group associated with diag.�1;�1; 1/. Since the
discriminant of the latter is 1, the result follows. �

Now we compute the local indices:

Lemma 2.3. Let p be a prime ideal of K D Q.
p
�d/ such that p D p \ Z is

decomposed in K. Then

ŒG .Zp/ WG .Zp/.p
n/�D p8n.1�p�3/.1�p�2/

for any positive integer n.

Proof. By our discussion above, in the decomposed case G .Zp/D SL3.Zp/ and
G .Zp/.p

n/D SL3.Zp/.p
n/. We note that the sequence

(2-2) 1 �! SLn.Zp/.p
n/ �! SLn.Zp/ �! SLn.Zp=p

nZp/ �! 1
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is exact. In fact, (2-2) is exact even if we replace Zp and pn by any commutative ring
R and ideal I such that R=I is finite (see [Bass 1964], Corollary 5.2). Therefore

ŒG .Zp/ WG .Zp/.p
n/�D jSL3.Zp=p

nZp/j D jSL3.Z=p
nZ/j:

The latter number can be computed in an elementary way: Let � WGL3.Z=p
nZ/!

GL3.Z=pZ/ be the canonical projection map which sends every residue mod pn

to its residue mod p. The kernel ker.�/ consists of p9.n�1/ elements. With the
well-known number jGL3.Z=pZ/j D p9.1 � p�3/.1 � p�2/.1 � p�1/, we get
jGL3.Z=p

nZ/j D p9n.1 � p�3/.1 � p�2/.1 � p�1/. Dividing this number by
'.pn/, which is the order of the multiplicative group .Z=pnZ/�, we get the desired
result. �

For some technical reasons, from now on we exclude from consideration the
prime 2.

Lemma 2.4. Let p be a prime ideal in OK and pD p\Z¤ 2 nondecomposed. For
every n� 1 the following hold:

(1) If p is inert,

ŒG .Zp/ WG .Zp/.p
n/�D p8n.1Cp�3/.1�p�2/:

(2) If p is ramified,

ŒG .Zp/ WG .Zp/.p
n/�D p�n.1�p�2/;

where �n is defined as

�n D

�
4n if n� 0 mod 2;

4n� 1 if n� 1 mod 2:

Proof. First, we identify the desired index with the order of the finite group
SU. Nh;Op=p

n/, where Op D OKp
denotes the ring of integers in Kp and Nh the re-

striction of h to Op=p
n. To do so, we have to know that the canonical reduction

map G .Zp/D SU.h;Op/! SU. Nh;Op=p
n/ is surjective. But this is a rather general

fact (see for instance [Baeza 1973, Bemerkung (4.3)]). Moreover, we can extract
the above local index formulas again from [Holzapfel 1998a, Corollary 5A.1.3]
for the case in which p is inert, or p is ramified and n is an even positive integer.
According to this, the only nontrivial case is the situation where p is ramified and n

is odd. Let us from now on assume this situation, that is, p is ramified and n is odd.
By [Holzapfel 1998a, Corollary 5A.1.3] again we know that

G .Zp/=G .Zp/.p
nC1/D jG .Zp/=G .Zp/.p

.nC1/=2/j D p4.nC1/.1�p�2/:

By the multiplicativity of the index we obtain

(2-3) G .Zp/=G .Zp/.p
n/D p4.nC1/.1�p�2/=ŒG .Zp/.p

n/=G .Zp/.p
nC1/�:
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In order to compute the index in the denominator, we first recall the isomorphism
G .Qp/Š SU3.Kp/ from Lemma 2.2. Let � be a generator of the valuation ideal
p of Op. As p ¤ 2, the extension Kp=Qp is tamely ramified and we can choose �
such that N� D�� , where N� denotes the conjugation in Kp (compare [Lang 1970,
Proposition II.5.12]).

As a matrix in M3.Kp/, every g 2G .Zp/ has a p-adic representation:

g D g0C�g1C�
2g2C�

3g3C � � � ;

for some matrices gj 2M3.Op=p/DM3.Z=pZ/, where the latter equality holds
since p is ramified. We note that a matrix g 2G .Zp/ lies in G .Zp/.p

n/ if and only
if its p-adic representation starts with

g D 13C�
ngnC�

nC1gnC1C � � � :

For this reason, the map g 7! gn gives a map

G .Zp/=G .Zp/.p
n/ �!M3.Z=pZ/:

Note that, as p is ramified, the conjugation acts as the identity on Op=p
n. Consider

a representative g 2G .Zp/.p
n/ of the class Œg� 2G .Zp/.p

n/=G .Zp/.p
nC1/. Two

equations characterize g as an element of SU3.Kp/. First, g is hermitian, that is,

g Ngt
D .13C�

ngnC � � � /.13C N�
n
NgnC � � � /

t
D 13

or, equivalently,

.13C�
ngnC � � � /.13��

n
Ngt
nC � � � /D 13:

In other words, gn�gt
n D 0, that is, gn is symmetric. On the other hand, as

det.g/D det.13C�
ngnC � � � /D 1� 1C�n Tr.gn/ mod �nC1;

gn has trace 0. By this, the factor group G .Zp/.p
n/=G .Zp/.p

nC1/ is characterized
as the set of symmetric matrices in M3.Z=pZ/ with trace equal to 0. There are
exactly p5 such matrices, and (2-3) gives for n odd and p ramified

G .Zp/=G .Zp/.p
n/D p4n�1.1�p�2/;

from which the final formula follows. �
Now, summarizing results from Lemma 2.3 and Lemma 2.4, we get:

Theorem 2.5. Let a be an integral ideal in K D Q.
p
�d/ and let aD pe1

1
� � � pet

t

be the prime ideal decomposition of a with pi D pi \Z. Assume that pi ¤ 2 for all
i D 1; : : : ; t , if 2 is nondecomposed in K. Then it holds that

Œ�K W �K .a/�D

tY
iD1

p�i .1�p�2
i /.1��D.pi/p

�3
i /;
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where D is the discriminant of K, �D. / is the Jacobi symbol �D.p/D
�

D
p

�
and �i

is defined by

�i D

8<:
8ei if �D.pi/¤ 0;

4ei if �D.pi/D 0 and ei � 0 mod 2;

4ei � 1 if �D.pi/D 0 and ei � 1 mod 2:

We remark that this result generalizes [Holzapfel 1998a, Theorem 5A.2.14].

Determination of neat subgroups. In this section we discuss the question, for
which integral ideals a the principal congruence subgroup �K .a/ is a neat subgroup.
This rather technical property will be used in our consideration of Picard modular
surfaces.

Lemma 2.6. Assume that a is an ideal in OK such that a\Z and 2 are coprime.
Then the principal congruence subgroup �K .a/ is neat if N.a/ > 3.

Proof. (Compare [Holzapfel 1980, Lemma 4.3].) Assume that �K .a/ is not neat.
Then there are eigenvalues � of elements  2 �K .a/ which generate a torsion
subgroup in C�. One concludes that such eigenvalues must be roots of unity
[Holzapfel 1980, proof of Lemma 4.3]. Now, on the one hand, such an eigenvalue
� is a root of unity, n-th root of unity, say, and on the other hand, � is a zero
of the characteristic polynomial of  which has degree 3 over K. Therefore
ŒQ.�/ W Q� D '.n/ � 6. Without loss of generality we can assume that n D p is
a prime number. So, in fact we have to check that for nD 2; 3; 5; 7 the primitive
n-th root of unity does not appear as the eigenvalue of elements in �K .a/ for stated
ideals a. For this, we first observe that there is a relation between the eigenvalues �
of elements in �K .a/ and the ideal a, namely

aZŒ��
ˇ̌
.� � 1/ZŒ��

Taking norms on both sides we obtain

N.aZŒ��/DN.a/'.n/=2
ˇ̌
NQ.�/=Q.� � 1/D n:

It is easily checked that none of the above primes satisfies this relation for given a

with .2; a\Z/D 1 and N.a/ > 3. �

3. Proportionality principle for compactified Picard modular surfaces

As a noncompact almost simple Lie group, G .R/ D SU.h;C/ has a naturally
associated irreducible simply connected hermitian symmetric domain BDSU.h/=C ,
with a maximal compact subgroup C . Taking h to be represented by diag.1; 1;�1/,
this symmetric domain is exactly the two-dimensional complex unit ball

BD B2 D
˚
.z1; z2/

ˇ̌
jz1j

2
Cjz2j

2 < 1
	
:
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It is more natural to consider B embedded in P2.C/, which is interpreted as the
compact dual symmetric space of B. From the construction of B, it is clear that the
group SU.h/ acts on B as a group of biholomorphic transformations. According to
the theorem of Borel and Harish-Chandra (see [Borel and Harish-Chandra 1962]),
the group �K , and consequently every group � commensurable to �K , is a discrete
subgroup of finite covolume in the Lie group G .R/ D SU.h;C/ corresponding
to G . Therefore, the action of each � is properly discontinuous, and it is reasonable
to consider the quotient space Y .�/ WD �nB. Now we recall some basic properties
of Y .�/.

Theorem 3.1. Let � � �K be a Picard modular group and Y .�/ D �nB the
corresponding locally symmetric space. Then the following hold:

(1) Y .�/ is not compact.

(2) There exists a compactification Y .�/ of Y .�/ (the so-called Baily–Borel
compactification), which has a structure of a normal projective surface.

(3) Let zY .�/ be the minimal resolution of the singularities of Y .�/. We call, for
brevity, zY .�/ the smooth compactification of Y .�/.

The proofs of the above statements, which are in fact special cases of theorems
that are valid in much greater generality, can be found in [Holzapfel 1998a]. Let
us roughly sketch the main steps of the proofs, also in order to introduce some
notions which will be used later. The noncompactness follows from [Borel and
Harish-Chandra 1962, Theorem 11.8]. By that theorem, Y .�/ is compact if and
only if there are no nontrivial unipotent elements in G .Q/. But there are many
unipotent elements and they all lie in the unipotent radicals of minimal rational
parabolic subgroups of G , which themselves fix maximal h-isotropic subspaces of
V DK3. The compactification Y .�/ of Y .�/ is obtained by taking the quotient
Y .�/D�nB�, where B�DB[@QB with @QBDG .Q/=P for some fixed rational
parabolic subgroup P � G . By a suitable choice of P one can assume that
@QB D fŒv� 2 P2.K/ j h.v; v/ D 0g. The set @�B D �nG .Q/=P is finite, so
Y .�/D Y .�/[ffinitely many pointsg. By the theorem of Baily–Borel, Y .�/ is a
normal projective variety. The singularities come from nontrivial torsion elements
in � and possibly from cusps, that is, points of Y .�/ � Y .�/. If we assume
that � is neat, the theory of toroidal compactifications (see [Holzapfel 1998a,
Chapter 4] for the special case of arithmetic lattices in SU.2; 1/) provides a smooth
compactification by replacing every cusp by a smooth elliptic curve. Note that,
by a theorem of Borel, neat normal subgroups �

0

G�K of finite index exist. If �
is not neat, the toroidal compactification provides a surface with at most quotient
singularities. They can be resolved by known methods. This resolution gives a map
zY .�/! Y .�/, with smooth zY .�/.
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Chern numbers of compactified Picard modular surfaces. The two Chern num-
bers c2 and c2

1
of a smooth compact complex surface are important numerical

invariants. The famous proportionality theorem of F. Hirzebruch states that the
Chern numbers of a (two-dimensional) ball quotient by a torsion free cocompact
discrete subgroup satisfy c2

1
D 3c2. D. Mumford generalized Hirzebruch’s theorem

also to noncompact quotients. Before we state the proportionality result for Picard
modular groups, as described in [Holzapfel 1998a], we need to introduce some
notions.

Let � be a neat Picard modular group. The quotient Y .�/ is not compact, but
one can still define Chern numbers of Y .�/ as the volumes

c2.Y .�//D

Z
F.�/

�2 and c2
1.Y .�//D

Z
F.�/

�2
1;

where F.�/ is a fundamental domain of � in B and �2 and �2
1

are suitably normal-
ized volume forms related to the �-invariant Bergman metric on B.

On the other hand, on the smooth compactification zY .�/ of Y .�/ there are also
the usual Chern numbers. Before we relate these two kinds of Chern numbers, we
note that zY .�/ arises from Y .�/ by replacing a cusp �2@�B by an elliptic curve E� .
Hence, the difference between zY .�/ and Y .�/ is encoded in the compactification
divisor T� D

P
�2@� B E� .

Proposition 3.2 [Holzapfel 1998a, Proposition 4.3.6]. Let � be a neat Picard
modular group, Y .�/D �nB and zY .�/ be the smooth compactification of Y .�/.
Also, let T� denote the compactification divisor and .T� :T�/ the self-intersection
number of T� . Then:

(1) c2. zY .�//D c2.Y .�//,

(2) c2
1
. zY .�//D 3c2.Y .�//C .T� :T�/.

Chern numbers of quotients by principal congruence subgroups. By the above
Proposition 3.2, two magnitudes are essential for the computation of Chern invariants
of the smooth compactification of a Picard modular surface Y .�/D �nB, namely
the volume c2.Y .�// and the self-intersection number .T� :T�/. In the case of a
ball quotient by a principal congruence subgroup, these two numbers can be given
in terms of a number theoretic expression. Let us for brevity write Y .a/ for the ball
quotient �K .a/nB by the principal congruence subgroup �K .a/. In this context we
also write Y .1/ for the quotient �KnB by a full Picard modular group.

Proposition 3.3 (see [Holzapfel 1998a, Theorem 5A.4.7]). Let K D Q.
p
�d/

and let �K be the full Picard modular group corresponding to K. Let D be the
discriminant of K and �D. / D

�
D
�

�
the Dirichlet character associated with K.
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Then

c2.Y .1//D c2.�KnB/D ıK
jDj5=2

32�3
L.3; �D/;

where L.s; �D/ denotes the Dirichlet L-function associated with �D , and ıK is the
order of the center of �K , that is, ıK D 1

3
if d D 3, and ıK D 1 otherwise.

Let P� be the quotient of � by its center. We already know c2.Y .a//D c2. zY .a//.
As zY .a/ is a smooth Galois covering of zY .1/ and ŒP�K WP�K .a/�D Œ�K W�K .a/�=ıK
is the degree of this covering, Proposition 3.3 implies the following result:

Corollary 3.4. For each integral ideal a of K and principal congruence subgroup
�K .a/, we have

c2.Y .a//D Œ�K W �K .a/�
jDj5=2

32�3
L.3; �D/:

Remark 3.5. The above volume formula can be seen as a special case of a general
formula developed by G. Prasad, expressing the volume of a quotient of a Lie group
by an arithmetic subgroup, by values of L-functions. The reader can consult [Prasad
and Yeung 2007] for the case of the unitary group corresponding to a hermitian
form of signature .2; 1/.

A similar arithmetic expression for the self-intersection number of the compacti-
fication divisor can be deduced using [Holzapfel 1980, Lemma 4.7, Lemma 4.8]:

Proposition 3.6. Let hK denote the ideal class number of K and let �K and #a be
defined as

#a Dmin
˚
n 2 N

ˇ̌
a j n
p
�d
	
;

�K D

8̂̂̂<̂
ˆ̂:

1 if D D�4;
1
6

if D D�3;

2 if D ¤�4;D � 0 mod 4;
1
2

if D ¤�3;D � 1 mod 4:

Then the following formula for the self-intersection number .T�K .a/:T�K .a// holds:

.T�K .a/:T�K .a//D�
hK�K

#2
a

Œ�K W �K .a/�:

Values of Dirichlet L-functions at integers. In order to get concrete values of
Chern numbers of Picard modular surfaces, we need to know the value L.3; �D/

explicitly. Let us briefly discuss the well-known method for the computation of this
number.
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We first recall the functional equation for Dirichlet L-functions (see, for instance,
[Washington 1982], Chapter 4, in particular Theorem 4.2). This equation implies

L.3; �D/D�
2�3

jDj5=2
L.�2; �D/D

2�3

3jDj5=2
B3;�D

:

There, Bn;�D
denotes the n-th generalized Bernoulli number associated with �D

(see [Washington 1982, Chapter 4] for the definition). The generalized Bernoulli
numbers can be computed easily by the following formula, which, for instance, can
be found in [Washington 1982, Proposition 4.2]:

(3-1) Bn;�D
D jDjn�1

jDjX
kD1

�D.k/Bn

�
k

jDj

�
:

In the above formula, Bn.X / denotes the n-th Bernoulli polynomial, which can be
defined as

Bn.X /D

nX
kD0

�n

k

�
BkX n�k

with Bk denoting the usual k-th Bernoulli number. It is now easy to provide a list
of values L.3; �D/, knowing B3.X /D

1
2
X � 3

2
X 2CX 3. Here we give the first

values of B3;�D
:

jDj 3 4 7 8 11 15 19 20 23 24 31 35

B3;�D
2=3 3=2 48=7 9 18 48 66 90 144 138 288 108

4. Applications

In this section we discuss some applications of the explicit formulas for the Chern
invariants of compactified ball quotients by principal congruence subgroups.

Classification.

Theorem 4.1. Let a be an integral ideal of K DQ.
p
�d/ such that N.a/ > 3 and

a\ Z and the prime 2 are coprime. Then zY .a/, the smooth compactification of
�K .a/nB, is a surface of general type, with the (additional) possible exception for
K DQ.

p
�7/ and a\Z ramified in K.

Proof. First we note that zY .a/ is a smooth and compact algebraic surface, since
�K .a/ is neat by Lemma 2.6 (see also Theorem 3.1). In order to show that zY .a/ is
of general type it is sufficient to check that c2

1
. zY .a// > 9. This follows from the

classification theory of algebraic surfaces. It is also sufficient to check the inequality
only for the surfaces zY .p/, where p is a prime ideal, since the Kodaira dimension
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can not decrease by the passage to a finite covering. Hence, if zY .p/ is of general
type, then so is zY .a/ for any ideal a such that pja.

From Proposition 3.2, Corollary 3.4, and Proposition 3.6, we obtain the following
formula for c2

1
. zY .p//:

(4-1) c2
1.
zY .p//D Œ�K W �K .a/�

�
3jDj5=2

32�3
L.3; �D/�

hK�K

#2
p

�
:

Looking at the index formula in Theorem 2.5, we see that Œ�K W �K .p/� > 9 if
N.p/ > 3 and p\Z¤ .2/. Thus, it suffices to show that

(4-2)
3jDj5=2

32�3
L.3; �D/�

hK�K

#2
p

� 1:

First we show that the inequality (4-2) holds if jDj> 35.
Recall first the analytic class number formula

hK D
�K

p
�D

2�
L.1; �D/D�.�K=4/B1;�D

;

where �K denotes the number of roots of unity contained in K. Using the facts
on generalized Bernoulli numbers summarized on page 334, and in particular the
formula (3-1), we get a trivial bound hK �jDj=4 which holds for jDj¤3; 4. On the
other hand, comparing the Euler factors, the value L.3; �D/ is estimated below by a
known value of the Riemann zeta function, namely, L.3; �D/>1=

p
�Q.2/D

p
6=� .

More precisely, one shows that .1�p�2/.1��D.p/p
�3/2< 1 for all primes, from

which the lower bound follows. Noting additionally that always �K � 2 and #p � 1,
the inequality (4-2) will follow from the inequality

(4-3) jDj5=2 >
16�4

3
p

6
.2CjDj/:

This inequality holds for jDj> 35.
For discriminants D with jDj � 35 we have to check the inequality c2

1
. zY .p// > 9

case by case. For this, one first uses the functional equation to reformulate (4-1) as

c2
1.
zY .p//D Œ�K W �K .a/�

�
3

16
B3;�D

�
hK�K

#2
p

�
and then uses the exact values B3;�D

from the table on page 335. For instance, let
us consider the case DD�35. With hK D 2, �K D

1
2

and B3;��35D 108 we have
c2

1
D Œ�K W �K .p/�

�
81
4
� 1=#2

p

�
�

81
4
Œ�K W �K .p/� > 9. The other cases are treated

in the same manner. The cases jDj D �3;�4;�7;�8 need to be considered more
carefully, since in these situations c2

1
can be negative.

DD�8. Let us, for brevity, write Ip instead of Œ�K W�K .p/�. For the self-intersection
we have c2

1
D Ip

˚
27
48
� 2=#2

p

	
. Now, it is easy to see that c2

1
< 0 if and only if
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#p D 1, which is exactly the case when p D p\ Z is ramified in K D Q.
p
�2/.

From this it follows that p D 2, and this case is excluded. Otherwise, c2
1
> 9 if

Ip > 144. This is the case for N.p/ > 3 and p unramified, as the index formula
shows.

D D�7. Here we have c2
1
D Ip

˚
3
7
�

1
2
#2
p

	
. This expression is negative if and only

if #p D 1, which means that p D p\Z is ramified. This is the exception we have
to exclude. Indeed, for pD .

p
�7/, we have c2 D 48 and c2

1
D�24. In other cases

c2
1
> 9.

D D�4. Here we get a negative c2
1

for #p D 1 or 2. But #p D 1 is only possible
for pD .1/ and #p D 2 is only possible for those p which contain the prime 2.

D D �3. In this case c2
1
< 0 is only possible for a prime ideal p such that p is

ramified in K. But then N.p/D 3, a case which is excluded. �

Remark 4.2. Let us remark that the above proof works for any neat Picard modular
group. Let, for instance, K be the imaginary quadratic field of discriminant DD�24

and � be the congruence subgroup �K .2
p

D/. This group is neat (see [Dimitrov and
Ramakrishnan 2015, Proposition 2.6]). The group � is a subgroup of �K .p3/, where
p3 is the prime ideal over the rational prime p D 3. By Lemma 2.4, Œ�K W �� > 24.
The arguments of the proof of Theorem 4.1 then lead to c2

1
.Y .2
p

D// > 9 and we
conclude that Y .2

p
D/ is of general type.

The invariants of zY .a/ are in general very large due to the fact that the index,
which grows very fast with the norm of the ideal, dominates the expressions.
However, the surfaces zY .a/ are interesting from the point of view of surface
geography, since the pairs .c2

1
. zY .a//; c2. zY .a/// are located in an interesting region

of the .c2
1
; c2/-plane, namely the ratio c2

1
=c2 is close to 3 (see [Holzapfel 1980],

and the first part of [Hunt 1989], for a detailed discussion on surface geography).
More precisely, the ratio c2

1
. zY .a//=c2. zY .a// tends to 3 when either the norm N.a/

or the discriminant jDj tends to infinity (see also [Holzapfel 1980]). This is easily
seen since

(4-4)
c2

1
. zY .a//

c2. zY .a//
D 3�

hK�K=#
2
a

jDj5=2

32�3 L.3; �D/
:

Now, as #2
a !1 for N.a/!1, we see that for a fixed D the ratio tends to 3.

Let us, on the other hand, fix a but let D vary. We first observe, as L.3; �D/ is
bounded by the value of the Riemann zeta function at s D 3, namely �.3/�1 <

L.3; �D/ < �.3/, that there are constants C and C
0

not depending on D such that

(4-5) C
0 hK

jDj5=2
�

hK�K

#2
a

jDj5=2

32�3 L.3; �D/
� C

hK

jDj5=2
:
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There are well-known bounds for the class number of an imaginary quadratic field,
namely, for any � > 0, there are constants C1 D C1.�/ and C2 D C2.�/ such that

C1jDj
1=2C� > hK > C2jDj

1=2��:

Bringing these bounds into (4-5), we see that the expression hK�K

#2
a
= jDj

5=2

32�3 L.3; �D/

tends to zero as jDj !1. Hence

lim
jDj!1

c2
1
. zY .a//

c2. zY .a//
D 3:

Already for small discriminants and norms, the Chern number ratio is very close
to 3 (see [Holzapfel 1980], Table 1).

Dimension formulas. Another application of the above explicit formulas for the
Chern numbers of Picard modular surfaces is an explicit formula for the dimensions
of spaces of cusp forms relative to a Picard modular group � .

A holomorphic function f on the ball is called a cusp form of weight k with
respect to � if it satisfies the following conditions:

� For all  2 � and all z 2 B, f . z/ D j .; z/kf .z/, where j .; z/ denotes
the determinant of the Jacobian matrix corresponding to the holomorphic map
 W B! B at the point z.

� The function f .z/ vanishes at cusps of � , i.e., it vanishes on @�BD �n@QB.

Let � � �K be a neat Picard modular group. In the following, Sk.�/ will denote
the space of cusp forms of weight k with respect to � . By a result of Hemperly
[1972], the cusp forms of weight k can be interpreted as the sections of a cer-
tain line bundle L.k/ on the smooth compactification zY .�/. Thus, dim Sk.�/ D

dim H 0. zY .�/; L.k//. As an application of the Riemann–Roch theorem and the
Kodaira vanishing theorem, one gets the following formula for dim Sk.�/:

Theorem 4.3 (see [Holzapfel 1998b]). Let � be a neat Picard modular group and
k � 2. Then

dim Sk.�/D Œ�K W ��
�

1
6
.9k.k � 1/C 2/c2.Y .�//C

1
12
.T� :T�/

�
:

Now it is clear that we have an explicit formula for the dimensions of spaces of
cusp forms of weight k � 2 which are automorphic with respect to a neat principal
congruence subgroup �K .a/, namely,

Sk.�K .a//D
Œ�K W �K .a/�

6

�
.9k.k � 1/C 2/

jDj5=2

32�3
L.3; �D/�

hK�K

2#2
a

�
:

These dimensions are very large in general, even in the case of small discriminants
and small norms.
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RADIAL LIMITS OF BOUNDED NONPARAMETRIC
PRESCRIBED MEAN CURVATURE SURFACES

MOZHGAN (NORA) ENTEKHABI AND KIRK E. LANCASTER

Dedicated to the memory of Alan Ross Elcrat

Consider a solution f ∈ C2(�) of a prescribed mean curvature equation

div
∇ f√

1+ |∇ f |2
= 2H(x, f ) in �,

where �⊂ R2 is a domain whose boundary has a corner at O = (0, 0) ∈ ∂�.
If supx∈� | f (x)| and supx∈� |H(x, f (x))| are both finite and � has a reen-
trant corner at O, then the (nontangential) radial limits of f at O,

R f (θ) := lim
r↓0

f (r cos θ, r sin θ),

are shown to exist, independent of the boundary behavior of f on ∂�, and to
have a specific type of behavior. If supx∈� | f (x)| and supx∈� |H(x, f (x))|
are both finite and the trace of f on one side has a limit at O, then the
(nontangential) radial limits of f at O exist, the tangential radial limit of
f at O from one side exists and the radial limits have a specific type of
behavior.

1. Introduction and statement of main theorems

Consider the prescribed mean curvature equation

(1) N f = 2H( · , f ) in �,

where � is a domain in R2 whose boundary has a corner at O ∈ ∂�, N f =
∇ ·T f = div(T f ), T f = (∇ f )/

√
1+ |∇ f |2, H :�×R→R and H satisfies one of

the conditions which guarantees that “cusp solutions” (e.g., [Lancaster and Siegel
1996a, §5; 1996b]) do not exist; for example, H(x, t) is strictly increasing in t
for each x or is real-analytic (e.g., constant). We will assume O = (0, 0). Let
�∗ = � ∩ Bδ∗(O), where Bδ∗(O) is the ball in R2 of radius δ∗ about O. Polar
coordinates relative to O will be denoted by r and θ . We assume that ∂� is
piecewise smooth and there exists α ∈ (0, π) such that ∂�∩ Bδ∗(O) consists of

MSC2010: 35B40, 53A10.
Keywords: prescribed mean curvature, radial limits.
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B

A

Figure 1. The domain �∗.

two arcs ∂+�∗ and ∂−�∗, whose tangent lines approach the lines L+ : θ = α and
L− : θ =−α, respectively, as the point O is approached (see Figure 1 of [Lancaster
and Siegel 1997] or Figure 1).

Suppose

(2) sup
x∈�
| f (x)|<∞ and sup

x∈�
|H(x, f (x))|<∞.

We shall prove

Theorem 1. Let f ∈ C2(�) satisfy (1) and suppose (2) holds and α ∈ (π/2, π).
Then for each θ ∈ (−α, α),

R f (θ) := lim
r↓0

f (r cos θ, r sin θ)

exists and R f ( · ) is a continuous function on (−α, α) which behaves in one of the
following ways:

(i) R f : (−α, α)→R is a constant function (so f has a nontangential limit at O).

(ii) There exist α1 and α2 so that−α≤α1<α2≤α and R f is constant on (−α, α1]

and [α2, α) and strictly increasing or strictly decreasing on (α1, α2).

(iii) There exist α1, αL , αR, α2 so that −α ≤ α1 < αL < αR < α2 ≤ α, αR =

αL + π , and R f is constant on (−α, α1], [αL , αR], and [α2, α) and either
strictly increasing on (α1, αL ] and strictly decreasing on [αR, α2) or strictly
decreasing on (α1, αL ] and strictly increasing on [αR, α2).

At a convex corner (i.e., α ∈ (0, π/2]), Theorem 1 is not applicable. The
additional assumption that the trace of f on one side (e.g., ∂−�∗) has a limit at O
implies the radial limits of f exist.

Theorem 2. Let f ∈ C2(�)∩C0(�∪ ∂−�∗ \ {O}) satisfy (1). Suppose (2) holds
and m = lim∂−�∗3x→O f (x) exists. Then for each θ ∈ (−α, α), R f (θ) exists and
R f ( · ) is a continuous function on [−α, α), where R f (−α) := m. If α ∈ (0, π/2],
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R f can behave as in (i) or (ii) in Theorem 1. If α ∈ (π/2, π), R f can behave as in
(i), (ii) or (iii) in Theorem 1.

The conclusions of these theorems were first obtained in [Lancaster 1985] for min-
imal surfaces satisfying Dirichlet boundary conditions and then for nonparametric
prescribed mean curvature surfaces satisfying Dirichlet [Elcrat and Lancaster 1986;
Lancaster 1988] or contact angle [Lancaster and Siegel 1996a] boundary conditions;
see also [Jin and Lancaster 1997; Lancaster 1991]. Notice that Theorem 1 applies
to a solution of a capillary surface problem whose domain has a reentrant corner
even when the contact angle equals 0 and/or π on some (or all) of ∂�∗.

Remark. The assumption that � has a reentrant corner at O ∈ ∂� or that the trace
of f from one side of ∂� is continuous at O is critical here; the nonexistence of
radial limits at (1, 0) when �= B1(O) and the boundary data is symmetric with
respect to the horizontal axis is demonistrated in [Lancaster 1989] and in Theorem 3
of [Lancaster and Siegel 1996a]. In [Lancaster 1987], it was conjectured that the
existence of radial limits at corners for bounded solutions of Dirichlet problems for
the minimal surface equation in R2, independent of boundary conditions. Although
[Lancaster 1989] proved this conjecture false, Theorems 1 and 2 show it is true in
many cases.

2. Proof of Theorem 1

Since f ∈C2(�) (and so in C0(�)), we may assume that f is uniformly continuous
on {x ∈�∗ : |x|> δ} for each δ ∈ (0, δ∗); if this is not true, we may replace � with
U , U ⊂�, such that ∂�∩ ∂U = {O} and ∂U ∩ Bδ∗(O) consists of two arcs ∂+U
and ∂−U , whose tangent lines approach the lines L+ : θ = α and L− : θ = −α,
respectively, as the point O is approached. Set

S∗0 =
{
(x, f (x)) : x ∈�∗

}
and 0∗0 =

{
(x, f (x)) : x ∈ ∂�∗ \ {O}

}
;

the points where ∂Bδ∗(O) intersect ∂� are labeled A ∈ ∂−�∗ and B ∈ ∂+�∗. From
the calculation on page 170 of [Lancaster and Siegel 1996a], we see that the area
of S∗0 is finite; let M0 denote this area. For δ ∈ (0, 1), set

p(δ)=

√
8πM0

ln(1/δ)
.

Let E = {(u, v) : u2
+ v2 < 1}. As in [Elcrat and Lancaster 1986; Lancaster and

Siegel 1996a], there is a parametric description of the surface S∗0 ,

(3) Y (u, v)=
(
a(u, v), b(u, v), c(u, v)

)
∈ C2(E : R3),

which has the following properties:
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(a1) Y is a diffeomorphism of E onto S∗0 .

(a2) Set G(u, v)=
(
a(u, v), b(u, v)

)
, (u, v) ∈ E . Then G ∈ C0(E : R2).

(a3) Let σ = G−1(∂�∗ \ {O}); then σ is a connected arc of ∂E and Y maps σ
strictly monotonically onto 0∗0 . We may assume the endpoints of σ are o1 and
o2 and there exist points a, b ∈ σ such that G(a)= A, G(b)= B, G maps the
(open) arc o1b onto ∂+�, and G maps the (open) arc o2a onto ∂−�. (Note
that o1 and o2 are not assumed to be distinct at this point; Figures 4a and 4b
of [Lancaster and Siegel 1997] illustrate this situation.)

(a4) Y is conformal on E : Yu · Yv = 0, Yu · Yu = Yv · Yv on E .

(a5) 4Y := Yuu + Yvv = H(Y )Yu × Yv on E .

Here by the (open) arcs o1b and o2a we mean the component of ∂E \ {o1, b}
which does not contain a and the component of ∂E \{o2, a} which does not contain
b respectively. Let σ0 = ∂E \ σ .

There are two cases we wish to consider:

(A) o1 = o2.

(B) o1 6= o2.

These correspond to Cases 5 and 3 respectively in Step 1 of the proof of The-
orem 1 in [Lancaster and Siegel 1996a]. Let us first assume that (A) holds and
set o= o1 = o2. Let h denote a function on the annulus A = {x : r1 ≤ |x| ≤ r2}

which vanishes on the circle |x| = r2 and whose graph is an unduloid surface with
constant mean curvature −H0 which becomes vertical at |x| = r1 and at |x| = r2

(see Figure 2) for suitable r1 < r2 (e.g., [Lancaster and Siegel 1996a, pp. 170–171]).
Let q denote the modulus of continuity of h (i.e., |h(x1)− h(x2)| ≤ q(|x1− x2|)).

For each p ∈ R2 with | p| = r1, set A( p) = {x : r1 ≤ |x − p| ≤ r2} and define
h p :A( p)→ R by h p(x)= h(x− p).

Figure 2. The graph of h over A.
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y1(δ0)
y1(δ)

y2(δ)

Figure 3. �∗ ∩A( p1), C ′ρ(δ) (blue curve), Bη(δ)(O)∩A( p1) (yellow).

For r > 0, set Br = {u ∈ E : |u− o| < r}, Cr = {u ∈ E : |u− o| = r} and let
lr be the length of the image curve Y (Cr ); also let C ′r = G(Cr ) and B ′r = G(Br ).
From the Courant–Lebesgue lemma (e.g., [Courant 1950, Lemma 3.1]), we see that
for each δ ∈ (0, 1), there exists a ρ = ρ(δ) ∈ (δ,

√
δ) such that the arclength lρ of

Y (Cρ) is less than p(δ). For δ > 0, let k(δ)= infu∈Cρ(δ) c(u)= infx∈C ′ρ(δ) f (x) and
m(δ)= supu∈Cρ(δ) c(u)= supx∈C ′ρ(δ)

f (x); notice that m(δ)− k(δ)≤ lρ < p(δ).
For each δ ∈ (0, 1) with

√
δ < min{|o− a|, |o− b|}, there are two points in

Cρ(δ) ∩ ∂E ; we denote these points as e1(δ) ∈ ob and e2(δ) ∈ oa and set y1(δ)=

G(e1(δ)) and y2(δ) = G(e2(δ)). Notice that C ′ρ(δ) is a curve in � which joins
y1 ∈ ∂

+�∗ and y2 ∈ ∂
−�∗ and ∂�∩C ′ρ(δ) \ { y1, y2} = ∅; therefore there exists

η = η(δ) > 0 such that Bη(δ)(O)= {x ∈� : |x|< η(δ)} ⊂ B ′ρ(δ) (see Figure 3).
Fix δ0 ∈ (0, δ∗) with

√
δ0 <min{|o− a|, |o− b|}. Let p1 ∈ R2 satisfy | p1| = r1

and | p1− y1(δ0)| = r1 such that p1 lies below (and to the left of) the line through
O and y1(δ0). Let p2 ∈ R2 satisfy | p2| = r1 and | p2 − y2(δ0)| = r1 such that p2

lies above (and to the left of) the line through O and y2(δ0). Set �0 = {x ∈ �∗ :
|x− p1|> r1} ∪ {x ∈�∗ : |x− p2|> r1} (see Figure 4).

Claim. f is uniformly continuous on �0.

Proof. Let ε>0. Choose δ∈ (0, δ0) such that p(δ)+q(p(δ))< 1
4ε and p(δ)<r2−r1.

Pick a point w ∈ C ′ρ(δ) and define b±j :A( p j )→ R by

b±j (x)= f (w)± p(δ)± h p j (x), x ∈A( p j )

for j ∈ {1, 2}. Notice that

b−j (x) < f (x) < b+j (x) for x ∈ B ′ρ(δ) ∩A( p j ), j ∈ {1, 2}.
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B

A

Figure 4. �0.

If x1, x2 ∈�0 satisfy |x1|< η(δ) and |x2|< η(δ), then there exist x3 ∈A( p1)∩

A( p2) with |x3|< η(δ) such that |x1− x3|< η(δ) and |x2− x3|< η(δ) and so

(4) | f (x1)− f (x2)|≤ | f (x1)− f (x3)|+| f (x1)− f (x3)|< 4p(δ)+4q(p(δ))< ε.

Since f is uniformly continuous on {x ∈ �∗ : |x| ≥ 1
2η(δ)}, there exists a

λ > 0 such that if x1, x2 ∈ �
∗ satisfy |x1 − x2| ≥

1
2η(δ) and |x1 − x2| < λ, then

| f (x1)− f (x2)| < ε. Now set d = d(ε) = min{λ, 1
2η(δ)}. If x1, x2 ∈ �0, |x1 −

x2| < d(ε) ≤ 1
2η(δ) and |x1| <

1
2η(δ), then |x1| < η(δ) and |x2| < η(δ); hence

| f (x1)− f (x2)|<ε by (4). Next, if x1, x2 ∈�0, |x1−x2|< d(ε)≤ λ, |x1| ≥
1
2η(δ)

and |x2| ≥
1
2η(δ), then | f (x1)− f (x2)| < ε. Therefore, for all x1, x2 ∈ �0 with

|x1− x2|< d(ε), we have | f (x1)− f (x2)|< ε. �

If
{(

r cos(θ−(δ0)), r sin(θ−(δ0))
)
: r ≥ 0

}
is the tangent ray to ∂A( p2) at O,{(

r cos(θ+(δ0)), r sin(θ+(δ0))
)
: r ≥ 0

}
is the tangent ray to ∂A( p1) at O and

θ−(δ0), θ
+(δ0) ∈ (−α, α), then it follows from the claim that f ∈ C0(�0), the

radial limits R f (θ) of f at O exist for θ ∈ [θ−(δ0), θ
+(δ0)] and the radial limits

are identical (i.e., R f (θ)= f (O) for all θ ∈ [θ−(δ0), θ
+(δ0)].) Since

(5) lim
δ0↓0

θ−(δ0)= −α and lim
δ0↓0

θ+(δ0)= α,

Theorem 1 is proven in this case.
Next assume that (B) holds. For r>0 and j ∈{1, 2}, set B j

r ={u∈ E : |u−o j |<r},
C j

r = {u ∈ E : |u− o j | = r}, and let l j
r be the length of the image curve Y (C j

r );
also let C j,′

r = G(C j
r ) and B j,′

r = G(B j
r ). From the Courant–Lebesgue lemma, we

see that for each δ ∈ (0, 1) and j ∈ {1, 2}, there exists a ρ j = ρ j (δ) ∈ (δ,
√
δ) such

that the arclength l j,ρ of Y (C j
ρ j ) is less than p(δ).

We will only consider δ ≤ δ0, where δ0 is small enough that the endpoints of
C j
ρ j (δ)

lie on σ0 ∪ σ
j

N for j ∈ {1, 2} and C1√
δ0
∩ C2√

δ0
= ∅, where σ 1

N = o1b and
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G

Figure 5. E \ (B1
ρ1(δ)
∪ B2

ρ2(δ)
) and �1.

σ 2
N = o2a. For each δ ∈ (0, δ0), the fact that l j, ρ j (δ) is finite for j ∈ {1, 2} implies

that
lim

C j,′
ρ j (δ)
3x→O

f (x) exists for j ∈ {1, 2}.

If we set �1 = G(E \ (B1
ρ1(δ)
∪ B2

ρ2(δ)
)) and define φ : ∂�1→ R by φ = f , then φ

has (at worst) a jump discontinuity at O. If we consider φ to be the Dirichlet data
for the boundary value problem

div(T h)= 2H( · , f ) in �1,(6)

h = φ on ∂�1 \ {O},(7)

then h = f is the unique solution of this boundary value problem and so we may
parametrize the graph of f over �1 in isothermal coordinates as above and the
arguments in [Elcrat and Lancaster 1986; Lancaster 1988; Lancaster and Siegel
1996a] can be used to show that c is uniformly continuous on�1 and so extends to be
continuous on�1. That is, let k : E\(B1

ρ1(δ)
∪B2

ρ2(δ)
)→ E be a conformal map. From

the works just cited we see that c◦k−1
∈C0(E) and so c∈C0(E \ (B1

ρ1(δ)
∪ B2

ρ2(δ)
)).

Since ⋃
δ∈(0,1)

(E \ (B1
ρ1(δ)
∪ B2

ρ2(δ)
))= E,

we see c ∈ C0(E \ {o1, o2}).
As at the end of Step 1 of the proof of Theorem 1 of [Lancaster and Siegel 1996a],

we define X : B→R3 by X=Y◦g and K : B→R2 by K =G◦g, where B={(u, v)∈
R2
: u2
+v2< 1, v > 0} and g : B→ E is an indirectly conformal (or anticonformal)

map from B onto E such that g(1, 0)= o1, g(−1, 0)= o2 and g(u, 0) ∈ o1o2 for
each u ∈ [−1, 1]. Notice that K (u, 0) = O for u ∈ [−1, 1] (see Figure 6). Set



348 MOZHGAN (NORA) ENTEKHABI AND KIRK E. LANCASTER

K
B

A

Figure 6. L(α2), K−1(L(α2)) (blue curves); L(α1), K−1(L(α1))

(green curves).

x = a ◦ g, y = b ◦ g and z = c ◦ g, so that X (u, v)= (x(u, v), y(u, v), z(u, v)) for
(u, v) ∈ B. Now, from Step 2 of the proof of Theorem 1 of [Lancaster and Siegel
1996a],

X ∈ C0(B \ {(±1, 0)} : R3)
∩C1,ι(B ∪ {(u, 0) : −1< u < 1} : R3)

for some ι ∈ (0, 1) and X (u, 0) = (0, 0, z(u, 0)) cannot be constant on any non-
degenerate interval in (−1, 1). Define 2(u) = arg(xv(u, 0)+ iyv(u, 0)). From
equation (12) of [Lancaster and Siegel 1996a], we see that

α1 = lim
u↓−1

2(u) and α2 = lim
u↑1

2(u);

here α1 < α2. As in Steps 2–5 of the proof of Theorem 1 of [Lancaster and Siegel
1996a], we see that R f (θ) exists when θ ∈ (α1, α2),

G−1(L(α2))∩ ∂E = {o1}
(
and K−1(L(α2))∩ ∂B = {(1, 0)}

)
if α2<α,

G−1(L(α1))∩ ∂E = {o2}
(
and K−1(L(α1))∩ ∂B = {(−1, 0)}

)
if α1>−α,

where L(θ)=
{
(r cos θ, r sin θ) ∈� : 0< r < δ∗

}
, and one of the following cases

holds:

(a) R f is strictly increasing or strictly decreasing on (α1, α2).

(b) There exist αL , αR so that α1<αL <αR<α2, αR=αL+π , and R f is constant
on [αL , αR] and either increasing on (α1, αL ] and decreasing on [αR, α2) or
decreasing on (α1, αL ] and increasing on [αR, α2).

If α2 = α and α1 =−α, then Theorem 1 is proven. Otherwise, suppose α2 < α

and fix δ0 ∈ (0, δ∗) and �0 (see Figure 4) as before in case (i).

Claim. Suppose α2 < α. Then f is uniformly continuous on �+0 , where

�+0 :=
{
(r cos θ, r sin θ) ∈�0 : 0< r < δ∗, α2 < θ < π

}
.
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Figure 7. �∗ ∩A( p1) (blue, yellow and red regions), ∂Bη(δ)(O)
(blue circle).

Proof. Suppose α − α2 < π (see the blue region in Figure 6). Let ε > 0.
Choose δ ∈ (0, δ0) such that p(δ) + q(p(δ)) < 1

4ε and p(δ) < r2 − r1. Let
Cr =

{
(u, v) ∈ B : |(u, v)− (1, 0)| = r

}
and let lr be the arclength of the image

curve X (Cr ). The Courant–Lebesgue lemma implies that for each δ ∈ (0, 1), there
exists a ρ(δ) ∈ (δ,

√
δ) such that lρ(δ) < p(δ). Denote the endpoints of Cρ(δ)

as (u1(δ), v1(δ)) and (u2(δ), 0), where (u1(δ))
2
+ (v1(δ))

2
= 1, v1(δ) > 0 and

u2(δ) ∈ (−1, 1). Notice 2(u2(δ)) < α2; let us assume that δ is small enough that
α−2(u2(δ)) < π .

Now X (Cρ(δ)) is a curve whose tangent ray at O exists and has direction
θ = 2(u2(δ)) and ∂� ∩ X

(
Cρ(δ) \ {(u1(δ), v1(δ)), (u2(δ), 0)}

)
= ∅; hence there

exists η = η(δ) > 0 such that {x ∈�+0 : |x|< η(δ)} (the red region in Figure 7) is
a subset of �0 ∩ X

(
{(u, v) ∈ B : |(u, v)− (1, 0)|< ρ(δ)}

)
(the yellow region plus

the red region in Figure 7). From (4) and the arguments in the proof of the claim in
case (i), we see that f is uniformly continuous on �+0 .

If α−α2 ≥ π , we argue as in the proof of the claim in case (i) and see that f is
uniformly continuous on �+0 . �

Thus f ∈ C0(�+0 ); hence (5) implies that R f (θ) = limτ↑α2 R f (τ ) for all θ ∈
[α2, α). Suppose α1 >−α. Then, as above, f is uniformly continuous on

�−0 :=
{
(r cos θ, r sin θ) ∈�0 : 0< r < δ∗,−π < θ < α1

}
and f ∈ C0(�−0 ); hence (5) implies

R f (θ)= lim
τ↓α1

R f (τ ) for all θ ∈ (−α, α1].

Thus Theorem 1 is proven. �
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3. Proof of Theorem 2

The parametric representation (3) with properties (a1)− (a5) continues to be valid
and either case (A) or case (B) holds true.

Suppose case (A) holds. Let q1 denote the modulus of continuity of the trace of
f on the (closed) set ∂−�∗ (i.e., | f (x1)− f (x2)| ≤ q1(|x1− x2|) if x1, x2 ∈ ∂

−�∗).
Fix δ0 ∈ (0, δ∗) with

√
δ0 <min{|o− a|, |o− b|}. Let p1 ∈R2 satisfy | p1| = r1 and

| p1− y1(δ0)| = r1 such that p1 lies above (and to the left of) the line through O
and y1(δ0). Set �0 = {x ∈�∗ : |x− p1|> r1}.

Claim. f is uniformly continuous on �0.

Proof. Let ε > 0. Choose δ ∈ (0, δ0) such that p(δ)+q(p(δ))+q1(p(δ)) < 1
2ε and

p(δ) < r2− r1. Pick a point w ∈ C ′ρ(δ) and define b±1 :A( p1)→ R by

b±1 (x)= f (w)± p(δ)± h p1(x), x ∈A( p1).

Notice that
b−1 (x) < f (x) < b+1 (x) for x ∈ B ′ρ(δ) ∩A( p1).

Now there exists η = η(δ) > 0 such that {x ∈�0 : |x|< η(δ)} (the red regions in
Figure 8) is a subset of B ′ρ(δ) ∩A( p1) (the yellow regions plus the red regions in
Figure 8). Thus, for x1, x2 ∈�0 satisfying |x1|< η(δ), |x2|< η(δ), we have

| f (x1)− f (x2)|< 2p(δ)+ 2q(p(δ))+ 2q1(p(δ)) < ε.

The remainder of the proof of the claim follows as before.
The proof of Theorem 2 in this case now follows the proof of Theorem 1 in the

same case.
If case (B) holds, then the proof of Theorem 2 is essentially the same as the

proof of Theorem 1; the only significant difference is that z ∈ C0(B \ {(1, 0)}) (and
c ∈ C0(E \ {o1})) and hence R f (θ) exists for θ ∈ [−α, α). �

Figure 8. �0 ∩A( p1) (blue, yellow and red regions), ∂Bη(δ)(O)
(blue circle).
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A REMARK ON THE NOETHERIAN PROPERTY
OF POWER SERIES RINGS

BYUNG GYUN KANG AND PHAN THANH TOAN

Let α be a (finite or infinite) cardinal number. An ideal of a ring R is
called an α-generated ideal if it can be generated by a set with cardinality
at most α. A ring R is called an α-generated ring if every ideal of R is an
α-generated ideal. When α is finite, the class of α-generated rings has been
studied in literature by scholars such as I. S. Cohen and R. Gilmer. In this
paper, the class of α-generated rings when α is infinite (in particular, when
α=ℵ0, the smallest infinite cardinal number) is considered. Surprisingly, it
is proved that the concepts “ℵ0-generated ring” and “Noetherian ring” are
the same for the power series ring R[[X]]. In other words, if every ideal of
R[[X]] is countably generated, then each of them is in fact finitely generated.
This shows a strange behavior of the power series ring R[[X]] compared to
that of the polynomial ring R[X]. Indeed, for any infinite cardinal num-
ber α, it is proved that R is an α-generated ring if and only if R[X] is an
α-generated ring, which is an analogue of the Hilbert basis theorem stat-
ing that R is a Noetherian ring if and only if R[X] is a Noetherian ring.
Let O be the ring of algebraic integers. Under the continuum hypothesis,
we show that O[[X]] contains an |O[[X]]|-generated (and hence uncountably
generated) ideal which is not a β-generated ideal for any cardinal number
β < |O[[X]]| and that the concepts “ℵ1-generated ring” and “ℵ0-generated
ring” are different for the power series ring R[[X]].

1. Introduction

In this paper, a ring means a commutative ring with identity. Let R be a ring and let
n be a positive integer. An ideal I of R is called an n-generated ideal if I can be
generated by a set with cardinality ≤ n. We call R an n-generated ring if every ideal
of R is an n-generated ideal. This class of n-generated rings was first introduced
and studied by Cohen [1950]. Principal ideal rings are obviously 1-generated
rings. It is well known that Dedekind domains are 2-generated rings. For each
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Keywords: countably generated ideal, n-generated ideal, Noetherian ring, polynomial ring, power

series ring.
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integer n ≥ 2, Matson [2009] gave an example of an n-generated ring which is not
an (n−1)-generated ring. Cohen [1950] proved that if D is an n-generated integral
domain, then the Krull dimension of D is at most 1. An easy proof of this result
was later given by Gilmer [1973]. He further showed [1972b] that the result is valid
for n-generated rings (see also [Sally 1978, Theorem 1.2, p. 51]). By definition,
every n-generated ring is a Noetherian ring. However, the converse does not hold
[Cohen 1950]. Gilmer [1973] proved a nice result that if R is an n-generated ring,
then the integral closure of R is a Noetherian Prüfer ring. He also showed that a
Noetherian ring R is an n-generated ring (for some n) if and only if there exists a
positive integer m such that RM is an m-generated ring for each maximal ideal M
of R [Gilmer 1972a; 1972b]. For more on n-generated ideals and rings, we refer
the readers to [Ameziane Hassani et al. 1996; Cohen 1950; Gilmer 1972b; 1973;
Heinzer and Lantz 1983; Matsuda 1979; McLean 1982; Okon et al. 1992; Okon
and Vicknair 1992; 1993; Rush 1991; 1992; Sally 1978; Shalev 1986].

According to Cohen and Gilmer’s results, the class of n-generated rings is rather
small. It is a subclass of Noetherian rings with Krull dimension at most 1. We
generalize the definition of n-generated rings in a natural way as follows. Let α be a
(finite or infinite) cardinal number (e.g., α = 1, 2, . . . ,ℵ0,ℵ1, . . . ). An ideal I of a
ring R is called an α-generated ideal if I can be generated by a set with cardinality
at most α. R is called an α-generated ring if every ideal of R is an α-generated
ideal. In this paper, we mainly deal with the class of α-generated rings when α=ℵ0,
the smallest infinite cardinal number. By definition, an ℵ0-generated ring is a ring
whose ideals are countably generated. Trivial examples of ℵ0-generated rings are
those that have only countably many elements (so that each ideal has itself as a
countable generating set). Every Noetherian ring is obviously an ℵ0-generated ring.
However, the converse does not hold. Polynomial rings R[X1, X2, . . . , Xn, . . . ] in
countably infinite indeterminates over countable rings R, the ring O of algebraic
integers, the ring Int(Z) of integer-valued polynomials on Z, and 1-dimensional
nondiscrete valuation domains are good examples of ℵ0-generated rings that are
not Noetherian rings.

Even though the class of ℵ0-generated rings is strictly larger than the class of
Noetherian rings, we show that, when restricted to power series rings, they are
actually the same. In other words, the concepts “ℵ0-generated ring” and “Noetherian
ring” are the same for the power series ring R[[X ]] (Theorem 13). This means if
every ideal of R[[X ]] is countably generated, then each of them is in fact finitely
generated. This shows a strange behavior of the power series ring R[[X ]] compared
to that of the polynomial ring R[X ]. Indeed, for any infinite cardinal number α,
we prove that R is an α-generated ring if and only if R[X ] is an α-generated ring
(Theorem 22), which is an analogue of the Hilbert basis theorem stating that R
is a Noetherian ring if and only if R[X ] is a Noetherian ring. We show under
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the continuum hypothesis that (1) O[[X ]] contains an |O[[X ]]|-generated (and hence
uncountably generated) ideal which is not a β-generated ideal for any cardinal
number β < |O[[X ]]| (Corollary 16) and that (2) O[[X ]] is an ℵ1-generated ring that
is not an ℵ0-generated ring (Corollary 17). In fact, these two results hold if O is
replaced by any non-Noetherian countable ring R. As a consequence, it is shown
that the concepts “ℵ1-generated ring” and “ℵ0-generated ring” are different (while
the concepts “ℵ0-generated ring” and “Noetherian ring” are the same) for the power
series ring R[[X ]].

2. Some examples of α-generated rings

For each integer n ≥ 2, Matson [2009] gave an example of an n-generated ring
which is not an (n−1)-generated ring. For an infinite cardinal number α, we give
an example of an α-generated ring that is not a β-generated ring for any cardinal
number β < α.

Proposition 1. For an infinite cardinal number α, there exists an α-generated ring
that is not a β-generated ring for any cardinal number β < α.

Proof. Let R be any ring with cardinality < α and let {Xλ}λ∈3 be a set of inde-
terminates over R, where 3 is a set of cardinality α. Then the polynomial ring
R[{Xλ}λ∈3] is clearly an α-generated ring since it has cardinality α. We now show
that the ideal J of R[{Xλ}λ∈3] generated by {Xλ}λ∈3 is not a β-generated ideal for
any cardinal number β <α. Let β be any cardinal number such that β <α. If J is a
β-generated ideal, then J = ({ fµ}) for some fµ ∈ J such that |{ fµ}|≤β. Since each
fµ involves only finitely many indeterminates, ({Xλ}λ∈3)= J = ({ fµ})⊆ ({Xλ}λ∈0)
for some subset 0 of 3 such that |0|< |3| = α, a contradiction. �

In the next section, we are going to prove that the concepts “ℵ0-generated
ring” and “Noetherian ring” are the same for the power series ring R[[X ]]. We
however note that these two concepts are different in general. We give here some
examples of (finite-dimensional or infinite-dimensional) ℵ0-generated rings that are
not Noetherian rings.

Example 2. Let R1 := R[X1, X2, . . . , Xn, . . .] be the polynomial ring in count-
ably infinite indeterminates over a countable ring R. Then R1 is an ℵ0-generated
ring since it is countable. It is easy to see that the ideal of R1 generated by
X1, X2, . . . , Xn, . . . is not a finitely generated ideal and hence R1 is not a Noether-
ian ring.

In Example 2, the (Krull) dimension of R1 is infinite. We now give examples of
finite-dimensional ℵ0-generated rings that are not Noetherian rings.

Example 3. Let O be the ring of algebraic integers (an algebraic integer is a
complex number that is integral over Z). It is well known that O is a 1-dimensional
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non-Noetherian Bézout domain (for example, see p. 72 of [Kaplansky 1974]).
However, since O is countable, it is an ℵ0-generated ring.

Example 4. Let Int(Z) be the ring of integer-valued polynomials on Z, i.e.,

Int(Z) := { f ∈Q[X ] | f (Z)⊆ Z}.

By [Cahen and Chabert 1997, Proposition V.2.7], Int(Z) is a 2-dimensional non-
Noetherian domain. However, since Int(Z) is countable, it is an ℵ0-generated
ring.

So far, the given examples of ℵ0-generated rings are all countable. We finally
show that there do exist uncountable ℵ0-generated rings that are not Noetherian
rings (see Example 6).

Proposition 5. If V is a 1-dimensional nondiscrete valuation domain, then V is an
ℵ0-generated ring that is not a Noetherian ring.

Proof. Since V is a 1-dimensional valuation domain, its value group is (isomorphic
to) a subgroup of R, the (additive) group of real numbers. This implies that every
ideal of V is countably generated, i.e., V is an ℵ0-generated ring. Since V is
nondiscrete, it is not a Noetherian ring. �

Example 6. Let K be a field and let V be the valuation ring of the field K (X;R),
which is the quotient field of the group ring K [X;R] of R over K , associated with
the valuation v defined by

v

( n∑
i=0

ari X ri

)
:=min{ri | i = 0, 1, . . . , n}.

Then V is a 1-dimensional nondiscrete valuation domain with value group R. Hence,
V is an ℵ0-generated ring that is not a Noetherian ring by Proposition 5. Since R is
uncountable, so is V.

3. Power series rings over α-generated rings

In this section, we prove that the power series ring R[[X ]] is an ℵ0-generated ring if
and only if R[[X ]] is a Noetherian ring (and hence) if and only if R is a Noetherian
ring. In order to prove this result, we only need to show that if R is a non-Noetherian
ring, then the power series ring R[[X ]] is not an ℵ0-generated ring since, if R is a
Noetherian ring, then R[[X ]] is also a Noetherian ring (for example, see [Kaplansky
1974, Theorem 71]) and hence an ℵ0-generated ring.

Suppose that R is a non-Noetherian ring. Our task is to construct an ideal J
of R[[X ]] that cannot be generated by any countable subset of J . The desired
uncountable generating set for J is indexed by the following special uncountable
set, which is called a fathomless set.
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3.1. Fathomless sets. Let N = {1, 2, . . . } be the set of positive integers, and let
U be the set of all subsets U of N such that U = {n, n+ 1, . . . } for some n ∈ N.
For two strictly increasing sequences s = {sn} and t = {tn} of positive integers, we
set s� t (we also write t � s) if for each positive integer k there is a set U ∈U

(depending on k) such that sn > ktn for each n ∈U, i.e., sn > ktn for all large n.
Let S be the collection of all A having the following properties:

(1) A is a nonempty collection of strictly increasing sequences s = {sn} of positive
integers.

(2) If s ∈A then s� b, where b is the sequence defined by bn := n for all n.

(3) If s, t ∈A and s 6= t , then s� t or t � s.

If u is the sequence defined by un := b2
n for each n, then it is easy to see that u is a

strictly increasing sequence of positive integers and that u� b. It follows that the
set S is nonempty. We order S by set-theoretic inclusion. By Zorn’s lemma, there
exists a maximal element in S. Let A be a maximal element in S. This choice of
A will be fixed through the rest of the article. For s, t ∈A, we define s� t if and
only if s = t or s� t . Then (A,�) becomes a totally ordered set.

Definition 7. A totally ordered set (Y,�) is called a fathomless set if, for every
nonempty countable subset C of Y, there exists an element y ∈ Y such that y� C,
i.e., y� c for all c ∈ C.

The following theorem tells us that the set (A,�) is a fathomless set (for the
proof, see [Kang et al. 2013, Theorem 5]).

Theorem 8. The set (A,�) is a fathomless set.

Remark 9. By definition, every fathomless set is an uncountable set. Hence, the
set (A,�) is uncountable.

3.2. Power series rings over ℵ0-generated rings. Using the above fathomless
set (A,�), we construct generators for an ideal J of R[[X ]] that is not countably
generated. The following observation is useful:

Proposition 10. For a ring R, the following are equivalent:

(1) R is a non-Noetherian ring.

(2) There exists a sequence a0, a1, . . . , am, . . . of elements in R such that

am 6∈ (a0, a1, . . . , am−1)

for each m ≥ 1.

Proof. (1)=⇒ (2) Suppose that R is a non-Noetherian ring. Then there exists an
ideal I of R such that I is not finitely generated. We will find the desired sequence
a0, a1, . . . , am, . . . of elements in R by using induction as follows. Choose an
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element a0 ∈ I . Since (a0)( I , there exists an element a1 ∈ I \ (a0). Suppose that
there exist elements a0, a1, . . . , am−1 in I (m ≥ 2) such that ai 6∈ (a0, a1, . . . , ai−1)

for each 1 ≤ i ≤ m − 1. Since (a0, a1, . . . , am−1) ( I , there exists an element
am ∈ I \ (a0, a1, . . . , am−1).

(2)=⇒ (1) The ideal (a0, a1, . . . , am, . . .) of R is not finitely generated. �

Let R be a non-Noetherian ring. By Proposition 10, there exists a sequence
a0, a1, . . . , am, . . . of elements in R such that

am 6∈ (a0, a1, . . . , am−1)

for each m ≥ 1. For each integer m ≥ 0, we let Im := (a0, a1, . . . , am). Then
am 6∈ Im−1 for each m ≥ 1. For each sequence s = {sn} ∈A, we define

fs := a0+ a1 X s1 + a2 X s2 + · · ·+ an X sn + · · · ∈ R[[X ]].

We let J be the ideal of R[[X ]] generated by all fs with s ∈A.

Remark 11. The generators fs of J are constructed by stretching out the coef-
ficients of the power series

∑
∞

n=0 an Xn so that its coefficient at X sn (sn is much
greater than n for all large n since s � b) is still an . This property will play a
crucial role in showing that J is not a countably generated ideal.

An ideal I of a ring R is called an uncountably generated ideal if it is not a
countably generated ideal. If R is a non-Noetherian ring, then so is the power
series ring R[[X ]]. Hence, R[[X ]] has some ideals that are not finitely generated.
These ideals can be either countably generated or uncountably generated. However,
we show that R[[X ]] has at least one uncountably generated ideal if R is a non-
Noetherian ring.

Theorem 12. If R is a non-Noetherian ring, then the power series ring R[[X ]] has
at least one uncountably generated ideal.

Proof. It suffices to show that the ideal J constructed above is not a countably
generated ideal. Suppose on the contrary that J is countably generated. Then there
exists a countable subset B of A such that J is generated by { fs | s ∈B}. Since A

is a fathomless set, there exists a sequence v ∈A such that v�B. Since fv ∈ J ,
fv is a finite sum of elements of the form h(s) fs ,

fv =
∑

s

h(s) fs,(1)

where h(s) ∈ R[[X ]] and s ∈ B. Since v � B, by taking a finite intersection of
members of U, we can find a set U ∈U such that vm < sm for each m ∈U and for
each s appearing in the finite sum (1). Choose any number m ∈U. Since vm < sm ,
the coefficient of fs at X j belongs to Im−1 for all j ≤ vm . It follows that the
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coefficient of h(s) fs at Xvm belongs to Im−1. This holds for every s appearing in
the finite sum (1). Therefore, the coefficient of

∑
s h(s) fs at Xvm belongs to Im−1.

This is a contradiction since the coefficient of fv =
∑

s h(s) fs at Xvm is am and
am 6∈ Im−1. �

We can now obtain the main result of the paper.

Theorem 13. For a ring R, the following are equivalent:

(1) R[[X ]] is an ℵ0-generated ring.

(2) R[[X ]] is a Noetherian ring.

(3) R is a Noetherian ring.

Proof. We only need to prove that (1) implies (3). However, this follows from
Theorem 12. �

Since a ring R is a Noetherian ring if and only if every countably generated ideal
is finitely generated, we have the following corollary.

Corollary 14. For a ring R, the following are equivalent:

(1) Every ideal of R[[X ]] is countably generated.

(2) Every countably generated ideal of R[[X ]] is finitely generated.

Corollary 15. If R is an ℵ0-generated ring, then the power series ring R[[X ]] is
not necessarily an ℵ0-generated ring.

Proof. Let R be any ℵ0-generated ring which is not a Noetherian ring (see
Proposition 5 and Examples 2, 3, and 4). Then R[[X ]] is not an ℵ0-generated
ring by Theorem 13. �

Corollary 16. Let O be the ring of algebraic integers and let α = |O[[X ]]|. Then,
under the continuum hypothesis, O[[X ]] contains an α-generated ideal that is not a
β-generated ideal for any cardinal number β < α.

Proof. We have α = |O[[X ]]| = 2ℵ0 = ℵ1 under the continuum hypothesis. By
Theorem 12, O[[X ]] has an uncountably generated ideal J . Obviously, J is an
α-generated ideal since |J | ≤ |O[[X ]]| = α. But, since J is not countably generated,
it is not a β-generated ideal for any cardinal number β < ℵ1 = α. �

The following corollary shows that the concepts “ℵ1-generated ring” and “ℵ0-
generated ring” are different for the power series ring R[[X ]].

Corollary 17. Under the continuum hypothesis, O[[X ]] is an ℵ1-generated ring but
not an ℵ0-generated ring.

Proof. Since |O[[X ]]| = ℵ1, O[[X ]] is an ℵ1-generated ring. The fact that O[[X ]] is
not an ℵ0-generated ring follows from Corollary 16. �
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Remark 18. Corollaries 16 and 17 hold for any non-Noetherian countable ring
(see Examples 2, 3, and 4).

In the rest of this section, we consider power series rings over n-generated rings,
where n is a positive integer. We first note that, for the power series ring R[[X ]] to
be an n-generated ring, it is necessary that the ring R be zero-dimensional.

Proposition 19. If the power series ring R[[X ]] is an n-generated ring for some
positive integer n, then dim R = 0.

Proof. If R[[X ]] is an n-generated ring, then dim R[[X ]] ≤ 1. It is easy to see that
dim R+1≤ dim R[[X ]]. Thus, dim R+1≤ dim R[[X ]]≤ 1 and hence dim R= 0. �

Proposition 20. Suppose that D is an integral domain. Then the following are
equivalent:

(1) D[[X ]] is an n-generated ring for some positive integer n.

(2) D[[X ]] is a 1-generated ring.

(3) D is a field.

Proof. (3)=⇒ (2)=⇒ (1) These are obvious.

(1)=⇒ (3) By Proposition 19, dim D = 0. Thus, D is a field by the assumption
that D is an integral domain. �

Remark 21. By Proposition 20, if D is an (n-generated) integral domain which is
not a field, then the power series ring D[[X ]] is never an m-generated ring for any
positive integer m. In particular, D[[X ]] has an ideal that is not an (n+1)-generated
ideal despite the fact that all prime ideals of D[[X ]] are (n+1)-generated ideals (see
[Kaplansky 1974, Theorem 70]).

4. Polynomial rings over α-generated rings

In this section, we prove that for any infinite cardinal number α, a ring R is an α-
generated ring if and only if the polynomial ring R[X ] is an α-generated ring, which
is an analogue of the Hilbert basis theorem, which states that R is a Noetherian
ring if and only if R[X ] is a Noetherian ring. We also note that the result fails if α
is a finite cardinal number.

Theorem 22. For any infinite cardinal number α, a ring R is an α-generated ring
if and only if the polynomial ring R[X ] is an α-generated ring.

Proof. We follow the standard proof of the Hilbert basis theorem. Any homomorphic
image of an α-generated ring is obviously an α-generated ring. Hence, if R[X ] is
an α-generated ring, then so is R.

For the converse, suppose that R is an α-generated ring and let J be an ideal
of R[X ]. We show that J is an α-generated ideal. For each n ≥ 0, let In be the
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set of r ∈ R such that r = 0 or r is the leading coefficient of a polynomial in J of
degree n. For each n ≥ 0, since R is an α-generated ring, In is an α-generated ideal.
Let

{rnλ | λ ∈3n}

be a generating set of In with cardinality at most α. For each rnλ, let fnλ ∈ J be a
polynomial of degree n with leading coefficient rnλ. We will show that the ideal J
of R[X ] is generated by the set

F := { fnλ | n ≥ 0, λ ∈3n},

which also has cardinality at most α. Denote by (F) the ideal of R[X ] generated
by F . Since F ⊆ J , we have (F) ⊆ J . Conversely, the polynomials of degree 0
in J are precisely the elements of I0 and hence are contained in (F). Proceeding
by induction, assume that (F) contains all polynomials of J of degree less than k
and let g ∈ J have degree k and leading coefficient r . Then

r =
m∑

i=1

sirkλi

for some si ∈ R and λi ∈3k . The polynomial
∑m

i=1 si fkλi also has degree k and
leading coefficient r . Hence,

g−
m∑

i=1

si fkλi ∈ J

has degree at most k− 1. By the induction hypothesis,

g−
m∑

i=1

si fkλi ∈ (F)

and hence g ∈ (F). Therefore, J = (F) is an α-generated ideal. �

Proposition 23. If the polynomial ring R[X ] is an n-generated ring for some
positive integer n, then dim R = 0.

Proof. As in the proof of Proposition 19, we have dim R+ 1≤ dim R[X ] ≤ 1 and
hence dim R = 0. �

As in the power series ring case, we can prove the following:

Proposition 24. Suppose that D is an integral domain. Then the following are
equivalent:

(1) D[X ] is an n-generated ring for some positive integer n.

(2) D[X ] is a 1-generated ring.

(3) D is a field.
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Remark 25. By Proposition 24, if D is an (n-generated) integral domain which
is not a field, then the polynomial ring D[X ] is never an m-generated ring for any
positive integer m. In particular, Theorem 22 always fails for any finite cardinal
number α.

Remarks 26. (1) For rings with zero-divisors, the polynomial ring R[X ] may not
be a 2-generated ring even if the ring R is a 1-generated ring. For example, let
R = V/(a3), where V is a 1-dimensional discrete valuation domain (or equivalently,
a local principal ideal domain) with maximal ideal M= (a). Then R is a 1-generated
ring. However, if M denotes the maximal ideal M/(a3) of R, then M2

6= 0. By
[Matsuda 1979, (5.7)], R[X ] is not a 2-generated ring.

(2) More generally, for any integer n ≥ 2, let R = V/(an+1), where V is the same
as above. Then R is a 1-generated ring. However, by [Matsuda 1979, (5.13)], the
polynomial ring R[X ] is not an n-generated ring.
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CURVES WITH PRESCRIBED INTERSECTION WITH
BOUNDARY DIVISORS IN MODULI SPACES OF CURVES

XIAO-LEI LIU

We construct curves in moduli spaces of curves with prescribed intersection
with boundary divisors. As applications, we obtain families of curves with
maximal slope as well as extremal test curves for the weakly positive cone
of the moduli space.

1. Introduction

Let Mg be the moduli space of smooth curves of genus g over the field of complex
numbers C, and 10,11, . . ., 1[g/2] the boundary divisors of the Deligne–Mumford
compactification Mg. Denote by Hg the moduli space of smooth hyperelliptic
curves of genus g; then the restriction of 10 to the closure Hg breaks up into
40, 41, . . . , 4[(g−1)/2]. The restriction of 1i to Hg is often denoted by 2i for
i > 0; see [Harris and Morrison 1998].

A family of curves of genus g over a curve Y is a fibration f : X → Y whose
general fibers are smooth curves of genus g, where X is a smooth projective surface.
Let ωX/Y be the relative dualizing sheaf. If f is nontrivial, the slope of f is
ω2

X/Y / deg f∗ωX/Y . Let J f : Y → Mg denote the moduli map induced by f ; see
[Tan 2010].

Special curves in moduli spaces play an important rule in the study of birational
geometry of moduli spaces: for example, the ample cone, the nef cone and the Mori
cone of curves [Gibney 2009]. Before raising our problems, we firstly summarize
some interesting properties of curves in moduli spaces with prescribed intersection
with boundary divisors. In this paper, we always assume that curves in moduli
spaces are complete irreducible and are not contained in boundary divisors.

If C = J f (Y ) ⊂ Hg is a curve intersecting only 40 (resp. 1[g/2]), then the
semistable reduction of f has minimal (resp. maximal) slope; see [Liu 2016,
Remark 3.9] and [Liu and Tan 2013, Theorem 3.1]. We refer to [Tan 2010] for related
discussions. Moreover, if C = J f (Y )⊂Mg is disjoint from boundary divisors, then
the semistable reduction of f is a Kodaira fibration; see [Kodaira 1967].
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On the other hand, curves intersecting exactly one boundary divisor of Hg are the
extremal test curves of the weakly positive cone in Pic(Mg)⊗Q. Here the weakly
positive cone consists of weakly positive Q-Cartier divisors over Mg; see Section 1
in [Moriwaki 1998] for the definition of weakly positive divisors, and Section 4 of
that paper for this result.

Motivated by these properties, we want to study further properties of curves
that intersect given boundary divisors. In this paper we discuss the existence of
such curves.

Let C be a curve in Hg, and B = {21, . . . ,2[g/2], 40, 41, . . . , 4[(g−1)/2]} be
the set of boundary divisors of Hg. Denote by BC ⊂B the set of boundary divisors
of Hg that intersect C .

Problem 1.1. For any nonempty subset B′ ⊆ B, does there exist a curve C in
Hg such that the boundary divisors of Hg that intersect C are those in B′, i.e.,
BC =B′?

Let M̃0,n be the moduli space of stable unordered n-pointed rational curves. Let
Bk be the boundary divisor of M̃0,n whose general point parametrizes the union of
a k-pointed P1 and an (n−k)-pointed P1 for 2≤ k ≤ [n/2].

One can regard Hg as the Hurwitz space parametrizing genus g admissible
double covers of rational curves. Such a cover uniquely corresponds to a stable
(2g+ 2)-pointed rational curve by marking the branch points of the cover. Thus
Hg can be further identified as M̃0,2g+2. The natural isomorphism Hg ∼= M̃0,2g+2

induces the identifications 4i = B2i+2 and 2i = B2i+1. Also denote by B =

{B2, B3, . . . , B[n/2]} the set of boundary divisors of M̃0,n . Hence the existence of
curves in Hg in Problem 1.1 is the same as that in M̃0,n for n = 2g+ 2. For the
sake of completeness, we consider the existence of curves in M̃0,n . Precisely, we
consider the following problem.

Problem 1.2. For any nonempty subset B′ ⊆B, does there exist a curve C in M̃0,n

such that the boundary divisors of M̃0,n that intersect C are those in B′, i.e., such
that BC =B′?

The purpose of this paper is to answer these problems in a number of cases. We
have the following uniform solution for small n.

Theorem 1.3. Assume n ≤ 17. For any nonempty subset B′ of B, there exists a
curve C in M̃0,n such that BC =B′.

Unfortunately, our method is invalid for n = 18 (see Remark 6.1).

Corollary 1.4. For 2≤ g ≤ 7 and any nonempty B′ ⊂B, there exists a curve C in
Hg such that BC =B′.

Corollary 1.5. For 2≤ g ≤ 7 and any nonempty B′ ⊂1= {10,11, . . . ,1[g/2]},
there exists a curve C in Mg with BC =B′.
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In order to simplify the proof of the above theorem, we use the following two
partial solutions of Problem 1.2.

Theorem 1.6. Let B′ be a subset of the set B = {B2, . . . , B[n/2]} of boundary
divisors of M̃0,n .

(1) For |B′| = 1, if B′ = {Bi }, then there exists a curve C in M̃0,n such that
BC =B′.

(2) For |B′| = 2, if B′ = {Bi , Bi+1} or B′ = {Bi , Bi+2}, then there exists a curve
C in M̃0,n such that BC =B′.

(3) For |B′|=3, if B′ is one of {Bi , B j , Bi+ j+1}, {Bi , B j , Bi+ j }, {Bi , B j , Bi+ j−1},
or {Bi , B j , Bi+ j−2}, then there exists a curve C in M̃0,n such that BC =B′.

In particular, we recover the existence of a hyperelliptic family with maximal
slope from [Liu and Tan 2013], where the authors construct explicit polynomials to
define the family. As another application, we also give an alternative proof of the
existence of extremal test curves for the weakly positive cone from Appendix A in
[Moriwaki 1998], where the author uses the existence of a concrete linear system.
Here we reduce the problem to the existence of rational functions and then give a
unitive method. This new method greatly generalizes the former results.

Theorem 1.7. Let B′ be a subset of the set B = {B2, . . . , B[n/2]} of boundary
divisors of M̃0,n .

(1) If B′ = {B2, Bi1, . . . , Bik } and (i1 − 1)+ · · · + (ik − 1) ≤ n − 2, then there
exists a curve C in M̃0,n such that BC =B′.

(2) If B′ = {B2, Bk+1, Bk+2, . . . , B[n/2]} and 2 ≤ k ≤ [n/2], then there exists a
curve C in M̃0,n such that BC =B′.

(3) If B′ = {B3, Bi1, . . . , Bik } and (i1 − 1)+ · · · + (ik − 1) ≤ n − 3, then there
exists a curve C in M̃0,n such that BC =B′.

Now we explain the main idea of the proofs. In order to construct curves in
moduli spaces intersecting the given boundary divisors, we use the following three
different methods:

(i) We regard a rational function φ of degree n as a 1-dimensional family of
unordered n marked points in P1 in Section 3. Only the critical points of φ may
correspond to points in boundary divisors; see the correspondence (3-1). Then
we just need to construct rational functions with the desired critical points. The
existence of such rational functions is from the main Theorem of [Scherbak 2002].

(ii) The graph Gφ of φ is a smooth rational curve in P1
× E , where E ∼= P1.

Let p be the second projection and R the reducible curve consisting of Gφ and
certain sections of p. Then the restriction p|R is a branched cover over E , and
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this cover induces different 1-dimensional families of marked points in P1. The
correspondence (4-1) gives a relation between points in boundary divisors with
ramification points of p|R , i.e., between singular points of R and ramification points
of p|Gφ

. So we only need to construct curves R with suitable ramification points in
Section 4. This method generalizes method (i), and both methods are effective for
many cases.

On the other hand, if n is large, B′ may have so many elements that there is no
desired rational function, rendering the above two methods invalid; see Remark 6.1.
For this difficulty, we have the following method for special B′.

(iii) Taking the intersection of general very ample divisors of Hassett’s weighted
moduli spaces, we can obtain curves intersecting all the boundary divisors of these
spaces. The proper transforms of these curves in M̃0,n by the reduction morphism
are also the curves we need; see Section 5.

2. Existence of rational functions

Let φ(x)= f (x)/g(x) be a rational function of degree n; i.e., f (x) and g(x) are
polynomials without common roots and n = max{deg f (x), deg g(x)}. A point
z ∈ C is a critical point of multiplicity m if z is a root of the Wronskian W (x) of
f (x) and g(x) of multiplicity m, where

W (x)= g2(x)φ′(x)= f ′(x)g(x)− f (x)g′(x).

Let all the finite critical points of φ(x) be denoted z1, . . . , zl−1 with multiplicities
m1, . . . ,ml−1, respectively. According to the Riemann–Hurwitz formula, 2n− 2≥
m1+ · · ·+ml−1. Let zl be the point at infinity; then the difference

(2-1) ml = 2n− 2− (m1+ · · ·+ml−1)

is the multiplicity of φ(x) at infinity. If z1, . . . , zl−1 are in general position and
1≤ mi ≤ n− 1 for each 1≤ i ≤ l, then we say that φ(x) is a rational function of
type (n;m1, . . . ,ml).

Note that, up to the point at infinity, the types of rational functions here are the
same as in [Scherbak 2002].

If φ1(x) and φ2(x) are two rational functions satisfying

φ2(x)=
aφ1(x)+ b
cφ1(x)+ d

, ad − bc 6= 0,

then φ1(x) and φ2(x) have the same type, and we say that φ1(x) and φ2(x) are in
the same class of rational functions.
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Theorem 2.1 [Scherbak 2002]. Let l ≥ 3 and n ≥ 2 be integers, and also let
1 ≤ mi ≤ n − 1 for 1 ≤ i ≤ l be integers satisfying (2-1). Then the number
#(n;m1, . . . ,ml) of classes of rational functions of type (n;m1, . . . ,ml) is

(2-2) #(n;m1, . . . ,ml)=

l−1∑
q=1

(−1)l−1−q
∑

1≤i1<···<iq≤l−1

(mi1+· · ·+miq+q−n−1
l−3

)
,

and any nonempty class can be represented by the ratio of polynomials without
multiple roots.

Proof. Let m = (m1, . . . ,ml−1); then #(n;m1, . . . ,ml) is equal to #(n, l − 1;m)
in the main theorem in [Scherbak 2002], from which the result directly follows. �

As usual, we set
(a

b

)
= 0 for a < b.

Corollary 2.2.
(1) There exists a rational function φ(x) of type (n;m1, . . . ,ml−1,ml = n− 1).

(2) There exists a rational function φ(x) of type (n;m1,m2,m3).

Proof. (1) Since ml = n− 1, we have m1+ · · ·+ml−1 = n− 1, and the right side
of (2-2) is (

m1+· · ·+ml−1+l−1−n−1
l−3

)
=

(
l−3
l−3

)
= 1.

So the desired rational function exists by Theorem 2.1.

(2) If mi = n− 1 for some i , then the existence is from (1). We may assume that
mi ≤ n− 2 for i = 1, 2, 3. Then the right side of (2-2) is(

m1+m2+2−n−1
0

)
−

(
m1−n

0

)
−

(
m2−n

0

)
=

(
m1+m2−n+1

0

)
= 1. �

3. Curves from rational functions

Let φ(x) be a rational function of degree n; then it induces a degree n branched
cover D∼=P1

→ E ∼=P1. Varying a point t ∈ E , the union of the n preimage points
also varies in D; hence it provides a 1-dimensional family E of unordered n points
in P1. So we obtain a curve in M̃0,n . When t hits a branch point, suppose that over t
there is a ramification point zi locally of type y = φ(x) = xmi+1, i.e., a critical
point of φ(x) with multiplicity mi . Making a degree mi + 1 base change, we then
get an ordinary singularity of degree mi + 1. Blowing up the singularity separates
the mi + 1 sheets, and thus t corresponds to a point in the boundary component
Bmi+1 (or Bn−1−mi if mi ≥ [n/2], but not mi = n− 1 or n− 2, which correspond
to a point in the interior of M̃0,n). Hence, if φ(x) is of type (n;m1, . . . ,ml) and C
is its corresponding curve in M̃0,n , then

(3-1) BC = {Bmi+1 : 1≤ mi < [n/2]} ∪ {Bn−1−mi : [n/2] ≤ mi ≤ n− 3}.
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Theorem 3.1. Let B′={Bi1, . . . , Bik } be a subset of B={B2, B3, . . . , B[n/2]} with
(i1 − 1)+ · · · + (ik − 1) = n − 1; then there exists a curve C in M̃0,n such that
BC =B′. Moreover,

(1) if B′ = {B2, Bi1, . . . , Bik }, and (i1 − 1)+ · · · + (ik − 1) ≤ n − 2, then there
exists a curve C in M̃0,n such that BC =B′;

(2) if B′ = {B3, Bi1, . . . , Bik }, and n−1− (i1−1)−· · ·− (ik−1)= 2 j ≥ 2, then
there exists a curve C in M̃0,n such that BC =B′.

Proof. If (i1− 1)+ · · ·+ (ik − 1)= n− 1, set ik+1 = n; then there exists a rational
function φ(x) of type (n; i1− 1, . . . , ik − 1, ik+1− 1) by Corollary 2.2(1). Thus
the curve C ⊂ M̃0,n corresponding to φ(x) satisfies BC = {Bi1, . . . , Bik } by (3-1).

(1) Let h = n− 1− ((i1− 1)+ · · ·+ (ik − 1))≥ 1 and ik+1 = · · · = ik+h = 2; then
(i1− 1)+ · · ·+ (ik+h − 1)= n− 1, and hence there exists a curve C ⊂ M̃0,n with
BC = {B2, Bi1, . . . , Bik }.

(2) If we take ik+1 = · · · = ik+ j = 3, then (i1− 1)+ · · ·+ (ik+ j − 1)= n− 1, and
there exists a curve C ⊂ M̃0,n with BC = {B3, Bi1, . . . , Bik }. �

Theorem 3.2. Let B′ be a subset of B = {B2, B3, . . . , B[n/2]}. If B′ is one of
{Bi , Bi+1}, {Bi , Bi+2}, or {Bi , B j , Bi+ j+1}, then there exists a curve C in M̃0,n

with BC =B′.

Proof. If B′ = {Bi , Bi+1}, then there exists a rational function φ1(x) of type
(n; i, n−1− i, n−1) by Corollary 2.2(2). Then the curve C ⊂ M̃0,n corresponding
to φ1(x) satisfies BC = {Bi , Bi+1} by (3-1).

By the same reasoning, for B′={Bi , Bi+2}, there exists a rational function φ2(x)
of type (n; i + 1, n− 1− i, n− 2), and the curve C ⊂ M̃0,n corresponding to φ2(x)
satisfies BC = {Bi , Bi+2}.

Similarly, for B′ = {Bi , B j , Bi+ j+1}, there exists a rational function φ3(x) of
type (n; n−1− i, n−1− j, i+ j), and the curve C ⊂ M̃0,n corresponding to φ3(x)
satisfies BC = {Bi , B j , Bi+ j+1}. �

4. Curves from rational functions and sections

Let φ(x) be a rational function of type (n − s;m1, . . . ,ml), where s < n is a
nonnegative integer. Let Gφ be its graph in P1

× E , where E ∼= P1; then Gφ is a
smooth rational curve. We now consider the reducible curve

Rφ,01,...,0s = Gφ +01+ · · ·+0s,

where the 0i are sections of the second projection

p : P1
× E→ E, p((x, t))= t.
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So the restriction of p to Rφ,01,...,0s

p : Rφ,01,...,0s → E

is a cover of degree n. Similarly as in Section 3, varying a point t ∈ E , we obtain a
1-dimensional family of unordered n marked points in P1. Hence we get a curve C
in M̃0,n . Note that this construction is the same as that in Section 3 when s = 0.

Let S1 = (01 + · · · + 0s) ∩ Gφ , and let S2 = {z1, . . . , zl} be the set of all the
critical points of φ(x), including the point at infinity. Here we identify the critical
point zi of φ with its image (zi , φ(zi )) in Gφ .

If z ∈ S2 ∩ S1, then the local equation of p at z is x(xm+1
+ t)= 0, where m is

the multiplicity of z. Making a degree m+ 1 base change

t 7→ um+1,

we get an ordinary singularity of degree m + 2. Blowing it up, we then see that
p(z) ∈ E corresponds to a point in the boundary component Bm+2 (or Bn−2−m if
[n/2] − 1≤ m ≤ n− 4, but not if m = n− 3 or n− 2, corresponding to a point in
the interior of M̃0,n).

If z ∈ S2− S1, then the point in M̃0,n corresponding to p(z) has been considered
in Section 3. Hence we have that

(4-1) BC = {B2 : z ∈ S1\S2} ∪
{

Bmi+1 : 1≤ mi <
[1

2 n
]
, zi ∈ S2\S1

}
∪
{

Bn−1−mi :
[ 1

2 n
]
≤ mi ≤ n− 3, zi ∈ S2\S1

}
∪
{

Bmi+2 : 1≤ mi <
[1

2 n
]
− 1, zi ∈ S2 ∩ S1

}
∪
{

Bn−2−mi :
[ 1

2 n
]
− 1≤ mi ≤ n− 4, zi ∈ S2 ∩ S1

}
.

Since we have considered the case that B′ contains B2 in Theorem 3.1(1), we
now consider the case where each section passes through a critical point of φ(x),
that is, where S1 ⊂ S2.

Theorem 4.1. Let B′ = {B3, Bi1, . . . , Bik } be a subset of B= {B2, B3, . . . , B[n/2]}
with n− 1− ((i1− 1)+· · ·+ (ik − 1))= 2 j + 1≥ 3; then there exists a curve C in
M̃0,n such that BC =B′.

Proof. Set ik+1 = · · · = ik+ j = 3, then

(i1− 1)+ · · ·+ (ik − 1)+ (3− 1) j + ((n− 1)− 1)= 2((n− 1)− 1).

Hence there exists a rational function φ(x) of type (n−1; i1−1, . . . , ik+ j−1, n−2)
by Corollary 2.2(1). Let 0 be the section passing through the critical point zk+ j+1,
where the multiplicity of zk+ j+1 of φ(x) is n−2. Thus the reducible curve Rφ,0 =
Gφ +0 induces a curve C ⊂ M̃0,n with BC =B′ = {B3, Bi1, . . . , Bik } by (4-1). �
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Corollary 4.2. If B′={B3, Bi1, . . . , Bik }, and n−3−((i1−1)+· · ·+(ik−1))≥ 0,
then there exists a curve C such that BC =B′.

Proof. If n− 3− ((i1− 1)+ · · · + (ik − 1)) is even, then it follows directly from
Theorem 3.1(2); if n − 3 − ((i1 − 1) + · · · + (ik − 1)) is odd, then it is from
Theorem 4.1. �

Theorem 4.3. Let B′ be a subset of B= {B2, B3, . . . , B[n/2]}. If B′ is one of {Bi },
{Bi , B j , Bi+ j−2}, {Bi , B j , Bi+ j }, or {Bi , B j , Bi+ j−1}, then there exists a curve C
in M̃0,n such that BC =B′.

Proof. Let φ1(x) be a rational function of type (n−1; i−1, n− i−1, n−2) and 01

the section passing through the critical point z3 of φ1(x). Then the curve C ⊂ M̃0,n

induced by Rφ1,01 satisfies BC = {Bi } by (4-1).
Let φ2(x) be a rational function of type (n−3; n− i−2, n− j−2, i+ j−4) and

02i the section passing through the critical point zi (i = 1, 2, 3) of φ2(x). Then the
curve C ⊂ M̃0,n induced by Rφ2,021,022,023 satisfies BC = {Bi , B j , Bi+ j−2} by (4-1).

Let φ3(x) be a rational function of type (n−2; n−2− i, n−2− j, i+ j−2) and
03i the section passing through the critical point zi (i = 1, 2) of φ3(x). Then the
curve C ⊂ M̃0,n induced by Rφ3,031,032 satisfies BC = {Bi , B j , Bi+ j−1} by (4-1).

Let φ4(x) be a rational function of type (n− 1; n− 1− i, n− 1− j, i + j − 2)
and 04 the section passing through the critical point z3 of φ4(x). Then the curve
C ⊂ M̃0,n induced by Rφ4,04 satisfies BC = {Bi , B j , Bi+ j } by (4-1). �

Proof of Theorem 1.6. It follows directly from Theorem 3.2 and Theorem 4.3. �

5. Curves from birational geometry of moduli spaces

Let M0,n be the moduli space of stable n-pointed rational curves. The space M0,n

has a natural Sn action by reordering the marked points. Let ρ :M0,n→ M̃0,n be
the finite quotient morphism via Sn .

A weight datum A= (a1, . . . , an) is a sequence of rational numbers such that
0< ai ≤ 1. Given a weight datum A satisfying 2g−2+

∑n
i=1 ai > 0, an n-pointed

curve (C; p1, . . . , pn) of genus g is A-stable if

(1) C has, at worst, ordinary double points as singularities, and p1, . . . , pn are
smooth points of C ;

(2) ωC
(∑n

i=1 ai pi
)

is ample;

(3) multx
(∑n

i=1 ai pi
)
≤ 1 for any x ∈ C .

For any weight datum A such that 2g−2+
∑n

i=1 ai > 0, there exists a projective
coarse moduli space Mg,A [Hassett 2003, Theorem 2.1] of weighted n-pointed
A-stable curves. Note that Mg,A =Mg,n when a1 = · · · = an = 1.
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Let A1 = (a1, . . . , an) and A2 = (b1, . . . , bn) be two weight data and suppose
that ai ≥ bi for all i = 1, 2, . . . , n. Then there exists a reduction morphism [Hassett
2003, Theorem 4.1]

ϕA1,A2 :M0,A1 →M0,A2 .

If (C, p1, . . . , pn) ∈M0,A1 , then ϕA1,A2(C, p1, . . . , pn) is obtained by collapsing
components of C on which ωC +

∑
bi pi fails to be ample.

Theorem 5.1. Let B′ = {B2, Bk+1, Bk+2, . . . , B[n/2]} for 2≤ k ≤ [n/2]; then there
exists a curve C ⊂ M̃0,n such that BC =B′.

Proof. If k = [n/2], then B′ = {B2}, and existence was proved in Theorem 3.1(1).
If k = 2, then B′ =B= {B2, B3, . . . , B[n/2]}. Taking the intersection of n− 4

general very ample divisors of M̃0,n , we obtain a curve C in M̃0,n that intersects all
the boundary divisors; that is, BC =B.

In the following, we assume that 3≤ k ≤ [n/2]− 1. Let A(k)= {1/k, . . . , 1/k}
be the symmetric weight datum that assigns 1/k to each marked point. Then∑n

i=1 ai = n · (1/k) > 2. Let M̃0,A(k) be the quotient of the weighted moduli space
M0,A(k) via the natural Sn action. Denote by fk : M̃0,n→ M̃0,A(k) the corresponding
reduction morphism. Since three points on P1 (the two marked points and the
attaching node) have no nontrivial moduli, fk does not contract B2. The degree of
the total weight on a rational tail with j (3≤ j ≤ k) marked points is (1/k) · j+1≤
2 = − deg KP1 , where the +1 comes from the attaching node. Hence it violates
the stability condition. So fk contracts the boundary divisors B j for 3 ≤ j ≤ k.
Furthermore, we see that fk contracts only these boundary divisors. Now taking
the intersection of n − 4 general very ample divisors, we obtain a curve C in
M̃0,A(k) that is disjoint with fk(B j ) for 3 ≤ j ≤ k and that intersects all the other
(not contracted) boundary divisors B2, Bk+1, . . . , B[n/2] in the loci where fk is an
isomorphism. Then the proper transform C ′ of C in M0,n satisfies BC ′ = B′ =

{B2, Bk+1, . . . , B[n/2]}. �

Proof of Theorem 1.7. It follows from Theorems 3.1 and 5.1 and Corollary 4.2. �

6. Proof of Theorem 1.3

Let us first introduce some notation. Below, {i1, . . . , ik} stands for {Bi1, . . . , Bik }.
If B′= {i1, . . . , ik} is one of the sets in Theorem 1.6, we call B′ of type Ti1,...,ik . For
example, if B′ = {2, 3, 5}, we call B′ of type T2,3,5. If B′ = {2, i1, . . . , ik} is one
of the sets in Theorem 1.7(1)–(2), we call B′ of type T2,∗. If B′ = {3, i1, . . . , ik} is
one of the sets in Theorem 1.7(3), we call B′ of type T3,∗.

Proof of Theorem 1.3. For n ≤ 11, it is easy to check that the result follows directly
from Theorem 1.6 and Theorem 1.7. In the following we always assume that
12≤ n ≤ 17. Then we have the following three cases.
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Case 1. If B′ is one of the sets in Theorems 1.6 and 1.7, we are done.

Case 2. If n = 14 and B′ = {4, 7}, then there exists a rational function φ1(x) of
type (13; 3, 3, 6, 12) by Corollary 2.2(1). Denote by 01 the section passing through
the critical point z4 of φ1(x), where the multiplicity of z4 is 12. Then the curve C1

in M̃0,14 corresponding to Rφ1,01 satisfies BC1 = {4, 7} by (4-1).
If n = 17 and B′ = {4, 7}, then there exists a rational function φ2(x) of type

(16; 3, 6, 6, 15) by Corollary 2.2(1). Denote by 02(x) the section passing through
the critical point z4 of φ2(x), where the multiplicity of z4 is 15. Then the curve C2

in M̃0,17 corresponding to Rφ2,02 satisfies BC2 = {4, 7} by (4-1).

Case 3. We discuss the remaining B′ case by case using the method in Section 3.
Let B′= {i1, . . . , ik} be a set of boundary divisors of M̃0,n . If there is a sequence

(m1, . . . ,ml) satisfying

(i) m1+ · · ·+ml = 2n− 2,

(ii) for any 1≤ t ≤ l, mt ∈{i1−1, . . . , ik−1, n−1−i1, . . . , n−1−ik, n−1, n−2},

(iii) for any 1≤ j ≤ k, there is 1≤ t j ≤ l such that i j = mt j + 1 or n− 1−mt j ,

(iv) the right side of (2-2) is positive,

then there exists a rational function of type (n;m1, . . . ,ml) by Theorem 2.1. Thus
we get a curve C in M̃0,n such that BC =B′ by (3-1). So we finish the proof of the
theorem by giving a sequence (m1, . . . ,ml) satisfying (i)–(iv) for each n and B′;
see Table 1–Table 10.

We now show the meaning of these tables. If B′ is in Case 1, we give its type in
the tables. If B′ is in Case 3, we give a sequence (m1, . . . ,ml) satisfying (i)–(iv)
in the tables. For example, if B′ = {2, 3}, then (m1, . . . ,ml) is T2,∗ in Table 1; by

B′ (m1, . . . ,ml) B′ (m1, . . . ,ml) B′ (m1, . . . ,ml)

{2, 3} T2,∗ {2, 4} T2,∗ {2, 5} T2,∗

{2, 6} T2,∗ {3, 4} T3,∗ {3, 5} T3,∗

{3, 6} T3,∗ {4, 5} T4,5 {4, 6} T4,6

{5, 6} T5,6

{2, 3, 4} T2,∗ {2, 3, 5} T2,∗ {2, 3, 6} T2,∗

{2, 4, 5} T2,∗ {2, 4, 6} T2,∗ {2, 5, 6} T2,∗

{3, 4, 5} T3,4,5 {3, 4, 6} T3,4,6 {3, 5, 6} T3,5,6

{4, 5, 6} (4, 5, 6, 7)

{2, 3, 4, 5} T2,∗ {2, 3, 4, 6} T2,∗ {2, 3, 5, 6} (2, 5, 6, 9)
{2, 4, 5, 6} T2,∗ {3, 4, 5, 6} (3, 5, 6, 8)

Table 1. M̃0,12.
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B′ (m1, . . . ,ml) B′ (m1, . . . ,ml) B′ (m1, . . . ,ml)

{2, 3} T2,∗ {2, 4} T2,∗ {2, 5} T2,∗

{2, 6} T2,∗ {3, 4} T3,∗ {3, 5} T3,∗

{3, 6} T3,∗ {4, 5} T4,5 {4, 6} T4,6

{5, 6} T5,6

{2, 3, 4} T2,∗ {2, 3, 5} T2,∗ {2, 3, 6} T2,∗

{2, 4, 5} T2,∗ {2, 4, 6} T2,∗ {2, 5, 6} T2,∗

{3, 4, 5} T3,4,5 {3, 4, 6} T3,4,6 {3, 5, 6} T3,5,6

{4, 5, 6} (3, 6, 7, 8)

{2, 3, 4, 5} T2,∗ {2, 3, 4, 6} T2,∗ {2, 3, 5, 6} T2,∗

{2, 4, 5, 6} T2,∗ {3, 4, 5, 6} (2, 3, 4, 6, 9)

Table 2. M̃0,13.

this we mean that there is a curve C in M̃0,12 of type T2,∗ with BC = {B2, B3}. If
B′ = {4, 5, 6}, then (m1, . . . ,ml) = (4, 5, 6, 7) in Table 1; by this we mean that
there exists a curve C in M̃0,12 with BC ={4, 5, 6}, where C is induced by a rational
function of type (12; 4, 5, 6, 7).

Note that only the cases of B′ with |B′| = 1 and |B′| = [n/2] − 1 are not
contained in these tables, since the theorem for such B′ holds true for any n; see
Theorem 4.3(1) and Theorem 5.1 for k = 2. �

Remark 6.1. Assume that n = 18 and B′ = {B3, B4, . . . , B9}. Suppose that there
exists a sequence (m1, . . . ,ml) satisfying (i)–(iv) for B′. From (ii) and (iii), we
know that

m1+ · · ·+ml ≥

9∑
i=3

(i − 1)= 35> 2n− 2= 34,

which contradicts (i). Hence the method in Section 3 is invalid for M̃0,18. Similarly,
we know that the method in Section 4 is also invalid.

B′ (m1, . . . ,ml) B′ (m1, . . . ,ml) B′ (m1, . . . ,ml)

{2, 3} T2,∗ {2, 4} T2,∗ {2, 5} T2,∗

{2, 6} T2,∗ {2, 7} T2,∗ {3, 4} T3,∗

{3, 5} T3,∗ {3, 6} T3,∗ {3, 7} T3,∗

{4, 5} T4,5 {4, 6} T4,6 {4, 7} see Case 2
{5, 6} T5,6 {5, 7} T5,7 {6, 7} T6,7

Table 3. M̃0,14 for |B′| = 2.
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B′ (m1, . . . ,ml) B′ (m1, . . . ,ml) B′ (m1, . . . ,ml)

{2, 3, 4} T2,∗ {2, 3, 5} T2,∗ {2, 3, 6} T2,∗

{2, 3, 7} T2,∗ {2, 4, 5} T2,∗ {2, 4, 6} T2,∗

{2, 4, 7} T2,∗ {2, 5, 6} T2,∗ {2, 5, 7} T2,∗

{2, 6, 7} T2,∗ {3, 4, 5} T3,4,5 {3, 4, 6} T3,4,6

{3, 4, 7} T3,4,7 {3, 5, 6} T3,5,6 {3, 5, 7} T3,5,7

{3, 6, 7} T3,6,7 {4, 5, 6} (4, 5, 8, 9) {4, 5, 7} T4,5,7

{4, 6, 7} (3, 3, 5, 6, 9) {5, 6, 7} (5, 6, 7, 8)

{2, 3, 4, 5} T2,∗ {2, 3, 4, 6} T2,∗ {2, 3, 4, 7} T2,∗

{2, 3, 5, 6} T2,∗ {2, 3, 5, 7} T2,∗ {2, 3, 6, 7} (1, 2, 6, 7, 10)
{2, 4, 5, 6} T2,∗ {2, 4, 5, 7} (1, 4, 6, 6, 9) {2, 4, 6, 7} (1, 5, 5, 6, 9)
{2, 5, 6, 7} T2,∗ {3, 4, 5, 6} (3, 5, 8, 10) {3, 4, 5, 7} (3, 3, 4, 6, 10)
{3, 4, 6, 7} (3, 6, 7, 10) {3, 5, 6, 7} (2, 5, 5, 6, 8) {4, 5, 6, 7} (4, 6, 7, 9)

B′ (m1, . . . ,ml) B′ (m1, . . . ,ml)

{2, 3, 4, 5, 6} (1, 2, 3, 4, 5, 11) {2, 3, 4, 5, 7} (1, 2, 3, 4, 6, 10)
{2, 3, 4, 6, 7} (1, 2, 3, 5, 6, 9) {2, 3, 5, 6, 7} (1, 2, 4, 5, 6, 8)
{2, 4, 5, 6, 7} T2,∗ {3, 4, 5, 6, 7} (2, 3, 4, 5, 6, 6)

Table 4. M̃0,14 for 3≤ |B′| ≤ 5.

B′ (m1, . . . ,ml) B′ (m1, . . . ,ml) B′ (m1, . . . ,ml)

{2, 3} T2,∗ {2, 4} T2,∗ {2, 5} T2,∗

{2, 6} T2,∗ {2, 7} T2,∗ {3, 4} T3,∗

{3, 5} T3,∗ {3, 6} T3,∗ {3, 7} T3,∗

{4, 5} T4,5 {4, 6} T4,6 {4, 7} (6, 6, 6, 10)
{5, 6} T5,6 {5, 7} T5,7 {6, 7} T6,7

{2, 3, 4} T2,∗ {2, 3, 5} T2,∗ {2, 3, 6} T2,∗

{2, 3, 7} T2,∗ {2, 4, 5} T2,∗ {2, 4, 6} T2,∗

{2, 4, 7} T2,∗ {2, 5, 6} T2,∗ {2, 5, 7} T2,∗

{2, 6, 7} T2,∗ {3, 4, 5} T3,4,5 {3, 4, 6} T3,4,6

{3, 4, 7} T3,4,7 {3, 5, 6} T3,5,6 {3, 5, 7} T3,5,7

{3, 6, 7} T3,6,7 {4, 5, 6} (4, 5, 9, 10) {4, 5, 7} T4,5,7

{4, 6, 7} (3, 7, 8, 10) {5, 6, 7} (4, 7, 8, 9)

{2, 3, 4, 5} T2,∗ {2, 3, 4, 6} T2,∗ {2, 3, 4, 7} T2,∗

{2, 3, 5, 6} T2,∗ {2, 3, 5, 7} T2,∗ {2, 3, 6, 7} T2,∗

{2, 4, 5, 6} T2,∗ {2, 4, 5, 7} T2,∗ {2, 4, 6, 7} (1, 3, 5, 7, 12)
{2, 5, 6, 7} T2,∗ {3, 4, 5, 6} T3,∗ {3, 4, 5, 7} (2, 7, 9, 10)
{3, 4, 6, 7} (3, 6, 8, 11) {3, 5, 6, 7} (2, 4, 5, 6, 11) {4, 5, 6, 7} (3, 4, 5, 6, 10)

Table 5. M̃0,15 for 2≤ |B′| ≤ 4.



CURVES WITH PRESCRIBED INTERSECTION WITH BOUNDARY DIVISORS 377

B′ (m1, . . . ,ml) B′ (m1, . . . ,ml)

{2, 3, 4, 5, 6} (1, 2, 3, 4, 8, 10) {2, 3, 4, 5, 7} (2, 3, 4, 7, 12)
{2, 3, 4, 6, 7} (2, 3, 5, 6, 12) {2, 3, 5, 6, 7} (1, 4, 5, 7, 11)
{2, 4, 5, 6, 7} T2,∗ {3, 4, 5, 6, 7} (2, 4, 5, 7, 10)

Table 6. M̃0,15 for |B′| = 5.

B′ (m1, . . . ,ml) B′ (m1, . . . ,ml) B′ (m1, . . . ,ml)

{2, 3} T2,∗ {2, 4} T2,∗ {2, 5} T2,∗

{2, 6} T2,∗ {2, 7} T2,∗ {2, 8} T2,∗

{3, 4} T3,∗ {3, 5} T3,∗ {3, 6} T3,∗

{3, 7} T3,∗ {3, 8} T3,∗ {4, 5} T4,5

{4, 6} T4,6 {4, 7} (8, 11, 11) {4, 8} (3, 3, 3, 7, 7, 7)
{5, 6} T5,6 {5, 7} T5,7 {5, 8} (4, 4, 4, 4, 7, 7)
{6, 7} T6,7 {6, 8} T6,8 {7, 8} T7,8

{2, 3, 4} T2,∗ {2, 3, 5} T2,∗ {2, 3, 6} T2,∗

{2, 3, 7} T2,∗ {2, 3, 8} T2,∗ {2, 4, 5} T2,∗

{2, 4, 6} T2,∗ {2, 4, 7} T2,∗ {2, 4, 8} T2,∗

{2, 5, 6} T2,∗ {2, 5, 7} T2,∗ {2, 5, 8} T2,∗

{2, 6, 7} T2,∗ {2, 6, 8} T2,∗ {2, 7, 8} T2,∗

{3, 4, 5} T3,4,5 {3, 4, 6} T3,4,6 {3, 4, 7} T3,4,7

{3, 4, 8} T3,4,8 {3, 5, 6} T3,5,6 {3, 5, 7} T3,5,7

{3, 5, 8} T3,5,8 {3, 6, 7} T3,6,7 {3, 6, 8} T3,6,8

{3, 7, 8} T3,7,8 {4, 5, 6} (9, 10, 11) {4, 5, 7} T4,5,7

{4, 5, 8} T4,5,8 {4, 6, 7} (5, 6, 8, 11) {4, 6, 8} T4,6,8

{4, 7, 8} (6, 6, 7, 11) {5, 6, 7} (5, 6, 9, 10) {5, 6, 8} (4, 7, 9, 10)
{5, 7, 8} (6, 7, 7, 10) {6, 7, 8} (6, 7, 8, 9)

{2, 3, 4, 5} T2,∗ {2, 3, 4, 6} T2,∗ {2, 3, 4, 7} T2,∗

{2, 3, 4, 8} T2,∗ {2, 3, 5, 6} T2,∗ {2, 3, 5, 7} T2,∗

{2, 3, 5, 8} T2,∗ {2, 3, 6, 7} T2,∗ {2, 3, 6, 8} T2,∗

{2, 3, 7, 8} (2, 7, 8, 13) {2, 4, 5, 6} T2,∗ {2, 4, 5, 7} T2,∗

{2, 4, 5, 8} T2,∗ {2, 4, 6, 7} T2,∗ {2, 4, 6, 8} (1, 3, 5, 5, 7, 9)
{2, 4, 7, 8} (1, 3, 6, 7, 13) {2, 5, 6, 7} (1, 4, 6, 9, 10) {2, 5, 6, 8} (1, 4, 5, 7, 13)
{2, 5, 7, 8} (4, 6, 7, 13) {2, 6, 7, 8} T2,∗ {3, 4, 5, 6} (2, 3, 4, 9, 12)
{3, 4, 5, 7} (2, 2, 3, 4, 8, 11) {3, 4, 5, 8} (2, 7, 10, 11) {3, 4, 6, 7} (2, 8, 9, 11)
{3, 4, 6, 8} (3, 3, 5, 7, 12) {3, 4, 7, 8} (2, 2, 7, 8, 11) {3, 5, 6, 7} (2, 2, 4, 5, 8, 9)
{3, 5, 6, 8} (2, 2, 7, 9, 10) {3, 5, 7, 8} (2, 2, 4, 7, 7, 8) {3, 6, 7, 8} (5, 6, 7, 12)
{4, 5, 6, 7} (4, 6, 9, 11) {4, 5, 6, 8} (3, 4, 5, 7, 11) {4, 5, 7, 8} (4, 7, 8, 11)
{4, 6, 7, 8} (3, 5, 6, 7, 9) {5, 6, 7, 8} (5, 7, 8, 10)

Table 7. M̃0,16 for 2≤ |B′| ≤ 4.
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B′ (m1, . . . ,ml) B′ (m1, . . . ,ml)

{2, 3, 4, 5, 6} (1, 2, 3, 5, 9, 10) {2, 3, 4, 5, 7} (1, 2, 3, 6, 8, 10)
{2, 3, 4, 5, 8} (1, 2, 3, 4, 7, 13) {2, 3, 4, 6, 7} (1, 2, 3, 5, 6, 13)
{2, 3, 4, 6, 8} (2, 3, 5, 7, 13) {2, 3, 4, 7, 8} (1, 1, 3, 6, 7, 12)
{2, 3, 5, 6, 7} (1, 2, 4, 5, 6, 12) {2, 3, 5, 6, 8} (1, 1, 4, 5, 7, 12)
{2, 3, 5, 7, 8} (1, 4, 6, 7, 12) {2, 3, 6, 7, 8} (1, 2, 5, 6, 7, 9)
{2, 4, 5, 6, 7} (1, 3, 4, 5, 6, 11) {2, 4, 5, 6, 8} (1, 3, 4, 5, 7, 10)
{2, 4, 5, 7, 8} (1, 3, 4, 6, 7, 9) {2, 4, 6, 7, 8} (1, 3, 5, 6, 7, 8)
{2, 5, 6, 7, 8} T2,∗ {3, 4, 5, 6, 7} (2, 3, 4, 5, 6, 10)
{3, 4, 5, 6, 8} (2, 3, 4, 5, 7, 9) {3, 4, 5, 7, 8} (2, 2, 4, 5, 6, 11)
{3, 4, 6, 7, 8} (2, 3, 5, 6, 7, 7) {3, 5, 6, 7, 8} (2, 5, 6, 7, 10)
{4, 5, 6, 7, 8} (3, 4, 5, 5, 6, 7)

{2, 3, 4, 5, 6, 7} (1, 2, 3, 4, 5, 6, 9) {2, 3, 4, 5, 6, 8} (1, 2, 4, 5, 7, 11)
{2, 3, 4, 5, 7, 8} (1, 1, 2, 3, 6, 7, 10) {2, 3, 4, 6, 7, 8} (1, 2, 3, 7, 8, 9)
{2, 3, 5, 6, 7, 8} (1, 2, 4, 5, 5, 6, 7) {2, 4, 5, 6, 7, 8} T2,∗

{3, 4, 5, 6, 7, 8} (2, 3, 3, 4, 5, 6, 7)

Table 8. M̃0,16 for 5≤ |B′| ≤ 6.

B′ (m1, . . . ,ml) B′ (m1, . . . ,ml) B′ (m1, . . . ,ml)

{2, 3} T2,∗ {2, 4} T2,∗ {2, 5} T2,∗

{2, 6} T2,∗ {2, 7} T2,∗ {2, 8} T2,∗

{3, 4} T3,∗ {3, 5} T3,∗ {3, 6} T3,∗

{3, 7} T3,∗ {3, 8} T3,∗ {4, 5} T4,5

{4, 6} T4,6 {4, 7} see Case 2 {4, 8} (3, 3, 7, 7, 12)
{5, 6} T5,6 {5, 7} T5,7 {5, 8} (7, 7, 7, 11)
{6, 7} T6,7 {6, 8} T6,8 {7, 8} T7,8

{2, 3, 4} T2,∗ {2, 3, 5} T2,∗ {2, 3, 6} T2,∗

{2, 3, 7} T2,∗ {2, 3, 8} T2,∗ {2, 4, 5} T2,∗

{2, 4, 6} T2,∗ {2, 4, 7} T2,∗ {2, 4, 8} T2,∗

{2, 5, 6} T2,∗ {2, 5, 7} T2,∗ {2, 5, 8} T2,∗

{2, 6, 7} T2,∗ {2, 6, 8} T2,∗ {2, 7, 8} T2,∗

{3, 4, 5} T3,4,5 {3, 4, 6} T3,4,6 {3, 4, 7} T3,4,7

{3, 4, 8} T3,4,8 {3, 5, 6} T3,5,6 {3, 5, 7} T3,5,7

{3, 5, 8} T3,5,8 {3, 6, 7} T3,6,7 {3, 6, 8} T3,6,8

{3, 7, 8} T3,7,8 {4, 5, 6} (4, 5, 11, 12) {4, 5, 7} T4,5,7

{4, 5, 8} T4,5,8 {4, 6, 7} (5, 6, 9, 12) {4, 6, 8} T4,6,8

{4, 7, 8} (6, 6, 8, 12) {5, 6, 7} (5, 6, 10, 11) {5, 6, 8} (4, 7, 10, 11)
{5, 7, 8} (6, 7, 8, 11) {6, 7, 8} (6, 7, 9, 10)

Table 9. M̃0,17 for 2≤ |B′| ≤ 3.
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B′ (m1, . . . ,ml) B′ (m1, . . . ,ml) B′ (m1, . . . ,ml)

{2, 3, 4, 5} T2,∗ {2, 3, 4, 6} T2,∗ {2, 3, 4, 7} T2,∗

{2, 3, 4, 8} T2,∗ {2, 3, 5, 6} T2,∗ {2, 3, 5, 7} T2,∗

{2, 3, 5, 8} T2,∗ {2, 3, 6, 7} T2,∗ {2, 3, 6, 8} T2,∗

{2, 3, 7, 8} T2,∗ {2, 4, 5, 6} T2,∗ {2, 4, 5, 7} T2,∗

{2, 4, 5, 8} T2,∗ {2, 4, 6, 7} T2,∗ {2, 4, 6, 8} T2,∗

{2, 4, 7, 8} (1, 3, 7, 9, 12) {2, 5, 6, 7} T2,∗ {2, 5, 6, 8} (1, 5, 7, 8, 11)
{2, 5, 7, 8} (4, 6, 8, 14) {2, 6, 7, 8} T2,∗ {3, 4, 5, 6} T3,∗

{3, 4, 5, 7} T3,∗ {3, 4, 5, 8} T3,∗ {3, 4, 6, 7} T3,∗

{3, 4, 6, 8} (2, 8, 10, 12) {3, 4, 7, 8} (3, 7, 9, 13) {3, 5, 6, 7} (2, 9, 10, 11)
{3, 5, 6, 8} (2, 4, 5, 8, 13) {3, 5, 7, 8} (2, 4, 6, 7, 13) {3, 6, 7, 8} (5, 6, 8, 13)
{4, 5, 6, 7} (4, 6, 10, 12) {4, 5, 6, 8} (3, 4, 5, 8, 12) {4, 5, 7, 8} (4, 7, 9, 12)
{4, 6, 7, 8} (3, 6, 6, 7, 10) {5, 6, 7, 8} (5, 7, 9, 11)

B′ (m1, . . . ,ml) B′ (m1, . . . ,ml)

{2, 3, 4, 5, 6} T2,∗ {2, 3, 4, 5, 7} T2,∗

{2, 3, 4, 5, 8} (1, 2, 3, 4, 8, 14) {2, 3, 4, 6, 7} (2, 2, 3, 5, 6, 14)
{2, 3, 4, 6, 8} (2, 3, 5, 8, 14) {2, 3, 4, 7, 8} (2, 3, 6, 7, 14)
{2, 3, 5, 6, 7} (1, 4, 5, 9, 13) {2, 3, 5, 6, 8} (2, 4, 5, 7, 14)
{2, 3, 5, 7, 8} (1, 4, 6, 8, 13) {2, 3, 6, 7, 8} (1, 5, 6, 7, 13)
{2, 4, 5, 6, 7} (3, 4, 5, 6, 14) {2, 4, 5, 6, 8} (1, 3, 7, 10, 11)
{2, 4, 5, 7, 8} (1, 3, 8, 9, 11) {2, 4, 6, 7, 8} (1, 5, 6, 8, 12)
{2, 5, 6, 7, 8} T2,∗ {3, 4, 5, 6, 7} (2, 4, 5, 9, 12)
{3, 4, 5, 6, 8} (3, 4, 5, 7, 13) {3, 4, 5, 7, 8} (2, 3, 7, 9, 11)
{3, 4, 6, 7, 8} (2, 5, 6, 7, 12) {3, 5, 6, 7, 8} (2, 5, 6, 8, 11)
{4, 5, 6, 7, 8} (3, 5, 6, 7, 11)

{2, 3, 4, 5, 6, 7} (1, 3, 4, 5, 6, 13) {2, 3, 4, 5, 6, 8} (1, 2, 4, 5, 8, 12)
{2, 3, 4, 5, 7, 8} (1, 2, 3, 4, 6, 7, 9) {2, 3, 4, 6, 7, 8} (1, 2, 3, 7, 9, 10)
{2, 3, 5, 6, 7, 8} (1, 2, 5, 6, 7, 11) {2, 4, 5, 6, 7, 8} T2,∗

{3, 4, 5, 6, 7, 8} (2, 3, 4, 6, 7, 10)

Table 10. M̃0,17 for 4≤ |B′| ≤ 6.
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VIRTUAL RATIONAL BETTI NUMBERS OF
NILPOTENT-BY-ABELIAN GROUPS

BEHROOZ MIRZAII AND FATEMEH Y. MOKARI

We study the virtual rational Betti numbers of a nilpotent-by-abelian group
G, where the abelianization N/N ′ of its nilpotent part N satisfies certain
tameness property. More precisely, we prove that if N/N ′ is 2(c(n−1)−1)-
tame as a G/N-module, where c is the nilpotency class of N , then

vb j (G) := sup
M∈AG

dimQ H j (M, Q)

is finite for all 0 ≤ j ≤ n, where AG is the set of all finite-index subgroups
of G.

Introduction

The virtual rational Betti numbers of a finitely generated group studies the growth
of the Betti numbers of the group as one follows passage to subgroups of finite
index. Following [Bridson and Kochloukova 2015; Kochloukova and Mokari 2015],
we define the n-th virtual rational Betti number of a finitely generated group G as

vbn(G) := sup
M∈AG

dimQ Hn(M,Q),

where AG is the set of all subgroups of finite index in G.
Bridson and Kochloukova [2015] introduced and studied the first virtual rational

Betti number of a finitely generated group G and showed that if G is either a
finitely presented nilpotent-by-abelian group or an abelian-by-polycyclic group of
type FP3, then vb1(G) is finite. Moreover, they conjectured that this should be
true for all finitely presented soluble groups. As they have shown the finiteness
of the first virtual rational Betti numbers of a metabelian group G, with normal
abelian subgroup A and abelian quotient Q is closely related to the 2-tameness
of A as a Q-module, an invariant of metabelian groups introduced by Bieri and
Strebel [1980].

Mokari is supported by a Capes/CNPq Ph.D. grant.
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Kochloukova and Mokari [2015] extended these results to higher virtual rational
Betti numbers of abelian-by-polycyclic groups, by replacing higher tameness with
finitely generatedness of high tensor powers of abelian normal subgroups. More
precisely, let A be a normal abelian subgroup of G such that the quotient group
Q :=G/A is polycyclic. If Q is not abelian, we assume that G is of type FP3. Then
it is shown in [Kochloukova and Mokari 2015, Theorem A] that if

⊗2n
Q (A⊗Z Q) is

finitely generated as a QQ-module via the diagonal action, then vb j (G) is finite for
0≤ j ≤ n. Note that if G is metabelian, then finitely generatedness of

⊗2n
Q (A⊗Z Q)

is equivalent to 2n-tameness of A as a Q-module (see Theorem 4.1).
Finitely generated soluble groups occurring in applications are often nilpotent

-by-abelian-by-finite, that is, any such group G contains subgroups N E H E G
such that N is nilpotent, H/N abelian and G/H finite. In this paper, we study
the virtual rational Betti numbers of nilpotent-by-abelian-by-finite groups. Since
vbn(G)=vbn(H) (Lemma 5.5), it is sufficient to study virtual rational Betti numbers
of nilpotent-by-abelian groups. Here is our main theorem.

Theorem 5.4 (see p. 396). Let N�G� Q be an exact sequence of groups, where
G is finitely generated, N is nilpotent of class c and Q is abelian. If N/N ′ is
2(c(n− 1)+ 1)-tame, then for any 0≤ j ≤ n, vb j (G) is finite.

As a motivation for the study of virtual rational Betti numbers, one can mention
a result of Lück which says that the L2-Betti numbers can be computed as a limit
involving the ordinary Betti numbers of subgroups of finite index. Here we show
that for these groups there is no growth, i.e., the sequences remain bounded. This
result therefore confirms Lück’s formula by establishing a stronger property for this
class of groups [Lück 1994].

To prove our main theorem we needed to study certain aspects of homology of
nilpotent groups. Nilpotent groups have a great deal of commutativity built into
their structure and they are groups that are “almost abelian”. So it is natural to
expect that some of the properties of homology of abelian groups, in some way,
may be shared by nilpotent groups. In this article, we will study two such properties.
For more similarity between homology of abelian and nilpotent groups we refer the
interested reader to [Dwyer 1975; Robinson 1976; Hilton et al. 1975].

The n-th homology of an abelian group A with rational coefficients is isomorphic
to
∧n

Q(A⊗Z Q). We prove the analogue of this result for nilpotent groups. More
precisely, if N is a nilpotent group of class c, then we show that there exists a
natural filtration of H j (N ,Q),

0= E0 ⊆ E1 ⊆ · · · ⊆ El−1 ⊆ El = H j (N ,Q),

such that for any 0 ≤ k ≤ l, Ek/Ek−1 is a natural subquotient of a vector space
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from the set { s⊗
Q

V
}

0≤s≤c( j−1)+1
,

where V := (N/N ′)⊗Z Q. When our group is free nilpotent, we show that the
above theorem is true even with integral coefficients. Although the existence of the
above filtration is not a surprise and can be obtain by easy induction, but the bound
c( j − 1)+ 1 is new and important for our applications. Furthermore, for groups
with small c we show that this bound is sharp. The proofs of these results occupy
Sections 1 and 2.

Let N be a nilpotent normal subgroup of a group G. If G acts nilpotently on
N/N ′, then Theorem 2.1 implies that G acts nilpotently on Hk(N ,Q). But with a
direct method we can prove a more general result. Let T be an RG-module, where
R is a commutative ring. In Section 3, we will show that if G acts nilpotently on
both N/N ′ and T , then G acts nilpotently on each Hk(N , T ) and H k(N , T ). As
an application, we show that if moreover G/N is finite and l-torsion and 1/ l ∈ R,
then the natural action of G/N on Hk(N , T ) and H k(N , T ) is trivial and therefore
the natural maps

corrG
N : Hk(N , T )→ Hk(G, T ), resG

N : H
k(G, T )→ H k(N , T )

are isomorphisms.
Both of these results about the homology of nilpotent groups are used in the

proof of our main theorem (Theorem 5.4).

1. Differentials of the Lyndon–Hochschild–Serre spectral sequence

Let G be a group, A an abelian normal subgroup of G and Q := G/A. Let

ME2
p,q = Hp(Q, Hq(A,M))⇒ Hp+q(G,M)

be the Lyndon–Hochschild–Serre spectral sequence associated to the exact sequence
of groups

A� G� Q,

where here M is either Z or Q with the trivial action of G. In this section, we would
like to give an explicit formula for the differentials

d2
2,q : QE2

2,q → QE2
0,q+1,

for any q ≥ 0, when A is central, i.e., A ⊆ Z(G).
Let φ : A⊗Z Hq(A,M)→ Hq+1(A,M) be the natural product map [Brown

1994, Chapter V, §5], say induced by the shuffle product on the bar resolution, and
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consider the following composition

H 2(Q, A)⊗Z Hp(Q, Hq(A,M))
−∩−
−−−→ Hp−2(Q, A⊗Z Hq(A,M))(1-1)

Hp−2(idQ ,φ)
−−−−−−−→ Hp−2(Q, Hq+1(A,M)),

where −∩− is the cap product [Brown 1994, Chapter V, §3].
Let ρ be the element of H 2(Q, A) associated to A� G � Q [Brown 1994,

Chapter IV, Theorem 3.12] and set

1(ρ) := Hp−2(idQ, φ) ◦ (ρ ∩−) : Hp(Q, Hq(A,M))→ Hp−2(Q, Hq+1(A,M)).

Proposition 1.1 [André 1965, p. 2670]. Let an exact sequence A� G � Q be
given as in above. Then

d2
p,q = d ′2p,q +1(ρ),

where d ′2p,q is the differential of the Lyndon–Hochschild–Serre spectral sequence
associated to the semidirect product extension A� Ao Q� Q.

Now let A be a central subgroup of G. Then the conjugate action of Q on A is
trivial and thus A o Q = A× Q. It is well-known and easy to prove that in this
case, for any p and q, d ′2p,q = 0 and therefore

d2
p,q =1(ρ).(1-2)

Moreover, since A is central, the action of Q on Hq(A,M) is trivial. Thus for
M =Q, the universal coefficient theorem implies that

QE2
p,q = Hp(Q,Z)⊗Z Hq(A,Q)' Hp(Q,Z)⊗Z

∧q
Q
(A⊗Z Q).

If p = 2, then (1-1) finds the following form

H 2(Q, A)⊗Z H2(Q,Z)⊗Z Hq(A,Q)
(−∩−)⊗id
−−−−−−→ A⊗Z Hq(A,Q)

φ
→ Hq+1(A,Q),

where
−∩− : H 2(Q, A)⊗Z H2(Q,Z)→ A

is the cap product. Therefore from formula (1-2), we obtain the following explicit
formula

d2
2,q : QE2

2,q = H2(Q,Z)⊗Z

∧q
Q
(A⊗Z Q)→ QE2

0,q+1 =
∧q+1

Q
(A⊗Z Q),

x ⊗ (a1 ∧ · · · ∧ aq) 7→ (ρ ∩ x)∧ a1 ∧ · · · ∧ aq .

Thus we have proved the following proposition.
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Proposition 1.2. Let G be a group, A a central subgroup of G and Q := G/A. Let

QE2
p,q = Hp(Q, Hq(A,Q))⇒ Hp+q(G,Q)

be the Lyndon–Hochschild–Serre spectral sequence associated to the extension
A� G� Q. Then for any q ≥ 0, the differential

d2
2,q : QE2

2,q = H2(Q,Z)⊗Z

∧q
Q
(A⊗Z Q)→ QE2

0,q+1 =
∧q+1

Q
(A⊗Z Q),

is given by the formula x ⊗ (a1 ∧ · · · ∧ aq) 7→ (ρ ∩ x) ∧ a1 ∧ · · · ∧ aq . Here
ρ is the element of H 2(G, A) associated to the above extension and the map
−∩− : H 2(Q, A)⊗Z H2(Q,Z)→ A is the cap product. If A is torsion free, then
the same result is true for

d2
2,q : ZE2

2,q → ZE2
0,q+1.

The following corollary will be needed in the next section.

Corollary 1.3. Let G, A, Q and QE2
p,q be as in Proposition 1.2. If A ⊆ Z(G)∩G ′,

then

d2
2,q : QE2

2,q → QE2
0,q+1

is surjective for any q ≥ 0 and therefore

QE∞0,q = QE3
0,q = 0.

Moreover, if A is torsion free, then the same results hold for

d2
2,q : ZE2

2,q → ZE2
0,q+1.

Proof. The spectral sequence ME2
p,q , gives us the five term exact sequence

H2(G,M)→ H2(Q,M)
d2

2,0
−→ H1(A,M)Q→ H1(G,M)→ H1(Q,M)→ 0,

[Brown 1994, Chapter VII, Corollary 6.4]. Clearly H1(G,Z)' H1(Q,Z)' G/G ′.
Since the action of Q on A is trivial, we have H1(A,Z)Q ' H1(A,Z)= A. Thus
from the above exact sequence, we obtain the surjective map

d2
2,0 : H2(Q,Z)� A.

However, from the above, we know that this map is given by the formula x 7→
ρ ∩ x . Now by Proposition 1.2, d2

2,q is surjective and this immediately implies that
E∞0,q = E3

0,q = 0. �
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2. Homology of nilpotent groups

Let N be a nilpotent group of class c and consider its lower central series,

1= γc+1(N )⊂ γc(N )⊂ · · · ⊂ γ2(N )⊂ γ1(N )= N .

From the exact sequence

γc(N )� N � N/γc(N ),

we obtain the Lyndon–Hochschild–Serre spectral sequence

(2-1) E2
p,q = Hp(N/γc(N ), Hq(γc(N ), T ))⇒ Hp+q(N , T ),

where T is an N-module.
Since γc+1(N )=[γc(N ), N ]=1, it follows that γc(N )⊆ Z(N ). So the conjugate

action of N/γc(N ) on γc(N ) is trivial. This also implies that the action of N/γc(N )
on Hq(γc(N ), T ) is trivial, provided that the action of N on T is trivial.

Theorem 2.1. Let N be a nilpotent group of class c. Then there exists a natural
filtration of H j (N ,Q),

0= E0 ⊆ E1 ⊆ · · · ⊆ El−1 ⊆ El = H j (N ,Q),

such that for any 0 ≤ k ≤ l, Ek/Ek−1 is a natural subquotient of a vector space
from the set { s⊗

Q

V
}

0≤s≤c( j−1)+1
,

where V := (N/N ′)⊗Z Q.

Proof. We prove the claim by induction on c. All filtrations, homomorphisms
and subquotients that will be considered in this proof are natural. If c = 1, then
N ′ = γ2(N )= 1. Thus N is abelian and by [Brown 1994, Theorem 6.4, Chapter V]
we have

H j (N ,Q)' (
∧ j

Z N )⊗Z Q'
∧ j

Q
V .

Clearly
∧ j

Q
V is of the form

(⊗ j
Q

V
)
/T , for some subspace T of

⊗ j
Q

V . Since
j = 1( j − 1)+ 1= c( j − 1)+ 1, our claim is valid for c = 1.

Now let c ≥ 2 and assume that the claim of the theorem is true for all nilpotent
groups of class d, 1≤ d ≤ c− 1. The spectral sequence (2-1) gives us

0= F−1 H j ⊆ F0 H j ⊆ · · · ⊆ F j−1 H j ⊆ F j H j = H j (N ,Q),

a filtration of H j (N ,Q), such that E∞i, j−i ' Fi H j/Fi−1 H j , 0 ≤ i ≤ j . By
Corollary 1.3, E∞0, j = 0, so

F0 H j = F0 H j/F−1 H j ' E∞0, j = 0.
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We know that E∞i, j−i is a subquotient of

E2
i, j−i ' Hi (N/γc(N ),Q)⊗Q H j−i (γc(N ),Q).

The group γc(N ) is abelian, so

H j−i (γc(N ),Q)'
∧ j−i

Q
(γc(N )⊗Z Q).

There is a natural surjective map
⊗c

Z(N/N ′)� γc(N ), which induces a surjective
map ∧ j−i

Q

( c⊗
Q

V
)
�
∧ j−i

Q
(γc(N )⊗Z Q),

and clearly from this we obtain a surjective map

c( j−i)⊗
Q

V � H j−i (γc(N ),Q).(2-2)

This implies that Fi H j/Fi−1 H j is a subquotient of

(2-3) Hi (N/γc(N ),Q)⊗Q

c( j−i)⊗
Q

V .

On the other hand, since N/γc(N ) is nilpotent of class c − 1, by the induction
hypothesis, for any 1≤ i ≤ j , we have a filtration of Hi (N/γc(N ),Q),

0= G0,i ⊆ G1,i ⊆ · · · ⊆ Gki−1,i ⊆ Gki ,i = Hi (N/γc(N ),Q),

such that for any 0≤ t ≤ ki , G t,i/G t−1,i is a subquotient of some
⊗st,i

Q
V , where

0 ≤ st,i ≤ (c− 1)(i − 1)+ 1. (Note that (N/γc(N ))/(N/γc(N ))′ = N/N ′). This
together with (2-3) imply that Fi H j/Fi−1 H j is a subquotient of some

⊗si
Q

V , where

0≤ si ≤ (c− 1)(i − 1)+ 1+ c( j − i)= c( j − 1)− i + 2≤ c( j − 1)+ 1.

This finishes the induction step and so the proof of the theorem. �

With some restriction on N , one can obtain similar results for integral homology.

Proposition 2.2. Let N be a free nilpotent group of class c. Then there exists a
natural filtration of H j (N ,Z),

0= E0 ⊆ E1 ⊆ · · · ⊆ El−1 ⊆ El = H j (N ,Z),

such that for any 0≤ k ≤ l, Ek/Ek−1 is a natural subquotient of a Z-module from
the set { s⊗

Q

V
}

0≤s≤c( j−1)+1
, where V := N/N ′.
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Proof. Since N is a free nilpotent group, γc(N ) is torsion free. Thus

Hn(γc(N ),Z)'
∧n

Zγc(N )

(see [Brown 1994, Theorem 6.4, Chapter V]) and so it is torsion free. This implies
that

E2
i, j−i ' Hi (N/γc(N ),Z)⊗Z H j−i (γc(N ),Z).

Now the proof is similar to the proof of Theorem 2.1. �

Remark 2.3. We believe that c( j − 1)+ 1 is a sharp bound for the existence of a
filtration with the above property for H j (N ,Q). At least this is true for the extreme
cases c= 1 (abelian N ) or j = 1 (first homology group case). Also the above proof
shows that E1 = F1 H j is a quotient of

c( j−1)+1⊗
Z

V .

This gives an evidence for the fact that the bound c( j − 1)+ 1 in Theorem 2.1 is
sharp.

Remark 2.4. If N is a nilpotent group of class c, then the above theorem also is
true for H2(N ,Z). By this we mean that there exist a natural filtration of H2(N ,Z),

0= E0 ⊆ E1 ⊆ · · · ⊆ El−1 ⊆ El = H2(N ,Z),

such that for any 0≤ k ≤ l, Ek/Ek−1 is a natural subquotient of a Z-module from
the set { s⊗

Z

(N/N ′)
}

0≤s≤c+1
.

This follows from the above proof, using the facts that for an abelian group A,
H2(A,Z)' A∧ A and also for 0≤ i ≤ 2,

E2
i,2−i ' Hi (N/γc(N ),Z)⊗Z H2−i (γc(N ),Z).

If c = 2, the complete structure of H2(N ,Z) is established in [Kochloukova 1997].
This description is simple if N is torsion-free. In this case N/γ2(N ) is torsion-free
and we obtain a filtration

0⊆ F1 H2 ⊆ F2 H2 = H2(N ,Z)

such that

F1 H2 '
(N/N ′)⊗Z N ′

〈x N ′⊗[y, z] + yN ′⊗[z, x] + zN ′⊗[x, y] | x, y, z ∈ N 〉
,

F2 H2/F1 H2 ' ker
(
(N/N ′)∧ (N/N ′)−→ N ′, x N ′ ∧ yN ′ 7→ [x, y]

)
.
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Remark 2.5. Let N be a free nilpotent group of finite rank and of class c= 2. Then
by [Kuz’min and Semenov 1998, p. 532], the differential

d2
p,q : E

2
p,q =

∧p
Z(N/N ′)⊗Z

∧q
Z N ′→E2

p−2,q+1 =
∧p−2

Z (N/N ′)⊗Z

∧q+1
Z N ′

of the spectral sequence (2-1) is given by the formula

d2
p,q(a1 N ′ ∧ · · · ∧ ap N ′⊗ x1 ∧ · · · ∧ xq)

=

∑
k<l

(−1)k+l−1a1 N ′∧ . . . âk N ′ . . . âl N ′ · · · ∧ ap N ′⊗[ak, al] ∧ x1 ∧ · · · ∧ xq .

Also in [Kuz’min and Semenov 1998, Theorem 4], it is shown that

H j (N ,Z)'

j⊕
i=1

E3
i, j−i

(note that E3
0, j = 0). This means that the filtration of H j (N ,Z) induced by the

spectral sequence,

0= F0 H j ⊆ F1 H j ⊆ · · · ⊆ F j−1 H j ⊆ F j H j = H j (N ,Z),

has the form

Fi H j/Fi−1 H j ' E3
i, j−i ⊆

(∧i
Z(N/N ′)⊗Z

∧ j−i+1
Z N ′

)
/Ti, j−i ,

where Ti, j−i is generated by the elements∑
k<l

(−1)k+l−1 y1 ∧ · · · ∧ ŷk ∧ · · · ∧ ŷl ∧ · · · ∧ yi+2⊗[yk, yl] ∧ x1 ∧ · · · ∧ x j−i−1,

where yh ∈ N/N ′, xg ∈ N ′. This shows that F1 H j ' E3
1, j−1 from the filtration is a

quotient of
⊗2 j−1

Z (N/N ′) and is nontrivial. So the bound 2 j −1= c( j −1)+1 in
Theorem 2.1 is sharp.

Corollary 2.6. Let N � G � Q be an exact sequence of groups, where N is
nilpotent of class c. Then there exist a natural filtration of QQ-submodules of
H j (N ,Q),

0= E0 ⊆ E1 ⊆ · · · ⊆ El−1 ⊆ El = H j (N ,Q),

such that for any 0 ≤ k ≤ l, Ek/Ek−1 is a natural subquotient of a QQ-module
from the set { s⊗

Q

V
}

0≤s≤c( j−1)+1
,

where V := (N/N ′) ⊗Z Q, and
⊗s

Q V is considered as a QQ-module via the
diagonal action of Q.
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Proof. We have a natural action of Q on Hq(γc(N ),Q) and Hp(N/γc(N ),Q).
From these we obtain a natural action of Q on the Lyndon–Hochschild–Serre
spectral sequence

E2
p,q = Hp(N/γc(N ), Hq(γc(N ),Q))⇒ Hp+q(N ,Q).

This means that the groups E2
p,q are QQ-modules and the differentials d2

p,q are
homomorphisms of QQ-modules. This implies that we have a filtration of QQ-
submodules of H j (N ,Q)

0= F−1 H j ⊆ F0 H j ⊆ · · · ⊆ F j−1 H j ⊆ F j H j = H j (N ,Q),

such that each E∞i, j−i ' Fi H j/Fi−1 H j , 0≤ i≤ j , is an isomorphism of QQ-modules.
It is also easy to see that if

⊗c
Z(N/N ′) is considered as ZQ-module via the

diagonal action of Q, then the natural map
⊗c

Z(N/N ′)→γc(N ) is a homomorphism
of ZQ-modules. Now if we follow the proof of Theorem 2.1, we see that in all
steps of the proof the QQ-structure is preserved. This means that all subquotients
considered in the proof of Theorem 2.1 are QQ-subquotients (i.e., the subquotient
structure commutes with the Q-action) and the maps are QQ-homomorphisms, etc.
Therefore, as in the proof of Theorem 2.1, we obtain the desired filtration. �

3. Nilpotent action on the homology of nilpotent groups

We say that a group G acts nilpotently on a G-module T , if T has a filtration of
G-submodules

0= T0 ⊆ T1 ⊆ · · · ⊆ Tk−1 ⊆ Tk = T,

such that the action of G on each quotient Ti/Ti−1 is trivial.
Corollary 2.6 shows that if Q = G/N acts nilpotently on N/N ′, then it act

nilpotently on H j (N ,Q) for any j ≥ 0. This fact can be generalized as follows.

Theorem 3.1. Let G be a group, N a nilpotent normal subgroup of G and let T
be a G-module. If G acts nilpotently on N/N ′ and T , then, for any k ≥ 0, G acts
nilpotently on Hk(N , T ) and H k(N , T ).

Proof. We prove the claim for the homology functor. The proof for the cohomology
functor is similar. The proof is in three steps.

Step 1. N is abelian and T is a trivial G-module: Let

0= N0 ⊆ N1 ⊆ · · · ⊆ Nn = N

be a filtration of N such that G acts trivially on each quotient Ni/Ni−1. We prove
this step by induction on the length of the filtration of N , i.e., on n. If n = 1, then
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the action of G on N = N1 is trivial. So the action of G on Hk(N , T ) also is trivial.
From the exact sequence of groups

N1� N � N/N1,

we obtain the Lyndon–Hochschild–Serre spectral sequence

E ′2p,q = Hp(N/N1, Hq(N1, T ))⇒ Hp+q(N , T ).

By above, G acts trivially (and so nilpotently) on Hq(N1, T ). Since G/N1 acts
nilpotently on N/N1 and N/N1 has a filtration of length n−1, by induction hypoth-
esis G/N1, and so G, acts nilpotently on each E ′2p,q . Since E ′∞p,q is a subquotient
of E ′2p,q , G acts nilpotently on it too. Moreover, G acts naturally on the above
spectral sequence which means that each E ′2p,q is a G-module and the differentials
d ′2p,q are homomorphisms of G-modules. This implies that we have a filtration of
G-submodules

0= F−1 Hk ⊆ F0 Hk ⊆ · · · ⊆ Fk−1 Hk ⊆ Fk Hk = Hk(N , T ),

such that each isomorphism E ′∞i,k−i ' Fi Hk/Fi−1 Hk is an isomorphism of G-
modules. Thus G acts nilpotently on each quotient Fi Hk/Fi−1 Hk . This implies
that G acts nilpotently on Hk(N , T ).

Step 2. N is abelian and T is any G-module: Let

0= T0 ⊆ T1 ⊆ · · · ⊆ Tl = T

be a filtration of T , such that G acts trivially on each quotient Ti/Ti−1. In this case
we prove the theorem by induction on l, the length of the filtration of T . If l = 1,
then the action of G on T = T1 is trivial, so we arrive at Step 1. From the exact
sequence

0→ T1→ T → T/T1→ 0,

we obtain the long exact sequence

· · · → Hk(N , T1)→ Hk(N , T )→ Hk(N , T/T1)→ · · · .

We know that G acts nilpotently on Hk(N , T1) and by the induction hypothesis G
acts nilpotently on Hk(N , T/T1). Now the above exact sequence implies that G
acts nilpotently on Hk(N , T ).

Step 3. The general case: The proof of this step is by induction on the nilpotent
class c of N . If c = 1, then N is abelian and this is done in Step 2. Now assume
that the claim is true for all nilpotent groups of class d, 1 ≤ d ≤ c− 1. Consider
the lower central series of N ,

1= γc+1(N )⊂ γc(N )⊂ · · · ⊂ γ2(N )⊂ γ1(N )= N .
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Note that γc(N )⊆ Z(N ). The exact sequence of groups

γc(N )� N � N/γc(N ),

gives us the Lyndon–Hochschild–Serre spectral sequence

E2
p,q = Hp(N/γc(N ), Hq(γc(N ), T ))⇒ Hp+q(N , T ).

We have a natural surjective map
c⊗
Z

(N/N ′)� γc(N ),

which is a map of G-modules if we consider
⊗c

Z(N/N ′) as a G-module via the
diagonal action [Lennox and Robinson 2004, 1.2.11]. Since G acts nilpotently
on N/N ′, it also acts nilpotently on

⊗c
Z(N/N ′). Thus through the above sur-

jective map, G also acts nilpotently on γc(N ). By Step 2, G acts nilpotently on
Hq(γc(N ), T ). On the other hand, N/γc(N ) is of nilpotent class c− 1 and G acts
nilpotently on (N/γc(N ))/(N/γc(N ))′ ' N/N ′. So by the induction hypothesis,
G acts nilpotently on each E2

p,q . Thus G acts nilpotently on each E∞p,q . Finally by
the convergence of the spectral sequence, one can show, as in Step 1, that G acts
nilpotently on Hk(N , T ). This completes the proof of the theorem. �

If A is an abelian normal subgroup of G, then one can show that G is nilpotent
if and only if G/A is nilpotent and G acts nilpotently on A [Hilton et al. 1975,
Proposition 4.1, Chapter I]. One side of this fact can be generalized as follows.

Corollary 3.2. Let G be a nilpotent group, N a normal subgroup of G and let T be
a G-module. If G acts nilpotently on T , then for any k ≥ 0, G/N acts nilpotently
on Hk(N , T ) and H k(N , T ).

Proof. Since G/N ′ is nilpotent and N/N ′ is abelian, G/N ′, and so G, acts nilpo-
tently on N/N ′. Now the claim follows from Theorem 3.1. �

Lemma 3.3. Let G be a finite group, R a commutative ring and T an RG-module
such that G acts nilpotently.

(i) If 1/|G| ∈ R, then T is a trivial G-module.

(ii) If G is nilpotent, l-torsion and 1/ l ∈ R, then T is a trivial G-module.

Proof. (i) We know that the functor −⊗G Z= (−)G is right exact. First we show
that this is in fact an exact functor if it is considered as a functor from the category
of RG-modules to the category of R-modules. Consider the maps

αG : T G
→ TG, m 7→ m,

N : TG→ T G, m 7→ Nm,
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where N :=
∑

g∈G g∈ RG. Then clearly N◦α and α◦N coincide with multiplication
by |G|. Since 1/|G| ∈ R, αG is an isomorphism. This implies that (−)G is exact,
because (−)G is left exact. Next, let

0= T0 ⊆ T1 ⊆ · · · ⊆ Tk = T

be a filtration of T such that G acts trivially on each Ti/Ti−1. By applying the
exact functor (−)G to the exact sequence 0→ T1→ T2→ T2/T1→ 0 and using
the fact that G acts trivially on T1 and T2/T1, we see that

0→ T1→ (T2)G→ T2/T1→ 0

is exact. Therefore T2 ' (T2)G and so the action of G on T2 is trivial. In a similar
way and by induction on i , one can show that the action of G on each Ti is trivial.
Thus the action of G on Tk = T is trivial.

(ii) First we prove that (−)G is exact and we do this by induction on the size of
G. We may assume that G 6= 1. Since G is nilpotent, Z(G) 6= 1. Let H be a
nontrivial cyclic subgroup of Z(G). Then the map αG coincides with the following
composition of maps

T G '
−→ (T H )

G/H αH
−→ (TH )

G/H αG/H
−→ (TH )G/H

'
−→ TG .

Now the exactness of the functor (−)G follows from (i) and the induction step.
Finally, as in (i) we can prove that G acts trivially on T . �

Corollary 3.4. Let G be a nilpotent group and N a normal subgroup of G such
that G/N is finite and l-torsion. Let R be a commutative ring such that 1/ l ∈ R and
let T be an RG-module. If G acts nilpotently on T , then, for any k ≥ 0, the natural
action of G/N on Hk(N , T ) and H k(N , T ) is trivial and therefore the natural maps

corrG
N : Hk(N , T )→ Hk(G, T ), resG

N : H
k(G, T )→ H k(N , T )

are isomorphisms.

Proof. The claim follows from Corollary 3.2 and Lemma 3.3. �

Corollary 3.5. Let G be a nilpotent group and N a subgroup of G such that G/N
is finite and l-torsion. Let R be a commutative ring such that 1/ l! ∈ R and let T be
an RG-module. If G acts nilpotently on T , then, for any k ≥ 0, the natural maps

corrG
N : Hk(N , T )→ Hk(G, T ), resG

N : H
k(G, T )→ H k(N , T )

are isomorphisms.

Proof. It is well-known that N has a subgroup L such that L is normal in G and
[G : L] ≤ [G : N ]!. Now by Corollary 3.4, the maps

corrG
L : Hk(L , T )→ Hk(G, T ) and corrN

L : Hk(L , T )→ Hk(N , T )
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are isomorphisms. Therefore corrG
N : Hk(N , T )→ Hk(G, T ) is an isomorphism.

The cohomology case can be treated in a similar way. �

Example 3.6. In general, in Corollary 3.4 the condition that [G : N ] <∞ and
1/ l ∈ R can not be removed. In fact, if N is a noncentral abelian normal subgroup
of a nilpotent group G, e.g., G a nilpotent group of class c = 3 and N = G ′, then
clearly G does not act trivially on H1(N ,Z)= N .

4. Bieri–Strebel invariant

The main condition of our main Theorem 5.4, proved below, is closely related to
an invariant, introduced by Bieri and Strebel [1980], which has played a prominent
role in the study of soluble groups which are finitely presented.

Let Q be a multiplicative finitely generated abelian group. A homomorphism of
groups

v : Q→ R

is called a valuation on Q. If Q has rank n, then HomZ(Q,R)'Rn , so HomZ(Q,R)

can be regarded as a topological vector space. Two valuation v and v′ on Q are
called equivalent if v′= av for some a ∈R>0. We denote the equivalence class of v
by [v] and the set S(Q) of all equivalence classes of elements of HomZ(Q,R)\{0} is
called the valuation sphere, which can be identified with the unit sphere Sn−1

⊂Rn .
Notice that S(Q) is empty precisely when n = 0, that is, Q is finite. For any
valuation v on Q define

Qv := {q ∈ Q|v(q)≥ 0},

which is a submonoid of Q.
For a ring R, let RQv be the monoid ring, which clearly is a subring of RQ. For

a finitely generated RQ-module A, define

6A(Q) := {[v] ∈ S(Q) | A is finitely generated over RQv}.

A finitely generated RQ-module A is called m-tame if for any m elements

v1, . . . , vm ∈ HomZ(Q,R) \ {0}

with v1+ · · ·+ vm = 0, there is 1≤ i ≤ m such that [vi ] ∈6A(Q).

Theorem 4.1. Let Q be a finitely generated abelian group, K a field, A a finitely
generated K Q-module and m ≥ 2 an integer. Then the following statements are
equivalent:

(i) A is m-tame as K Q-module;

(ii)
⊗m

K A is finitely generated as K Q-module via the diagonal Q-action;
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(iii)
⊗i

K A are finitely generated as K Q-modules via the diagonal Q-action for
i = 2, . . . ,m;

(iv)
∧i

K A are finitely generated as K Q-modules via the diagonal Q-action for
i = 2, 3, . . . ,m;

(v)
∧m

K A is finitely generated as K Q-module via the diagonal Q-action.

Proof. See [Bieri and Groves 1982, Theorem C] and [Kochloukova 1999, Corol-
lary B]. �

Theorem 4.2. Let A� G� Q be a short exact sequence of groups with both A
and Q abelian and G finitely generated. If G is of type FPm , then A⊗Z K is m-tame
as a K Q-module for every field K .

Proof. See [Bieri and Groves 1982, Theorem D]. �

5. Virtual rational Betti numbers of nilpotent-by-abelian groups

The following two theorems are taken from [Bridson and Kochloukova 2015]
and [Kochloukova and Mokari 2015], respectively, which are very important for
the study of virtual rational Betti numbers of abelian-by-polycyclic groups. In
this section we will use them for the study of virtual rational Betti numbers of
nilpotent-by-abelian groups.

Theorem 5.1 (Bridson–Kochloukova). Let Q be a finitely generated abelian group
and B a finitely generated QQ-module. If B ⊗Q B is a finitely generated QQ-
module via the diagonal action of Q, then

sup
M∈AQ

dimQ(B⊗QM Q) <∞.

Proof. See [Bridson and Kochloukova 2015, Theorem 3.1]. �

Theorem 5.2 (Kochloukova–Mokari). Let Q be a finitely generated abelian group
and B a finitely generated QQ-module. If supm≥1 dimQ(B⊗QQm Q) <∞, then for
any i ≥ 0,

sup
m≥1

dimQ Hi (Qm, B) <∞.

Proof. See [Kochloukova and Mokari 2015, Theorem 2.4]. �

Lemma 5.3. Let Q be a finitely generated abelian group. Let V be a QQ-module
such that

⊗n
QV is a finitely generated QQ-module via the diagonal action of Q. If

supm≥1 dimQ

((⊗n
Q V

)
⊗QQm Q

)
<∞, then for any QQ-subquotient U of

⊗n
Q V ,

we have
sup
m≥1

dimQ(U ⊗QQm Q) <∞.
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Proof. First let us assume that U is a quotient of
⊗n

Q V , i.e., U =
(⊗n

Q V
)
/T , for

some QQ-submodule T of
⊗n

Q V . Then clearly

dimQ(U ⊗QQm Q)≤ dimQ

(( n⊗
Q

V
)
⊗QQm Q

)
,

and thus

sup
m≥1

dimQ(U ⊗QQm Q)≤ sup
m≥1

dimQ

(( n⊗
Q

V
)
⊗QQm Q

)
<∞.

Next let U be a QQ-submodule of some W :=
(⊗n

Q V
)
/T . Then W/U is of the

form
(⊗n

Q V
)
/T ′ for some QQ-submodule T ′ of

⊗n
Q V and so

sup
m≥1

dimQ(W ⊗QQm Q) <∞, sup
m≥1

dimQ((W/U )⊗QQm Q) <∞.

Now from the exact sequence 0→U→W→W/U→ 0, we obtain the long exact
sequence

· · · → torQQm

1 (W/U,Q)→U ⊗QQm Q→W ⊗QQm Q→ (W/U )⊗QQm Q→ 0,

which implies that

(5-1) dimQ(U ⊗QQm Q)≤ dimQ torQQm

1 (W/U,Q)+ dimQ(W ⊗QQm Q).

Since supm≥1 dimQ((W/U )⊗QQm Q) <∞, by Theorem 5.2 we obtain

(5-2) sup
m≥1

dimQ Hi (Qm,W/U ) <∞.

But torQQm

i (W/U,Q)= Hi (Qm,W/U ), thus by (5-1) and (5-2) we have

sup
m≥1

dimQ(U ⊗QQm Q) <∞. �

The next theorem is the main result of this paper.

Theorem 5.4. Let N�G� Q be an exact sequence of groups, where G is finitely
generated, N is nilpotent of class c and Q is abelian. If N/N ′ is 2(c(n− 1)+ 1)-
tame, then for any 0≤ j ≤ n, vb j (G) is finite.

Proof. Let G1 be a subgroup of finite index in G. Let Q1 be the image of G1 in
Q and N1 := N ∩G1. Then clearly [Q : Q1] <∞, and [N : N1] <∞. From the
associated Lyndon–Hochschild–Serre spectral sequence

E2
p,q = Hp(Q1, Hq(N1,Q))⇒ Hp+q(G1,Q)
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of the extension N1� G1� Q1, we obtain

dimQ H j (G1,Q)=

j∑
p=0

dimQ E∞p, j−p ≤

j∑
p=0

dimQ E2
p, j−p.

Since [N : N1]<∞, by Corollary 3.4, for any k ≥ 0, we have

Hk(N1,Q)' Hk(N ,Q).

Thus E2
p,q ' Hp(Q1, Hq(N ,Q)). On the other hand, since [Q : Q1] <∞, there

exists m ∈N such that (Q/Q1)
m
= 1. Hence Qm

⊆ Q1. Since Q1/Qm is finite, we
have

Hp(Q1, H j−p(N ,Q))' Hp(Qm, H j−p(N ,Q))Q1/Qm ,

and this implies that

dimQ Hp(Q1, H j−p(N ,Q))≤ dimQ Hp(Qm, H j−p(N ,Q)).

So to prove the theorem it is sufficient to prove that

sup
m≥1

dimQ Hp(Qm, H j−p(N ,Q)) <∞.

By Corollary 2.6, H j−p(N ,Q) has a natural filtration of QQ-submodules

0= E0 ⊆ E1 ⊆ · · · ⊆ El−1 ⊆ El = H j−p(N ,Q),

such that for any 0 ≤ k ≤ l, Ek/Ek−1 is a natural subquotient of a QQ-module
from the set { s⊗

Q

V
}

0≤s≤c( j−p−1)+1
,

where V := (N/N ′) ⊗Z Q and
⊗s

Q V is considered as a QQ-module via the
diagonal action of Q. By Theorem 4.1,

⊗s
Q V is a finitely generated QQ-module

for 0≤ s ≤ 2c( j − p− 1)+ 2. Thus by Theorem 5.1,

sup
m≥1

dimQ

(( s⊗
Q

V
)
⊗QQm Q

)
<∞ for 0≤ s ≤ c( j − p− 1)+ 1.

Next, Lemma 5.3 implies that

sup
m≥1

dimQ((Ei/Ei−1)⊗QQm Q) <∞,

and by induction on i , one can show that, for any 1≤ i ≤ j − p

sup
m≥1

dimQ(Ei ⊗QQm Q) <∞.
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Therefore

sup
m≥1

dimQ(H j−p(N ,Q)⊗QQm Q)= sup
m≥1

dimQ(El ⊗QQm Q) <∞.

Now by Theorem 5.2, for any 0≤ p ≤ j ,

sup
m≥1

dimQ Hp(Qm, H j−p(N ,Q)) <∞.

This completes the proof of the theorem. �

Lemma 5.5. Let G be a group and H a subgroup of finite index in G. Then vbn(G)
is finite if and only if vbn(H) is finite. In fact, for any n ≥ 0, vbn(G)= vbn(H).

Proof. If H0 is a subgroup of finite index in H , then [G : H0]= [G : H ][H : H0]<∞.
So dimQ Hn(H0,Q)≤ vbn(G) and hence

vbn(H)≤ vbn(G).

If G0 is a subgroup of finite index in G, then [G0 : G0 ∩ H ] ≤ [G : H ]. So
there is a normal subgroup N of G0 such that N ⊆ G0 ∩ H and [G0 : N ] <∞.
Since Hn(G0,Q) ' Hn(N ,Q)G0/N , dimQ Hn(G0,Q) ≤ dimQ Hn(N ,Q). Now
from [H : N ]<∞, it follows that dimQ Hn(G0,Q)≤ dimQ Hn(N ,Q)≤ vbn(H).
Therefore

vbn(G)≤ vbn(H). �

Corollary 5.6. Let G be a nilpotent-by-abelian-by-finite group, i.e., we have a chain
of subgroups N E H EG, where N is nilpotent, H/N is abelian and [G : H ]<∞.
If N is of class c and H/N ′ is of type FP2c(n−1)+2, then vb j (G) is finite for any
0≤ j ≤ n.

Proof. Since H/N ′ is metabelian of type FP2c( j−p−1)+2, by Theorem 4.2 the Q-
module (N/N ′)⊗Z Q is 2(c( j − p− 1)+ 1)-tame. Now the claim follows from
Lemma 5.5 and Theorem 5.4. �

Remark 5.7. Theorem 5.4 and Corollary 5.6 generalize [Bridson and Kochloukova
2015, Theorem 5.3 and Corollary 5.4] to higher homology groups.

For the first virtual rational Betti number we can improve the above result a bit.

Proposition 5.8. Let N � G � Q be an exact sequence of groups, where N is
nilpotent and Q is polycyclic. Let G/N ′ be of type FP3 and let

⊗2
Z N/N ′ be finitely

generated as ZQ-module via the diagonal action. Then vb1(G) is finite.
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Proof. Let G1 be a normal subgroup of finite index in G. Let Q1 be the image of
the G1 in Q and N1 = N ∩G1. The associated Lyndon–Hochschild–Serre spectral
sequence of N1� G1� Q1, i.e.,

E2
p,q = Hp(Q1, Hq(N1,Q))⇒ Hp+q(G1,Q),

implies that

dimQ H1(G1,Q)≤ dimQ E2
0,1+ dimQ E2

1,0

= dimQ H0(Q1, H1(N1,Q))+ dimQ H1(Q1,Q).

Since any subgroup of a polycyclic group is polycyclic, by [Kochloukova and Mokari
2015, Lemma 3.2] we have dimQ H1(Q1,Q) ≤ h(Q), where h(Q) is the Hirsch
length of Q. Since [N : N1]<∞, by Corollary 3.5 we have H1(N1,Q)' H1(N ,Q).
So to prove the claim it is sufficient to prove that

sup
[Q:Q1]<∞

dimQ(N/N ′⊗Q1 Q) <∞.

Let A = N/N ′ and H = G/N ′ and consider the exact sequence A� H � Q. If
we put A0 = [A, H ] and Q0 = H/A0 and if we follow the proof of Theorem A in
[Kochloukova and Mokari 2015], we obtain

sup
[Q0:Q2]<∞

dimQ(A0⊗Q2 Q) <∞.

From the exact sequence A0� A� A/A0, we obtain the exact sequence

A0⊗Q2 Q→ A⊗Q2 Q→ (A/A0)⊗Q2 Q→ 0,

which implies that

dimQ(A⊗Q2 Q)≤ dimQ(A0⊗Q2 Q)+ dimQ((A/A0)⊗Q2 Q).

Now consider the exact sequence A/A0� Q0
β
� Q and let Q1 = β(Q2). Since

the action of A/A0 over A is trivial, we have A⊗Q1 Q' A⊗Q2 Q. Since A/A0 is
a finitely generated abelian group,

sup
[Q0:Q2]<∞

dimQ((A/A0)⊗Q2 Q) <∞.

Therefore from the above relations we have

sup
[Q:Q1]<∞

dimQ(A⊗Q1 Q) <∞.

This completes the proof of the theorem. �
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Corollary 5.9. Let N � G � Q be an exact sequence of groups, where N is
nilpotent and Q is nilpotent of class c ≤ 2. If G/N ′ is of type FP3, then vb1(G) is
finite.

Proof. By Lemma 3.5 in the proof of Corollary B in [Kochloukova and Mokari
2015],

⊗2
Q(A0⊗Z Q) is finitely generated as QQ-module via the diagonal action,

where A0 is as in the proof of Proposition 5.8. Now we can proceed as in the proof
of Proposition 5.8. �

6. Some examples

6A. S-arithmetic groups. Unfortunately there is no classification of the nilpotent-
by-abelian groups of type FPn even in the case of n = 2, though the metabelian
case was solved in [Bieri and Strebel 1980]. In this case type FP2 turns out to be
equivalent to finite presentability. Still in the case of soluble S-arithmetic groups
there is a complete classification of finite presentability [Abels 1987, Theorem 7.5.2,
Remark 4, Chapter VII]. They are finitely presented if and only if are of type FP2.
Note that soluble S-arithmetic groups are nilpotent-by-abelian-by-finite.

By a theorem of Borel–Serre [Abels 1987, Theorem 0.4.4], any S-arithmetic
subgroup of a reductive group is of type FP∞ and thus for such soluble subgroups
the result of Corollary 5.6 is true for any j ≥ 0. But such a result can be proved for
other type of S-arithmetic groups.

The following example was considered in [Abels and Brown 1987]: Let p be a
prime and

0n ≤ GLn+1(Z[1/p]),

where 0n is the group of upper triangular matrices A with A1,1 = 1= An+1,n+1.

Theorem 6.1. The group 0n is of type FPn−1, but not of type FPn .

Proof. See [Abels and Brown 1987, Theorem A]. �

Let Nn be the subgroup of 0n containing all elements of 0n , where the main
diagonal contains only entries 1. Then Nn is nilpotent and

Qn = 0n/Nn ' Zn−1.

In this case the abelianization Vn = Nn/[Nn, Nn] is isomorphic to Z[1/p]n , so
Vn ⊗Z Q'Qn is finite dimensional over Q. Hence all tensor and exterior powers
of Vn are finitely generated over QQn . Thus Theorem 4.1 implies that Vn ⊗Z Q is
m-tame for any m ≥ 2. Now by Theorem 5.4 we obtain the following result.

Proposition 6.2. For any j ≥ 0, vb j (0n) is finite.
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6B. Groups of finite torsion-free rank. It is a well-known theorem of Mal’cev
that polycyclic groups are nilpotent-by-abelian-by-finite [Lennox and Robinson
2004, 3.1.14]. On the other hand, for a polycyclic group G, the group ring ZG
is (right) noetherian [Lennox and Robinson 2004, 4.2.3] and thus G is of type
FP∞. Now by Corollary 5.6, all virtual rational Betti numbers of G are finite. A
direct and much easier proof of this fact is given in [Kochloukova and Mokari 2015,
Lemma 3.2]

A polycyclic group is a special case of constructible groups. A soluble group is
called constructible if and only if it can be built from the trivial group in finitely
many steps by taking descending HNN-extensions and finite extensions. It is well-
known that the class of constructible soluble groups is closed with respect to taking
homomorphic images and subgroups of finite index [Baumslag and Bieri 1976,
Proposition 2, Theorem 4]. Moreover, they have finite Prüfer rank [Baumslag and
Bieri 1976, Section 3.3, Remark 2] and thus are nilpotent-by-abelian-by-finite. The
last part follows from the proof of [Robinson 1972, Theorem 10.38]. Furthermore,
constructible soluble groups are finitely presented and are of type FP∞ [Baumslag
and Bieri 1976, Proposition 1]. Thus by Corollary 5.6 all virtual rational Betti
numbers of these groups are finite.

Kochloukova and the second author gave a good bound for virtual rational
Betti numbers of a polycyclic group [Kochloukova and Mokari 2015, Lemma 3.2].
Their proof work even for the larger class of groups of finite torsion-free rank.
Polycyclic and constructible groups are of finite Prüfer rank and thus they are of
finite torsion-free rank.

A group G, not necessarily soluble, is said to be of finite torsion-free rank if it
has a series of subgroups

1= G0CG1C · · ·CGn = G,

such that each nontorsion factor Gi/Gi−1 is infinite cyclic. One can show that the
number of infinite cyclic factors is independent of the chosen series (see the proof
of [Lennox and Robinson 2004, 1.3.3]) which it is called either the torsion-free
rank or the Hirsch number of G and we denote it by h(G).

Proposition 6.3. Let G be a group of finite torsion-free rank. Then for any integer
j ≥ 0, dimQ H j (G,Q)≤

( h(G)
j

)
. In particular,

vb j (G)≤
(

h(G)
j

)
.

Proof. The proof is similar to that of the case of polycyclic groups given in
[Kochloukova and Mokari 2015, Lemma 3.2]. �
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nil~potentnoĭ gruppy klassa 2”, Mat. Sb. 189:4 (1998), 49–82. Translated as “On the
homology of a free nilpotent group of class 2” in Sb. Math. 189:4 (1998), 527–560. MR Zbl

[Lennox and Robinson 2004] J. C. Lennox and D. J. S. Robinson, The theory of infinite soluble
groups, Oxford University Press, 2004. MR Zbl

[Lück 1994] W. Lück, “Approximating L2-invariants by their finite-dimensional analogues”, Geom.
Funct. Anal. 4:4 (1994), 455–481. MR Zbl

[Robinson 1972] D. J. S. Robinson, Finiteness conditions and generalized soluble groups, part 2,
Ergebnisse der Mathematik und ihrer Grenzgebiete 63, Springer, Berlin, 1972. MR Zbl

http://dx.doi.org/10.1007/BFb0079708
http://dx.doi.org/10.1007/BFb0079708
http://msp.org/idx/mr/903449
http://msp.org/idx/zbl/0621.20015
http://dx.doi.org/10.1016/0022-4049(87)90016-8
http://dx.doi.org/10.1016/0022-4049(87)90016-8
http://msp.org/idx/mr/885096
http://msp.org/idx/zbl/0617.20020
http://gallica.bnf.fr/ark:/12148/bpt6k4018j/f318.image.r=.zoom
http://msp.org/idx/mr/0197526
http://msp.org/idx/zbl/0141.01203
http://www.digizeitschriften.de/index.php?id=resolveppn&PID=GDZPPN002418371
http://msp.org/idx/mr/0422422
http://msp.org/idx/zbl/0356.20028
http://dx.doi.org/10.1112/plms/s3-45.2.365
http://dx.doi.org/10.1112/plms/s3-45.2.365
http://msp.org/idx/mr/670042
http://msp.org/idx/zbl/0501.20022
http://dx.doi.org/10.1112/plms/s3-41.3.439
http://dx.doi.org/10.1112/plms/s3-41.3.439
http://msp.org/idx/mr/591649
http://msp.org/idx/zbl/0448.20029
http://dx.doi.org/10.2140/pjm.2015.274.497
http://dx.doi.org/10.2140/pjm.2015.274.497
http://msp.org/idx/mr/3332913
http://msp.org/idx/zbl/06442278
http://dx.doi.org/10.1016/0022-4049(94)90036-1
http://msp.org/idx/mr/1324339
http://msp.org/idx/zbl/0823.20049
http://dx.doi.org/10.1090/S0002-9939-1975-0374242-3
http://msp.org/idx/mr/0374242
http://msp.org/idx/zbl/0305.18009
http://www.sciencedirect.com/science/bookseries/03040208/15
http://www.sciencedirect.com/science/bookseries/03040208/15
http://msp.org/idx/mr/0478146
http://msp.org/idx/zbl/0323.55016
http://dx.doi.org/10.1017/S0305004198002874
http://msp.org/idx/mr/1645501
http://msp.org/idx/zbl/0934.20005
http://dx.doi.org/10.1016/j.jalgebra.2015.07.005
http://dx.doi.org/10.1016/j.jalgebra.2015.07.005
http://msp.org/idx/mr/3400396
http://msp.org/idx/zbl/06485310
http://dx.doi.org/10.4213/sm308
http://dx.doi.org/10.4213/sm308
http://dx.doi.org/10.1070/sm1998v189n04ABEH000308
http://dx.doi.org/10.1070/sm1998v189n04ABEH000308
http://msp.org/idx/mr/1632414
http://msp.org/idx/zbl/0918.20041
http://dx.doi.org/10.1093/acprof:oso/9780198507284.001.0001
http://dx.doi.org/10.1093/acprof:oso/9780198507284.001.0001
http://msp.org/idx/mr/2093872
http://msp.org/idx/zbl/1059.20001
http://www.digizeitschriften.de/index.php?id=resolveppn&PID=GDZPPN000461970
http://msp.org/idx/mr/1280122
http://msp.org/idx/zbl/0853.57021
http://dx.doi.org/10.1007/978-3-662-11747-7
http://msp.org/idx/mr/0332990
http://msp.org/idx/zbl/0243.20033


VIRTUAL RATIONAL BETTI NUMBERS OF NILPOTENT-BY-ABELIAN GROUPS 403

[Robinson 1976] D. J. S. Robinson, “The vanishing of certain homology and cohomology groups”, J.
Pure Appl. Algebra 7:2 (1976), 145–167. MR Zbl

Received August 30, 2015.

BEHROOZ MIRZAII

INSTITUTO DE CIÊNCIAS MATEMÁTICAS E DE COMPUTAÇÃO (ICMC)
UNIVERSIDADE DE SÃO PAULO

AVENIDA TRABALHADOR SÃO-CARLENSE, 400–CENTRO

13566-590 SÃO CARLOS-SP
BRAZIL

bmirzaii@icmc.usp.br

FATEMEH Y. MOKARI

INSTITUTO DE MATEMÁTICA, ESTATÍSTICA E COMPUTAÇÃO CIENTÍFICA (IMECC)
UNIVERSIDADE ESTADUAL DE CAMPINAS

RUA SÉRGIO BUARQUE DE HOLANDA, 651
13083-859 CAMPINAS–SP
BRAZIL

f.mokari61@gmail.com

http://dx.doi.org/10.1016/0022-4049(76)90029-3
http://msp.org/idx/mr/0404478
http://msp.org/idx/zbl/0329.20032
mailto:bmirzaii@icmc.usp.br
mailto:f.mokari61@gmail.com




PACIFIC JOURNAL OF MATHEMATICS
Vol. 283, No. 2, 2016

dx.doi.org/10.2140/pjm.2016.283.405

A PLANAR SOBOLEV EXTENSION THEOREM FOR
PIECEWISE LINEAR HOMEOMORPHISMS

EMANUELA RADICI

We prove that a planar piecewise affine homeomorphism ϕ defined on the
boundary of the square can be extended to a piecewise affine homeomor-
phism h of the whole square, in such a way that ‖h‖W1, p is bounded from
above by ‖ϕ‖W1, p for every p ≥ 1.

1. Introduction

Let Q be the unit square in R2 and ϕ be a piecewise affine homeomorphism with
finitely many affine components that maps ∂Q to a closed curve in R2. We call
a piecewise affine map with finitely many affine components a finitely piecewise
affine map. In this work, we provide a general recipe for extending ϕ to a function
h of the whole square which maintains the finitely piecewise affine structure and
whose Sobolev W1,p-norm is controlled from above by ‖ϕ‖W1,p . That such an
extension exists is well known, and its construction is not difficult, but showing the
existence of an extension with good control on its norm is a substantial problem. In
fact, we will establish a bound

‖Dh‖L p(Q) ≤ K‖Dϕ‖L p(∂Q)

for a suitable geometric constant K which depends only on p. It is appropriate
to explain briefly the context of our work and its utility. The problem of finding
approximations of a planar homeomorphism f :�→ R2 has a long history in the
literature and recently it was realized to be relevant to the study of the regularity
of minimizers for standard energies in the area of nonlinear elasticity. Many
important results are already available on this topic. See, for instance, [Mora-Corral
2009; Bellido and Mora-Corral 2011; Iwaniec et al. 2011; Daneri and Pratelli
2015; Hencl and Pratelli 2015] for an overview of what is known. Let us recall
the approach introduced in the last two of these references, where the authors
create the approximation step by step, starting from an explicit subdivision of the
domain � that depends on the Lebesgue points of D f . Although their settings and
the regularity of their approximations are very different, in both papers the strategy
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Keywords: piecewise affine approximation, Sobolev homeomorphisms.
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is to split the domain into a countable disjoint union of simple polygons (in general
triangles or squares) by introducing a locally finite one-dimensional grid, which
consists of the union of the boundaries of such polygons. A first piecewise linear
approximation of f is defined on the one-dimensional grid and, only in a second
step, the approximation is extended in the interior of each simple polygon, being
careful to get the regularity claimed. In this work we focus on the second step of
this strategy, namely we already assume the existence of a piecewise linear function
fε defined on a locally finite grid of squares, let us call it 1, and we give all the
ingredients needed for extending fε to a piecewise affine function of the whole
domain � with suitably small W1,p-norm. In fact, the extension of fε into a single
square Q involves only the values on the boundary ∂Q of Q, and it is useful to have
an estimate like

‖ fε‖W1,p(Q) < K‖ fε‖W1,p(∂Q),

for a suitable constant K . Let us already say that our proof does not depend on the
precise value of p, thus it holds true for every p ∈ [1,∞). An analogous result
was already proved in the cases p =∞ in [Daneri and Pratelli 2015] and p = 1 in
[Hencl and Pratelli 2015], while in this work we generalize to any p> 1 a technique
introduced in [Hencl and Pratelli 2015]. Furthermore, an extension of this result
seems to be true also in the Orlicz–Sobolev spaces (see [Campbell 2015]). For us, Q
will be the rotated square centered in the origin and with corners in (±1, 0), (0,±1).
Our result is the following.

Theorem 1.1. Let ϕ : ∂Q→ R2 be a one-to-one piecewise affine function. Then
there exists a finitely piecewise affine homeomorphism h : Q→ R2 that satisfies
h ≡ ϕ on ∂Q and, for any p ≥ 1, there is a constant K depending only on p such
that the estimate

(1-1)
∫
Q
|Dh(x)|p dx ≤ K

∫
∂Q
|Dϕ(t)|p dH1(t)

holds.

The plan of the paper is very simple: in the following section we make a short
remark about the notation, the second section is devoted to the proof of Theorem 1.1
and in the last remark we explain the case of a generic square in the plane.

Notation. Let us briefly introduce the notation we use throughout the paper. We
call Q= {(x, y) ∈ R2

: |x | + |y|< 1} the rotated square centered in the origin and
Q the image through h of Q. With the capital letters A, B we always refer to
points lying on the boundary of Q, while P and R denote points in the interior
of Q. The points in ∂Q and in the interior of Q will be denoted similarly in bold
style: A, B, P , R. When we use the same letter in normal and bold style, for
example A and A, this always means that A is the image of A through the mapping
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that we are considering in that moment. By AB and ABC we mean, respectively,
the segment between A and B and the triangle of corners A, B and C (the same
also for AB, ABC). The modulus of the horizontal and vertical derivatives of a
function f = ( f1, f2) : R

2
→ R2 is denoted as

|D1 f | =

√(
∂ f1

∂x

)2

+

(
∂ f2

∂x

)2

, |D2 f | =

√(
∂ f1

∂y

)2

+

(
∂ f2

∂y

)2

,

and with the symbol H1 we indicate the standard 1-dimensional Hausdorff measure.
Finally, the letter K will always indicate a purely geometric constant that depends
only on p. Since it is the existence, not the size, of K that matters, we do not
calculate the explicit value of K but we show at each step that it remains finite and
it stays independent from all the parameters but p.

2. Proof of Theorem 1.1

We generalize to every 1 ≤ p <∞ a strategy introduced in [Hencl and Pratelli
2015] for p = 1. To keep this work self contained, we present also the parts of the
proof stated in [Hencl and Pratelli 2015] that do not depend on the exponent p.

Proof of Theorem 1.1. Since the proof of Theorem 1.1 is long, we split it into
several steps for sake of clarity.

Step I. Choice of corners. It is useful to know that |Dϕ|p does not critically
accumulate around the two opposite corners of ∂Q, which we denote as V1≡ (0,−1)
and V2≡ (0, 1). More precisely, the estimate we would like to have is the following:

(2-1)
∫

B(Vi ,r)∩∂Q
|Dϕ|p dH1

≤ K̃ r
∫
∂Q
|Dϕ|p dH1 for all r ∈ (0,

√
2), i ∈ {1, 2}.

This is not true for a generic ϕ, but in this step we show that there always exists
a pair of opposite points P1, P2 on ∂Q that satisfies (2-1) in place of V1, V2 with
K̃ = 6. Notice that it is always possible to apply a bi-Lipschitz transformation of
∂Q to itself which moves such P1, P2 to V1, V2 respectively. Since the bi-Lipschitz
constant does not depend on the particular values of P1 and P2, then estimate (2-1)
follows straightforwardly for a suitable constant K̃ . Thanks to this observation, the
step is concluded once we prove the existence of such P1, P2. Two generic opposite
points are a good choice unless at least one of them is in the set

A=
{

A ∈ ∂Q :
∫

B(A,r)∩∂Q
|Dϕ|p dH1 > 6r

∫
∂Q
|Dϕ|p dH1 for some r ∈ (0,

√
2)
}
.

Thus, the existence of a good pair P1, P2 is established if H1(A) is not too big.
By a Vitali covering argument, it is always possible to cover A with a countable
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(a)

10−1

Ai+1

Ai
Bi+1

Bi

A0
≡−1

Q

Ak
≡ 1

(b)

Q

BiAi
γ i

Figure 1. (a) A grid on Q and (b) a path γ i in Q.

union of balls B(Ai , 3ri ) such that Ai ∈A and the sets B(Ai , ri )∩∂Q are pairwise
disjoint. In particular, one has

H1(A)≤
∑

i

6ri ≤
∑

i

∫
B(A,ri )∩∂Q|Dϕ|

p dH1∫
∂Q|Dϕ|

p dH1 ≤ 1 ,

thus implying the existence of a pair of opposite points, P1 and P2 in ∂Q \ A,
satisfying (2-1).

Step II. Construction of one-dimensional grids in Q and in Q. Let us denote with Q
the bounded component of R2

\ϕ(∂Q), which is a polygon because ϕ is piecewise
affine. Notice that the problem of finding a piecewise affine homeomorphism h
which maps Q into Q makes sense. Since we want h ≡ ϕ on ∂Q, our approach is
the following: we start extending the function ϕ on a suitable one-dimensional grid
on Q, we then “complete” this grid to obtain a triangulation of Q and, at the end,
we define h inside each triangle of the triangulation as the affine function extending
the values on the boundary. In this step, we introduce the one-dimensional grid
in Q and we construct a related grid in Q, which will be the image through h of
the grid on Q. For the construction, we make use of several horizontal segments
AiBi whose endpoints are in ∂Q. We call Ai

= (Ai
1, Ai

2) the endpoint that has
negative first component and we choose the indexes i so that Ai

2 increases with
respect to i from −1 to 1 (see Figure 1(a)). It is convenient to include also V1, V2

in the grid, therefore we denote them consistently as A0
≡ B0

≡ V1 ≡ (0,−1) and
Ak
≡ Bk

≡ V2 ≡ (0, 1). We consider many horizontal segments AiBi such that for
every i the restriction of ϕ to AiAi+1 or BiBi+1 is linear. Notice that this property
is still valid even if we take more horizontal segments AiBi , therefore, we are
allowed to add points Ai and Bi during the construction (of course, being careful
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in adding only finitely many). Once the grid on Q is fixed, we define a second one,
this time on Q, that is the union of the geodesics γ i inside Q connecting ϕ(Ai )

and ϕ(Bi ). Since Q is a polygon, γ i is piecewise affine and, moreover, the junction
between any two consecutive affine pieces of γ i lies in ∂Q (see Figure 1(b)). In
order to simplify the notation, we write the points of Q in bold style: Ai

≡ ϕ(Ai )

and Bi
≡ ϕ(Bi ). Up to adding points between A0 and A1 (we do the same also

for Ak−1 and Ak), we can always assume that γ 1 (resp. γ k−1) is either a segment
A1 B1 (resp. Ak−1 Bk−1), or it is the union of the two segments A1 A0 and A0 B1

(resp. Ak−1 Ak and Ak Bk−1) lying entirely in ∂Q. It is well known in the literature
that the shortest path that connects two generic points inside a simply connected set
is unique. In particular, this result ensures that the paths γ i are unique and implies
that the grid on Q is well defined.

Step III. Relevant properties of the paths γ i . In this step we present some properties
of the paths γ i . The first property is a consequence of the uniqueness: whenever two
paths γ i+1 and γ i intersect each other they coincide from the first to the last point
of intersection. In particular, γ i+1 and γ i cannot cross each other, thus allowing us
to distinguish three different parts on each path

γ i
= γ i

1 ∪ γ
i
2 ∪ γ

i
3 , γ i+1

= γ i+1
1 ∪ γ i+1

2 ∪ γ i+1
3 .

In detail, if A and B are the first and last points, respectively, of the common
part between γ i and γ i+1, we call γ i

1 the path from Ai to A (analogous for γ i+1
1 ),

γ i
2 the path from A to B (γ i

2 ≡ γ
i+1
2 ) and γ i

3 the last part of the path from B
to Bi (analogous for γ i+1

3 ). When γ i and γ i+1 have no intersection, we directly
set γ i

≡ γ i
1 and γ i+1

≡ γ i+1
1 , while γ i

2 , γ i
3 , γ i+1

2 , γ i+1
3 are empty paths. Let us

observe that such subdivision of γ i is related to the curve γ i+1 and there is no
reason why it should match with the one related to γ i−1. The last property of paths
γ i that we recall is fundamental for showing estimate (1-1) (for a formal proof see
Step 5 of Theorem 2.1 in [Hencl and Pratelli 2015]). Let P be the last point of the
curve γ i+1

1 ; no matter whether P coincides with A or Bi+1, the polygon having
boundary γ i+1

1 ∪ Ai+1 P is always convex (see Figure 2).

Step IV. Triangular grid on Q and estimate on “vertical sides”. In this step we
are going to select finitely many points on the paths γ i in order to get a triangular
grid on Q. For all i = 1, . . . , k− 2, we call Di the closure of the polygon having
boundary Ai Ai+1

∪ γ i
∪ γ i+1

∪ Bi Bi+1 (which lies inside the closure of Q), then
we argue separately for each single Di . For every “strip” Di we select some points
on γ i , γ i+1 depending on the relation between γ i

1 , γ
i
2 , γ

i
3 and γ i+1

1 , γ i+1
2 , γ i+1

3 . We
argue separately for the cases γ i

∩ γ i+1
6=∅ and γ i

∩ γ i+1
=∅. Both situations

are depicted in Figure 3.
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Q

Ai+1

γ
i+1
1

γ i
1 γ i

2 ≡ γ
i+1
2

Bi+1

Bi
γ i

3

γ
i+1
3

Ai P

Figure 2. Convexity of the polygon delimited by γ i+1
1 ∪ Ai+1 P .

Let us start from the nonempty case (Figure 3(a)). For any endpoint of a linear
piece of γ i+1

1 or γ i
1 we consider the corresponding point on the other path so that

the segment connecting the two points is parallel to Ai Ai+1. We denote with Pj the
points taken on γ i+1

1 and with R j the corresponding point on γ i
1 . Notice that the

convexity result introduced in Step III ensures that the segment Pj R j is always well
defined and, moreover, it satisfies H1(Pj R j )≤H1(Ai Ai+1), thus, in particular,

(2-2) H1(Pj R j )≤max{H1(Ai Ai+1),H1(Bi Bi+1)} .

With a symmetric strategy we select other points Pj and R j on γ i+1
3 and γ i

3 ,
respectively, by taking this time Pj R j parallel to Bi Bi+1. Let us recall that (2-2)
still holds true in this case, since now H1(Pj R j ) ≤ H1(Bi Bi+1). Finally, in the

Q Q

Ai+1

P j

R j

Ai

γ i
γ i+1

R j P j

Bi

Bi+1

Ai

Ai+1

P j

R j
γi

S
T T̃

γ i+1
P j Bi

R j Bi+1

(a) (b)

Figure 3. Selection of points on γ i and γ i+1.
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common part γ i
2 ≡ γ

i+1
2 , we take all the endpoints of the linear pieces of the path

and by construction Pj ≡ R j . Of course, (2-2) is trivially true because in this case
H1(Pj R j )= 0. If γ i

∩γ i+1
=∅, the strategy is a little bit different (see Figure 3(b)).

In the specific case in which Ai Ai+1 and Bi Bi+1 are parallel to each other, we
can argue exactly as in the previous case: therefore all the points Pj selected on
γ i+1 can be either endpoints of linear pieces of γ i+1 or the corresponding point of
R j , where R j is an endpoint for γ i . Moreover, by construction, Pj R j is always
parallel to both Ai Ai+1 and Bi Bi+1 and (2-2) is still satisfied thanks to Step III. For
generic Ai Ai+1 and Bi Bi+1 we argue as follows. By symmetry, it is not restrictive
to assume that Ai Ai+1 is vertical and the two lines with directions Ai Ai+1 and
Bi Bi+1 intersect in a point that is closer to Ai+1 and Bi+1 than Ai and Bi (as shown
in Figure 3(b)). Let S, T , T̃ be three points such that S is on γ i+1 and T , T̃ are
on γ i and ST is the shortest segment inside Di which is parallel to Ai Ai+1 (notice
that S can even happen to be Ai+1 or Bi+1) while T̃ is the intersection between γ i

and the half line starting from S with direction Bi Bi+1. On one side, with the usual
strategy, we select points Pj , R j , with Pj between Ai+1 and S and R j between
Ai and T , so that Pj R j is parallel to Ai Ai+1. On the other side, we take Pj , R j

with Pj between S and Bi+1, R j between T̃ and Bi , and Pj R j parallel to Bi Bi+1.
Finally, to any endpoint R j of a linear piece of γ i that happens to be between T
and T̃ , we associate Pj ≡ S. Notice that, by construction, estimate (2-2) is satisfied.
We can then introduce the triangular grid on Di as the union of the boundaries of the
triangles Pj Pj+1 R j and Pj+1 R j R j+1 that are not degenerate. Moreover, recalling
Step II, the polygons delimited by γ 1

∪A1 A0
∪A0 B1 and γ k−1

∪Ak−1 Ak
∪Ak Bk−1

are either triangles themselves or the union of two segments lying in ∂Q, thus we
actually defined a triangular grid on the whole Q and this concludes Step IV.

Step V. Triangular grid on Q and definition of h̃. We recall that our aim is to define
a piecewise affine homeomorphism h mapping Q to Q that matches with ϕ on ∂Q
and satisfies estimate (1-1). In this step, we construct a function h̃ :Q→Q which
is piecewise affine and coincides with ϕ on the boundary of Q and in Steps VI,
VII we will prove that estimate (1-1) is satisfied by h̃. Let us already remark that
in general h̃ will not be a one-to-one function, therefore we will have to suitably
modify it later to obtain the homeomorphism h. We split the construction into three
steps: first, we define the function h̃ only on ∂Q and on the segments AiBi , we
then make use of the triangular grid of Q defined in Step IV to find a triangular
grid on Q and, finally, we use these triangular grids to extend h̃ on the whole Q.
We start by taking h̃ ≡ ϕ on ∂Q such that it maps all the horizontal segments
AiBi to the respective path γ i parametrized at constant speed. Notice that, in this
way, h̃ is continuous and piecewise linear. Recalling the notation introduced in
the previous step, we focus then on the polygon Di : we associate to any Pj on
γ i+1 the point Pj on Ai+1 Bi+1 such that Pj = h̃(Pj ), and to any R j on γ i the



412 EMANUELA RADICI

point R j on AiBi such that R j = h̃(R j ). For the sake of clarity we denote the
endpoints Ai Ai+1 Bi+1 Bi consistently with the notation, namely we call P0≡ Ai+1,
PN ≡ Bi+1, R0 ≡ Ai and RN ≡ Bi for a suitable N . We can now define h̃ on the
strip Di := Ai Ai+1

∪ Ai+1 Bi+1
∪ Bi Bi+1

∪ AiBi as the function which is affine
on each of the triangles Pj Pj+1 R j or Pj+1 R j R j+1 (notice that clearly h̃ can be
degenerate on some triangles). In more detail, we define h̃ on Pj Pj+1 R j as the
affine function which maps Pj Pj+1 R j onto Pj Pj+1 R j extending the values on the
boundary (the very same definition is used for triangles of the form Pj+1 R j R j+1).
It still remains to define h̃ on the top and bottom triangles of Q. Let us consider
the bottom triangle A0 A1 B1 (the definition is symmetric for Ak Ak−1 Bk−1); then
we know from Step II that γ 1 can be either a segment A1 B1 or the union of two
segments A0 A1, A0 B1 laying on ∂Q. In the first case we again define h̃ as the
affine function that extends the values on the boundary. In the other case we will
subdivide A0 A1 B1 into two triangles A0 A1 P and A0 P B1, where P is the point
on A1 B1 such that h̃(P)= A0, then we define h̃ to be constantly equal to A0 on
the segment P A0 and the degenerate affine function extending the values on the
boundary on A0 A1 P and A0 P B1. By construction, the function h̃ is piecewise
affine, coincides with ϕ on ∂Q and it is also continuous.

Step VI. Estimate for
∫

A0 A1 B1 |Dh̃|p. As mentioned above, this step and the fol-
lowing one are devoted to showing that the function h̃ satisfies the estimate (1-1).
Here, in particular, we focus on the bottom triangle T := A0 A1 B1 (the very same
argument holds also for the top triangle Ak Ak−1 Bk−1), and we prove that

(2-3)
∫
T
|Dh̃|p ≤ K1

∫
∂Q
|Dϕ|p dH1 ,

where K1 denotes a purely geometric constant. Recall that, by definition, h̃(T )
is either the nondegenerate triangle A0 A1 B1 or the union of the two segments
A1 A0

∪ A0 B1. In the nondegenerate case, Dh̃ is constant on T , therefore we
denote its constant value with Dbh̃= (Db

1 h̃, Db
2 h̃). Moreover, by construction,

h̃(A0 A1)= A0 A1 and h̃(A0 B1)= A0 B1, thus we can write the following relations:

√
2

2 |D
b
1 h̃+ Db

2 h̃| =
H1(A0 B1)

H1(A0 B1)
,

√
2

2 |−Db
1 h̃+ Db

2 h̃| =
H1(A0 A1)

H1(A0 A1)
,

which, in turn, imply that

(2-4) |Dbh̃|p ≤
2pH1(A0 A1)p

+ 2pH1(A0 B1)p

H1(A0 A1)p ,

where we used the fact that H1(A0 A1)=H1(A0 B1). On the other hand, we have
that |Dϕ| is constant on each of the segments A0 A1, A0 B1 and this gives us an
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estimate on H1(A0 A1)p and H1(A0 B1)p, namely

H1(A0 A1)p
=H1(A0 A1)p−1

∫
A0 A1
|Dϕ|p dH1 ,

H1(A0 B1)p
=H1(A0 A1)p−1

∫
A0 B1
|Dϕ|p dH1 .

By inserting both of these equations into (2-4) and using (2-1) with r =H1(A0 A1),
one gets

|Dbh̃|p ≤
2p

H1(A0 A1)

∫
B(A0,H1(A0 A1))∩∂Q

|Dϕ|p dH1
≤ 2p K̃

∫
∂Q
|Dϕ|p dH1 .

Summarizing, in the nondegenerate case, we can finally deduce (2-3) from∫
T
|Dh̃|p = H1(A0 A1)2

2
|Dh̃|p

≤
H1(A0 A1)2

2
2p K̃

∫
∂Q
|Dϕ|pdH1

≤ 2p K̃
∫
∂Q
|Dϕ|pdH1.

Now, let h̃ be a degenerate affine function on each of the two parts A1P A0 and
A0 P B1, where P satisfies h̃(P)= A0, as in Step V. Let us call |Dl h̃| and |Dr h̃| the
constant values of |Dh̃| on the two parts. In this case the following relations hold:

|Dr
1h̃| = |Dl

1h̃| =
H1(A0 A1)+H1(A0 B1)

H1(A1 B1)
=

H1(A0 A1)+H1(A0 B1)
√

2H1(A1 A0)
,

√
2

2 |D
l
2h̃− Dl

1h̃| =
H1(A0 A1)

H1(A0 A1)
,

√
2

2 |D
r
1h̃+ Dr

2h̃| =
H1(A0 B1)

H1(A0 B1)
.

Therefore

|Dr
2h̃| ≤

3H1(A0 B1)+H1(A0 A1)
√

2H1(A1 A0)
,

and in particular

(2-5) |Dr h̃|p ≤
1

(
√

2H1(A1 A0))p

(
4pH1(A0 A1)p

+ 8pH1(A0 B1)p)
≤ 2

8p

√
2

p
1

H1(A1 A0)

∫
B(A0,H1(A1 A0))∩∂Q

|Dϕ|p dH1

≤ 2
8p

√
2

p K̃
∫
∂Q
|Dϕ|p dH1 ,
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where the last inequality is a consequence of Step I. An estimate for |Dl h̃|p analo-
gous to (2-5) holds by a symmetric argument, then, as a consequence, one has∫

A0 A1 B1
|Dh̃|p =

∫
A0 P A1
|Dl h̃|p +

∫
A0 P B1
|Dr h̃|p

≤
H1(A1 A0)2

2
(|Dr h̃|p + |Dl h̃|p)≤ 2

5
2 p+1 K̃

∫
∂Q
|Dϕ|p dH1 .

Therefore (2-3) holds true for the degenerate case and also in general as soon as
K1 ≥ 2

5
2 p+1 K̃ .

Step VII. Estimate for
∫
Q− |Dh̃|p. In this step, we show that h̃ satisfies (1-1) also

in Q−, which is the square Q without the top and the bottom triangles. Namely, we
prove that ∫

Q−
|Dh̃|p ≤ K2

∫
∂Q
|Dϕ|p dH1 .

To do so, we need at first a similar estimate on a generic triangle T of the triangula-
tion of Q which is inside Q−. To this end, let i be the index so that T is included
in the polygon Di := Ai Bi ∪ Ai+1 Bi+1 ∪ Ai Ai+1 ∪ Bi Bi+1. We aim to show

(2-6)
∫
T
|Dh̃|p≤K ′|T |

∫
∂Q
|Dϕ|p dH1

+K ′′
|T |

|Ai+1
2 − Ai

2|

∫
Ai Ai+1∪Bi Bi+1

|Dϕ|p dH1.

Let T be of the form Pj Pj+1 R j (of course for the other triangles Pj+1 R j R j+1 the
very same argument can be applied) and, by symmetry, let us also assume that Di

lays below the x-axis. To simplify the notation, we denote r the distance between
A0 and the horizontal segment Ai+1 Bi+1, and σ the distance between Ai+1 Bi+1

and AiBi (which is equal to |Ai+1
2 − Ai

2| and to the height of Di ). Since h̃ is affine
on T , we also denote by |DT h̃| the constant value of |Dh̃| on T . Arguing similarly
to Step VI, we would like to estimate both the components |DT

1 h̃| and |DT
2 h̃|. It

follows by construction that

|DT
1 h̃|p =

H1(γ i+1)p

(2r)p .

Since γ i+1 is defined to be the shortest path in Q connecting Ai+1 to Bi+1, then
in particular it is shorter than the image through ϕ of the curve connecting Ai+1 to
Bi+1 on ∂Q passing through A0. Therefore, it satisfies the inequality

H1(γ i+1)≤

∫
B(A0,r

√
2)∩∂Q
|Dϕ| dH1 .

By Hölder’s inequality and (2-1) we obtain

H1(γ i+1)p
≤ (2r

√
2)p/p′

∫
B(A0,r

√
2)∩∂Q
|Dϕ|p dH1 ,
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and

(2-7) |DT
1 h̃|p ≤

√
2

p/p′

2
1
r

∫
B(A0,r

√
2)∩∂Q
|Dϕ|p dH1

≤

√
2

p/p′

2
K̃
∫
∂Q
|Dϕ|p dH1 ,

where p′ is such that 1
p +

1
p′ = 1. Estimating DT

2 h̃ is less straightforward. Let us
call

d :=H1(Ai+1 Pj ), d ′ :=H1(Ai Q j ) , ` :=max{H1(Ai Ai+1),H1(Bi Bi+1)} .

Then we can write

(2-8) |(d ′+ σ − d)DT
1 h̃+ σDT

2 h̃| =H1(Pj Q j )≤ ` ,

and some geometrical considerations lead to an estimate of the term |d−d ′||DT
1 h̃|.

Indeed, the path γ i+1 is shorter than Ai Ai+1
∪ γ i
|Ai Q j ∪ Q j Pj ∪ γ

i+1
|P j Bi+1 ,

providing that

H1(γ i+1)≤ 2`+H1(γ i )
d ′

H1(AiBi )
+H1(γ i+1)

(
1−

d
H1(Ai+1 Bi+1)

)
,

which gives in particular

d
H1(γ i+1)

H1(Ai+1 Bi+1)
− d ′

H1(γ i )

H1(AiBi )
≤ 2` .

Since the symmetric argument involving γ i gives the opposite inequality (this time
we use that γ i is shorter than Ai Ai+1

∪ γ i+1
|Ai+1 P j ∪ Pj Q j ∪ γ

i
|Q j Bi ), we get∣∣∣∣d H1(γ i+1)

H1(Ai+1 Bi+1)
− d ′

H1(γ i )

H1(AiBi )

∣∣∣∣≤ 2` .

Moreover, recalling that γ i+1 is parametrized at constant speed, it follows directly
that

|d − d ′||DT
1 h̃| ≤ 2`+ d ′

∣∣∣∣ H1(γ i+1)

H(Ai+1 Bi+1)
−

H1(γ i )

H(AiBi )

∣∣∣∣
≤ 2`+

∣∣∣∣ H(Ai Bi )

H(Ai+1 Bi+1)
H1(γ i+1)−H1(γ i )

∣∣∣∣
≤ 2`+

∣∣H1(γ i+1)−H1(γ i )
∣∣+ 2σ

H1(γ i+1)

H(Ai+1 Bi+1)
≤ 4`+ 2σ |DT

1 h̃|.

Inserting, then, the above estimate into (2-8), we get

|DT
2 h̃| ≤ 5

σ
`+ 3|DT

1 h̃| ,
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which in turn implies

(2-9) |DT
2 h̃|p ≤

(
10l
σ

)p

+ 6p
|DT

1 h̃|p .

Let us notice that we can easily bound `p from above since ϕ is linear on AiAi+1

and BiBi+1. Indeed, let ` be for instance equal to H1(Ai Ai+1); then

(2-10) `p
= (σ
√

2)p−1
∫

Ai Ai+1
|Dϕ|p dH1

≤ (σ
√

2)p−1
∫

Ai Ai+1∪Bi Bi+1
|Dϕ|p dH1 ,

where we used that H1(Ai Ai+1) = σ
√

2. Thus, by inserting (2-10) and (2-7)
into (2-9) one gets

|DT
2 h̃|p ≤ 6p

√
2

p/p′

2
K̃
∫
∂Q
|Dϕ|p dH1

+
(10
√

2)p

2
1
σ

∫
Ai Ai+1∪Bi Bi+1

|Dϕ|p dH1 ,

which, together with (2-7), gives (2-6) with K ′=6p 1
2

√
2

p/p′
K̃ and K ′′= 1

2(10
√

2)p.
Moreover, by summing up among all the triangles T in Di and observing that
|Di | ≤ 2σ by construction, we have∫

Di

|Dh̃|p ≤ K ′|Di |

∫
∂Q
|Dϕ|p dH1

+ K ′′
|Di |

σ

∫
Ai Ai+1∪Bi Bi+1

|Dϕ|p dH1

≤ K ′|Di |

∫
∂Q
|Dϕ|p dH1

+ 2K ′′
∫

Ai Ai+1∪Bi Bi+1
|Dϕ|p dH1 .

Finally, on the whole Q− one gets

(2-11)
∫
Q−
|Dh̃|p ≤ K ′|Q−|

∫
∂Q
|Dϕ|p dH1

+ 2K ′′
∫
∂Q−∩∂Q

|Dϕ|p dH1

≤ K2

∫
∂Q
|Dϕ|p dH1 ,

for a suitable K2 ≥ 2 max{K ′, K ′′}.

Step VIII. Definition of h and conclusion. We can now observe that, whenever h̃
is a homeomorphism, Theorem 1.1 follows directly. Indeed, h̃ coincides with ϕ
on ∂Q, it is finitely piecewise affine and, moreover, the estimates (2-3) and (2-11)
provide that (1-1) is satisfied by h̃ and K ≥ max{K1, K2}. Unfortunately, in our
construction the function h̃ happens to be one-to-one only when all the paths γ i

lie in the interior of Q without intersecting each other. Of course in general this is
not the case, but it is always possible to slightly modify the paths γ i in order to
get the one-to-one property. A possible configuration can be seen Figure 4. More
precisely, it is always possible to separate a curve γ i+1 from either ∂Q and γ i so
that the minimal distance between them is much smaller than the lengths of all the
linear pieces of the paths γ and ∂Q. Let us notice that the minimal distance is
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γ i+1

γ i

γ i+1
new

γ i
new

Q Q

Figure 4. Modification of γ i and γ i+1.

strictly positive because there is only a finite number of paths and each of them
is finitely piecewise linear. We finally define the function h in the very same way
as we defined h̃ in Step V, but this time using the separated paths. Therefore,
the function h is a homeomorphism, it is still finitely piecewise affine, it satisfies
the boundary condition on ∂Q and, furthermore, estimate (1-1) is still valid up to
increasing the geometric constant K by a quantity which is as small as we wish.
This implies the validity of Theorem 1.1 and concludes the proof. �

Remark 2.1. Let Q⊂R2 be a generic square of length side r , p≥1 and ϕ :∂Q→R2

piecewise linear. Then there exists a piecewise affine function h : Q→ R2 that
coincides with ϕ on the boundary ∂Q and a geometric constant K depending only
on p such that

(2-12)
∫
Q
|Dh|p ≤ Kr

∫
∂Q
|Dϕ|p dH1 .

Indeed, there always exists an affine function ρ mapping the unit square Q1 onto Q.
Let us call, with a slight abuse of notation, ρ and its restriction to the boundary
∂Q1 with the same name. Then, by applying Theorem 1.1 to the function ϕ ◦ρ and
recalling that |Dρ| = r , it is possible to find a constant K and a piecewise affine
function h̃ :Q1→ R2 satisfying∫

Q1

|Dh̃(x)|p dx ≤ K
∫
∂Q1

r p
|Dϕ(ρ(t))|p dH1(t) .

Finally, by defining h := h̃ ◦ ρ−1 and changing the variables, one gets

r p−2
∫
Q
|Dh|p ≤ r p−1K

∫
∂Q
|Dϕ|p dH1

and (2-12) follows.
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A COMBINATORIAL APPROACH
TO VOICULESCU’S BI-FREE PARTIAL TRANSFORMS

PAUL SKOUFRANIS

We present a combinatorial approach to the 2-variable bi-free partial S-
and T -transforms recently discovered by Voiculescu. This approach pro-
duces an alternate definition of said transforms using (l, r)-cumulants.

1. Introduction

Voiculescu [2014] introduced the notion of bi-free pairs of faces as a means to
simultaneously study left and right actions of algebras on reduced free product
spaces. Substantial work has been performed since then in order to better under-
stand bi-freeness and its applications [Charlesworth et al. 2015a; 2015b; Skoufranis
2015; Voiculescu 2016; Mastnak and Nica 2015; Gu et al. 2015]. Specifically, the
results of [Voiculescu 1986] were generalized to the bi-free setting in [Voiculescu
2016] through the development of a 2-variable bi-free partial R-transform using an-
alytic techniques. A combinatorial construction of the bi-free partial R-transform
was given in [Skoufranis 2015] using results from [Charlesworth et al. 2015b].

Along similar lines, modifying his S-transform introduced in [Voiculescu 1987],
Voiculescu [2015] associated to a pair (a, b) of operators in a noncommutative
probability space a 2-variable bi-free partial S-transform, denoted by Sa,b(z, w).
Using ideas from [Haagerup 1997], he demonstrated that if (a1, b1) and (a2, b2)

are bi-free then

Sa1a2,b1b2(z, w)= Sa1,b1(z, w)Sa2,b2(z, w).(1)

He also constructed a 2-variable bi-free partial T -transform Ta,b(z, w) to study the
convolution product where additive convolution is used for the left variables and
multiplicative convolution is used for the right variables. In particular, the defining
characteristic of Ta,b(z, w) is that if (a1, b1) and (a2, b2) are bi-free then

Ta1+a2,b1b2(z, w)= Ta1,b1(z, w)Ta2,b2(z, w).(2)

MSC2010: 46L53, 46L54.
Keywords: bi-free probability, partial bi-free S-transform, partial bi-free T -transform, bi-free

convolutions.
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The goal of this paper is to provide a combinatorial proof of the results of
[Voiculescu 2015]. The paper is structured as follows. Section 2 establishes all
preliminary results, background, and notation necessary for the remainder of the
paper. A reader would benefit greatly from knowledge of the combinatorial ap-
proach to the free S-transform from [Nica and Speicher 1997] and knowledge of
the combinatorial approach to bi-freeness from [Charlesworth et al. 2015b] (or
the summary in [Charlesworth et al. 2015a]). Section 3 provides an equivalent
description of Ta,b(z, w) using (l, r)-cumulants and provides a combinatorial proof
of equation (2). Section 4 provides an equivalent description of Sa,b(z, w) using
(l, r)-cumulants and provides a combinatorial proof of equation (1).

An intriguing question arises in taking products of bi-free pairs of operators: is
the “correct” multiplication to use on the right pair of algebras the usual one or
its opposite? In other words, if (a1, b1) and (a2, b2) are bi-free pairs of operators,
which product should be used, (a1a2, b1b2) or (a1a2, b2b1)? It is not difficult to
see that the resulting distributions can be different; see [Charlesworth et al. 2015a].
Further, by Theorem 5.2.1 of [Charlesworth et al. 2015b] the (l, r)-cumulants of
(a1a2, b2b1) can be computed via a convolution product of the (l, r)-cumulants of
(a1, b1) and (a2, b2) involving a bi-noncrossing Kreweras complement, just as in
the free case. However, the product of Voiculescu’s bi-free partial S-transforms of
(a1, b1) and (a2, b2) is the bi-free partial S-transform of (a1a2, b1b2). As we will
see in Section 4, this is not just a matter of differences in notation and therefore
one needs to carefully consider which product to use.

2. Background and preliminaries

In this section, we recall the necessary background required for this paper. We refer
the reader to the summary in [Charlesworth et al. 2015a, Section 2] for more back-
ground on scalar-valued bi-free probability. This section also serves the purpose
of setting notation for the remainder of the paper, which we endeavour to make
consistent with [Voiculescu 2015]. We treat all series as formal power series, with
commuting variables in the multivariate cases.

2.1. Free transforms. Let (A, ϕ) be a noncommutative probability space (that is,
a unital algebra A with a linear functional ϕ : A→ C such that ϕ(I ) = 1) and
let a ∈A. The Cauchy transform of a is

Ga(z) := ϕ((z I − a)−1)=
1
z

∑
n≥0

ϕ(an)z−n,

and the moment series of a is

ha(z) := ϕ((I − az)−1)=
∑
n≥0

ϕ(an)zn
=

1
z

Ga

(1
z

)
.
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Recall one defines Ka(z) to be the inverse of Ga(z) in a neighbourhood of 0 so
that Ga(Ka(z))= z. Thus Ra(z) := Ka(z)− 1

z is the R-transform of a and

ha

( 1
Ka(z)

)
= Ka(z)Ga(Ka(z))= zKa(z).(3)

Furthermore, if κn(a) denotes the n-th free cumulant of a and the cumulant series
of a is

ca(z) :=
∑
n≥1

κn(a)zn,

then one can verify that

1+ ca(z)= zKa(z).(4)

To define the S-transform of a, we assume ϕ(a) 6= 0 and let ψa(z) := ha(z)−1.
Since ψa(0) = 0 and ψ ′a(z) = ϕ(a) 6= 0, ψa(z) has a formal power series inverse
under composition, denoted ψ 〈−1〉

a (z). We define Xa(z) := ψ
〈−1〉
a (z) so that

ha(Xa(z))= 1+ψa(Xa(z))= 1+ z.(5)

The S-transform of a is then defined to be

Sa(z) :=
1+z

z
Xa(z).(6)

2.2. Free multiplicative functions and convolution. Let NC(n) denote the lattice
of noncrossing partitions on {1, . . . , n}with its usual refinement order, let 0n denote
the minimal element of NC(n), and let 1n = {1, 2, . . . , n} denote the maximal
element of NC(n). For π, σ ∈ NC(n) with π ≤ σ , the interval between π and σ ,
denoted [π, σ ], is the set

[π, σ ] = {ρ ∈ NC(n) | π ≤ ρ ≤ σ }.

A procedure is described in [Speicher 1994] which decomposes each interval of
noncrossing partitions into a product of full partitions of the form

[01, 11]
k1×[02, 12]

k2×[03, 13]
k3× · · ·

where k j ≥ 0.
The incidence algebra of noncrossing partitions, denoted I(NC), is the algebra

of all functions
f :
⋃
n≥1

NC(n)×NC(n)→ C

such that f (π, σ ) = 0 unless π ≤ σ , equipped with pointwise addition and a
convolution product defined by

( f ∗ g)(π, σ ) :=
∑

ρ∈[π,σ ]

f (π, ρ)g(ρ, σ ).
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Recall f ∈ I(NC) is called multiplicative if whenever [π, σ ] has a canonical
decomposition [01, 11]

k1×[02, 12]
k2×[03, 13]

k3× · · · , then

f (π, σ )= f (01, 11)
k1 f (02, 12)

k2 f (03, 13)
k3 · · · .

Thus the value of a multiplicative function f on any pair of noncrossing partitions is
completely determined by the values of f on full noncrossing partition lattices. We
will denote the set of all multiplicative functions by M and the set all multiplicative
functions f with f (01, 11)= 1 by M1.

If f, g ∈ M, one can verify that f ∗ g = g ∗ f . Furthermore, there is a
nicer expression for convolution of multiplicative functions. Given a noncrossing
partition π ∈ NC(n), the Kreweras complement of π , denoted K (π), is the non-
crossing partition on {1, . . . , n} with noncrossing diagram obtained by drawing π
via the standard noncrossing diagram on {1, . . . , n}, placing nodes 1′, 2′, . . . , n′

with k ′ directly to the right of k, and drawing the largest noncrossing partition on
1′, 2′, . . . , n′ that does not intersect π , which is then K (π). The diagram below ex-
hibits that if π={{1, 6}, {2, 3, 4}, {5}, {7}}, then K (π)={{1, 4, 5}, {2}, {3}, {6, 7}}.

1 2 3 4 5 6 71′ 2′ 3′ 4′ 5′ 6′ 7′

For f, g ∈M, convolution may be written as

( f ∗ g)(0n, 1n)=
∑

π∈NC(n)

f (0n, π)g(0n, K (π)).

Note that [Nica and Speicher 1997] demonstrated that if a, b ∈ A are free and
if f (respectively g) is the multiplicative function associated to the cumulants of
a (respectively b) defined by f (0n, 1n) = κn(a) (respectively g(0n, 1n) = κn(b)),
then κn(ab)= κn(ba)= ( f ∗ g)(0n, 1n). Furthermore, for π ∈ NC(n) with blocks
{Vk}

m
k=1, we have f (0n, π)= κπ (a)=

∏m
k=1 κ|Vk |(a).

Another convolution product on M1 from [loc. cit.] is required. Let NC′(n)
denote all noncrossing partitions π on {1, . . . , n} such that {1} is a block in π . It
is not difficult to construct a natural isomorphism between NC′(n) and NC(n−1).
The following diagrams illustrate all elements NC′(4), together with their Kreweras
complements.

1 2 3 41′ 2′ 3′ 4′ 1 2 3 41′ 2′ 3′ 4′ 1 2 3 41′ 2′ 3′ 4′

1 2 3 41′ 2′ 3′ 4′ 1 2 3 41′ 2′ 3′ 4′
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We desire to make an observation, which may be proved by induction. Given two
noncrossing partitions π and σ , let π∨σ denote the smallest noncrossing partition
larger than both π and σ . Fix π ∈ NC′(n). If σ is the noncrossing partition on
{1, 1′, 2, 2′, . . . , n, n′} (with the ordering being the order of listing) with blocks
{k, k ′} for all k, then the only noncrossing partition τ on {1′, . . . , n′} such that
π∪τ is noncrossing (under the ordering 1, 1′, 2, 2′, . . . , n, n′) and (π∪τ)∨σ =12n

is τ = K (π).
For f, g ∈ M1, the “pinched-convolution” of f and g, denoted f ∗̌g, is the

unique element of M1 such that

( f ∗̌g)[0n, 1n] :=
∑

π∈NC′(n)

f (0n, π)g(0n, K (π)).

The pinched-convolution product is not commutative on M1.
Given an element f ∈M, define the formal power series

φ f (z) :=
∑
n≥1

f (0n, 1n)zn.

In particular, if f is the multiplicative function associated to the cumulants of a de-
fined by f (0n, 1n)= κn(a), then φ f (z)= ca(z). Several formulae involving φ f (z)
are developed in [Nica and Speicher 1997]. In particular, [loc. cit., Proposition 2.3]
demonstrates that if f, g ∈M1 then φ f (φ f ∗̌g(z))= φ f ∗g(z) and thus

φ f ∗̌g
(
φ
〈−1〉
f ∗g (z)

)
= φ

〈−1〉
f (z).(7)

Furthermore, [loc. cit., Theorem 1.6] demonstrates that

z ·φ〈−1〉
f ∗̌g (z)= φ

〈−1〉
f (z)φ〈−1〉

g (z).(8)

An immediate consequence of equation (8) is that if ϕ(a)= 1 then

Sa(z)=
1
z

c〈−1〉
a (z).(9)

2.3. Bi-freeness. For a map χ : {1, . . . , n}→{l, r}, the set of bi-noncrossing parti-
tions on {1, . . . , n} associated to χ is denoted by BNC(χ). Note BNC(χ) becomes
a lattice where π ≤σ provided every block of π is contained in a single block of σ .
The largest partition in BNC(χ), which is {{1, . . . , n}}, is denoted by 1χ . The work
in [Charlesworth et al. 2015b] demonstrates that BNC(χ) is naturally isomorphic
to NC(n) via a permutation of {1, . . . , n} induced by χ .

The (l, r)-cumulant associated to a map χ : {1, . . . , n} → {l, r}, given ele-
ments {an}

n
n=1 ⊆ A, was defined in [Mastnak and Nica 2015] and is denoted by

κχ (a1, . . . , an). Note κχ is linear in each entry. The main result of [Charlesworth
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et al. 2015b] is that if (a1, b1) and (a2, b2) are bi-free two-faced pairs in (A, ϕ),
χ : {1, . . . , n} → {l, r}, ε : {1, . . . , n} → {l, r}, cl,k = ak , and cr,k = bk , then

κχ (cχ(1),ε(1), . . . , cχ(n),ε(n))= 0

whenever ε is not constant.
Given a π ∈ BNC(χ), each block B of π corresponds to the bi-noncrossing

partition 1χB for some χB : B→ {l, r} (where the ordering on B is induced from
{1, . . . , n}). We write

κπ (a1, . . . , an)=
∏

B a block of π

κ1χB
((a1, . . . , an)|B),

where (a1, . . . , an)|B denotes the |B|-tuple with indices not in B removed. Simi-
larly, if V is a union of blocks of π , we denote by π |V the bi-noncrossing partition
obtained by restricting π to V .

For n,m ≥ 0, we often consider the maps χn,m : {1, . . . , n +m} → {l, r} such
that χ(k)= l if k ≤ n and χ(k)= r if k > n. For notational purposes, it is useful to
think of χn,m as a map on {1l, 2l, . . . , nl, 1r , 2r , . . . ,mr } under the identification
k 7→ kl if k ≤ n and k 7→ (k − n)r if k > n. Furthermore, we write BNC(n,m)
for BNC(χn,m), 1n,m for 1χn,m , and, for n,m ≥ 1, κn,m(a1, . . . , an, b1, . . . , bm) for
κ1n,m (a1, . . . , an, b1, . . . , bm). Finally, for n,m≥1, we set κn,m(a, b)=κ1n,m (a, b),
κn,0(a, b)= κn(a), and κ0,m(a, b)= κn(b).

2.4. Bi-free transforms. Given two elements a, b∈A, we define the ordered joint
moment and cumulant series of the pair (a, b) to be

Ha,b(z, w) :=
∑

n,m≥0

ϕ(anbm)znwm and Ca,b(z, w) :=
∑

n,m≥0

κn,m(a, b)znwm,

respectively (where κ0,0(a, b)=1). Note [Skoufranis 2015, Theorem 7.2.4] demon-
strates that

ha(z)+ hb(w)=
ha(z)hb(w)

Ha,b(z, w)
+Ca,b(zha(z), whb(w))(10)

through combinatorial techniques. It is also demonstrated that (10) is equivalent
to Voiculescu’s [2016] 2-variable bi-free partial R-transform.

For computational purposes, it is helpful to consider the series

(11) Ka,b(z, w) :=
∑

n,m≥1

κn,m(a, b)znwm
= Ca,b(z, w)− ca(z)− cb(w)− 1.
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Also of use are the series

(12) Fa,b(z, w) := ϕ((z I − a)−1(1−wb)−1)

=
1
z

∑
n,m≥0

ϕ(anbm)z−nwm
=

1
z

Ha,b

(1
z
, w
)
.

2.5. Bi-free cumulants of products. Of paramount importance to this paper is the
ability to write (l, r)-cumulants of products as sums of (l, r)-cumulants. We recall
a result from [Charlesworth et al. 2015a, Section 9].

Let m, n ≥ 1 with m < n. Fix a sequence of integers

k(0)= 0< k(1) < · · ·< k(m)= n.

For χ : {1, . . . ,m} → {l, r}, define χ̂ : {1, . . . , n} → {l, r} via

χ̂(q)= χ(pq),

where pq is the unique element of {1, . . . ,m} such that k(pq − 1) < q ≤ k(pq).
There exists an embedding of BNC(χ) into BNC(χ̂) via π 7→ π̂ where the p-th

node of π is replaced by the block {k(p− 1)+ 1, . . . , k(p)}. It is easy to see that
1̂χ = 1χ̂ and 0̂χ is the partition with blocks {{k(p−1)+1, . . . , k(p)}}mp=1. Given
two partitions π, σ ∈ BNC(χ), let π ∨ σ denote the smallest element of BNC(χ)
greater than π and σ .

Using ideas from [Nica and Speicher 2006, Theorem 11.12], [Charlesworth et al.
2015a, Theorem 9.1.5] showed that if {ak}

n
k=1 ⊆A, then

(13) κ1χ(a1 · · · ak(1), ak(1)+1 · · · ak(2), . . . , ak(m−1)+1 · · · ak(m))

=

∑
σ∈BNC(χ̂)
σ∨ 0̂χ=1χ̂

κσ (a1, . . . , an).

3. Bi-free partial T -transform

We begin with Voiculescu’s bi-free partial T -transform, as the combinatorics are
slightly simpler than the bi-free partial S-transform.

Definition 3.1 [Voiculescu 2015, Definition 3.1]. Let (a, b) be a two-faced pair in
a noncommutative probability space (A, ϕ) with ϕ(b) 6= 0. The 2-variable partial
bi-free T -transform of (a, b) is the holomorphic function on (C \ {0})2 near (0, 0)
defined by

Ta,b(z, w)=
w+1
w

(
1− z

Fa,b(Ka(z),Xb(w))

)
.(14)

It is useful to note the following equivalent definition of the bi-free partial T -
transform. To simplify the discussion, we show the equality in the case ϕ(b)= 1.



426 PAUL SKOUFRANIS

This does not hinder the proof of the desired result, namely Theorem 3.5 (see
Remark 3.3).

Proposition 3.2. If (a, b) is a two-faced pair in a noncommutative probability
space (A, ϕ) with ϕ(b)= 1, then, as formal power series,

Ta,b(z, w)= 1+ 1
w

Ka,b
(
z, c〈−1〉

b (w)
)
.(15)

Proof. Using equations (3), (5), and (10), we obtain that

1
Ha,b(1/Ka(z),Xb(w))

=
1

zKa(z)
+

1
1+w

−
1

zKa(z)
1

1+w
Ca,b(z, (1+w)Xb(w)).

Therefore, using equations (6), (9), (11), (12), and (14), we obtain that

Ta,b(z, w)

=
w+1
w

(
1− z

(1/Ka(z))Ha,b(1/Ka(z),Xb(w))

)
=
w+1
w

(
1− zKa(z)

( 1
zKa(z)

+
1

1+w
−

1
zKa(z)

1
1+w

Ca,b
(
z, c〈−1〉

b (w)
)))

=
1
w

(
−zKa(z)+Ca,b

(
z, c〈−1〉

b (w)
))

=
1
w

(
−zKa(z)+ 1+ ca(z)+ cb

(
c〈−1〉

b (w)
)
+ Ka,b

(
z, c〈−1〉

b (w)
))

=
1
w

(
w+ Ka,b

(
z, c〈−1〉

b (w)
))

= 1+ 1
w

Ka,b
(
z, c〈−1〉

b (w)
)
. �

Remark 3.3. One might be concerned that we have restricted to the case ϕ(b)= 1.
However, if we use (15) as the definition of the bi-free partial T -transform and
if λ ∈C\{0}, then Ta,b(z, w)= Ta,λb(z, w). Indeed, cλb(w)= cb(λw), so we have
c〈−1〉
λb (w)= 1

λ
c〈−1〉

b (w). Therefore, since κn,m(a, λb)= λmκn,m(a, b), we see that

Ka,λb
(
z, c〈−1〉

λb (w)
)
= Ka,b

(
z, c〈−1〉

b (w)
)
.

Thus there is no loss in assuming ϕ(b)= 1.

Remark 3.4. Note that Proposition 3.2 immediately provides the T -transform por-
tion of [Voiculescu 2015, Proposition 4.2]. Indeed if a and b are elements of a non-
commutative probability space (A, ϕ) with ϕ(b) 6= 0 and ϕ(anbm) = ϕ(an)ϕ(bm)

for all n,m ≥ 0, then κn,m(a, b)= 0 for all n,m ≥ 1 (see [Skoufranis 2015, Section
3.2]). Hence Ka,b(z, w)= 0, so Ta,b(z, w)= 1.
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We desire to prove the following theorem (which was one of two main results
of [Voiculescu 2015]) using combinatorial techniques and Proposition 3.2.

Theorem 3.5 [Voiculescu 2015, Theorem 3.1]. Let (a1, b1) and (a2, b2) be bi-
free two-faced pairs in a noncommutative probability space (A, ϕ) with ϕ(b1) 6= 0
and ϕ(b2) 6= 0. Then

Ta1+a2,b1b2(z, w)= Ta1,b1(z, w)Ta2,b2(z, w)

on (C \ {0})2 near (0, 0).

To simplify the proof of the result, we assume that ϕ(b1) = ϕ(b2) = 1. Note
that ϕ(b1b2) = 1 by freeness of the right algebras in bi-free pairs. Furthermore,
let g j denote the multiplicative function associated to the cumulants of b j defined
by g j (0n, 1n) = κn(b j ). Recall that if g is the multiplicative function associated
to the cumulants of b1b2, then g = g1 ∗ g2. Therefore φ〈−1〉

g (w) = c〈−1〉
b1b2

(w) and
φ
〈−1〉
g j (w)= c〈−1〉

b j
(w). Note that g, g1, g2 ∈M1 by assumption.

By Proposition 3.2 it suffices to show that

(16) Ka1+a2,b1b2

(
z, φ〈−1〉

g (w)
)
=21(z, w)+22(z, w)+

1
w
21(z, w)22(z, w),

where
2 j (z, w)= Ka j ,b j

(
z, φ〈−1〉

g j
(w)

)
.

Recall
Ka1+a2,b1b2(z, w)=

∑
n,m≥1

κn,m(a1+ a2, b1b2)znwm .

For fixed n,m ≥ 1, let σn,m denote the element of BNC(n, 2m) with blocks

{{kl}}
n
k=1 ∪ {{(2k− 1)r , (2k)r }}mk=1.

Thus (13) implies that

κn,m(a1+a2, b1b2) =
∑

π∈BNC(n,2m)
π∨σn,m=1n,2m

κπ (a1+ a2, . . . , a1+ a2︸ ︷︷ ︸
n

, b1, b2, b1, b2, . . . , b1, b2︸ ︷︷ ︸
b1 occurs m times

).

Notice that if π ∈BNC(n, 2m) and π∨σn,m=1n,2m , then any block of π containing
a kl must contain a jr for some j . Furthermore, if 1 ≤ k < j ≤ n are such that
kl and jl are in the same block of π , then ql must be in the same block as kl for
all k ≤ q ≤ j . Moreover, since (a1, b1) and (a2, b2) are bi-free, we note that

κπ (a1+ a2, . . . , a1+ a2︸ ︷︷ ︸
n

, b1, b2, b1, b2, . . . , b1, b2︸ ︷︷ ︸
b1 occurs m times

)= 0

if π contains a block containing a (2k)r and a (2 j − 1)r for some k, j .
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For n,m ≥ 1, let BNCT (n,m) denote all π ∈ BNC(n, 2m) such that

π ∨ σn,m = 1n,2m

and π contains no blocks containing both a (2k)r and a (2 j − 1)r for some k, j .
Consequently, we obtain

Ka1+a2,b1b2(z, w)

=

∑
n,m≥1

( ∑
π∈BNCT (n,m)

κπ (a1+ a2, . . . , a1+ a2︸ ︷︷ ︸
n

, b1, b2, b1, b2, . . . , b1, b2︸ ︷︷ ︸
b1 occurs m times

)

)
znwm .

We desire to divide up this sum into two parts based on types of partitions in
BNCT (n,m). Let BNCT (n,m)e denote all π ∈ BNCT (n,m) such that the block
containing 1l also contains a (2k)r for some k, and let BNCT (n,m)o denote all
π ∈ BNCT (n,m) such that the block containing 1l also contains a (2k − 1)r for
some k. Note that BNCT (n,m)e and BNCT (n,m)o are disjoint and

BNCT (n,m)e ∪BNCT (n,m)o = BNCT (n,m)

by previous discussions. Therefore, if for d ∈ {o, e} we define

9d(z, w)

:=

∑
n,m≥1

( ∑
π∈BNCT (n,m)d

κπ (a1+ a2, . . . , a1+ a2︸ ︷︷ ︸
n

, b1, b2, b1, b2, . . . , b1, b2︸ ︷︷ ︸
b1 occurs m times

)

)
znwm,

then
Ka1+a2,b1b2(z, w)=9e(z, w)+9o(z, w).

We derive expressions for 9e(z, w) and 9o(z, w) beginning with 9e(z, w).

Lemma 3.6. Under the above notation and assumptions,

9e(z, w)= Ka2,b2(z, φg2∗̌g1(w)).

Proof. For each n,m≥ 1, we desire to rearrange the sum in9e(z, w) by expanding
κπ as a product of full (l, r)-cumulants and summing over all π with the same block
containing 1l .

Fix n,m ≥ 1. If π ∈ BNCT (n,m)e, then the block Vπ containing 1l must also
contain (2k)r for some k, and thus all of (2m)r , 1l, 2l, . . . , nl must be in Vπ in
order for π ∨ σn,m = 1n,2m to be satisfied. Below is an example of such a π . Two
nodes are connected to each other with a solid line if and only if they lie in the
same block of π and two nodes are connected with a dotted line if and only if they
are in the same block of σn,m . The condition π ∨ σn,m = 1n,2m means one may
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travel from any one node to another using a combination of solid and dotted lines.
Note we really should draw all of the left nodes above all of the right notes.

1l

2l

3l

4l

5l

1r

2r

3r

4r

5r

6r

7r

8r

9r

10r

11r

12r

Let E = {(2k)r }mk=1, let O = {(2k−1)r }mk=1, let s denote the number of elements
of E contained in Vπ (so s ≥ 1), and let 1 ≤ k1 < k2 < · · · < ks = m be such
that (2kq)r ∈ Vπ . Note Vπ divides the right nodes into s disjoint regions. For
each 1≤ q ≤ s, let jq = kq − kq−1, with k0 = 0, and let πq denote the noncrossing
partition obtained by restricting π to

{(2kq−1+ 1)r , (2kq−1+ 2)r , . . . , (2kq − 1)r }.

Note that
∑s

q=1 jq = m. Furthermore, if π ′q is obtained from πq by adding the
singleton block {(2kq)r }, then π ′q |E is naturally an element of NC′( jq) and π ′q |O
is naturally an element of NC( jq), which must be K (π ′q |E) in order to satisfy
π ∨σn,m = 1n,2m . The below diagram demonstrates an example of this restriction.

1l

2l

3l

4l

5l

1r

2r

3r

4r

5r

6r

7r

8r

9r

10r

11r

12r

5r

6r

7r

8r

9r

10r
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Consequently, by writing κπ as a product of cumulants, using linearity of κπ , and
using the fact that (a1, b1) and (a2, b2) are bi-free (and implicitly using ϕ(b2)= 1),
we obtain

κπ (a1+ a2, . . . , a1+ a2︸ ︷︷ ︸
n

, b1, b2, b1, b2, . . . , b1, b2︸ ︷︷ ︸
b1 occurs m times

)znwm

= κn,s(a2, b2)zn
s∏

q=1

g2(0 jq , π
′

q)g1(0 jq , K (π ′q))w
jq .

Consequently, summing over all ρ ∈ BNCT (n,m)e with Vρ = Vπ , we obtain∑
ρ∈BNCT (n,m)e

Vρ=Vπ

κρ(a1+ a2, . . . , a1+ a2︸ ︷︷ ︸
n

, b1, b2, b1, b2, . . . , b1, b2︸ ︷︷ ︸
b1 occurs m times

)znwm

= κn,s(a2, b2)zn
s∏

q=1

(g2∗̌g1)(0 jq , 1 jq )w
jq .

Finally, if we sum over all possible n,m≥1 and all possible Vπ (so, in the above
equation, we get all possible s ≥ 1 and all possible jq ≥ 1), we obtain that

9e(z, w)=
∑

n,s≥1

κn,s(a2, b2)zn
s∏

q=1

φg2∗̌g1(w)

=

∑
n,s≥1

κn,s(a2, b2)zn(φg2∗̌g1(w))
s
= Ka2,b2(z, φg2∗̌g1(w)),

as desired. �

In order to discuss9o(z, w), it is quite helpful to discuss a subcase. For n,m≥0,
let σ ′n,m denote the element of BNC(n, 2m+ 1) with blocks

{{kl}}
n
k=1 ∪ {1r } ∪ {{(2k)r , (2k+ 1)r }}mk=1.

Let BNCT (n,m)′o denote the set of all partitions π ∈ BNC(n, 2m + 1) such that
π∨σ ′n,m=1n,2m+1 and π contains no blocks containing both a (2k)r and a (2 j−1)r
for any k, j .

Lemma 3.7. Under the above notation and assumptions, if

9o′(z, w)

:=

∑
n≥1
m≥0

( ∑
π∈BNCT (n,m)′o

κπ (a1+ a2, . . . , a1+ a2︸ ︷︷ ︸
n

, b2, b1, b2, b1, . . . , b1, b2︸ ︷︷ ︸
b1 occurs m times

)

)
znwm+1,

then
9o′(z, w)=

w

φg2∗̌g1(w)
Ka2,b2(z, φg2∗̌g1(w)).
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Proof. For each n,m≥1, we desire to rearrange the sum in9o′(z, w) by expanding
κπ as a product of full (l, r)-cumulants and summing over all π with the same block
containing 1l .

Fix n≥ 1 and m≥ 0. If π ∈BNCT (n,m)′o, then the block Vπ containing 1l must
contain 1r , (2m+1)r , 1l, 2l, . . . , nl in order to have π ∨σ ′n,m = 1n,2m+1. Below is
an example of such a π .

1l

2l

3l

4l

5l

1r

2r

3r

4r

5r

6r

7r

8r

9r

10r

11r

Let E ={(2k)r }mk=1, let O ={(2k−1)r }m+1
k=1 , let s denote the number of elements

of O contained in Vπ (so s≥ 1), and let 1= k1< k2< · · ·< ks =m+1 be such that
(2kq−1)r ∈Vπ . Note Vπ divides the right nodes into s−1 disjoint regions. For each
1≤q≤ s−1, let jq = kq+1−kq and let πq denote the noncrossing partition obtained
by restricting π to {(2kq)r , (2kq+1)r , . . . , (2kq+1−2)r }. Note that

∑s−1
q=1 jq =m.

Furthermore, if π ′q is obtained from πq by adding the singleton block {(2kq−1)r },
then π ′q |O is naturally an element of NC′( jq) and π ′q |E is naturally an element of
NC( jq), which must be K (π ′q |O) by π∨σ ′n,m = 1n,2m+1. Consequently, by writing
κπ as a product of cumulants, using linearity of κπ , and using the fact that (a1, b1)

and (a2, b2) are bi-free (and implicitly using ϕ(b2)= 1), we obtain

κπ (a1+ a2, . . . , a1+ a2︸ ︷︷ ︸
n

, b2, b1, b2, b1, . . . , b1, b2︸ ︷︷ ︸
b1 occurs m times

)znwm+1

= κn,s(a2, b2)znw

s−1∏
q=1

g2(0 jq , π
′

q)g1(0 jq , K (π ′q))w
jq .

Consequently, summing over all ρ ∈ BNCT (n,m)′o with Vρ = Vπ , we obtain∑
ρ∈BNCT (n,m)′o

Vρ=Vπ

κπ (a1+ a2, . . . , a1+ a2︸ ︷︷ ︸
n

, b2, b1, b2, b1, . . . , b1, b2︸ ︷︷ ︸
b1 occurs m times

)znwm+1

= κn,s(a2, b2)znw

s−1∏
q=1

(g2∗̌g1)(0 jq , 1 jq )w
jq .
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Finally, if we sum over all possible n ≥ 1, m ≥ 0, and all possible Vπ (so, in the
above equation, we get all possible s ≥ 1 and all possible jq ≥ 1), we obtain that

9o′(z, w)=
∑

n,s≥1

κn,s(a2, b2)znw

s−1∏
q=1

φg2∗̌g1(w)

=
w

φg2∗̌g1(w)

∑
n,s≥1

κn,s(a2, b2)zn(φg2∗̌g1(w))
s

=
w

φg2∗̌g1(w)
Ka2,b2(z, φg2∗̌g1(w)). �

Lemma 3.8. Under the above notation and assumptions,

9o(z, w)=
(

1+ 1
φg1∗̌g2(w)

9o′(z, w)
)

Ka1,b1(z, φg1∗̌g2(w)).

Proof. For each n,m≥ 1, we desire to rearrange the sum in9o(z, w) by expanding
κπ as a product of full (l, r)-cumulants and summing over all π with the same block
containing 1l .

Fix n,m ≥ 1, let E = {(2k)r }mk=1, let O = {(2k−1)r }mk=1, let π ∈BNCT (n,m)o,
let Vπ denote the block of π containing 1l , let t (respectively s) denote the number
of elements of {1l, . . . , nl} (respectively O) contained in Vπ (so t, s ≥ 1). Since
π ∨ σn,m = 1n,2m , Vπ must be of the form {kl}

t
k=1 ∪ {(2kq − 1)r }sq=1 for some

1= k1 < k2 < · · ·< ks ≤ m. Below is an example of such a π .

1l

2l

3l

4l

5l

1r

2r

3r

4r

5r

6r

7r

8r

9r

10r

11r

12r

Note that Vπ divides the right nodes into s disjoint regions, where the bottom
region is special as those nodes may connect to left nodes. For each 1 ≤ q ≤ s,
let jq = kq+1− kq , where ks = m + 1. Note that

∑s
q=1 jq = m. For q 6= s, let πq

denote the noncrossing partition obtained by restricting π to

{(2kq)r , (2kq + 1)r , . . . , (2kq+1− 2)r }.
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As discussed in Lemma 3.6, if π ′q is obtained from πq by adding the singleton block
{(2kq − 1)r }, then π ′q |O is naturally an element of NC′( jq) and π ′q |E is naturally
an element of NC( jq), which must be K (π ′q |O) since π ∨ σn,m = 1n,2m .

Let π ′s denote the bi-noncrossing partition obtained by restricting π to

{kl}
n
k=t+1 ∪ {(2ks)r , (2ks + 1)r , . . . , (2m)r }

(which is shaded differently in the above diagram). Notice, since π∨σn,m=12n,2m ,
that it must be the case that πs ∈ BNCT (n− t, js − 1)′o.

By writing κπ as a product of cumulants, using linearity of κπ , and using the fact
that (a1, b1) and (a2, b2) are bi-free (and implicitly using ϕ(b1)= 1), we obtain

κπ (a1+ a2, . . . , a1+ a2︸ ︷︷ ︸
n

, b1, b2, b1, b2, . . . , b1, b2︸ ︷︷ ︸
b1 occurs m times

)znwm

= κt,s(a1, b1)zt
( s−1∏

q=1

g1(0 jq , π
′

q)g2(0 jq , K (π ′q))w
jq

)
· κπs (a1+ a2, . . . , a1+ a2︸ ︷︷ ︸

n−t

, b2, b1, b2, . . . , b1, b2︸ ︷︷ ︸
b2 occurs js times

)zn−tw js .

Consequently, summing over all ρ ∈ BNCT (n,m)o with Vρ = Vπ , we obtain∑
ρ∈BNCT (n,m)o

Vρ=Vπ

κρ(a1+ a2, . . . , a1+ a2︸ ︷︷ ︸
n

, b1, b2, b1, b2, . . . , b1, b2︸ ︷︷ ︸
b1 occurs m times

)znwm

= κt,s(a1, b1)zt
( s−1∏

q=1

(g1∗̌g2)(0 jq , 1 jq )w
jq

)
·

( ∑
σ∈BNCT (n−t, js−1)′o

κσ (a1+ a2, . . . , a1+ a2︸ ︷︷ ︸
n−t

, b2, b1, b2, . . . , b1, b2︸ ︷︷ ︸
b2 occurs js times

)zn−tw js

)

as all σ ∈ BNCT (n− t, js − 1)′o occur.
We desire to sum over all n,m≥1 and all possible Vπ . This produces all possible

t, s ≥ 1 and all jq ≥ 1. If we first sum those terms above with t = n, we see, using
similar arguments to those used above, that∑

σ∈BNCT (0, js−1)′o

κσ (b2, b1, b2, . . . , b1, b2︸ ︷︷ ︸
b2 occurs jq times

)w js = (g1∗̌g2)(0 js , 1 js )w
js .

Consequently, summing those terms with t = n gives∑
t,s≥1

κt,s(a1, b1)zt
s∏

q=1

φg1∗̌g2(w)=
∑
t,s≥1

κt,s(a1, b1)zt(φg1∗̌g2(w))
s

= Ka1,b1(z, φg1∗̌g2(w)).
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Moreover, summing those terms with t 6= n gives

∑
t,s≥1

κt,s(a1, b1)zt
( s−1∏

q=1

φg1∗̌g2(w)

)
9o′(z, w)

=

∑
t,s≥1

κt,s(a1, b1)zt(φg1∗̌g2(w))
s−19o′(z, w)

=
1

φg1∗̌g2(w)
9o′(z, w)Ka1,b1(z, φg1∗̌g2(w)).

Combining the above two sums completes the proof. �

Proof of Theorem 3.5. By Lemma 3.6 along with (7), we see that

9e
(
z, φ〈−1〉

g (w)
)
= Ka2,b2

(
z, φg2∗̌g1

(
φ〈−1〉

g (w)
))
= Ka2,b2

(
z, φ〈−1〉

g2
(w)

)
.

By Lemma 3.7 along with equations (7) and (8)), we see that

9o′
(
z, φ〈−1〉

g (w)
)
=

φ
〈−1〉
g (w)

φg2∗̌g1

(
φ
〈−1〉
g (w)

)Ka2,b2

(
z, φg2∗̌g1

(
φ〈−1〉

g (w)
))

=

1
w
φ
〈−1〉
g1 (w)φ

〈−1〉
g2 (w)

φ
〈−1〉
g2 (w)

Ka2,b2

(
z, φ〈−1〉

g2
(w)

)
=

1
w
φ〈−1〉

g1
(w)Ka2,b2

(
z, φ〈−1〉

g2
(w)

)
.

Furthermore, by Lemma 3.8 along with (7), we obtain

9o
(
z, φ〈−1〉

g (w)
)

=

(
1+

1

φg1∗̌g2

(
φ
〈−1〉
g (w)

)9o′
(
z, φ〈−1〉

g (w)
))

Ka1,b1

(
z, φg1∗̌g2

(
φ〈−1〉

g (w)
))

=

(
1+

1

φ
〈−1〉
g1 (w)

9o′
(
z, φ〈−1〉

g (w)
))

Ka1,b1

(
z, φ〈−1〉

g1
(w)

)
=

(
1+ 1

w
Ka2,b2

(
z, φ〈−1〉

g2
(w)

))
Ka1,b1

(
z, φ〈−1〉

g1
(w)

)
= Ka1,b1

(
z, φ〈−1〉

g1
(w)

)
+

1
w

Ka1,b1

(
z, φ〈−1〉

g1
(w)

)
Ka2,b2

(
z, φ〈−1〉

g2
(w)

)
.

As

Ka1+a2,b1b2

(
z, φ〈−1〉

g (w)
)
=9e

(
z, φ〈−1〉

g (w)
)
+9o

(
z, φ〈−1〉

g (w)
)
,

we have verified that equation (16) holds and thus the proof is complete. �
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4. Bi-free partial S-transform

In this section, we study Voiculescu’s bi-free partial S-transform through combina-
torics. All notation in this section refers to the notation established in this section
and not to the notation of Section 3.

Definition 4.1 [Voiculescu 2015, Definition 2.1]. Let (a, b) be a two-faced pair
in a noncommutative probability space (A, ϕ) with ϕ(a) 6= 0 and ϕ(b) 6= 0. The
2-variable partial bi-free S-transform of (a, b) is the holomorphic function defined
on (C \ {0})2 near (0, 0) by

Sa,b(z, w)=
z+1

z
w+1
w

(
1− 1+z+w

Ha,b(Xa(z),Xb(w))

)
.(17)

It is useful to note, in the following proposition, an equivalent definition of the
bi-free partial S-transform. To simplify the discussion, we demonstrate the equality
in the case ϕ(a) = ϕ(b) = 1. This does not hinder the proof of the desired result,
namely Theorem 4.5 (see Remark 4.3).

Proposition 4.2. If (a, b) is a two-faced pair in a noncommutative probability
space (A, ϕ) with ϕ(a)= ϕ(b)= 1, then, as a formal power series,

Sa,b(z, w)= 1+ 1+z+w
zw

Ka,b
(
c〈−1〉

a (z), c〈−1〉
b (w)

)
.(18)

Proof. Using equations (5), (6), (9), and (10), we obtain that

1
Ha,b(Xa(z),Xb(w))

=
1

1+z
+

1
1+w

−
1

1+z
1

1+w
Ca,b

(
c〈−1〉

a (z), c〈−1〉
b (w)

)
.

Therefore, using equations (11) and (17), we obtain that

Sa,b(z, w)=
z+1

z
w+1
w

(
1− (1+ z+w)

( 1
1+z
+

1
1+w

−
1

1+z
1

1+w
Ca,b

(
c〈−1〉

a (z), c〈−1〉
b (w)

)))
=

1
zw
(
(1+ z)(1+w)− (1+ z+w)(2+ z+w)

+ (1+ z+w)Ca,b
(
c〈−1〉

a (z), c〈−1〉
b (w)

))
=

1
zw

(
zw− (1+ z+w)2

+ (1+ z+w)
(
1+ z+w+ Ka,b

(
c〈−1〉

a (z), c〈−1〉
b (w)

)))
= 1+ 1+z+w

zw
Ka,b

(
c〈−1〉

a (z), c〈−1〉
b (w)

)
. �

Remark 4.3. Again, one might be concerned that we have restricted to the case
ϕ(a) = ϕ(b) = 1. Using the same ideas as in Remark 3.3, if we use (18) as the
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definition of the S-transform and if λ,µ ∈ C \ {0}, then Sa,b(z, w)= Sλa,µb(z, w).
Hence there is no loss in assuming ϕ(a)= ϕ(b)= 1.

Remark 4.4. Note Proposition 4.2 immediately provides the S-transform part of
[Voiculescu 2015, Proposition 4.2]. Indeed if a and b are elements of a noncommu-
tative probability space (A, ϕ)with ϕ(a) 6=0, ϕ(b) 6=0, and ϕ(anbm)=ϕ(an)ϕ(bm)

for all n,m ≥ 0, then κn,m(a, b) = 0 for all n,m ≥ 1 (see [Skoufranis 2015, Sec-
tion 3.2]). Hence Ka,b(z, w)= 0, so Sa,b(z, w)= 1.

We desire to prove the following, which is one of two main results of [Voiculescu
2015], using combinatorial techniques and Proposition 4.2.

Theorem 4.5 [Voiculescu 2015, Theorem 2.1]. Let (a1, b1) and (a2, b2) be bi-free
two-faced pairs in a noncommutative probability space (A, ϕ) with ϕ(a j ) 6= 0 and
ϕ(b j ) 6= 0. Then

Sa1a2,b1b2(z, w)= Sa1,b1(z, w)Sa2,b2(z, w)

on (C \ {0})2 near (0, 0).

To simplify the proof of this result, we assume that ϕ(a j )=ϕ(b j )= 1. Note that
ϕ(a1a2)=ϕ(b1b2)=1 by freeness of the left algebras and of the right algebras in bi-
free pairs. Furthermore, let f j (respectively g j ) denote the multiplicative function
associated to the cumulants of a j (respectively b j ) defined by f j (0n, 1n)= κn(a j )

(respectively g j (0n, 1n) = κn(b j )). Recall that if f (respectively g) is the mul-
tiplicative function associated to the cumulants of a1a2 (respectively b1b2), then
f = f1 ∗ f2 (respectively g = g1 ∗ g2). Thus

φ
〈−1〉
f (z)= c〈−1〉

a1a2
(z), φ〈−1〉

g (w)= c〈−1〉
b1b2

(w),

φ
〈−1〉
f j
(z)= c〈−1〉

a j
(z), φ〈−1〉

g j
(w)= c〈−1〉

b j
(w).

Note that f, g, f j , g j ∈M1 by assumption.
By Proposition 4.2, it suffices to show that

(19) Ka1a2,b1b2

(
φ
〈−1〉
f (w), φ〈−1〉

g (w)
)

=21(z, w)+22(z, w)+
1+z+w

zw
21(z, w)22(z, w)

where

2 j (z, w)= Ka j ,b j

(
φ
〈−1〉
f j
(w), φ〈−1〉

g j
(w)

)
.

Recall

Ka1a2,b1b2(z, w)=
∑

n,m≥1

κn,m(a1a2, b1b2)znwm .
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For fixed n,m ≥ 1, let σn,m denote the element of BNC(2n, 2m) with blocks

{{(2k− 1)l, (2k)l}}nk=1 ∪ {{(2k− 1)r , (2k)r }}mk=1.

Thus (13) implies that

κn,m(a1a2, b1b2)

=

∑
π∈BNC(2n,2m)
π∨σn,m=12n,2m

κπ (a1, a2, a1, a2, . . . , a1, a2︸ ︷︷ ︸
a1 occurs n times

, b1, b2, b1, b2, . . . , b1, b2︸ ︷︷ ︸
b1 occurs m times

).

Since (a1, b1) and (a2, b2) are bi-free, we note that

κπ (a1, a2, a1, a2, . . . , a1, a2︸ ︷︷ ︸
a1 occurs n times

, b1, b2, b1, b2, . . . , b1, b2︸ ︷︷ ︸
b1 occurs m times

)= 0

if π contains a block containing a (2k)θ1 and a (2 j − 1)θ2 for some θ1, θ2 ∈ {l, r}
and for some k, j .

For n,m ≥ 1, let BNCS(n,m) be the set of all π ∈ BNC(2n, 2m) such that
π ∨σn,m = 12n,2m and π contains no blocks with both a (2k)θ1 and a (2 j−1)θ2 for
some θ1, θ2 ∈ {l, r} and for some k, j . Consequently, we obtain

Ka1a2,b1b2(z, w)=∑
n,m≥1

( ∑
π∈BNCS(n,m)

κπ(a1, a2, a1, a2, . . . , a1, a2︸ ︷︷ ︸
a1 occurs n times

, b1, b2, b1, b2, . . . , b1, b2︸ ︷︷ ︸
b1 occurs m times

)

)
znwm .

We desire to divide up this sum into two parts based on types of partitions
in BNCS(n,m). Notice that if π ∈BNCS(n,m), then π must contain a block with
both a kl and a jr for some k, j , so that π ∨ σn,m = 12n,2m . If

V ⊆ {1l, . . . , (2n)l, 1r , . . . , (2m)r },

we define min(V ) to be the integer k such that either kl ∈ V or kr ∈ V yet jl, jr /∈ V
for all j < k.

Let BNCS(n,m)e denote all π ∈ BNCS(n,m) such that min(V ) ∈ 2Z for the
block V of π that has the smallest min-value over all blocks W of π such that there
exist kl, jr ∈W for some k, j ; that is, V is the first block, measured from the top, in
the bi-noncrossing diagram of π that has both left and right nodes, and these nodes
are of even index. Similarly, let BNCS(n,m)o denote all π ∈ BNCT (n,m) such
that min(V ) ∈ 2Z+1 for the block V of π that has the smallest min-value over all
blocks W of π such that there exist kl, jr ∈ W for some k, j . Note BNCS(n,m)e
and BNCS(n,m)o are disjoint and

BNCS(n,m)e ∪BNCS(n,m)o = BNCS(n,m).
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Therefore, if for d ∈ {o, e} we define

9d(z, w) :=∑
n,m≥1

( ∑
π∈BNCS(n,m)d

κπ(a1, a2, a1, a2, . . . , a1, a2︸ ︷︷ ︸
a1 occurs n times

, b1, b2, b1, b2, . . . , b1, b2︸ ︷︷ ︸
b1 occurs m times

)

)
znwm,

then
Ka1a2,b1b2(z, w)=9e(z, w)+9o(z, w).

We derive expressions for 9e(z, w) and 9o(z, w) beginning with 9e(z, w). We do
not use the same rigour as in Section 3, as most of the arguments are similar.

Lemma 4.6. Under the above notation and assumptions,

9e(z, w)= Ka2,b2(φ f2∗̌ f1(z), φg2∗̌g1(w)).

Proof. Fix n,m ≥ 1. If π ∈ BNCS(n,m)e, let Vπ denote the first (and, as it
happens, only) block of π , as measured from the top of π ’s bi-noncrossing diagram,
that has both left and right nodes. Since π ∨ σn,m = 12n,2m , there exist t, s ≥ 1,
1≤ l1 < l2 < · · ·< lt = n, and 1≤ k1 < k2 < · · ·< ks = m such that

Vπ = {(2lp)l}
t
p=1 ∪ {(2kq)r }

s
q=1.

Note Vπ divides the remaining left nodes into t disjoint regions and the remaining
right nodes into s disjoint regions. Moreover, each block of π can only contain
nodes in one such region. Below is an example of such a π .

1l

2l

3l

4l

5l

6l

7l

8l

9l

10l

1r

2r

3r

4r

5r

6r

7r

8r

9r

10r

11r

12r

Let E = {(2k)l}nk=1 ∪ {(2k)r }mk=1 and O = {(2k − 1)l}nk=1 ∪ {(2k − 1)r }mk=1. For
each 1≤ p≤ t , let i p = lp−lp−1, where l0= 0, and let πl,p denote the noncrossing
partition obtained by restricting π to {(2lp−1 + 1)l, (2lp−1 + 2)l, . . . , (2lp − 1)l}.
Note that

∑t
p=1 i p=n. Furthermore, as explained in Lemma 3.6, if π ′l,p is obtained
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from πl,p by adding the singleton block {(2lp)l}, then π ′l,p|E is naturally an element
of NC′(i p) and π ′l,p|O is naturally an element of NC(i p), which must be K (π ′l,p|E)
in order to have π ∨ σn,m = 12n,2m .

Similarly, for each 1 ≤ q ≤ s, let jq = kq − kq−1, where k0 = 0, and let πr,q

denote the noncrossing partition obtained by restricting π to

{(2kq−1+ 1)r , (2kq−1+ 2)r , . . . , (2kq − 1)r }.

Note that
∑s

q=1 jq = m. Furthermore, as explained in Lemma 3.6, if π ′r,q is ob-
tained from πr,q by adding the singleton block {(2kq)r }, then π ′r,q |E is naturally an
element of NC′( jq) and π ′r,q |O is naturally an element of NC( jq), which must be
K (π ′r,q |E) in order to have π ∨ σn,m = 12n,2m .

Expanding

κρ(a1, a2, . . . , a1, a2︸ ︷︷ ︸
a1 occurs n times

, b1, b2, . . . , b1, b2︸ ︷︷ ︸
b1 occurs m times

)znwm

for ρ ∈ BNCS(n,m)e and summing such terms with Vρ = Vπ , we obtain

κt,s(a2, b2)

( t∏
p=1

( f2∗̌ f1)(0i p , 1i p)z
i p

)( s∏
q=1

(g2∗̌g1)(0 jq , 1 jq )w
jq

)
.

Finally, if we sum over all possible n,m ≥ 1 and all possible Vπ (so, in the above
equation, we get all possible t, s ≥ 1 and all possible i p, jq ≥ 1), we obtain that

9e(z, w)=
∑
t,s≥1

κt,s(a2, b2)

( t∏
p=1

φ f2∗̌ f1(z)
)( s∏

q=1

φg2∗̌g1(z)
)

=

∑
t,s≥1

κt,s(a2, b2)(φ f2∗̌ f1(z))
t(φg2∗̌g1(w))

s

= Ka2,b2

(
φ f2∗̌ f1(z), φg2∗̌g1(w)

)
. �

In order to discuss9o(z, w), it is quite helpful to discuss subcases. For n,m ≥ 0,
let σ ′n,m denote the element of BNC(2n+ 1, 2m+ 1) with blocks

{{1l, 1r }} ∪ {{(2l)l, (2l + 1)l}}nl=1 ∪ {{(2k)r , (2k+ 1)r }}mk=1.

Define BNCS(n,m)′o to be the set of all π ∈ BNC(2n + 1, 2m + 1) such that
π∨σ ′n,m = 12n+1,2m+1 and π contains no blocks with both a (2k)θ1 and a (2 j−1)θ2

for any θ1, θ2 ∈ {l, r} and any k, j . We wish to divide up BNCS(n,m)′o further. For
π ∈ BNCS(n,m)′o, let Vπ,l denote the block of π containing 1l and Vπ,r the block
of π containing 1r . Then,
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BNCS(n,m)o,0
= {π ∈ BNCS(n,m)′o | Vπ,l has no right nodes and Vπ,r has no left nodes},

BNCS(n,m)o,r
= {π ∈ BNCS(n,m)′o | Vπ,l has no right nodes but Vπ,r has left nodes},

BNCS(n,m)o,l
= {π ∈ BNCS(n,m)′o | Vπ,l has right nodes but Vπ,r has no left nodes},

BNCS(n,m)o,lr = {π ∈ BNCS(n,m)′o | Vπ,l = Vπ,r }.

Due to the nature of bi-noncrossing partitions, the above sets are disjoint and have
union BNCS(n,m)′o.

For d ∈ {0, r, l, lr}, define

9o,d(z, w) :=∑
n,m≥0

( ∑
π∈BNCS(n,m)o,d

κπ (a2, a1, a2, . . . , a1, a2︸ ︷︷ ︸
a1 occurs n times

, b2, b1, b2, . . . , b1, b2︸ ︷︷ ︸
b1 occurs m times

)

)
zn+1wm+1.

Lemma 4.7. Under the above notation and assumptions,

9o,0(z, w)= zw ·
φ f2(φ f2∗̌ f1(z))φg2(φg2∗̌g1(w))

φ f2∗̌ f1(z)φg2∗̌g1(w)
.

Proof. Fix n,m ≥ 0. If π ∈ BNCS(n,m)o,0, then, since π ∨ σ ′n,m = 12n+1,2m+1,
there exist t, s≥ 1, 1= l1< l2< · · ·< lt = n+1, and 1= k1< k2< · · ·< ks =m+1
such that

Vπ,l = {(2lp − 1)l}tp=1 and Vπ,r = {(2kq − 1)r }sq=1.

Note that Vπ,l divides the remaining left nodes into t −1 disjoint regions and Vπ,r
divides the remaining right nodes into s−1 disjoint regions. Moreover, each block
of π can only contain nodes in one such region. Below is an example of such a π .

1l

2l

3l

4l

5l

6l

7l

8l

9l

10l

11l

1r

2r

3r

4r

5r

6r

7r

8r

9r
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If i p = lp+1− lp and jq = kq+1− kq , then

t−1∑
p=1

i p = n and
s−1∑
q=1

jq = m.

Using similar arguments to those in Lemma 4.6, expanding

κρ(a2, a1, a2, a1, . . . , a1, a2︸ ︷︷ ︸
a1 occurs n times

, b2, b1, b2, b1, . . . , b1, b2︸ ︷︷ ︸
b1 occurs m times

)zn+1wm+1

for ρ ∈ BNCS(n,m)o,0 and summing all terms with Vρ,l = Vπ,l and Vρ,r = Vπ,r ,
we obtain

zw · κt(a2)κs(b2)

( t−1∏
p=1

( f2∗̌ f1)(0i p , 1i p)z
i p

)( s−1∏
q=1

(g2∗̌g1)(0 jq , 1 jq )w
jq

)
.

Finally, if we sum over all possible n,m ≥ 0 and all possible Vπ,l and Vπ,r (so,
in the above equation, we get all possible t, s ≥ 1 and all possible i p, jq ≥ 1), we
obtain that

9e(z, w)= zw
∑
t,s≥1

κt(a2)κs(b2)

( t−1∏
p=1

φ f2∗̌ f1(z)
)( s−1∏

q=1

φg2∗̌g1(z)
)

= zw
∑
t,s≥1

κt(a2)κs(b2)(φ f2∗̌ f1(z))
t−1(φg2∗̌g1(w))

s−1

= zw ·
φ f2(φ f2∗̌ f1(z))φg2(φg2∗̌g1(w))

φ f2∗̌ f1(z)φg2∗̌g1(w)
. �

Lemma 4.8. Under the above notation and assumptions,

9o,r (z, w)=
w ·φ f1∗̌ f2(z)
φg2∗̌g1(w)

Ka2,b2(φ f2∗̌ f1(z), φg2∗̌g1(w)).

Proof. Fix n,m ≥ 0. Note BNCS(0,m)o,r =∅ by definition.
If π ∈ BNCS(n,m)o,r , then, since π ∨ σ ′n,m = 12n+1,2m+1, there exist t, s ≥ 1,

1< l1 < l2 < · · ·< lt = n+ 1, and 1= k1 < k2 < · · ·< ks = m+ 1 such that

Vπ,r = {(2lp − 1)l}tp=1 ∪ {(2kq − 1)r }sq=1.

Note that Vπ,r divides the remaining right nodes into s−1 disjoint regions and the
remaining left nodes into t regions. However, the top region is special. If l0 is the
largest natural number such that (2l0 − 1)l ∈ Vπ,l , then l0 further divides the top
region on the left into two regions. Note that each block of π can only contain
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nodes in one such region. The following is an example of such a π for which
l0 = 3, with one part of the special region (1l, . . . , 5l) shaded differently.

1l

2l

3l

4l

5l

6l

7l

8l

9l

10l

11l

12l

13l

1r

2r

3r

4r

5r

6r

7r

8r

9r

Let i0 = l0, i p = lp − lp−1 when p 6= 0, and jq = kq+1− kq . Thus

t∑
p=0

i p = n+ 1 and
s−1∑
q=1

jq = m.

Using similar arguments to those in Lemma 4.6, expanding

κρ(a2, a1, a2, a1, . . . , a1, a2︸ ︷︷ ︸
a1 occurs n times

, b2, b1, b2, b1, . . . , b1, b2︸ ︷︷ ︸
b1 occurs m times

)zn+1wm+1

for ρ ∈ BNCS(n,m)o,r and summing all terms with Vρ,l = Vπ,l and Vρ,r = Vπ,r ,
we obtain

w · κt,s(a2, b2)

( t∏
p=1

( f2∗̌ f1)(0i p , 1i p)z
i p

)

·

( s−1∏
q=1

(g2∗̌g1)(0 jq , 1 jq )w
jq

)(
( f1∗̌ f2)(0i0, 1i0)z

i0
)
.

Note for p ≥ 2, each ( f2∗̌ f1)(0i p , 1i p)z
i p comes from the p-th region from the top

on the left, whereas the top region on the left gives ( f2∗̌ f1)(0i1, 1i1)z
i1 using the

partitions below (2l0−1)l and gives ( f1∗̌ f2)(0i0, 1i0)z
i0 using the partitions above

and including (2l0− 1)l .
Finally, if we sum over all possible n,m ≥ 0 and all possible Vπ,l and Vπ,r (so,

in the above equation, we get all possible t, s ≥ 1 and all possible i p, jq ≥ 1), we
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obtain that

9e(z, w)= w
∑
t,s≥1

κt,s(a2, b2)

( t∏
p=1

φ f2∗̌ f1(z)
)( s−1∏

q=1

φg2∗̌g1(z)
)(
φ f1∗̌ f2(z)

)
= w

∑
t,s≥1

κt,s(a2, b2)(φ f2∗̌ f1(z))
t(φg2∗̌g1(w))

s−1(φ f1∗̌ f2(z))

=
w ·φ f1∗̌ f2(z)
φg2∗̌g1(w)

Ka2,b2(φ f2∗̌ f1(z), φg2∗̌g1(w)). �

Lemma 4.9. Under the above notation and assumptions,

9o,l(z, w)=
z ·φg1∗̌g2(w)

φ f2∗̌ f1(z)
Ka2,b2(φ f2∗̌ f1(z), φg2∗̌g1(w)).

Proof. The proof can be obtained by applying a mirror to Lemma 4.8. �

Lemma 4.10. Under the above notation and assumptions,

9o,lr (z, w)=
zw

φ f2∗̌ f1(z)φg2∗̌g1(w)
Ka2,b2(φ f2∗̌ f1(z), φg2∗̌g1(w)).

Proof. The proof of this result follows from the proof of Lemma 4.7 by replacing
each occurrence of κt(a2)κs(b2) with κt,s(a2, b2). Indeed there is a bijection from
BNCS(n,m)o,0 to BNCS(n,m)o,lr whereby, given π ∈BNCS(n,m)o,0, we produce
π ′ ∈ BNCS(n,m)o,lr by joining Vπ,l and Vπ,r into a single block.

1l

2l

3l

4l

5l

6l

7l

8l

9l

10l

11l

1r

2r

3r

4r

5r

6r

7r

8r

9r

1l

2l

3l

4l

5l

6l

7l

8l

9l

10l

11l

1r

2r

3r

4r

5r

6r

7r

8r

9r

�

Lemma 4.11. Under the above notation and assumptions,

9o(z, w)=
1

φ f1∗̌ f2(z)φg1∗̌g2(w)
9o′(z, w)Ka1,b1(φ f1∗̌ f2(z), φg1∗̌g2(w)),

where

9o′(z, w)=9o,0(z, w)+9o,r (z, w)+9o,l(z, w)+9o,lr (z, w).
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Proof. Fix n,m ≥ 1. If π ∈ BNCS(n,m)o, let Vπ denote the first block of π , as
measured from the top of π ’s bi-noncrossing diagram, that has both left and right
nodes. Since π ∈BNCS(n,m)o, there exist t, s ≥ 1, 1= l1 < l2 < · · ·< lt ≤ n, and
1= k1 < k2 < · · ·< ks ≤ m such that

Vπ = {(2lp − 1)l}tp=1 ∪ {(2kq − 1)r }sq=1.

Note Vπ divides the remaining left nodes and right nodes into t−1 disjoint regions
on the left, s − 1 disjoint regions on the right, and one region on the bottom.
Moreover, each block of π can only contain nodes in one such region. Below is
an example of such a π .

1l

2l

3l

4l

5l

6l

7l

8l

9l

10l

1r

2r

3r

4r

5r

6r

7r

8r

9r

10r

11r

12r

Let

E = {(2k)l}nk=1 ∪ {(2k)r }mk=1,

O = {(2k− 1)l}nk=1 ∪ {(2k− 1)r }mk=1.

For each 1≤ p ≤ t , let i p = lp+1− lp, where lt+1 = n+ 1, and, for p 6= t , let πl,p

denote the noncrossing partition obtained by restricting π to

{(2lp)l, (2lp + 1)l, . . . , (2lp+1− 2)l}.

Note that
∑t

p=1 i p=n. Furthermore, as explained in Lemma 3.6, if π ′l,p is obtained
from πl,p by adding the singleton block {(2lp − 1)l}, then π ′l,p|O is naturally an
element of NC′(i p) and π ′l,p|E is naturally an element of NC(i p), which must be
K (π ′l,p|O) in order to satisfy π ∨ σn,m = 12n,2m .

Similarly, for each 1≤ q ≤ s, let jq = kq+1− kq , where ks+1 = m+ 1, and, for
q 6= s, let πr,q denote the noncrossing partition obtained by restricting π to

{(2kq)r , (2kq + 1)r , . . . , (2kq+1− 2)r }.
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Note that
∑s

q=1 jq = m. Furthermore, as explained in Lemma 3.6, if π ′r,q is ob-
tained from πr,q by adding the singleton block {(2kq−1)r }, then π ′r,q |O is naturally
an element of NC′( jq) and π ′r,q |E is naturally an element of NC( jq), which must
be K (π ′r,q |O) in order to satisfy π ∨ σn,m = 12n,2m .

Finally, if π ′ is the bi-noncrossing partition obtained by restricting π to

{(2lt)l, (2lt + 1)l, . . . , (2n)l, (2ks)r , (2ks + 1)r , . . . , (2m)r }

(which is shaded differently in the above diagram), then π ′ ∈BNCS(it−1, js−1)′o.
Expanding

κρ(a1, a2, . . . , a1, a2︸ ︷︷ ︸
a1 occurs n times

, b1, b2, . . . , b1, b2︸ ︷︷ ︸
b1 occurs m times

)znwm

for ρ ∈ BNCS(n,m)o and summing such terms with Vρ = Vπ , we obtain

κt,s(a1, b1)

( t−1∏
p=1

( f1∗̌ f2)(0i p , 1i p)z
i p

)( s−1∏
q=1

(g1∗̌g2)(0 jq , 1 jq )w
jq

)

·

( ∑
τ∈BNCS(it−1, js−1)′o

κτ (a2, a1, a2, a1, . . . , a1, a2︸ ︷︷ ︸
a1 occurs it−1 times

, b2, b1, b2, b1, . . . , b1, b2︸ ︷︷ ︸
b1 occurs js−1 times

)zitw js

)
.

Note that for p 6= t , each ( f1∗̌ f2)(0i p , 1i p)z
i p comes from the p-th region from the

top on the left, for q 6= s each (g1∗̌g2)(0 jq , 1 jq )w
jq comes from the q-th region from

the top on the right, and all τ ∈ BNCS(it − 1, js − 1)′o are possible on the bottom.
Finally, if we sum over all possible n,m≥1 and all possible Vπ (so, in the above

equation, we get all possible t, s ≥ 1 and all possible i p, jq ≥ 1), we obtain that

9e(z, w)=
∑
t,s≥1

κt,s(a1, b1)

( t−1∏
p=1

φ f1∗̌ f2(z)
)( s−1∏

q=1

φg1∗̌g2(z)
)
9o′(z, w)

=

∑
t,s≥1

κt,s(a1, b1)(φ f1∗̌ f2(z))
t−1(φg1∗̌g2(w))

s−19o′(z, w)

=
1

φ f1∗̌ f2(z)φg1∗̌g2(w)
9o′(z, w)Ka1,b1(φ f1∗̌ f2(z), φg1∗̌g2(w)). �

Proof of Theorem 4.5. Using (7) and (8), we see (via Lemmata 4.6–4.10) that

9e
(
φ
〈−1〉
f1∗ f2

(z), φ〈−1〉
g1∗g2

(w)
)
= Ka2,b2

(
φ
〈−1〉
f2
(z), φ〈−1〉

g2
(w)

)
,

9o,0

(
φ
〈−1〉
f1∗ f2

(z), φ〈−1〉
g1∗g2

(w)
)
= φ

〈−1〉
f1∗ f2

(z)φ〈−1〉
g1∗g2

(w) ·
zw

φ
〈−1〉
f2
(z)φ〈−1〉

g2 (w)

= φ
〈−1〉
f1
(z)φ〈−1〉

g1
(w),
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9o,r
(
φ
〈−1〉
f1∗ f2

(z), φ〈−1〉
g1∗g2

(w)
)
=
φ
〈−1〉
f1
(z)φ〈−1〉

g1 (w)

w
Ka2,b2

(
φ
〈−1〉
f2
(z), φ〈−1〉

g2
(w)

)
,

9o,l
(
φ
〈−1〉
f1∗ f2

(z), φ〈−1〉
g1∗g2

(w)
)
=
φ
〈−1〉
f1
(z)φ〈−1〉

g1 (w)

z
Ka2,b2

(
φ
〈−1〉
f2
(z), φ〈−1〉

g2
(w)

)
,

9o,lr
(
φ
〈−1〉
f1∗ f2

(z), φ〈−1〉
g1∗g2

(w)
)
=
φ
〈−1〉
f1
(z)φ〈−1〉

g1 (w)

zw
Ka2,b2

(
φ
〈−1〉
f2
(z), φ〈−1〉

g2
(w)

)
.

Since

80
(
φ
〈−1〉
f1∗ f2

(z), φ〈−1〉
g1∗g2

(w)
)
=

1

φ
〈−1〉
f1
(z)φ〈−1〉

g1 (w)
9o′
(
φ
〈−1〉
f1∗ f2

(z), φ〈−1〉
g1∗g2

(w)
)
Ka1,b1

(
φ
〈−1〉
f1
(z), φ〈−1〉

g1
(w)

)
by (7) and Lemma 4.11, and since

1
z
+

1
w
+

1
zw
=

1+z+w
zw

and Ka1a2,b1b2(z, w)=9e(z, w)+90(z, w),

we have verified that (19) holds and thus the proof is complete. �
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VECTOR BUNDLE VALUED DIFFERENTIAL FORMS ON
NQ-MANIFOLDS

LUCA VITAGLIANO

Geometric structures on NQ-manifolds, i.e., nonnegatively graded mani-
folds with a homological vector field, encode nongraded geometric data on
Lie algebroids and their higher analogues. A particularly relevant class
of structures consists of vector bundle valued differential forms. Symplec-
tic forms, contact structures and, more generally, distributions are in this
class. We describe vector bundle valued differential forms on nonnegatively
graded manifolds in terms of nongraded geometric data. Moreover, we use
this description to present, in a unified way, novel proofs of known results,
and new results about degree-one NQ-manifolds equipped with certain geo-
metric structures, namely symplectic structures, contact structures, invo-
lutive distributions (already present in literature), locally conformal sym-
plectic structures, and generic vector bundle valued higher order forms, in
particular presymplectic and multisymplectic structures (not yet present in
literature).
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1. Introduction

Graded geometry encodes (nongraded) geometric structures in an efficient way.
For instance, a vector bundle is the same as a degree-one nonnegatively graded
manifold. In this respect NQ-manifolds, i.e., nonnegatively graded manifolds
equipped with a homological vector field, are of a special interest. Namely, they
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encode Lie algebroids in degree one, and higher versions of Lie algebroids (including
homotopy Lie algebroids) in higher degrees [Voronov 2010] (see also [Bruce 2011;
Kjeseth 2001b; Sati et al. 2012; Sheng and Zhu 2011; Bonavolontà and Poncin
2013; Vitagliano 2015b], and [Kjeseth 2001a; Vitagliano 2014] for applications
of homotopy Lie algebroids). Accordingly, geometric data on Lie algebroids, or
higher versions of them, that are compatible with the algebroid structure, can be
encoded by suitable geometric structures on an NQ-manifold that are preserved by
the homological vector field. This is a general rule with various examples scattered
in the literature. For instance, degree-one symplectic NQ-manifolds are equivalent
to Poisson manifolds (which can be understood as Lie algebroids of a special kind)
[Roytenberg 2002]. Similarly, degree-one contact NQ-manifolds [Grabowski 2013;
Mehta 2013] are equivalent to Jacobi manifolds, and degree-one NQ-manifolds
equipped with a compatible involutive distribution are equivalent to Lie algebroids
equipped with an IM foliation (see [Jotz and Ortiz 2011] for a definition) [Zambon
and Zhu 2012]. More examples can be presented in degree two. For instance, degree-
two symplectic NQ-manifolds are equivalent to Courant algebroids [Roytenberg
2002], and degree-two contact NQ-manifolds encode a contact version of Courant
algebroids: Grabowski’s contact-Courant algebroids [Grabowski 2013].

In all examples above the geometric structure on the NQ-manifold is, or can be
understood as, a differential form with values in a vector bundle. This motivates
the study of vector bundle valued differential forms (vector valued forms, in the
following) on graded manifolds, and, in particular, NQ-manifolds. In this paper,
we describe vector valued forms on nonnegatively graded manifolds in terms of
nongraded geometric data (Theorem 10). Later we apply this description to the
study of degree-one NQ-manifolds equipped with a compatible vector valued
form. In this way, we get a unified formalism for the description of degree-one
contact NQ-manifolds, symplectic NQ-manifolds, and NQ-manifolds equipped
with a compatible involutive distribution. In particular, we manage to present
alternative proofs of results (in degree one) of Roytenberg [2002], Grabowski
[2013], Mehta [2013], and Zambon and Zhu [2012]. We also discuss three new
examples. Namely, we show that degree-one presymplectic NQ-manifolds (with
an additional nondegeneracy condition) are basically equivalent to Dirac manifolds
(Corollary 31). We also show that degree-one locally conformal symplectic NQ-
manifolds are equivalent to locally conformal Poisson manifolds (Theorem 35),
and, more generally, degree-one NQ-manifolds equipped with a compatible, higher
degree, vector valued form are equivalent to Lie algebroids equipped with Spencer
operators (Theorem 36). The latter have been recently introduced in [Crainic et al.
2015] (see also [Salazar 2013]) as infinitesimal counterparts of multiplicative vector
valued forms on Lie groupoids. In particular, degree-one multisymplectic NQ-
manifolds are equivalent to Lie algebroids equipped with an IM multisymplectic
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structure [Bursztyn et al. 2015] (Theorem 39). We stress that we do only consider
differential forms with values in vector bundles generated in one single degree
(which, up to a shift, are actually generated in degree zero). This hypothesis
simplifies the discussion a lot. We hope to discuss the general case, as well as
higher-degree cases, elsewhere.

The paper is divided into three main sections and two appendixes. In Section 2,
after a short review of vector valued Cartan calculus on graded manifolds, we
present our description of vector valued forms on N-manifolds in terms of nongraded
geometric data (Theorem 10). As already remarked, this description allows one
to present in a unified way various results scattered in the literature about the
correspondence between geometric structures on degree-one NQ-manifolds and
(nongraded) geometric structures on Lie algebroids. In Section 3, we discuss 1-
forms on degree-one NQ-manifolds. Surjective 1-forms are the same as distributions
and we discuss in some detail the contact and involutive cases. The results of this
section (Theorem 23 and Theorem 25) are already present in literature, but they are
presented here in a new and unified way that allows a straightforward generalization
to (possibly degenerate) differential forms of higher order. In Section 4, we discuss
2-forms (on degree-one NQ-manifolds). In particular, we present a novel proof of
the remark of Roytenberg [2002] that degree-one symplectic NQ-manifolds are
equivalent to Poisson manifolds (Theorem 27). We also generalize Roytenberg result
in two different directions, namely to presymplectic forms on one side (Theorem 30
and Corollary 31) and to locally conformal symplectic structures on the other
side (Theorem 35). In Section 5 we discuss the general case of a differential
form of arbitrarily high order. In particular, we relate compatible vector valued
forms on NQ-manifold and the Spencer operators of Crainic–Salazar–Struchiner
[Crainic et al. 2015; Salazar 2013] (Theorem 36). Finally, we discuss degree-one
multisymplectic NQ-manifolds (Theorem 39). The paper is complemented by two
appendixes. In Appendix A, we revisit briefly the concept of locally conformal
symplectic manifolds [Vaisman 1985], and give a slightly more intrinsic definition
of them. We also briefly review the relation between locally conformal symplectic
manifolds and locally conformal Poisson manifolds [Vaisman 2007]. In Appendix
B, we review the definition of Lie algebroids and their representations. As already
remarked they play a key role in the paper.

1.1. Notation and conventions. Let V =
⊕

i Vi be a graded vector space. We
denote by |v| the degree of a homogeneous element, i.e., |v| = i whenever v ∈ Vi ,
unless otherwise stated.

Let M be a (graded) manifold, and E→M a (graded) vector bundle on it. We
denote by M the support of M. In the case when M is nonnegatively graded, M
is also the degree-zero shadow of M. Moreover, we denote by C∞i (M), (resp.
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Xi (M), 0i (E)) the vector space of degree-i smooth functions on M (resp. vector
fields on M, sections of E). We also denote by X−(M) the graded vector space of
negatively graded vector fields on M. Sometimes, if there is no risk of confusion,
we denote by E the (graded) C∞(M)-module of sections of E . Similarly, we often
identify (graded) vector bundle morphisms and (graded) homomorphisms between
modules of sections.

We adopt the Einstein summation convention.

2. Vector valued forms on graded manifolds

2.1. NQ-manifolds and vector NQ-bundles. We refer to [Roytenberg 2002; Mehta
2006; Cattaneo and Schätz 2011] for details about graded manifolds, and, in
particular, N-manifolds. In the following, we just recall some basic facts which will
be often used below. We will work with the simplest possible notion of a graded
manifold. Namely, any graded manifold M in this paper is equipped with one single
Z-grading in its algebra C∞(M) of smooth functions (unless otherwise stated).
Moreover, C∞(M) is graded commutative with respect to the grading. We will
call degree the grading. We will focus on N-manifolds, i.e., nonnegatively graded
manifolds. Recall that the degree of an N-manifold is the highest degree of its
coordinates. Similarly, the degree of a vector N-bundle, i.e., a nonnegatively graded
vector bundle over an N-manifold, is the highest degree of its fiber coordinates.

Example 1. Every degree-one N-manifold M is of the form A[1] for some non-
graded vector bundle A → M , and one has C∞(M) = 0(∧•A∗). In particular,
degree-zero functions on M identify with functions on M , and degree-one functions
on M identify with sections of A∗. Accordingly, vector fields of degree −1 on
M identify with sections of A. In the following, we will tacitly understand the
identifications C∞0 (M)' C∞(M), C∞1 (M)' 0(A∗), and X−1(M)' 0(A). The
action of a vector field X ∈0(A) of degree −1 on a degree-one function f ∈0(A∗)
is given by the duality pairing: X ( f )= 〈X, f 〉.

Example 2. Recall that every N-manifold M is fibered over its degree-zero shadow
M . Every degree-zero vector N-bundle E over M is of the form M×M E for some
nongraded vector bundle E → M , and one has 0(E) = C∞(M)⊗0(E) (where
the tensor product is over C∞(M)). In particular, degree-zero sections of E identify
with sections of E . In the following, we will tacitly understand the identification
00(E)' 0(E).

A Q-manifold is a graded manifold M equipped with a homological vector field
Q, i.e., a degree-one vector field Q such that [Q, Q] = 0. An NQ-manifold is a
nonnegatively graded Q-manifold.

Example 3. Every degree-one NQ-manifold (M, Q) is of the form (A[1], dA) for
some nongraded Lie algebroid A→ M (see Appendix B for a definition of Lie
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algebroid). Here dA is the homological derivation induced in 0(∧•A∗)= C∞(M).
The Lie bracket [[−,−]] in 0(A) and the anchor ρ :0(A)→X(M) can be recovered
from Q via formulas

[[X, Y ]] = [[Q, X ], Y ], ρ(X)( f )= [Q, X ]( f ),

where X, Y ∈ 0(A) are also interpreted as vector fields of degree −1 on M (so that
[[Q, X ], Y ] also has degree −1), and f ∈ C∞(M).

Similarly, we call a Q-vector bundle (resp. NQ-vector bundle) a graded vector
bundle E→M (resp. a vector N-bundle) equipped with a homological derivation.
In this respect, recall that a (graded) derivation of E is a graded, R-linear map
X : 0(E)→ 0(E) such that

X( f e)= X ( f )e+ (−)| f ||X| f X(e), f ∈ C∞(M), e ∈ 0(E),

for a (necessarily unique) vector field X ∈X(M) called the symbol of X. Clearly, a
derivation of E is completely determined by its symbol and its action on generators
of 0(E).

Example 4. Denote by 1 the grading vector field on M, i.e., 1( f ) = | f | f , for
all homogeneous functions f on M. The grading 1E : 0(E)→ 0(E), e 7→ |e|e, is
a distinguished degree-zero derivation. Obviously, the symbol of 1E is 1.

Example 5. Let M be an N-manifold, and let E =M×M E be a degree-zero
vector N-bundle on it. Since 0(E) is generated in degree zero, then a negatively
graded derivation X of E is completely determined by its symbol X and, therefore,
it is the same as a negatively graded vector field on M. Specifically, for a section
of E of the form f ⊗ e, f ∈ C∞(M), e ∈ 0(E), one has X( f ⊗ e) = X ( f )⊗ e.
In the following, we will tacitly identify negatively graded derivations of E and
negatively graded vector fields on M.

Derivations of 0(E) are sections of a (graded) Lie algebroid DE over M with
bracket given by the (graded) commutator, and anchor given by the symbol. A
homological derivation of E is a degree-one derivation Q, with symbol Q, such that
[Q,Q] = 0 (in particular, Q is a homological vector field).

Example 6. Any degree-zero NQ-vector bundle (E,Q) over a degree-one N-
manifold M is of the form (A[1] ×M E, dE) for some nongraded Lie algebroid
A→M equipped with a representation E→M . Here dE is the homological deriva-
tion induced on 0(∧•A∗⊗ E)= 0(E). The algebroid structure on A corresponds to
the symbol Q of Q, while the (flat) A-connection ∇E in E can be recovered from
Q via formula

∇
E
X e = [Q, X ](e)=Q(X (e)),
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where X ∈0(A) is also interpreted as a derivation of E of degree−1 (see Example 5),
and e ∈ 0(E).

2.2. Vector valued Cartan calculus on graded manifolds. Let M be a graded
manifold and let E be a graded vector bundle over M. Differential forms on M are
functions on T [1]M which are polynomial on fibers of T [1]M→M. In particular,
the algebra �(M) of differential forms on M is equipped with two gradings: the
“form” degree and the “internal, manifold” degree, which is usually referred simply
as the degree (or, sometimes, the weight). The “total” degree is the sum of the form
degree and the degree. Notice that the algebra �(M) is graded commutative with
respect to the total degree. Similarly, E-valued differential forms on M are sections
of the vector bundle T [1]M×M E→ T [1]M which are polynomial on fibers of
T [1]M→M. The �(M)-module �(M, E)'�(M)⊗0(E) of E-valued forms
is equipped with two gradings. The “internal” degree will be referred to simply as
the degree. We will denote by |ω| the degree of a homogeneous (with respect to
the internal degree) E-valued form ω.

Now, we briefly review the E-valued version of Cartan calculus. Let X be a
derivation of E . There are unique derivations iX and LX of the vector bundle
T [1]M×M E→ T [1]M such that

(1) the symbol of iX is the insertion iX of the symbol X of X,

(2) iX vanishes on 0(E),

(3) the symbol of LX is the Lie derivative LX along the symbol X of X,

(4) LX agrees with X on 0(E).

Notice that, actually, iX does only depend on the symbol of X. For this reason, we
will sometimes write iX for iX.

Example 7. For any homogenous E-valued form ω, L1Eω = |ω|ω.

The following E-valued Cartan identities hold:

(1) [iX, iX′] = 0, [LX, iX′] = i[X,X′], [LX, LX′] = L [X,X′],

for all X,X′ ∈ 0(DE), where the bracket [−,−] denotes the graded commutator.
Moreover,

(2) i f X = f iX, L f X = f LX+ (−)
| f |+|X|d f iX,

for all f ∈ C∞(M).
Now suppose that E is equipped with a flat connection∇. Recall that a connection

in E is a graded, homogeneous, C∞(M)-linear map ∇ :X(M)→ 0(DE), denoted
X 7→∇X , such that the symbol of∇X is precisely X . In particular |∇|=0. Derivation
∇X is called the covariant derivative along X . A connection ∇ is flat if it is a



VECTOR BUNDLE VALUED DIFFERENTIAL FORMS ON NQ-MANIFOLDS 455

morphism of (graded) Lie algebras, i.e., [∇X ,∇Y ] = ∇[X,Y ], for all X, Y ∈ X(M).
A connection ∇ in E determines a unique degree-one derivation d∇ of the vector
bundle T [1]M×M E→ T [1]M such that

(1) the symbol of d∇ is the de Rham differential d ∈ X(T [1]M),

(2) iX d∇e =∇X e for all e ∈ 0(E) and X ∈ X(M).

The derivation d∇ is the de Rham differential of ∇. It is a homological derivation if
and only if ∇ is flat.

Let ∇ be a flat connection in E . The following identities hold:

(3) [i∇X , d∇] = L∇X , [L∇X , d∇] = 0, [d∇, d∇] = 0,

for all X ∈ X(M).

Remark 8. Specialize to the case when M is an N-manifold and E is of degree
zero. Then E =M×M E for some vector bundle E over the degree-zero shadow
M of M. A connection ∇0 in E induces a unique connection ∇ in E such that

∇X e =∇0
X e,

for all e ∈ 0(E) and X ∈ X0(M), where X ∈ X(M) is the projection of X onto M .
The connection ∇ is flat if and only if ∇0 is flat. Moreover, every connection in E
is of this kind. Notice that if ∇ is flat, whatever it is, the covariant derivative along
the grading vector field 1 coincides with the grading derivation 1E . To see this
it is enough to compare the action of ∇1 and 1E on generators. Locally, 0(E) is
generated by ∇0-flat sections of E . Thus, let e ∈ 0(E) be ∇0-flat. Then ∇1e= 0=
1Ee. As an immediate consequence, every d∇-closed E-valued differential form ω

on M of positive degree n is also d∇-exact, i.e., ω = d∇ϑ , for a suitable ϑ . One
can choose, for instance, ϑ = n−1i1Eω. Indeed,

d∇
(1

n
i1Eω

)
=

1
n
[d∇, i1E ]ω =

1
n

L1Eω = ω.

2.3. An alternative description of vector valued forms on N-manifolds. In the
following, we will only consider the case when M is an N-manifold and E is
generated in one single degree. Let M be the degree-zero shadow of M. Then,
up to an irrelevant shift, E is isomorphic to a pull-back M×M E , where E is a
nongraded vector bundle over M (see Example 2). Accordingly, we will often write
C∞(M, E) for 0(E) and �(M, E) for �(M, E).

Remark 9. Despite the huge simplifications inherent to the hypothesis E 'M×M

E , this case still captures many interesting situations. For instance, a degree-n
symplectic N-manifold [Roytenberg 2002] or contact N-manifold [Grabowski 2013;
Mehta 2013] can each be understood as an N-manifold M equipped with a degree-n
differential form with values in a vector bundle concentrated in just one degree



456 LUCA VITAGLIANO

(the trivial bundle M×R in the symplectic case, and a generically nontrivial line
bundle concentrated in degree n in the contact case). We hope to discuss the case
of a general vector bundle E elsewhere.

Theorem 10. Let n be a positive integer. A degree-n differential k-form on M with
values in E is equivalent to the following data:

• a degree-n (first order) differential operator D : X−(M)→�k(M, E), and

• a degree-n C∞(M)-linear map ` : X−(M)→�k−1(M, E),

such that

(4) D( f X)= f D(X)+ (−)|X |d f `(X),

and, moreover,

LX D(Y )− (−)|X ||Y |LY D(X)= D([X, Y ]),(5)

LX`(Y )− (−)|X |(|Y |−1)iY D(X)= `([X, Y ]),(6)

iX`(Y )− (−)(|X |−1)(|Y |−1)iY `(X)= 0.(7)

for all X, Y ∈ X−(M), and f ∈ C∞(M).

Remark 11. By induction on n, Theorem 10 provides a description of E-valued
differential forms in terms of nongraded data. Indeed, D and ` take values in
lower-degree forms and one can use degree-zero forms, namely E-valued forms on
M as base of induction.

Proof. Let ω be a degree-n, E-valued differential k-form on M. Define D :
X−(M)→�k(M, E) and ` : X−(M)→�k−1(M, E) by putting

(8) D(X) := LXω, and `(X) := iXω, X ∈ X−(M).

Properties (4), (5), (6), and (7) immediately follow from identities (1), and (2).
Conversely, let D and ` be as in the statement of the theorem, and prove that

there exists a unique degree-n differential form ω ∈�k(M, E) fulfilling (8). We
propose a local proof. One can pass to the global setting by partition of unity
arguments. Let . . . , za, . . . be positively graded coordinates on M and ∂a := ∂/∂za .
In particular the grading derivation 1E is locally given by

1E = |za
|za∂a.

Moreover, X−(M) is locally generated, as a C∞(M)-module, by vector fields

zb1 · · · zbk∂b, |zb1 | + · · · + |zbk | − |zb
|< 0.

Put
ω :=

|za
|

n
(
za D(∂a)+ dza`(∂a)

)
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and prove (8). First of all, for X = Xa∂a ,

LXω =
|za
|

n
LX
(
za D(∂a)+ dza`(∂a)

)
=
|za
|

n
(
XaD(∂a)+(−)

|za
||X |LXD(∂a)+(−)

|X |dXa`(∂a)+(−)
|X |(|za

|+1)dzaLX`(∂a)
)
.

In view of (5) and (6),

(−)|z
a
||X |LX D(∂a)= L∂a D(X)− D([∂a, X ])

and
(−)|X |(|z

a
|+1)LX`(∂a)= i∂a D(X)− (−)|X |`([∂a, X ]),

so that

(9) LXω =
1
n

L1E D(X)+ |z
a
|

n
(
Xa D(∂a)+ (−)

|X |d Xa`(∂a)

− za D([∂a, X ])− (−)|X |dza`([∂a, X ])
)

=
n+|X |

n
D(X)+ |z

a
|

n
(
Xa D(∂a)+ (−)

|X |d Xa`(∂a)

− za D([∂a, X ])− (−)|X |dza`([∂a, X ])
)
.

Similarly

(10) iXω =
n+|X |

n
`(X)+ |z

a
|

n
(
Xa`(∂a)− za`([∂a, X ])

)
.

Using X = ∂b in (9) and (10) gives

(11) L∂bω = D(∂b), and i∂bω = `(∂b).

In view of identity (4), in order to prove (8), it is enough to restrict to vector fields
X of the form zb1 · · · zbk∂b. This case can be treated by induction on k, using (11)
as the base. Namely, use X = zb1 · · · zbk∂b in (9), with k > 0. Since

[∂a, X ] =
∑

i

(−)(|z
b1 |+···+|zbi−1 |)|za

|δbi
a zb1 · · · ẑbi · · · zbk∂b,

where a hat “−̂” denotes omission, by the induction hypothesis we have

D([∂a, X ])= L [∂a,X ]ω, and `([∂a, X ])= i[∂a,X ]ω.

A direct computation shows that the second summand in the right-hand side of (9)
is equal to −(|X |/n)LXω. Similarly, the second summand in the right-hand side of
(10) is equal to −(|X |/n)iXω. Notice that, since k > 0, we have |X |>−n and can
conclude that LXω = D(X), and similarly, iXω = `(X).

To prove uniqueness, it is enough to show that a degree-n differential form ω

with values in E is completely determined by contraction with, and Lie derivative
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along, negatively graded derivations. Thus,

nω = L1Eω = |z
a
|(za L∂aω+ dzai∂aω).

In particular ω is completely determined by L∂aω and i∂aω. �

We will refer to the data (D, `) corresponding to a vector valued form ω as
the Spencer data of ω. Indeed, as we will show in Section 5, they are a vast
generalization of the Spencer operators considered in [Crainic et al. 2015; Salazar
2013].

Example 12. Let E → M be a nongraded vector bundle equipped with a flat
connection ∇, and let M be an N-manifold. As discussed in Section 2.2, ∇ induces
a flat connection in the graded vector bundle M×M E →M which we denote
again by ∇. In its turn, the induced connection determines a homological derivation
d∇ of the vector bundle T [1]M×M E→ T [1]M of E-valued forms on M. Notice
that d∇ maps k-forms to (k + 1)-forms. Now, let ω ∈ �k(M, E) and let (D, `)
be the corresponding Spencer data. We want to describe the Spencer data (D′, `′)
of d∇ω. To do this, we first observe that a discussion similar to that in Remark 8
shows that, whatever ∇, the covariant derivative along a negatively graded vector
field X ∈ X−(M) satisfies ∇X = X . Hence, from (3)

D′(X)= LX d∇ω = L∇X d∇ω = d∇LXω = d∇D(X)

and

`′(X)= iX d∇ω = i∇X d∇ω = LXω− (−)
|X |d∇ iXω = D(X)− (−)|X |d∇`(X),

which completely describe (D′, `′) in terms of (D, `) and d∇ .

Example 13. Let E → M be a nongraded vector bundle. The first jet bundle
J 1 E→ M fits in an exact sequence

(12) 0−→�1(M, E)−→ 0(J 1 E)
p
−→ 0(E)−→ 0

of C∞(M)-linear maps, where p is the canonical projection. Sequence (12) splits
(beware, over R not over C∞(M)) via the universal first order differential operator
j1
: 0(E) → 0(J 1 E). Accordingly, there is a first order differential operator

S : 0(J 1 E)→ �1(M, E) sometimes called the Spencer operator. The degree-n
N-manifold M = J 1 E[n] comes equipped with an E-valued, degree-n Cartan
1-form θ . In order to define θ , recall that negatively graded vector fields on M
are concentrated in degree −n, and X−n(M) identifies with 0(J 1 E) as a C∞(M)-
module. Now, θ is uniquely defined by the properties

(13) i j1eθ = e and L j1eθ = 0,
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for all e ∈ 0(E). It immediately follows from (13) that the Spencer data (D, `)
of θ identify with (−)n times the Spencer operator S : 0(J 1 E)→�1(M, E) and
the projection 0(J 1 E)→ 0(E) respectively.

Example 14. Let M be a nongraded manifold. The degree-n N-manifold M =
T ∗[n]M comes equipped with the obvious tautological, degree-n 1-form ϑ . Con-
sider the degree-n 2-form ω = dϑ . Negatively graded vector fields on M are
concentrated in degree −n, and X−n(M) is naturally isomorphic to �1(M) as a
C∞(M)-module. It is easy to see that ω is uniquely defined by the properties

(14) id f ω = d f and Ld f ω = 0,

for all f ∈ C∞(M). It immediately follows from (14) that the Spencer data (D, `)
of ω identify with (−)n times the exterior differential d : �1(M)→ �2(M) and
the identity id :�1(M)→�1(M) respectively.

Example 15. Let E → M be a nongraded vector bundle equipped with a flat
connection ∇. The degree-n N-manifold M = T ∗[n]M ⊗ E is equipped with a
tautological, degree-n E-valued 1-form ϑ . The flat connection ∇ induces a flat
connection in the graded vector bundle M×M E→M which we denote again by ∇.
Consider the homological derivation d∇ as in Example 12. Notice that d∇ agrees
with the de Rham differential of ∇ on degree-zero forms, i.e., elements of�(M, E).
Consider the degree-n 2-form ω = d∇ϑ with values in E . Negatively graded
vector fields on M are concentrated in degree −n, and X−n(M) is isomorphic to
�1(M, E) as a C∞(M)-module. It is easy to see that ω is uniquely defined by the
properties

(15) id∇eω = d∇e and Ld∇eω = 0,

for all e ∈ 0(E). It immediately follows from (15) that the Spencer data (D, `) of
ω identify with (−)n times the de Rham differential d∇ :�1(M, E)→�2(M, E)
and the identity id :�1(M, E)→�1(M, E) respectively.

In the three remaining sections we use Theorem 10 (and Proposition 17 below)
to describe degree-one NQ-manifolds equipped with a compatible vector valued
differential form (see below) in terms of nongraded data. In particular, we manage
to give alternative proofs of known results about compatible contact structures
[Grabowski 2013; Mehta 2013], involutive distributions [Zambon and Zhu 2012],
and symplectic forms [Roytenberg 2002] on degree-one NQ-manifolds. We also
manage to find new results about compatible, presymplectic and locally conformal
symplectic structures, and, more generally, higher order vector valued forms on
degree-one NQ-manifolds. It turns out (Theorem 36) that a compatible degree-one
differential k-form on a degree-one NQ-manifold (M, Q) is equivalent to a Lie
algebroid equipped with a structure recently identified in [Crainic et al. 2015] as the
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infinitesimal counterpart of a multiplicative vector valued form on a Lie groupoid
(see also [Salazar 2013]), namely, a k-th order Spencer operator.

Let M be an N-manifold, with degree-zero shadow M , and let (E,Q) be an
NQ-vector bundle over it. We denote by Q the symbol of Q.

Definition 16. An E-valued differential form on M, ω, is compatible with Q if
LQω = 0.

Suppose E is of degree zero. Then E =M×M E for a nongraded vector bundle
E→ M . For later use, we conclude this section expressing the compatibility of an
E-valued form ω on M with Q in terms of Spencer data.

Proposition 17. Let ω ∈�k(M, E) be an E-valued k-form on M of degree n > 0,
and let (D, `) be its Spencer data. Then ω is compatible with Q, i.e., LQω = 0, if
and only if

(16) A(X, Y ) := D([[Q, X ], Y ])− L [Q,X ]D(Y )

− (−)|X ||Y |
(
L [Q,Y ]D(X)− LQLY D(X)

)
= 0,

(17) B(X, Y ) := `([[Q, X ], Y ])− (−)|Y |i[Q,X ]D(Y )

− (−)|X ||Y |
(
L [Q,Y ]`(X)− LQLY `(X)

)
= 0,

(18) C(X, Y ) := i[Q,X ]`(Y )+ (−)(|X |−1)(|Y |−1)(i[Q,Y ]`(X)− LQiY `(X)
)
= 0.

Remark 18. By induction on n, Proposition 17 provides a description of the
compatibility condition between ω and Q in terms of nongraded data (see also
Remark 19 below). Notice that, when |ω| = 1, the last summand in (16), (17) and
(18) vanishes by degree reasons.

Proof. First of all, notice that [[Q, X ], Y ] is negatively graded for all X, Y . Hence
it identifies with [[Q, X ], Y ]. In particular, the left-hand side of (16), (17) and (18)
are well-defined. Now, for any ω as in the statement, LQω is a form of degree n+1.
Since every form of positive degree on M is completely determined by its Spencer
data, LQω vanishes if and only if

LY LX LQω = iY LX LQω = LY iX LQω = iY iX LQω = 0,

for all X, Y ∈ X−(M). It immediately follows from the second Cartan iden-
tity (1) that condition iY LX LQω = 0 is actually redundant. It remains to compute
LY LX LQω, LY iX LQω, and iY iX LQω. So

LY LX LQω = LY L [X,Q]ω− (−)|Y |LY LQLXω

= (−)|X |+|Y |(|X |+1)(L [[Q,X ],Y ]ω− L [Q,X ]LYω
)

− (−)|X |+|Y |
(
L [Q,Y ]LXω− LQLY LXω

)
,
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which differs from A(X, Y ) in (16) by an overall sign (−)|X |+|Y |(|X |+1). Similarly,

LY iX LQω = (−)
|X |LY i[Q,X ]ω− (−)|X |LY LQiXω

= (−)(|X |+1)(|Y |+1)(i[[Q,X ],Y ]ω− (−)|Y |i[Q,X ]LYω
)

+ (−)|X |+|Y |
(
L [Q,Y ]iXω− LQLY iXω

)
,

which differs from B(X, Y ) in (17) by an overall sign (−)(|X |+1)(|Y |+1). Finally,

iY iX LQω = (−)
|X |iY i[Q,X ]ω− (−)|X |iY LQiXω

= (−)|X ||Y |i[Q,X ]iYω− (−)
|X |+|Y |(i[Q,Y ]iX − LQiY iXω

)
,

which differs from C(X, Y ) in (18) by an overall sign (−)|X ||Y |. �

Remark 19. When M is the total space of a negatively graded vector bundle
V→M (which is always the case up to a noncanonical isomorphism), a homological
vector field on M is the same as an L∞-algebroid structure on 0(V ∗) (see, e.g.,
[Bonavolontà and Poncin 2013; Bruce 2011; Sati et al. 2012; Vitagliano 2015b]).
We conjecture the existence of formulas expressing the compatibility between ω
and Q in terms of the higher brackets (and the anchor) of this L∞-algebroid, and
the Spencer data of ω. Similarly, when no isomorphism M' V is assigned, there
should be formulas involving Getzler higher derived brackets on X−(M) [Getzler
2010]. Finding these formulas goes beyond the scopes of this paper and we postpone
this task to a subsequent publication.

3. Vector valued 1-forms on NQ-manifolds

3.1. Vector valued 1-forms and distributions. Let M be a degree-n N-manifold,
n > 0, and let (E = M ×M E,Q) be a degree-zero NQ-vector bundle over it.
According to Definition 16, a degree-n 1-form θ with values in E is compatible with
Q if, by definition, LQθ = 0. Several interesting geometric structures are described
by compatible 1-forms. For instance, compatible distributions on an NQ-manifold
are equivalent to surjective compatible 1-forms. Namely, Let (M, Q) be a degree-n
NQ-manifold, and let D ⊂ TM be a distribution on M. Consider the normal
bundle TM/D. Projection TM→ TM/D can be interpreted as a degree-zero
surjective 1-form with values in TM/D. We say that D is cogenerated in degree
k if TM/D is generated in degree −k. In this case, TM/D =M×M E[k] for a
suitable nongraded vector bundle E→M , and the projection θD : TM→M×M E
can be interpreted as a degree-k, surjective, E-valued 1-form such that ker θD = D.
Conversely, if E→ M is a nongraded vector bundle and θ is a degree-k, surjective
1-form with values in E , then D := ker θ is a distribution such that θD = θ .

Definition 20. A distribution D on M, cogenerated in degree n, is compatible with
Q if [Q, 0(D)] ⊂ 0(D).
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Now, let D be a distribution cogenerated in degree-n and E be such that TM/D=
M×M E[−n]. If D is compatible with Q, then the commutator with Q restricts to
a homological derivation of D, hence it also descends to a homological derivation of
the vector bundle M×M E which we denote by Q. Moreover, LQθD = 0. Indeed,
for every vector field X ∈ X(M),

(19) iX LQθD = (−)
|X |(i[Q,X ]θD−Q(iXθD)

)
= 0.

Conversely, if (E,Q) is a degree-zero NQ-bundle and θ is a degree-n surjective
1-form with values in E , then it follows from (19) that LQθ = 0 if and only if 1)
ker θ is a distribution compatible with the symbol Q of Q, and 2) Q is induced
on 0(E) by the adjoint operator [Q,−] on X(M). One concludes that compatible
distributions are the same as compatible surjective 1-forms.

Remark 21. The above discussion is actually independent of the degree of Q.
Hence, it shows that an infinitesimal symmetry of D, i.e., any vector field X such
that [X, 0(D)] ⊂ 0(D), determines a derivation X of TM/D via

X(Y mod D) := [X, Y ] mod D.

The symbol of X is precisely X . Moreover, one can compute the Lie derivative
LXθD, and find LXθD = 0.

Now recall that a distribution D on a (graded) manifold M comes equipped with
a curvature form

ωD : 0(D)×0(D)→ 0(TM/D), (X, Y ) 7→ [X, Y ] mod 0(D).

The curvature form ωD measures how far is D from being involutive. The two
limit cases ωD nondegenerate and ωD = 0 are of special interest. The first one
corresponds to maximally nonintegrable distributions, the second one to involutive
distributions.

3.2. Degree one contact NQ-manifolds. Let M be an N-manifold and let C be a
hyperplane distribution on it. Since L := TM/C is a line bundle, it is generated in
one single degree. A degree-n contact N-manifold is an N-manifold M equipped
with a degree-n contact structure, i.e., a hyperplane distribution C , such that the
line bundle L := TM/C is generated in degree n, and the curvature form ωC is
nondegenerate (see [Grabowski 2013] for an alternative definition exploiting the
“symplectization trick”).

Example 22. Let L→ M be a nongraded line bundle. The kernel of the Cartan
form θ on J 1L[n] (see Example 13) is a degree-n contact structure.

It follows from the definition that, if (M,C) is a degree-n contact N-manifold,
then the degree of M is at most n. When L is a trivial line bundle, C is the
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kernel of a (nowhere vanishing) 1-form α which can be used to simplify the theory
significantly (see [Mehta 2013]). In this case the contact structure is said to be
coorientable and a choice of α provides a coorientation (i.e., an orientation of L).
In the general case, L :=M×M L[n] for a nongraded line bundle L→ M , and C
is the kernel of a (degree-n) 1-form θC with values in a (generically nontrivial) line
bundle L .

A degree-n contact structure on M determines a nondegenerate Jacobi bracket
{−,−} of degree −n on 0(L), i.e., a Lie bracket of degree −n which is a graded
first order differential operator in each entry and such that the associated morphism
J 1L⊗ J 1L→L is nondegenerate (see also Appendix A). For the details about how
to define the Jacobi bracket {−,−} from C in the nongraded case see, for instance,
[Crainic and Salazar 2015]. The generalization to the graded case can be carried out
straightforwardly and the obvious details are left to the reader. A degree-n contact
NQ-manifold is a degree-n contact manifold (M,C) equipped with a homological
vector field Q such that [Q, 0(C)] ⊂ 0(C), in other words it is an NQ-manifold
equipped with a compatible degree-n contact structure. If (M,C, Q) is a contact
NQ-manifold, the homological vector field Q induces a homological derivation Q

of L as discussed above. Thus, equivalently, a degree-n contact NQ-manifold is a
degree-n contact manifold (M,C) equipped with a homological derivation Q of L
such that LQθC = 0.

Theorem 23 [Mehta 2013; Grabowski 2013]. Every degree-one contact N-manifold
(M,C) is of the kind (J 1L[1], ker θ), up to contactomorphisms, where L → M
is a (nongraded) line bundle, and θ is the Cartan form on J 1L[1]. Moreover,
there is a one-to-one correspondence between degree-one contact NQ-manifolds
and (nongraded) manifolds equipped with an abstract Jacobi structure (see the
appendixes).

Notice that Mehta does only discuss the case when C is coorientable, i.e., TM/C
is globally trivial. Moreover, he selects a contact form, which amounts to selecting
a global trivialization TM/C 'M×R[1] (see [Mehta 2013] for details). On the
other hand, in independent work Grabowski discusses the general case (he actually
treats the degree-two case as well). His proof relies on the “symplectization trick”
which consists in understanding a contact manifold as a homogeneous symplectic
manifold (see [Grabowski 2013]) and then using already known results in the
symplectic case. We propose an alternative proof avoiding the “symplectization
trick” and focusing on the Spencer data of the structure 1-form of C . We refer to
[Crainic and Salazar 2015] for details on abstract Jacobi structures.

Proof. Let (M= A[1],C) be a degree-one contact N-manifold, and let L= TM/C
be the associated degree-one line-bundle. Then L=M×M L[1] for a nongraded line
bundle L→ M , and θC is a degree-one L-valued 1-form on M. Denote by (D, `)
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the Spencer data of θC . The Jacobi bracket {−,−} determines a isomorphism of
graded vector bundles of degree −1 between J 1L and DL. Since negatively graded
derivations are completely determined by their symbol, this gives an isomorphism
0(J 1L)' X−1(M)' 0(A), hence a diffeomorphism M' J 1L[1]. The diagram

0(L) 0(A) D
//

`
oo

˜

�1(M, L)

0(L) 0(J 1L)
−S
//

p
oo �1(M, L)

commutes, as can be easily seen. This shows that the diffeomorphism M' J 1L[1]
identifies θC with the Cartan form θ (see Example 13), thus proving the first part
of the statement. In the following we identify M and J 1L[1]. For the second
part of the statement, let Q be a homological derivation of L and let Q be its
symbol. Moreover, let (J 1L , ρ, [[−,−]]) and (L ,∇L) be the Lie algebroid and
the Lie algebroid representation associated to Q. We use Proposition 17 to see
when is (M,C,Q) a contact NQ-manifold. Since θ is a 1-form, Equation (18)
is automatically satisfied, and θ is compatible with Q if and only if A(X, Y ) =
B(X, Y ) = 0, with ω = θ and X, Y ∈ X−1(M) ' 0(J 1L). In fact, one can even
restrict to X, Y in the form j1λ, j1µ, with λ,µ ∈ 0(L). In this case, one gets

A(X, Y )= D([[Q, j1λ], j1µ])=−S[[ j1λ, j1µ]],

and

B(X, Y )= `([[Q, j1λ], j1µ])+ L [Q, j1µ]λ= p[[ j1λ, j1µ]] +∇L
j1µ
λ,

where we used that `( j1λ)= i j1λθ = λ, and D( j1λ)= L j1λθ = 0 (see Example 13).
Concluding, (M,C,Q) is a contact NQ-manifold if and only if p[[ j1λ, j1µ]] =

−∇
L
j1µ
λ=∇L

j1λ
µ and S[[ j1λ, j1µ]] = 0, i.e., if and only if (J 1L , [[−,−]], ρ) is the

Lie algebroid associated to a Jacobi structure on L → M , and ∇L is its natural
representation (see Appendix B). �

3.3. Involutive distributions on degree-one NQ-manifolds. Compatible involu-
tive distributions (cogenerated in degree one) on a degree-one NQ-manifold are
equivalent to infinitesimally multiplicative (IM) foliations of a special kind. Let
(A, [[−,−]], ρ) be a Lie algebroid over a manifold M , and let F ⊂ TM be an
involutive distribution. An IM foliation of A over F [Jotz and Ortiz 2011] is a triple
consisting of

• an involutive distribution F ,

• a Lie subalgebroid B ⊂ A,

• a flat F-connection ∇ in the quotient bundle A/B,
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such that

(1) sections X of A such that X mod B is ∇-flat form a Lie subalgebra in 0(A)
with sections of B as a Lie ideal,

(2) ρ takes values in the stabilizer of F ,

(3) ρ|B takes values in F .

As the terminology suggests, IM foliations are infinitesimal counterparts of involu-
tive multiplicative distributions on Lie groupoids [Jotz and Ortiz 2011]. Zambon
and Zhu [2012] proved that IM foliations can be also understood as degree-one NQ-
manifolds equipped with an involutive distribution preserved by the homological
vector field. In the following, we restrict to distributions cogenerated in degree
one. In this particularly simple situation, we can provide an alternative proof of
Zambon–Zhu result exploiting the description of vector valued forms in terms of
their Spencer data.

Lemma 24. Let (A,[[−,−]],ρ) be a Lie algebroid over a manifold M. If (TM, B,∇)
is an IM foliation of A over TM , then there is a flat A-connection ∇ A/B in A/B
such that

(20) ∇
A/B
X (Y mod B)=∇ρ(Y )(X mod B)− [[Y, X ]] mod B,

and, moreover,

(21) d∇([[X, Y ]] mod B)= L
∇

A/B
X

d∇(Y mod B)− L
∇

A/B
Y

d∇(X mod B),

for all X, Y ∈ 0(A). Conversely, if B ⊂ A is a vector subbundle, ∇ is a flat
connection in A/B, and ∇ A/B is a flat A-connection in A/B satisfying (20) and
(21), then (TM, B,∇) is an IM foliation of A over TM.

Proof. For the first part of the statement, let (TM, B,∇) be an IM foliation as in
the statement. Denote by 0∇ the sheaf on M consisting of sections X of A such
that X mod B is ∇-flat. Since 0(A/B) is locally generated by flat sections, 0(A)
is locally generated by 0∇ . Now, the left-hand side of (20) is clearly C∞(M)-linear
in X . Moreover, it vanishes whenever Y ∈ 0(B). To see this, it is enough to
compute on local generators X ∈0∇ . In this case, the left-hand side of (20) reduces
to −[[Y, X ]] mod B which vanishes by property (1) of IM foliations whenever
Y ∈ 0(B). One concludes that (20) defines a differential operator ∇ A/B

X in 0(A/B)
for all X ∈ 0(A). It is easy to see that, besides being C∞(M)-linear in X , ∇ A/B

X is
actually a derivation with symbol ρ(X). Thus ∇ A/B is a well-defined A-connection
in A/B. To see that it is flat, check that the curvature

R(X, Y )(Z mod B) :=
(
[∇

A/B
X ,∇

A/B
Y ] −∇

A/B
[[X,Y ]]

)
(Z mod B)
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vanishes on all X, Y, Z . Since R is linear in the first two arguments, it is enough to
check that it vanishes on X, Y ∈ 0∇ . In this case [[X, Y ]] ∈ 0∇ as well and

R(X, Y )(Z mod B)= [[[[Z , Y ]], X ]] − [[[[Z , X ]], Y ]] + [[Z , [[X, Y ]]]] = 0

by the Jacobi identity.
Finally, notice that Equation (21) is equivalent to

(22) ∇Z ([[X, Y ]] mod B)

=
(
∇

A/B
X ∇Z −∇[ρ(X),Z ]

)
(Y mod B)−

(
∇

A/B
Y ∇Z −∇[ρ(Y ),Z ]

)
(X mod B),

X, Y ∈ 0(A), and Z ∈ X(M). Actually, (22) can be easily obtained from (21), by
inserting Z in both sides, and using

[iZ , L
∇

A/B
X
] = i[Z ,ρ(X)].

Thus it is enough to check that the expression

S(X, Y ; Z) := ∇Z ([[X, Y ]] mod B)

−
(
∇

A/B
X ∇Z −∇[ρ(X),Z ]

)
(Y mod B)+

(
∇

A/B
Y ∇Z −∇[ρ(Y ),Z ]

)
(X mod B)

vanishes for all X, Y, Z . A direct computation shows that S is C∞(M)-linear in its
first two arguments. Therefore, it is enough to compute S(X, Y ; Z) for X, Y ∈ 0∇ .
In this case [[X, Y ]] ∈ 0∇ as well and S(X, Y ; Z) vanishes.

The second part of the statement immediately follows from (20) and (21). �

Theorem 25 [Zambon and Zhu 2012]. There is a one-to-one correspondence be-
tween degree-one NQ-manifolds equipped with a compatible involutive distribution,
cogenerated in degree one, and Lie algebroids A→M equipped with an IM foliation
over TM.

Proof. Let M = A[1] be a degree-one N-manifold, and let D be an involutive
distribution on it, cogenerated in degree one. Denote by π :M→ M the projection
of M onto its zero dimensional shadow. The quotient bundle TM/D identifies
with M×M E[1] for a nongraded vector bundle E→ M , and θD is a degree-one E-
valued 1-form on M. Moreover, D projects surjectively onto TM , i.e., π∗D = TM .
In particular, for any vector field Z on M there is a (degree-zero) vector field
Z̃ ∈ 0(D) that is π -related to Z .

Denote by (D, `) the Spencer data of θD. In particular, ` : 0(A)→ 0(E) is
surjective. Let B = ker ` so that E identifies with A/B and ` identifies with the
projection 0(A)→0(A/B). In the following we will understand this isomorphism.
There is a unique first order differential operator δ : 0(A/B)→�1(M, A/B) such
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that diagram

0(A) D
//

��

�1(M, A/B)

0(A/B)
δ

77

commutes. To see this it is enough to show that 0(B) ⊂ ker D. Since 0(B) =
0−1(D), and sections of D are infinitesimal symmetries by involutivity, D(X)=
LXθD = 0 for all X ∈ 0(B) (see Remark 21). It follows from (4) that δ( f α) =
f δα − d f ⊗ α for all f ∈ C∞(M), and α ∈ 0(A/B). Therefore, δ is minus the

(first) de Rham differential of a unique connection ∇ in A/B. We claim that ∇ is a
flat connection. Indeed, first of all, notice that for all Z ∈ X(M) and X ∈ 0(A),

∇Z (X mod B)= iZ d∇(X mod B)=−iZ D(X)=−i Z̃ LXθD,

where Z̃ is any degree-zero vector field on M that is π -related to Z . We can choose
Z̃ ∈ 0(D) so that

∇Z (X mod B)=−i Z̃ LXθD =−i
[X,Z̃ ]θD = [Z̃ , X ] mod B.

Now, let Y, Z be vector fields on M , and let Ỹ , Z̃ be vector fields in D that are
π -related to them. Then, by involutivity, [Ỹ , Z̃ ] is in D and it is π -related to [Y, Z ].
Thus

∇[Y,Z ](X mod B)= [[Ỹ , Z̃ ], X ] mod B

=
(
[Ỹ , [Z̃ , X ]] − [Z̃ , [Ỹ , X ]]

)
mod B

= [∇Y ,∇Z ](X mod B).

Conversely, let B ⊂ A be a vector subbundle and let ∇ be a flat connection in A/B.
Denote by ` : A→ A/B the projection. Then (−d∇ ◦ `, `) are Spencer data for an
A/B-valued 1-form θ on M. Put D = ker θ . To see that D is involutive, notice
that 0−1(D)= ker `= 0(B). Moreover, D projects surjectively on TM , therefore
0(D) is generated by 1) sections of B and 2) degree-zero vector fields in D that
are projectable onto M . Commuting the latter with the former, one gets sections of
B which are again in D. It remains to show that the commutator of two projectable
vector fields Z̃ , Ỹ in D is again in D, i.e., i

[Ỹ ,Z̃ ]θ = 0. Now i
[Ỹ ,Z̃ ]θ = 0 if and only if

LX i
[Ỹ ,Z̃ ]θ = 0 for all X ∈ X−(M)= 0(A). The same computation as above shows

that
LX i
[Ỹ ,Z̃ ]θ =

(
[∇Y ,∇Z ] −∇[Y,Z ]

)
(X mod B)= 0,

where Y = π∗Ỹ , and Z = π∗ Z̃ . We conclude that involutive distributions D on
M cogenerated in degree one are equivalent to the following (nongraded) data: a
vector subbundle B ⊂ A and a flat connection in A/B.
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Finally, let D be an involutive distribution on M cogenerated in degree one and
let (B,∇) be the corresponding nongraded data. Moreover, let Q be a homological
derivation of TM/D=M×M A/B, let Q be its symbol, and let (A, [[−,−]], ρ) and
(A/B,∇ A/B) be the Lie algebroid and the Lie algebroid representation correspond-
ing to Q. The distribution D is compatible with Q, and Q is induced by [Q,−], if
and only if θD is compatible with Q. To see when this is the case, we use again
Proposition 17. Identity (18) is automatically satisfied by ω = θD. Additionally, for
ω = θD and X, Y ∈ X−(M)= 0(A), one gets

A(X, Y )= D([[Q, X ], Y ])− L [Q,X ]D(Y )+ L [Q,Y ]D(X)

= − d∇([[X, Y ]] mod B)+ L
∇

A/B
X

d∇(Y mod B)− L
∇

A/B
Y

d∇(X mod B),

and

B(X, Y )= `([[Q, X ], Y ])+ i[Q,X ]D(Y )+ L [Q,Y ]`(X)

= [[X, Y ]] mod B−∇ρ(X)(Y mod B)+∇ A/B
Y (X mod B),

where we used that D =−d∇ ◦ `. Proposition 17 and Lemma 24 then show that D
is compatible with Q, and Q is induced by [Q,−], if and only if (B,∇, TM) is an
IM foliation of A over TM , and ∇ A/B is the A-connection in the statement of the
lemma. �

4. Vector Valued 2-forms on NQ-manifolds

4.1. Degree one symplectic NQ-manifolds. Recall that a degree-n symplectic N-
manifold is an N-manifold M equipped with a degree-n symplectic structure, i.e.,
a degree-n nondegenerate, closed 2-form ω.

It immediately follows from the definition that, if (M, ω) is a degree-n symplectic
N-manifold, then the degree of M is at most n. If n > 0, then ω = dϑ , with
ϑ = n−1i1ω.

Example 26. The degree-n 2-form ω on T ∗[n]M (see Example 14) is a degree-n
symplectic structure.

A degree-n symplectic NQ-manifold is a degree-n symplectic manifold (M, ω)

equipped with a homological vector field Q such that LQω = 0.

Theorem 27 [Roytenberg 2002]. Every degree-one symplectic N-manifold (M, ω)

is of the kind (T ∗[1]M, dϑ), up to symplectomorphisms, where ϑ is the tautological
degree-one 1-form on T ∗[1]M (see Example 14). Moreover, there is a one-to-one
correspondence between degree-one symplectic NQ-manifolds and (nongraded)
Poisson manifolds.

Roytenberg’s proof exploits explicitly the Poisson bracket. We propose an
alternative proof focusing on Spencer data. The advantage is that we can apply the
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same strategy to degenerate (Theorem 30 and Corollary 31) or higher-degree forms
(Theorems 36 and 39) in a straightforward way.

Proof. Let (M, ω) be a degree-one symplectic N-manifold, and let (D, `) be the
Spencer data of ω. In particular, M= A[1] for some vector bundle A→ M . By
nondegeneracy ` : X−1(M)→ �1(M) is an isomorphism 0(A) ' �1(M), i.e.,
M= A[1] ' T ∗[1]M . Moreover, since ω is closed, the diagram

(23) 0(A) D
//

`

��

�2(M)

�1(M)
−d

::

commutes. This shows that diffeomorphism M ' T ∗[1]M identifies ω with the
canonical symplectic structure on T ∗[1]M (see Example 14), thus proving the
first part of the statement. In the following we identify M and T ∗[1]M . For the
second part of the statement, let Q be a homological vector field on M and let
(T ∗M, ρ, [[−,−]]) be the corresponding Lie algebroid. Similarly to the previous
section, (M, ω, Q) is a symplectic NQ-manifold if and only if it satisfies (17), and
(18), for all X, Y ∈X−1(M)'�1(M). Indeed, since ω is closed, condition (16) is
actually a consequence of (17), and (18). It is easy to see that one can even restrict
to X, Y in the form d f, dg, with f, g ∈ C∞(M). In this case, one gets

B(X, Y )= `([[Q, d f ], dg])+ L [Q,d f ]`(dg)= [[d f, dg]] + Lρ(d f )dg

= [[d f, dg]] + dρ(d f )(g),
and

C(X, Y )= i[Q,d f ]`(dg)+ i[Q,dg]`(d f )= ρ(d f )(g)+ ρ(dg)( f ),

where we used that `(d f )= id f ω = d f , and D(d f )= Ld f ω = 0 (see Example 14).
Concluding, (M, ω, Q) is a symplectic NQ-manifold if and only if

ρ(d f )(g)+ ρ(dg)( f )= 0 and [[dg, d f ]] = −dρ(d f )(g)= dρ(dg)( f ),

i.e., if and only if (T ∗M, ρ, [[−,−]]) is the Lie algebroid associated to a Poisson
structure on M (see Appendix B). �

4.2. Degree one presymplectic NQ-manifolds. In this subsection we relax the
hypothesis about nondegeneracy of the 2-form in the previous subsection.

Definition 28. A degree-n presymplectic N-manifold is a degree-n N-manifold
M equipped with a degree-n presymplectic structure, i.e., a degree-n (possibly
degenerate) closed 2-form ω. A degree-n presymplectic NQ-manifold is a degree-n
presymplectic manifold (M, ω) equipped with a homological vector field Q such
that LQω = 0.
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Remark 29. Unlike the symplectic case, the existence of a presymplectic form
on an N-manifold M doesn’t bound the degree of M. This is the reason why we
added a condition on the degree of M in the definition of a degree-n presymplectic
N-manifold above.

In what follows we show that degree-one presymplectic NQ-manifolds (with an
additional nondegeneracy condition) are basically equivalent to Dirac manifolds.
Recall that a Dirac manifold is a manifold M equipped with a Dirac structure, i.e.,
a subbundle D⊂ TM ⊕ T ∗M such that 1) D is maximally isotropic with respect to
the canonical, split signature, symmetric form on TM ⊕ T ∗M

(24) 〈〈(X, σ ), (X ′, σ ′)〉〉 = iXσ ′+ iX ′σ,

and 2) sections of D are preserved by the Dorfman (equivalently, Courant) bracket

(25) [(X, σ ), (X ′, σ ′)]D := ([X, X ′], LXσ
′
− iX ′dσ),

X, X ′ ∈ X(M), σ, σ ′ ∈ �1(M). Any Dirac structure D is a Lie algebroid, with
anchor given by projection TM ⊕ T ∗M→ TM and bracket given by the Dorfman
bracket (25). Dirac manifolds encompass presymplectic and Poisson manifolds
(see [Courant 1990; Bursztyn 2013] for more details). They are sometimes re-
garded as Lagrangian submanifolds in certain degree-two symplectic NQ-manifolds.
Corollary 31 below shows that they can be also regarded as suitable degree-one
presymplectic NQ-manifolds.

Let M be a manifold, denote by prT :TM⊕T ∗M→TM , and prT ∗ :TM⊕T ∗M→
T ∗M the canonical projections.

Theorem 30. There is a one-to-one correspondence between degree-one presym-
plectic NQ-manifolds and (nongraded) Lie algebroids A→ M equipped with a
vector bundle morphism 8 : A→ TM ⊕ T ∗M such that

(1) the anchor of A equals the composition prT ◦8,

(2) the image of 8 is an isotropic subbundle with respect to (24), and

(3) 8 intertwines the Lie bracket [[−,−]] on 0(A) and the Dorfman bracket (25)
on 0(TM ⊕ T ∗M), i.e., 8[[X, Y ]] = [8(X),8(Y )]D for all X, Y ∈ 0(A).

Proof. Let (M, ω) be a degree-one presymplectic N-manifold, and let (D, `) be
the corresponding Spencer data. Moreover, let Q be a homological vector field on
M, and let (A, ρ, [[−,−]]) be the corresponding Lie algebroid. Since ω is closed,
diagram (23) commutes and ω is completely determined by `. Now, combine `
and ρ : A→ TM in a vector bundle morphism 8 := (ρ, `) : A→ TM ⊕ T ∗M . In
particular, ρ = prT ◦8, i.e., 8 satisfies property (1) in the statement. Similarly as in
the proof of Theorem 27, (M, ω, Q) is a presymplectic NQ-manifold if and only
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if (17) and (18) are satisfied for all X, Y ∈ X−1(M)'�1(M). One gets

B(X, Y )= `([[Q, X ], Y ])+ i[Q,X ]D(Y )+ L [Q,Y ]`(X)

= `([[X, Y ]])− iρ(X)d`(Y )+ Lρ(X)`(X)

= prT ∗(8[[X, Y ]] − [8(X),8(Y )]D),
and

C(X, Y )= i[Q,X ]`(Y )+ i[Q,Y ]`(X)= iρ(X)`(Y )− iρ(Y )`(X)= 〈〈8(X),8(Y )〉〉.

Since prT ([8(X),8(Y )]D) = [ρ(X), ρ(Y )] = ρ[X, Y ] = prT 8[[X, Y ]], one con-
cludes that (M, ω, Q) is a presymplectic NQ-manifold if and only if 8, besides
satisfying property (1) in the statement, does also satisfy properties (2) and (3).

Conversely, Let 8 : A→ TM ⊕ T ∗M be a vector bundle morphism. Put ` :=
prT ∗◦8. It is easy to see that (`,−d ◦ `) is a pair of Spencer data corresponding to
a degree-one presymplectic form ω on M. If, additionally, 8 satisfies properties
(1), (2), and (3) in the statement, then the same computations as above show that
(M, ω, Q) is a presymplectic NQ-manifold. �

Corollary 31. There is a one-to-one correspondence between degree-one presym-
plectic NQ-manifolds (M, ω, Q) such that

(1) rank A = dim M , and

(2) ker `∩ ker ρ = 0,

where (A→ M, ρ, [[−,−]]) is the Lie algebroid corresponding to (M, Q), and
(`, D) are Spencer data corresponding to ω, and (nongraded) Lie algebroids
A→ M equipped with a Lie algebroid isomorphism 8 : A ' D with values in a
Dirac structure D⊂ TM ⊕ T ∗M over M.

Proof. Let (M, ω, Q) be a degree-one presymplectic NQ-manifold and let (A,8)
be the corresponding nongraded data as in Theorem 30. The vector bundle morphism
8 is injective if and only if condition (2) in the statement is satisfied. In this case,
8 is an isomorphism onto its image D. Additionally, D is maximally isotropic in
TM ⊕ T ∗M , hence a Dirac structure, if and only if rank D = rank A is precisely
dim M , i.e., condition (1) in the statement is satisfied. �

4.3. Degree one locally conformal symplectic NQ-manifolds. The original defini-
tion of a locally conformal symplectic (lcs) structure is (equivalent to) the following
[Vaisman 1985]: an lcs structure on a manifold M is a pair (φ, ω), where φ is
a closed 1-form and ω is a nondegenerate 2-form on M such that dω = φ ∧ ω.
Ordinary symplectic manifolds and lcs manifolds share some properties, but the
latter are manifestly more general. Moreover, they are examples of Jacobi manifolds.
In this paper we adopt an approach to lcs manifolds which is slightly more intrinsic
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than the traditional one (see Appendix A) in the same spirit as the intrinsic approach
to contact and Jacobi geometry of [Crainic and Salazar 2015].

Definition 32. A degree-n abstract lcs N-manifold is an N-manifold M equipped
with a degree-n abstract lcs structure, i.e., a triple (L,∇, ω) where L→M is a
line N-bundle, ∇ is a flat connection in L, and ω is a degree-n, nondegenerate,
d∇-closed, L-valued 2-form ω.

First of all, notice that L, being a line bundle, is actually generated in one single
degree −k. Up to a shift in degree in the above definition we may (and we actually
will) assume k = 0. In particular, L =M×M L , for some (nongraded) vector
bundle L on the degree-zero shadow M of M, and ∇ is actually induced from a flat
connection on L . Exactly as in the symplectic case [Roytenberg 2002] one shows
that, if M possesses a degree-n abstract lcs structure, then, by nondegeneracy, the
degree of M is at most n. If n > 0, then ω = d∇ϑ , with ϑ = n−1i1Lω.

Example 33. Consider the degree-n 2-form ω of Example 15. If E = L is a line
bundle then the triple (T [1]M×M L ,∇, ω) is a degree-n abstract lcs structure.

A degree-n abstract lcs symplectic NQ-manifold is a degree-n abstract lcs
manifold (M,L,∇, ω) equipped with a homological derivation Q of L such that
LQω = 0. The proposition below shows that, actually, Q is completely determined
by its symbol.

Proposition 34. Let (M,L,∇, ω) be an abstract lcs N-manifold with homological
derivation Q, and let Q be the symbol of Q. Then Q is the covariant derivative
along Q.

Proof. The derivations Q and ∇Q share the same symbol Q and, therefore, their
difference Q−∇Q is a degree-one endomorphism of L which can only consist in
multiplying sections by a degree-one function f on M. Thus,

0= LQω = L∇Qω+ f ω =−d∇ iQω+ f ω

So that f ω = d∇ iQω. It follows that

0= d∇( f ω)= d f ·ω.

Hence, by nondegeneracy, d f = 0. Since f is a function of positive degree, one
concludes that f = 0. �

Theorem 35. Every degree-one abstract lcs N-manifold (M,L,∇, ω) is of the
form (T ∗[1]M⊗L , (T ∗[1]M⊗L)×M L ,∇, d∇ϑ), up to isomorphisms (and a shift
in the degree of L), where ϑ is the tautological degree-one L-valued 1-form on
T ∗[1]M⊗ L and ∇ is a flat connection in the line bundle L→ M (see Example 15).
Moreover, there is a one-to-one correspondence between degree-one abstract lcs
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NQ-manifolds and (nongraded) abstract locally conformal Poisson manifolds (see
Appendix A for a definition).

Proof. The proof is a suitable adaptation of both the proofs of Theorem 23 and
Theorem 27. Let (M,L,∇, ω) be a degree-one abstract lcs N-manifold, and let
(D, `) be the Spencer data of ω. In particular, M= A[1] for some vector bundle
A→M , and L= A[1]×M L for some line bundle L→M (up to a shift). Moreover
∇ is induced in L by a flat connection in L which, abusing the notation, we denote
by ∇ again.

By nondegeneracy ` :X−1(M)→�1(M,L) is an isomorphism0(A)'�1(M,L),
i.e., M= A[1] ' T ∗[1]M ⊗ L . Moreover, since ω is d∇-closed, the diagram

0(A) D
//

`

��

�2(M, L)

�1(M, L)
−d∇

88

commutes. This shows that the diffeomorphism M' T ∗[1]M⊗L identifies ω with
the canonical L-valued 2-form on T ∗[1]M ⊗ L (see Example 15), thus proving the
first part of the statement. In the following we identify M and T ∗[1]M ⊗ L . For
the second part of the statement, let Q be a homological derivation of L=M×M L .
The derivation Q is equivalent to a Lie algebroid (T ∗M ⊗ L , ρ, [[−,−]]) equipped
with a representation (L ,∇L) (beware not to confuse the Lie algebroid connection
∇

L and the standard connection ∇). As above (M,L,∇, ω) is an abstract lcs NQ-
manifold with homological derivation Q if and only if (17), and (18) are satisfied
for all X, Y ∈ X−1(M) ' �1(M, L). Similarly to the proof of Theorem 27, one
can even restrict to X, Y in the form d∇λ, d∇µ, with λ,µ ∈ 0(L). In this case one
gets

B(X, Y )= `([[Q, d∇λ], d∇µ])+ L [Q,d∇λ]`(d∇µ)

= [[d∇λ, d∇µ]] +∇L
ρ(d∇λ)d∇µ

= [[d∇λ, d∇µ]] + d∇∇L
ρ(d∇λ)µ,

and

C(X, Y )= i[Q,d∇λ]`(d∇µ)+ i[Q,d∇µ]d∇λ=∇
L
ρ(d∇λ)µ+∇

L
ρ(d∇µ)λ,

where we used that `(d∇λ) = id∇λω = d∇λ, and D(d∇λ) = Ld∇λω = 0 (see
Example 14). Concluding, (M,L,∇, ω) is an abstract lcs NQ-manifold with
homological derivation Q if and only if∇L

ρ(d∇λ)µ+∇
L
ρ(d∇µ)λ=0 and [[d∇λ, d∇µ]]=

−d∇∇L
ρ(d∇λ)µ= d∇∇L

ρ(d∇µ)λ, i.e., if and only if (T ∗M ⊗ L , ρ, [[−,−]]) is the Lie
algebroid associated to a locally conformal Poisson structure (L ,∇, P) on M , and
(L ,∇L) is its canonical representation. �
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5. Higher-degree forms on degree-one NQ-manifolds

5.1. Vector valued forms on degree-one NQ-manifolds and Spencer operators.
In this section, we discuss general degree-one compatible vector valued forms on
degree-one NQ-manifolds. It turns out that they are equivalent to the recently intro-
duced Spencer operators on Lie algebroids [Crainic et al. 2015]. Let (A, [[−,−]], ρ)
be a Lie algebroid over a manifold M , (E,∇E) a representation of A, and let k be
a nonnegative integer. An E-valued k-Spencer operator [Crainic et al. 2015] is a
pair consisting of

• a (first order) differential operator D : 0(A)→�k(M, E), and

• a C∞(M)-linear map ` : 0(A)→�k−1(M, E),

such that
D( f X)= f D(X)− d f ∧ `(X)

and, moreover,

(26) L
∇

E
X

D(Y )− L
∇

E
Y

D(X)= D([[X, Y ]]),

L
∇

E
X
`(Y )+ iρ(Y )D(X)= `([[X, Y ]]),

iρ(X)`(Y )+ iρ(Y )`(X)= 0,

for all X, Y ∈ 0(A). There is a difference in signs between the above definition
and the original one in [Crainic et al. 2015]. The original definition is recovered by
replacing D→−D. We chose the sign convention which makes formulas simpler
in the present graded context.

Spencer operators are the infinitesimal counterparts of multiplicative vector
valued forms on Lie groupoids. When the vector bundle is a trivial line bundle,
they reduce to the IM forms of Bursztyn and Cabrera [2012] (see also [Bursztyn
et al. 2009] for the 2-form case). Hence the result of this section is the expected
generalization of the following (well) known facts:

• Jacobi manifolds can be understood either as infinitesimal counterparts of
contact Lie groupoids [Crainic and Salazar 2015] or as degree-one contact
NQ-manifolds [Mehta 2013; Grabowski 2013].

• Poisson manifolds can be understood either as infinitesimal counterparts of
symplectic Lie groupoids [Weinstein 1987] or as degree-one symplectic NQ-
manifolds [Roytenberg 2002].

Theorem 36. There is a one-to-one correspondence between

• degree-one N-manifolds equipped with a degree-zero NQ-vector bundle E and
a degree-one compatible E-valued differential k-form, and
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• Lie algebroids equipped with a representation (E,∇E) and an E-valued k-
Spencer operator.

Proof. Let M be a degree-one N-manifold, and let (E,Q) be a degree-zero NQ-
vector bundle over it. In particular E =M×M E for a nongraded vector bundle
E → M . Let (T ∗M, ρ, [[−,−]]) and (E,∇E) be the Lie algebroid and the Lie
algebroid representation corresponding to Q. Finally, let ω be a degree-one E-
valued k-form on M. Then, ω is compatible with Q if and only if (16), (17), and
(18) are satisfied, for all X, Y ∈ X−1(M)' 0(A). Denote by (D, `) the Spencer
data corresponding to ω. Then

A(X, Y )= D([[X, Y ]])− L
∇

E
X

D(Y )+ L
∇

E
Y

D(X),

B(X, Y )= `([[X, Y ]])+ iρ(X)D(Y )+ L
∇

E
Y
`(X),

C(X, Y )= iρ(X)`(Y )+ iρ(Y )`(X).

Concluding, ω is compatible with Q if and only if (D, `) is an E-valued k-
Spencer operator on the Lie algebroid A. �

5.2. Degree one multisymplectic NQ-manifolds. We conclude this section spe-
cializing to degree-one multisymplectic NQ-manifolds. Let k be a positive integer.
Recall that a k-plectic manifold (see, for instance, [Rogers 2012], see also [Cantrijn
et al. 1999] for more details on multisymplectic geometry) is a manifold N equipped
with a k-plectic structure, i.e., a closed (k + 1)-form ω which is nondegenerate
in the sense that the vector bundle morphism TN → ∧k T ∗N , X 7→ iXω is an
embedding. As expected, degree-one multisymplectic NQ-manifolds are equivalent
to Lie algebroids equipped with an IM multisymplectic structure, also called a
higher Poisson structure in [Bursztyn et al. 2015]. The latter are infinitesimal
counterparts of multisymplectic groupoids. Specifically, an IM k-plectic structure
on a Lie algebroid (A, [[−,−]], ρ) (see [Bursztyn et al. 2015]) is a C∞(M)-linear
map ` : A→�k(M) such that

iρ(X)`(Y )+ iρ(Y )`(X)= 0,(27)

Lρ(X)`(Y )− iρ(Y )d`(X)= `([[X, Y ]]),(28)

for all X, Y ∈ 0(A), and, moreover,

ker ` := {a ∈ A : `(a)= 0} = 0, (im `)◦ := {ζ ∈ TM : iζ ◦ `= 0} = 0.

Definition 37. A degree-n k-plectic N-manifold is a degree-n N-manifold M
equipped with a degree-n k-plectic structure, i.e., a closed (k + 1)-form which
is nondegenerate in the sense that the degree-n vector bundle morphism TM→
Sk T ∗[−1]M, X 7→ iXω is an embedding. A k-plectic NQ-manifold of degree-n is
an NQ-manifold equipped with a compatible k-plectic structure.
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Example 38. Let M be an ordinary (nongraded) manifold. The degree-n N-
manifold M= (∧k T ∗)[n]M comes equipped with the obvious tautological, degree-n
k-form ϑ . Consider the degree-n (k+ 1)-form ω = dϑ . It is a degree-n k-plectic
structure. Negatively graded vector fields on M identify with k-forms on M and it
is easy to see, along similar lines as in Example 14, that the Spencer data (D, `) of
ω identify with (−)n times the exterior differential d :�k(M)→�k+1(M) and the
identity id :�k(M)→�k(M) respectively.

Theorem 39. Degree one k-plectic NQ-manifolds are in one-to-one correspon-
dence with Lie algebroids equipped with an IM k-plectic structure.

Proof. Let M be a degree-one N-manifold, ω a degree-one (k+1)-form on it and let
(D, `) be the corresponding Spencer data. In particular, M= A[1] for some vector
bundle A→ M . Moreover, ω is closed if and only if iX dω = 0 for all negatively
graded vector fields X on M. Indeed, from iX dω= 0 it also follows that LX dω= 0.
In other words, dω = 0 if and only if the diagram

0(A) D
//

`

��

�k+1(M)

�k(M)
−d

99

commutes. Conversely, a C∞(M)-linear map ` : 0(A)→�k(M) uniquely deter-
mines a closed degree-one (k+ 1)-form on M whose Spencer data are (−d ◦ `, `).
Concluding, degree-one N-manifolds equipped with a closed (k + 1)-form are
equivalent to vector bundles A→M equipped with a linear map ` :0(A)→�k(M).

Now, let Q be a homological vector field on M and let (A, ρ, [[−,−]]) be the
corresponding Lie algebroid. The (k+1)-form ω is compatible with Q if and only if
(−d ◦ `, `) is a (k+1)-Spencer operator, i.e., ` fulfills (27) and (28) (Equation (26)
then follows from D =−d ◦ `).

Finally, we need to characterize nondegeneracy of the closed form ω in terms
of `. Recall that M can be understood as a submanifold in M via the “zero section”
of M→ M , and the vector bundle morphism 0 : TM→ Sk T ∗[−1]M, X 7→ iXω,
restricts to a vector bundle morphism 0|M : TM|M→ Sk T ∗[−1]M|M . Now, there
are canonical identifications TM|M = TM ⊕ A[1], and

Sk T ∗[−1]M|M =
⊕

i+ j=k

∧
i T ∗M ⊗ S j A∗[−1].

It follows from |ω| = 1 that 0|M does actually take values in ∧k−1T ∗M⊗ A∗[−1]⊕
∧

k T ∗M . More precisely, it identifies with the pair of vector bundle morphisms

A[1] → ∧k T ∗M, X 7→ `(X).
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and
TM→∧k−1T ∗M ⊗ A∗[−1], Z 7→ iZ ◦ `.

Consequently, ker ` and (im `)◦ are trivial if and only if 0|M is an embedding. It
remains to show that ω is nondegenerate provided 0|M is an embedding. This is
easily seen, for instance, in local coordinates: let x i be coordinates in M and za be
(degree-one) fiber coordinates in A[1] → M . Locally,

ω = ωa|i1···ik dzadx i1 · · · dx ik +ω′a|i1···ik+1
zadx i1 · · · dx ik+1 .

In the basis { ∂/∂za
| ∂/∂x i

} of X(M) and { dx i1 · · · dx ik | dzadx i1 · · · dx ik−1 | · · · }

of �k(M), the vector bundle morphism 0 is represented by the matrix
ωa|i1···ik 0 · · ·

∗ kωa|wei1···ik · · ·


and 0|M is represented by the same matrix with the lower-left block set to zero.
This concludes the proof. �

Appendix A: Locally conformal symplectic manifolds revisited

We refer to [Vaisman 1985] for details about standard locally conformal symplec-
tic (lcs) structures. Here, we present a slightly more intrinsic approach to them
(A. M. Vinogradov, personal communication, 2014; see also [Vitagliano 2015a,
Section 3]). Let M be a smooth manifold.

Definition 40. An abstract lcs structure on M is a triple (L ,∇, ω), where L→ M
is a line bundle, ∇ is a flat connection in L , and ω is a nondegenerate L-valued
2-form on M such that d∇ω= 0, where d∇ :�(M, L)→�(M, L) is the de Rham
differential of ∇. A manifold equipped with an abstract lcs structure is an abstract
lcs manifold.

Example 41. Let (L ,∇, ω) be an abstract lcs structure on M . If L = M×R is the
trivial line bundle, then ∇ is the same as a closed 1-form on M , specifically, the
connection 1-form φ :=−d∇1∈�1(M). Moreover, ω is a standard (nondegenerate)
2-form on M and it is easy to see that (φ, ω) is a standard lcs structure, i.e.,
dω = φ ∧ω. In particular, if φ = 0, then ω is a symplectic structure.

The word “abstract” in Definition 40 refers to the fact that ω takes values in
an “abstract” line-bundle L , as opposed to the concrete, trivial line bundle M ×R.
Similarly, one can define “abstract” locally conformal Poisson manifolds (see
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below) and, more generally, “abstract” Jacobi manifolds. An abstract Jacobi
structure (called a Jacobi bundle in [Marle 1991]) on a manifold M is a line bundle
L equipped with a Lie bracket {−,−} on 0(L) which is a first order differential
operator in each entry (see, e.g., [Crainic and Salazar 2015] for details). Abstract
Jacobi manifolds where introduced by Kirillov [1976] under the name local Lie
algebras with one dimensional fibers. An abstract lcs structure (L ,∇, ω) on M
determines an abstract Jacobi structure (L , {−,−}) as follows. First of all, by
nondegeneracy, ω establishes an isomorphism TM→ T ∗M⊗L , X 7→ iXω. Denote
by ] : T ∗M ⊗ L → TM the inverse isomorphism and, for λ ∈ 0(L), put Xλ :=
](d∇λ) ∈ X(M). Finally, put

{λ,µ} := ω(Xλ, Xµ)=∇Xλµ,

λ,µ ∈ 0(L). Clearly, {−,−} is a first order differential operator in each entry.
Moreover, the Jacobi identity is equivalent to d∇ω = 0. Thus, (L , {−,−}) is an
abstract Jacobi structure on M . Notice that there exists a unique linear morphism
P : ∧2(T ∗M ⊗ L)→ L such that

{λ,µ} = P(d∇λ, d∇µ), for all λ,µ ∈ 0(L).

Example 42. Let L=M×R so that (L ,∇, ω) is the same as a standard lcs structure
(φ, ω). Then, for f, g ∈ C∞(M)= 0(L), X f is implicitly defined by

iX f ω = d f − f φ,

and

{ f, g} := ω(X f , Xg)= X f (g)− gφ(X f ).

In particular, if φ = 0, then P is the Poisson bivector determined by the symplectic
structure ω.

More generally, Let M be a smooth manifold, (L ,∇) a line bundle over M
equipped with a flat connection, and let P :∧2(T ∗M⊗L)→ L be a linear morphism.
One can then define a bracket {−,−}P in 0(L) by putting

{λ,µ}P = P(d∇λ, d∇µ),

λ, µ ∈ 0(L).

Definition 43. An abstract locally conformal Poisson structure on M is a triple
(L ,∇, P), where L → M is a line bundle, ∇ is a flat connection in L , and P
is a linear morphism P : ∧2(T ∗M ⊗ L)→ L such that {−,−}P is a Lie bracket.
A manifold equipped with an abstract locally conformal Poisson structure is an
abstract locally conformal Poisson manifold.
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Thus, abstract lcs manifolds are abstract locally conformal Poisson manifolds
(much as standard symplectic manifolds are standard Poisson manifolds), but the
latter are more general.

Example 44. Let (L ,∇, P) be an abstract locally conformal Poisson structure
on M . If L = M × R is the trivial line bundle, and φ := −d∇1 ∈ �1(M) is
the connection 1-form, then P is a standard bivector on M and a lengthy but
straightforward computation shows that (φ, P) is a locally conformal Poisson
structure in the sense of [Vaisman 2007], i.e., [P, P]ns = iφP ∧ P (where [−,−]ns

is the Nijenhuis–Schouten bracket of multivectors). In particular, if φ = 0, then P
is a Poisson structure.

Finally, notice also that abstract locally conformal Poisson manifolds are abstract
Jacobi manifolds (of a special kind).

Appendix B: Lie algebroids and their representations

Recall that a Lie algebroid over a manifold M is a vector bundle A→ M equipped
with 1) a C∞(M)-linear map ρ : 0(A)→ X(M) called the anchor, and 2) a Lie
bracket [[−,−]] on 0(A) such that

[[X, f Y ]] = ρ(X)( f )Y + f [[X, Y ]], X, Y ∈ 0(A), f ∈ C∞(M).

Example 45. The tangent bundle TM is a Lie algebroid with Lie bracket given by
the commutator of vector fields and anchor given by the identity.

Let A→M be a Lie algebroid. A representation of A is a vector bundle E→M
equipped with a flat A-connection ∇E , i.e., a C∞(M)-linear map

∇
E
: 0(A)→ 0(DE), X 7→ ∇E

X ,

such that the symbol of the derivation ∇E
X is ρ(X), and [∇E

X ,∇
E
Y ] = ∇

E
[[X,Y ]], for

all X, Y ∈ 0(A). Let (E,∇E) be a representation of A. The graded vector space
0(∧•A∗⊗ E) of alternating, C∞(M)-multilinear, 0(E)-valued forms on 0(A) is
naturally equipped with a homological operator dE given by the following Chevalley–
Eilenberg formula:

(dEϕ)(X1, . . . , Xk+1)

:=

∑
i

(−)i+1
∇

E
X i
(ϕ(. . . , X̂ i , . . .))+

∑
i< j

(−)i+ jϕ([[X i , X j ]], . . . , X̂ i , . . . , X̂ j , . . .),

where ϕ ∈0(∧k A∗⊗E) is an alternating form with k-entries, X1, . . . , Xk+1 ∈0(A),
and a hat (−̂) denotes omission.
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Example 46. Let ∇ be a standard flat connection in a vector bundle E . Then
(E,∇) is a representation of the Lie algebroid TM and the de Rham operator d∇
of ∇ is its associated homological operator.

Example 47. Let A→ M be a Lie algebroid. Clearly (M ×R, ρ) is a canonical
representation of A. In particular, 0(∧∗A) is equipped with a homological operator
(in fact a derivation) which we denote by dA.

Example 48. Let (L , {−,−}) be an abstract Jacobi structure on a manifold M .
There is a unique Lie algebroid (J 1L , ρ, [[−,−]]) such that [[ j1λ, j1µ]] = j1

{λ,µ},
and ρ( j1λ) is the symbol of the first order differential operator (in fact a derivation)
{λ,−}, where λ,µ ∈ 0(L). Moreover, there is a unique representation (L ,∇L) of
J 1L such that ∇L

j1λ
µ= {λ,µ}. In particular,

(29) [[ j1λ, j1µ]] = j1(∇L
j1λ
µ).

Conversely, let (J 1L , ρ, [[−,−]]) be a Lie algebroid equipped with a representa-
tion (L ,∇L) such that (29) holds. For λ,µ ∈ 0(L) put {λ,µ} := ∇L

j1λ
µ. Then

(L , {−,−}) is an abstract Jacobi structure on M . This shows that abstract Jacobi
structures (L , {−,−}) are equivalent to Lie algebroids (J 1L , ρ, [[−,−]]) equipped
with a representation (L ,∇L) such that (29) holds.

Example 49. Let {−,−} be a Poisson structure on a manifold M . There is a unique
Lie algebroid (T ∗M, ρ, [[−,−]]) such that [[d f, dg]] = d{ f, g}, and ρ(d f ) is the
Hamiltonian vector field of f , where f, g ∈ C∞(M). In particular,

(30) [[d f, dg]] = d(ρ(d f )(g)) and ρ(d f )(g)+ ρ(dg)( f )= 0.

Conversely, let (T ∗M, ρ, [[−,−]]) be a Lie algebroid such that (30) holds. For f, g∈
C∞(M) put { f, g} := ρ(d f )(g). Then {−,−} is a Poisson structure on M . This
shows that Poisson structures are equivalent to Lie algebroids (T ∗M, ρ, [[−,−]])
such that (30) holds.

Example 50. Let (L ,∇, ω) be an abstract locally conformal Poisson structure
on a manifold M (see the previous appendix). There is a unique Lie algebroid
(T ∗M⊗L , ρ, [[−,−]]) such that [[d∇λ, d∇µ]]=d∇{λ,µ}, and ρ(d∇λ) is the symbol
of the first order differential operator {λ,−}, where λ,µ ∈ 0(L). Moreover, there
is a unique representation (L ,∇L) of T ∗M ⊗ L such that ∇L

d∇λµ = {λ,µ}. In
particular,

(31) [[d∇λ, d∇µ]] = d∇(∇L
d∇λµ) and ∇

L
d∇λµ+∇

L
d∇µλ= 0.

Conversely, let (T ∗M ⊗ L , ρ, [[−,−]]) be a Lie algebroid equipped with a rep-
resentation (L ,∇L) such that (31) holds. For λ,µ ∈ 0(L) put {λ,µ} := ∇L

d∇λµ.
Then (L ,∇, {−,−}) is a locally conformal Poisson structure on M . Thus locally
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conformal Poisson structures are equivalent to Lie algebroids (T ∗M⊗L , ρ, [[−,−]])
such that (31) holds.

Acknowledgement. I thank the anonymous referee for carefully reading the first
manuscript and for her/his suggestions to improve the readability of the paper.
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DISCRIMINANTS AND THE MONOID OF QUADRATIC RINGS

JOHN VOIGHT

We consider the natural monoid structure on the set of quadratic rings
over an arbitrary base scheme and characterize this monoid in terms of
discriminants.

Quadratic field extensions K of Q are characterized by their discriminants.
Indeed, there is a bijection{

separable quadratic algebras
over Q up to isomorphism

}
−→∼ Q×/Q×2, Q[

√
d]=Q[x]/(x2

−d) 7→dQ×2,

where a separable quadratic algebra over Q is either a quadratic field extension or
the algebra Q[

√
1] 'Q×Q of discriminant 1. In particular, the set of isomorphism

classes of separable quadratic extensions of Q can be given the structure of an
elementary abelian 2-group, with identity element the class of Q×Q: we have,
simply,

Q[
√

d1] ∗Q[
√

d2] =Q[
√

d1d2]

up to isomorphism. If d1, d2, d1d2 ∈ Q× \Q×2 then Q(
√

d1d2) sits as the third
quadratic subfield of the compositum Q(

√
d1,
√

d2):

Q(
√

d1,
√

d2)

Q(
√

d1) Q(
√

d1d2) Q(
√

d2)

Q

Indeed, if σ1 is the nontrivial element of Gal(Q(
√

d1)/Q), then there is a unique
extension of σ1 to Q(

√
d1,
√

d2) leaving Q(
√

d2) fixed, similarly with σ2, and
Q(
√

d1d2) is the fixed field of the composition σ1σ2 = σ2σ1.
This characterization of quadratic extensions works over any base field F with

char F 6= 2 and is summarized concisely in the Kummer theory isomorphism

H 1(Gal(F/F), {±1})= Hom(Gal(F/F), {±1})' F×/F×2.
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On the other hand, over a field F with char F = 2, all separable quadratic
extensions have trivial discriminant and instead they are classified by the (additive)
Artin–Schreier group

F/℘ (F), where ℘(F)= {r + r2
: r ∈ F},

with the class of a ∈ F in correspondence with the isomorphism class of the
extension F[x]/(x2

− x + a). By similar considerations as above, we again find
a natural structure of an elementary abelian 2-group on the set of isomorphism
classes of separable quadratic extensions of F .

One can extend this correspondence between quadratic extensions and discrimi-
nants integrally, as follows: Let R be a commutative ring. An R-algebra is a ring B
equipped with an embedding R ↪→ B of rings (mapping 1 ∈ R to 1 ∈ B) whose
image lies in the center of B; we identify R with its image via this embedding. A
free quadratic R-algebra (also called a free quadratic ring over R) is an R-algebra S
(associative with 1) that is free of rank 2 as an R-module. Let S be a free quadratic
R-algebra. Then S/R '

∧2S ' R is projective, so there is an R-basis 1, x for S;
we find that x2

= t x − n for some t , n ∈ R and that S is commutative. The map
σ : S→ S induced by x 7→ t− x is the unique standard involution on S, an R-linear
(anti)automorphism such that yσ(y) ∈ R for all y ∈ S. The class in R/R×2 of the
discriminant of S,

d = d(S)= (x − σ(x))2 = t2
− 4n,

is independent of the choice of basis 1, x . A discriminant d satisfies the congruence
d ≡ t2 (mod 4R), so for example if R = Z then d ≡ 0, 1 (mod 4).

Now suppose that R is an integrally closed domain of characteristic not 2. Then
there is a bijection{

free quadratic rings over R
up to isomorphism

}
−→∼ {d ∈ R : d is a square in R/4R}/R×2,

S 7−→ d(S).

For example, over R = Z, the free quadratic ring S(d) over Z of discriminant
d ∈ Z= Z/Z×2 with d ≡ 0, 1 (mod 4) is given by

S(d)=


Z[x]/(x2) ↪→Q[x]/(x2) if d = 0;
Z[x]/(x2

−
√

dx) ↪→Q×Q if d 6= 0 is a square;
Z[(d +

√
d)/2] ↪→Q(

√
d) otherwise.

The set of discriminants under multiplication has the structure of a commutative
monoid, a nonempty set equipped with a commutative binary operation and iden-
tity element. Hence, so does the set of isomorphism classes of free quadratic
R-algebras, an operation we denote by ∗: the identity element is the class of
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R × R ' R[x]/(x2
− x). The class of the ring R[x]/(x2) with discriminant 0 is

called an absorbing element.
More generally, a quadratic R-algebra or quadratic ring over R is an R-algebra S

that is locally free of rank 2 as an R-module. By definition, a quadratic ring over R
localized at any prime (or maximal) ideal of R is a free quadratic R-algebra. Being
true locally, a quadratic R-algebra S is commutative and has a unique standard
involution.

There is a natural description of quadratic R-algebras as a stack quotient, as
follows: A free quadratic R-algebra equipped with a basis 1, x has multiplication
table uniquely determined by t , n ∈ R and has no automorphisms, so the functor that
associates to a commutative ring R the set of free quadratic R-algebras with basis
(up to isomorphism) is represented by two-dimensional affine space A2 (over Z).
The change of basis for a free quadratic R-algebra is of the form x 7→ u(x + r)
with u ∈ R× and r ∈ R, mapping

(t, n) 7→ (u(t + 2r), u2(n+ tr + r2)).

Therefore, we have a map from the set of free quadratic R-algebras with basis to
the quotient of A2(R) by G(R)= (Gm oGa)(R) with the above action. Working
over Spec Z, the group scheme G is naturally a subgroup scheme of GL2, but it
does not act linearly on A2, and the Artin stack [A2/G] has dimension zero over
Spec Z! Nevertheless, the set [A2/G](R) is in bijection with the set of quadratic
R-algebras up to isomorphism.

Recall that a commutative R-algebra S is separable if S is (faithfully) projective as
an S⊗R S-module via the map x⊗y 7→ xy. A free quadratic R-algebra S is separable
if and only if d(S)∈ R×; so, for example, the only separable (free) R-algebra over Z

is the ring Z×Z of discriminant 1, an impoverishment indeed! A separable quadratic
R-algebra S is étale over R, and R is equal to the fixed subring of the standard
involution of S over R. (In many contexts, one then says that S is Galois over R
with Galois group Z/2Z, though authors differ on precise terminology. See Lenstra
[2008] for one approach to Galois theory for schemes.) If S and T are separable
free quadratic R-algebras, where R is a Dedekind domain of characteristic not 2,
having standard involutions σ and τ , respectively, then the monoid product S ∗ T
defined above (by transporting the monoid structure on the set of discriminants)
is the fixed subring of S⊗R T by σ ⊗ τ , in analogy with the case of fields.

The characterization of free quadratic R-algebras by their discriminants is an
example of the parametrization of algebraic structures, corresponding to the Lie
group A1 in the language of Bhargava [2002] (perhaps indexed by A0 in the schema
of Knus, Ojanguren, Parimala and Tignol [Knus et al. 1998, §15]).

Results in this direction go back to Gauss’s composition law for binary quadratic
forms and have been extended in recent years by Bhargava [2006], Wood [2011] and
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others. Indeed, several authors have considered the case of quadratic R-algebras,
including Kanzaki [1973] and Small [1972]. In this article, we consider a very
general instance of this monoidal correspondence between quadratic R-algebras
and discriminants over an arbitrary base scheme.

Let X be a scheme. A quadratic OX -algebra is a coherent sheaf S of OX -algebras
that is locally free of rank 2 as a sheaf of OX -modules. Equivalently, a quadratic
OX -algebra is specified by a finite, locally free morphism of schemes φ : Y → X
of degree 2 (sometimes called a double cover): the sheaf φ∗OY is a sheaf of
OX -algebras that is locally free of rank 2. If f : X→ Z is a morphism of schemes
and S is a quadratic OZ -algebra, then the pullback f ∗S is a quadratic OX -algebra.
Let Quad(X) denote the set of isomorphism classes of quadratic OX -algebras and,
for an invertible OX -module L , let Quad(X;L )⊆Quad(X) be the subset of those
algebras S such that there exists an isomorphism

∧2
S 'L of OX -modules.

Our first result provides an axiomatic description of the monoid structure on the
set Quad(X) (see Theorem 3.27).

Theorem A. There is a unique system of binary operations

∗X : Quad(X)×Quad(X)→ Quad(X),

one for each scheme X , such that:

(i) Quad(X) is a commutative monoid under ∗X , with identity element the isomor-
phism class of OX ×OX .

(ii) The association X 7→ (Quad(X), ∗X ) from schemes to commutative monoids
is functorial in X : for each morphism f : X→ Z of schemes, the diagram

Quad(Z)×Quad(Z)
∗Z
//

��

Quad(Z)

f ∗
��

Quad(X)×Quad(X)
∗X
// Quad(X)

is commutative.

(iii) If X = Spec R and S and T are separable quadratic R-algebras with standard
involutions σ and τ , then S∗Spec R T is the fixed subring of S⊗R T under σ⊗τ .

The binary operation is defined locally (Construction 3.14): if X = Spec R, and
S = R⊕ Rx and T = R⊕ Ry are free quadratic R-algebras with x2

= t x − n and
y2
= sy−m, then we define the free quadratic R-algebra

S ∗ T = R⊕ Rw,

where
w2
= (st)w− (mt2

+ ns2
− 4nm).
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This explicit description (in the free case over an affine base) is given by Hahn
[1994, Exercises 14–20, pp. 42–43].

A general investigation of the monoid structure on quadratic algebras goes back
at least to Loos [1996], who gives via a universal construction a tensor product
on the larger category of unital quadratic forms (quadratic forms representing 1);
this category is equivalent to the category of quadratic algebras for forms on a
finitely generated, projective module of rank 2 [Loos 1996, Proposition 1.6] as
long as one takes morphisms as isomorphisms in the category [Loos 2007, §1.4].
(See also §6.1 of Loos [2007] for further treatment.) The existence of the monoid
structure was also established in an unpublished letter of Deligne to Rost and
Bhargava (March 2, 2005) by a different method: he associates to every R-algebra
its discriminant algebra (a quadratic algebra) and extends the natural operation
of addition of Z/2Z-torsors from the étale case to the general case by geometric
arguments. Our proof of Theorem A carries the same feel as these results, but it is
accomplished in a more direct fashion and gives a characterization (in particular,
uniqueness).

Recently, there has been renewed interest in the construction of discriminant
algebras (sending an R-algebra A of rank n to a quadratic R-algebra) by Loos [2007],
Rost [2002] and Biesel and Gioia [2015]. Indeed, Biesel and Gioia [2015, Section 8]
describe the monoid operation in Theorem A over an affine base in the context of
discriminant algebras. We hope that our theorem will have some applications in
this context.

Our second result characterizes quadratic algebras in terms of discriminants. A
discriminant (over X ) is a pair (d,L ) such that L is an invertible OX -module and
d ∈ (L∨)⊗2(X) is a global section that is a square modulo 4: there exists a global
section t̄ ∈L∨(X)/2L∨(X)=L∨⊗OX/2OX such that

t̄ ⊗ t̄ = d̄ ∈ (L∨)⊗2(X)/4(L∨)⊗2(X).

We can of course also think of d ∈ (L∨)⊗2(X) as an OX -module homomorphism
d :L ⊗2

→ OX ; but such a global section is also equivalently given by a quadratic
form D :L → OX (see Section 2).

An isomorphism of discriminants (d,L ), (d ′,L ′) is an isomorphism f :L −→∼ L ′

such that ( f ∨)⊗2(d ′)= d. For example, if X = Spec R for R a commutative ring
and L = OX = R̃, then, as above, a discriminant is specified by an element d ∈ R
such that d ≡ t2 (mod 4R) for some t ∈ R (noting that only t ∈ R/2R matters),
and two discriminants d , d ′ are isomorphic if and only if there exists u ∈ R× such
that u2d ′ = d. Thinking of a discriminant as a quadratic form D : L → OX , its
image generates a locally principal ideal sheaf I ⊆OX , and the set of discriminants
with given locally free image I ⊆ OX , if nonempty, is a principal homogeneous
space for the group O×X /O

×2
X . Let Disc(X) denote the set of isomorphism classes of
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discriminants and Disc(X;L )⊆Disc(X) the subset with underlying line bundle L .
Then the tensor product

(d,L ) ∗ (d ′,L ′)= (d ⊗ d ′,L ⊗L ′)

gives Disc(X) and Disc(X;OX ) the structure of a commutative monoid with identity
element the class of (1,OX ).

A quadratic OX -algebra S has a discriminant disc(S )=
(
d(S ),

∧2
S
)
, defined

by
d(S ) :

(∧2
S
)⊗2
→ OX ,

(x ∧ y)⊗ (z ∧w) 7→ (xσ(y)− σ(x)y)(zσ(w)− σ(z)w),

where σ is the unique standard involution on S . Although, a priori, the codomain
of d(S ) is S , in fact its image lies in OX : if X = Spec R and S = Spec S and S is
free with basis 1, x , then

(∧2S
)⊗2 is freely generated by (1∧ x)⊗ (1∧ x) and

1∧ x ⊗ 1∧ x 7→ (x − σ(x))2 ∈ R.

We have a natural forgetful map Disc(X)→ Pic(X), where (d,L ) maps to the
isomorphism class of L .

We say a sequence A f
→B g
→C of commutative monoids is exact if f is injective,

g is surjective, and for all z, w ∈ B we have

g(z)= g(w) ⇐⇒ xz = yw for some x, y ∈ A;

equivalently, the sequence is exact if and only if f is injective and g induces an
isomorphism of monoids B/ f (A)' C . (For a review of monoids, see Section 1.)

We now describe the monoid Quad(X). We begin with the statement that the
forgetful map is compatible with the discriminant map, as follows.

Theorem B. Let X be a scheme. Then the diagram of commutative monoids

Quad(X;OX ) //

disc
��

Quad(X) ∧
2
//

disc
��

Pic(X)

Disc(X;OX ) // Disc(X) // Pic(X)

is functorial and commutative with exact rows and Zariski locally surjective columns.

By “Zariski locally surjective columns”, we mean that there is an (affine) open
cover of X where (under pullback) the columns are surjective. (Considering the
corresponding sheaves over X , we also obtain a surjective map of sheaves; see
Theorem 3.28.)

We now turn to describe the morphism Quad(X;OX )→ Disc(X;OX ). For this
purpose, we work locally and assume X = Spec R for a commutative ring R; we
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abbreviate Quad(Spec R) = Quad(R) and Quad(Spec R;OSpec R) = Quad(R; R),
and similarly with discriminants.

We would like to able to fit the surjective map Quad(R) disc
−→Disc(R) of monoids

into an exact sequence by identifying its kernel, but unfortunately the fibers of this
map vary over the codomain. Instead, we will describe the action of a subgroup of
Quad(R) on the fibers of the map disc; this is a natural generalization, as the fibers
of a group homomorphism are principal homogeneous spaces for the kernel K and
are noncanonically isomorphic as a K -set to K with the regular representation.

Recalling the case of quadratic extensions of a field F with char F = 2, for a
commutative ring R we define the Artin–Schreier group AS(R) to be the additive
quotient

AS(R)=
R[4]

℘(R)[4]
, where ℘(R)[4] = {n = r + r2

∈ R : r ∈ R} ∩ R[4]

and R[4]= {a ∈ R : 4a= 0}. We have a map i :AS(R)→Quad(R; R) ↪→Quad(R)
sending the class of n ∈ AS(R) to the isomorphism class of the algebra S =
R[x]/(x2

− x + n). The group AS(R) is an elementary abelian 2-group since
2R[4] ⊆ ℘(R).

Our next main result is as follows (see Theorem 4.3).

Theorem C. The fibers of the map disc :Quad(R)→Disc(R) have a unique action
of the group AS(R) compatible with the inclusion of monoids AS(R) ↪→ Quad(R).
Moreover, the kernel of this action on the fiber disc−1(d R×2) contains annR(d)[4].

Roughly speaking, Theorems B and C together say that “a quadratic algebra is
determined by its Steinitz class and its discriminant, locally up to an Artin–Schreier
extension”. These theorems could be rephrased in terms of the Grothendieck group;
however, due to the existence of an absorbing element, the group K0(Quad(X)) is
trivial for all schemes X .

The article is organized as follows. In Section 1, we briefly review the relevant
notions from monoid theory. In Section 2, we consider the monoid of discriminants;
in Section 3 we define the monoid of quadratic R-algebras and prove Theorems A
and B. In Section 4 we prove Theorem C.

1. Monoids

To begin, we review standard terminology for monoids. A reference for the material
in this section is Bergman [2015, Chapter 3]; more generally, see Burris and
Sankappanavar [2012] and McKenzie, McNulty and Taylor [McKenzie et al. 1987].

A semigroup is a nonempty set A equipped with an associative binary operation

∗ : A× A→ A.
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A monoid is a semigroup with identity element 1 for ∗ (necessarily unique).
Any semigroup without 1 can be augmented to a monoid. Natural examples of
monoids abound: the natural numbers N = Z≥0 under addition, a ring R under
its multiplication, and the set of endomorphisms of an algebraic object (such as
a variety) under composition. A group is a monoid equipped with an inverse
map −1

: A→ A.
Let A be a semigroup. We say A is commutative if xy = yx for all x , y ∈ A. An

absorbing element of A is an element 0 ∈ A such that 0x = x0= 0 for all x ∈ A;
a monoid has at most one absorbing element. Multiplicative notation for A will in
general be more natural for us; however, we will occasionally write A additively
with operation +, in which case the identity element will be denoted 0 and, to
avoid confusion, A will have no absorbing element. An element x ∈ A is (left)
cancellative if xy = xz implies y = z for all y, z ∈ A.

A homomorphism of semigroups is a map f : A→ B such that f (xy)= f (x) f (y)
for all x , y∈ A, and a homomorphism of monoids is a homomorphism of semigroups
such that f (1A)= 1B .

Let f : A→ B be a homomorphism of monoids. Unlike groups, the kernel
ker f = {x ∈ A : f (x) = 1} of a monoid homomorphism does not determine the
structure of the image of f ; instead, we define the kernel congruence of f by

K f = {(x, y) : f (x)= f (y)} ⊆ A× A.

The set K f defines a congruence on A, an equivalence relation compatible with the
operation on A, i.e., if (x, y), (z, w) ∈ K f then (xz, yw) ∈ K f . Conversely, given
a congruence K on a monoid A, the set operation [x] · [y] = [x · y] on equivalence
classes [x], [y] ∈ A/K is well-defined and the quotient map A→ A/K via x 7→ [x]
is a surjective homomorphism of monoids with kernel K ; any homomorphism
f : A→ B with K f ⊇ K factors through A→ A/K .

The image f (A) = { f (x) : x ∈ A} is a submonoid of B, but if A and B are
noncommutative then not every submonoid is eligible to be the kernel of a homo-
morphism (just as not every subgroup is normal). As we will be interested only
in commutative monoids, and this assumption simplifies the presentation, suppose
from now on that A and B are commutative. Then the set

I f = {(z, w) : f (x)z = f (y)w for some x, y ∈ A} ⊆ B× B

is a congruence called the image congruence. (Without the hypothesis of commuta-
tivity, I f is a relation that is reflexive and symmetric, but not necessarily transitive
nor a congruence; if A and B are possibly nonabelian groups, then I f is transitive
and is a congruence if and only if f (A) is a normal subgroup of B.) Note that
if 0 ∈ f (A) then I f = B× B. We write B/ f (A)= B/I f .
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A sequence

(1.1) A f
−→ B g

−→C

is exact if f is injective, g is surjective, and Kg = I f , i.e.,

g(z)= g(w) ⇐⇒ xz = yw for some x, y ∈ A;

equivalently, (1.1) is exact if f is injective and g induces an isomorphism B/ f (A)=
B/I f −→

∼ C . A sequence of groups (1.1) is exact as a sequence of groups if and
only if it is exact as a sequence of monoids.

Remark 1.2. We will not make use of long exact sequences of monoids here, nor
write the customary 0 or 1 at the ends of our short exact sequences. Indeed, the
straightforward extension of the notion from groups to monoids using the definitions
above (kernel congruence equals image congruence) has a defect: the sequence

N
f
−→Z

j
−→ 0

of monoids under addition has I f = Z×Z= K j even though f is not surjective.
(The map f is, however, an epimorphism in the category of monoids.)

We will also make use of sheaves of monoids over a scheme X . A sequence
A

f
→B

g
→C of sheaves of monoids is exact if the sheaf associated to the presheaf

U 7→B(U )/ f (A (U )) is isomorphic to C , or equivalently if the induced sequence
Ax

fx
−→Bx

gx
−→Cx of monoid stalks is exact for all x ∈ X .

Like the formation of the integers from the natural numbers, one can construct
the Grothendieck group K0(A) of a commutative monoid A, with the universal
property that, for any monoid homomorphism A→ G with G an abelian group,
there exists a unique group homomorphism K0(A)→ G such that the diagram

A //

��

G

K0(A)

∃!

<<

commutes. The group K0(A) is constructed as A× A under the equivalence relation
(x, x ′)∼ (y, y′) if there exists z ∈ A such that xy′z = x ′yz. Note that if A has an
absorbing element 0 then K0(A)= {0}. The set of cancellative elements Acanc is
the largest submonoid of A that can be embedded in a group, and the smallest such
containing group is the Grothendieck group K0(Acanc).

2. Discriminants

In this section, we define discriminants for quadratic rings over general schemes
(Definition 2.11); for a discussion of discriminant modules overlapping the one
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presented here, see Knus [1991, §III.3] and Loos [1996, §1.2]. We also relate
seminondegenerate quadratic forms on line bundles by their images (Lemma 2.8)
and factor the monoid of discriminants over the Picard group (Proposition 2.18).

Let X be a scheme. A quadratic form over X is a pair (M , Q) where M is a
locally free OX -module of finite rank and Q :M → OX is a quadratic map, i.e.,
for all open sets U ⊆ X we have:

(i) Q(r x)= r2 Q(x) for all r ∈ OX (U ) and x ∈M (U ).

(ii) The map T :M (U )×M (U )→ OX (U ) defined by

T (x, y)= Q(x + y)− Q(x)− Q(y)

is OX (U )-bilinear; we call T the associated bilinear form.

An isometry between quadratic forms Q :M → OX and Q′ :M ′
→ OX is an

OX -module isomorphism f :M −→∼ M ′ such that Q′◦ f = Q. A similarity between
quadratic forms Q and Q′ is a commutative square:

M
Q
//

fo
��

OX

g o
��

M ′
Q′
// OX

and so an isometry is just a similarity with g = id.
A quadratic form (M , Q) is also equivalently specified by M and an OX -module

homomorphism Q : Sym2 M → OX , or a global section

Q ∈ Hom(Sym2 M ,OX )= (Sym2 M )∨(X)' Sym2(M∨)(X).

(Here, Sym2M denotes the second symmetric power of M and Sym2 M the sub-
module of symmetric second tensors of M .)

A quadratic form Q :M →OX with associated bilinear form T :M ×M →OX

induces a homomorphism of OX -modules M →M∨ defined by

M (U )→M∨(U ), y 7→ (x 7→ T (x, y)).

Following Knus [1991, (I.3.2)], we say Q : M → OX is nondegenerate if the
associated map M →M∨ is injective and nonsingular (or regular) if the associated
map M →M∨ is an isomorphism; these properties hold for Q if and only if they
hold on an affine open cover. On an open set U = Spec R where M (U ) = M is
free of rank n, we define the discriminant of Q as disc(Q)= det(T ) ∈ R/R×2, the
determinant of the bilinear form T with respect to a basis of M ' Rn; then Q is
nondegenerate if and only if disc(Q) is a nonzerodivisor and nonsingular if and only
if disc(Q) is a unit in R. When, further, n is odd, we define the half-discriminant
(see, e.g., Knus [1991, (IV.3.1.3)]) by a universal formula, and we say that Q is
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seminondegenerate (resp. seminonsingular or semiregular) if the half-discriminant
is a nonzerodivisor (resp. a unit), and we extend these notions globally to a quadratic
form Q :M → OX if they hold on an affine open cover.

Now let L be an invertible OX -module (i.e., locally free of rank 1). A quadratic
form on L , the case of our primary concern, is a quadratic map Q :L →OX , but it
is given equivalently by a global section q ∈Sym2(L∨)(X)' (L∨)⊗2(X). Because
will use this identification frequently, we make it explicit. The identification is
defined locally on X , so suppose X=Spec R and L is a free module of rank 1 over R.
Then Sym2(L∨)' (L∨)⊗2

' (L⊗2)∨. Suppose q ∈ Sym2(L∨), so q : L⊗ L→ R is
an R-module homomorphism. Let L = Re for some e ∈ L and define the quadratic
map Q : L→ R by Q(re)= r2q(e⊗e); this definition is independent of the choice
of e. Conversely, if Q : L→ R is a quadratic map, then again letting L = Re we
define the R-module homomorphism q : L ⊗ L→ R by q(e⊗ e)= Q(e).

Remark 2.1. One must remember the domain L in this identification. Indeed,
if i : T ⊗2

' OX is an isomorphism of OX -modules, so that T ∈ Pic(X)[2], then
i defines a quadratic form I : T → OX , called a neutral form, giving rise to an
isomorphism

(L∨)⊗2
−→∼ ((L ⊗T )∨)⊗2.

The notions of (semi)nondegenerate and (semi)nonsingular can be made quite
explicit for quadratic forms of rank 1. These conditions are local, so let Q : L→ R
be a quadratic form with L = Re. Then Q is uniquely specified by the element
Q(e) = a ∈ R and the associated bilinear form is specified by T (e, e) = 2a,
with 2a = det(Q) ∈ R/R×2, because a different choice of basis e′ = ue gives
Q(e′)= u2 Q(e)= au2 with u ∈ R×. We find that Q is nondegenerate if and only
if 2a is a nonzerodivisor and is regular if 2a ∈ R×, and Q is seminondegenerate if
a is a nonzerodivisor and seminonsingular if a is a unit.

Remark 2.2. The slightly unpleasant term seminondegenerate is not standard in
the literature. It is common to use the term nondegenerate instead, but we do not
do this here to avoid potential confusion.

Given two quadratic forms Q :L → OX and Q′ :L ′→ OX , corresponding to
q ∈ (L∨)⊗2(X) and q ′ ∈ (L ′∨)⊗2(X), from the element

q ⊗ q ′ ∈ ((L∨)⊗2
⊗ (L ′

∨
)⊗2)(X)' ((L ⊗L ′)∨)⊗2(X)

we define the corresponding tensor product Q⊗Q′ :L ⊗L ′→ OX : following the
identification above, over X=Spec R, if L= Re and L ′= Re′ then L⊗L ′= R(e⊗e′)
and (Q⊗ Q′)(e⊗ e′)= Q(e)Q(e′). The tensor product gives the set of similarity
classes of quadratic forms of rank 1 over X the structure of a commutative monoid.
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Remark 2.3. The definition of the tensor product of quadratic forms is more subtle
in general for forms of arbitrary rank; here we find the correct notion because we
can think of rank 1 quadratic forms as rank 1 symmetric bilinear forms.

Definition 2.4. Let Q : L → OX be a (rank 1) quadratic form. We say Q is
cancellative if it is cancellative in the monoidal sense, as q ∈ (L∨)⊗2(X): if
q ′ ∈ ((L ′)∨)⊗2 and q ′′ ∈ ((L ′′)∨)⊗2(X) have q ⊗ q ′ similar to q ⊗ q ′′, then q ′ is
similar to q ′′.

We say Q is locally cancellative if for all x ∈ X there exists an affine open
neighborhood U 3 x such that Q|U is cancellative.

Proposition 2.5. A (rank 1) quadratic form Q :L → OX is locally cancellative if
and only if Q is seminondegenerate.

Moreover, a locally cancellative rank 1 quadratic form Q over X is cancellative.
If X is affine, then Q is cancellative if and only if it is locally cancellative.

Proof. Both properties are local, so it suffices to check this over a ring X = Spec R
such that the quadratic forms involved are free. To a quadratic form Q : L= Re→ R,
we have Q(e)= a ∈ R. Similarly, if Q′ and Q′′ are other rank 1 quadratic forms
with Q(e′) = a′ ∈ R and Q(e′′) = a′′ ∈ R, then (Q ⊗ Q′)(e ⊗ e′) = aa′ and
(Q⊗Q′′)(e⊗ e′′)= aa′′. We have Q′ ∼ Q′′ if and only if there exists u ∈ R× such
that a′ = ua′′.

Thus, if Q is seminondegenerate then a is a nonzerodivisor, so Q⊗Q′∼ Q⊗Q′′

implies aa′= uaa′′, which implies a′= ua′′, which implies Q′∼ Q′′, so Q is locally
cancellative. Conversely, if Q is locally cancellative and a is a zero divisor, with
aa′=0 and a′ 6=0, then taking Q′(e′)=a′ and Q′′(e′′)=0 we have Q⊗Q′∼Q⊗Q′′,
so Q′ ∼ Q′′ and thus there exists u ∈ R× such that a′ = u(0)= 0, a contradiction.

Now for the second statement. Let Q :L → OX be locally cancellative. By the
previous paragraph, Q is seminondegenerate. Suppose that Q⊗ Q′ ∼ Q⊗ Q′′ for
rank 1 quadratic forms Q′ and Q′′; we will show that Q′∼Q′′. Cancelling in Pic(X),
we may assume without loss of generality that L ′ =L ′′. Let U = Spec R be an
affine open subset of X such that L |U = L = Re is free, as is L ′= Re′= L ′′= Re′′.
Let a = Q(e) and, similarly, a′ = Q′(e′) and a′′ = Q′′(e′′), so as in the previous
paragraph we are given (a unique) u ∈ R× such that aa′ = uaa′′. Since Q is locally
cancellative, we have a′ = ua′′, which defines a similarity Q′ ∼ Q′′. Repeating
this on an open cover, the elements u glue to give an element g ∈ OX (X)× and so,
together with the identity map on L ′=L ′′, we therefore have a similarity Q′∼ Q′′.

The converse in the final statement follows immediately by taking U = X if X is
affine. �

The following corollary is then immediate.

Corollary 2.6. The subset of locally cancellative quadratic forms over X is a
submonoid of the monoid of rank 1 quadratic forms over X.
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Remark 2.7. The global notion of cancellative is not as robust as one may like.
Kleiman [1979] gives an example of a scheme X and a global section t ∈OX (X) that
is a nonzerodivisor such that it becomes a zerodivisor in an affine open t |U ∈OX (U ).

The similarity class of a locally cancellative quadratic form is determined by its
image (“effective Cartier divisors on a scheme are the same as invertible sheaves
with a choice of regular global section” [Stacks 2015, Tag 01X0]), as follows.

Lemma 2.8. There is a (functorial) isomorphism of commutative monoids
similarity classes of rank 1,

locally cancellative quadratic forms
Q :L → OX

modulo neutral forms

−→∼


locally free ideal sheaves
I ⊆ OX

such that [I ] ∈ 2 Pic(X)

,
where the similarity class of a quadratic form Q :L → OX maps to the ideal I

of OX generated by the values Q(L ).

Ideal sheaves are a monoid under multiplication, so the “monoid” part of
Lemma 2.8 says that the tensor product Q⊗ Q′ of two quadratic forms Q and Q′

maps to the product II ′ of their associated ideal sheaves I and I ′.

Proof. First, we show the map is well-defined, which we may do locally. Let
Q : L→ R be a rank 1, locally cancellative quadratic form; then L is free, so we
may write L= Re and then Q(L)= Q(e)R. By Proposition 2.5, we know that Q(e)
is a nonzerodivisor, and this is independent of the choice of e (up to a unit of R). If
Q′ : L ′→ R is similar to Q, then there exist R-linear isomorphisms f : L→ L ′

and g : R→ R such that Q′( f (x)) = g(Q(x)) for all x ∈ L . Letting e′ = f (e)
we have L ′ = Re′. The map g must be of the form g(a) = ua for some u ∈ R×,
so Q′(L ′) = Q′( f (L)) = uQ(L) = uQ(e)R = Q(e)R, and thus the image is a
well-defined principal ideal.

Now let Q :L → OX be a locally cancellative quadratic form of rank 1, corre-
sponding to the global section q ∈ (L ⊗2)∨(X). We claim that q : L ⊗2

→ OX is
an isomorphism onto its image I = Q(L )= q(L ⊗2). If U = Spec R is an affine
open set, where L |U = Re, then q(L⊗2) = q(e⊗ e)R; if, further, U is such that
q is cancellative over U , we have that q(e⊗ e) is a nonzerodivisor, so q is injective
on U (and q(L) is free). By hypothesis, such affine open sets U cover X , so we
have [I ] = [L ⊗2

] ∈ Pic(X).
Next, let q : L → OX and q ′ : L ′ → OX be locally cancellative quadratic

forms such that q(L )= q ′(L ′)= I . Since [I ] = [L ⊗2
] = [(L ′)⊗2

], tensoring
q ′ by a neutral form we may assume that f : L −→∼ L ′. Then, on any affine
open set U = Spec R ⊆ X , where L |U = Re and L ′|U = Re′, we have q(L) =
q(e)R= q ′(e′)R. Therefore, there exists u ∈ R such that q(e)= uq ′(e′), and u′ ∈ R
such that q ′(e′)= u′q(e). Thus q(e)(1− uu′)= 0. On an affine open set U where
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q is cancellative, we have uu′ = 1, so u ∈ R×. Moreover, the element u is unique,
since if q(e)= uq ′(e′)= vq ′(e′) then (u− v)q ′(e′)= 0 so, since q ′ is cancellative,
we have u= v. Repeating this argument on an open cover where both L and L ′ are
free, there exists (a unique) u ∈ OX (X)× giving rise to an isomorphism OX −→

∼ OX

such that q ′ f = uq , so that q and q ′ are similar.
Finally, the map is surjective: we are given that there exists an invertible bundle L

such that L ⊗2
' I . The embedding L ⊗2

' I ↪→ OX then defines a locally
cancellative quadratic form Q :L → OX with values Q(L )=I , as can readily
be checked locally. �

Remark 2.9. A (locally) cancellative rank 1 quadratic form might not pull back to
a (locally) cancellative form under an arbitrary morphism of schemes.

To work with discriminants, we will work modulo 2 and 4 as follows: The
multiplication-by-4 map on OX gives a closed immersion

X[4] = X ×Spec Z Spec Z/4Z ↪→ X

and the pullback L[4] =L ⊗OX/4OX is an invertible OX[4]-module, equipped with
a map [4] :L →L[4]. We can also, further, work modulo 2, obtaining L[2].

Let R be a commutative ring. Then squaring gives a well-defined map of sets

(2.10) sq : R/2R→ R/4R, sq(t + 2R)= t2
+ 4R.

The map sq is functorial in R and canonically defined, so we can sheafify: if L is
an invertible OX -module, there is a unique map

sq :L[2]→ (L[4])
⊗2

locally defined by (2.10). Explicitly, for an affine open set U = Spec R of X ,
where L (U )= L = Re, we may write

L[2](U )= (R/2R)e and L ⊗2
[4] (U )= (R/4R)(e⊗ e),

and
sq((t + 2R)e)= sq(t + 2R)(e⊗ e)

is well-defined (independent of the choice of e).

Definition 2.11. A discriminant over X is a pair (d,L ) where L is an invertible
OX -module and d ∈ (L∨)⊗2(X) such that there exists t ∈L∨

[2](X) with

(2.12) sq(t)= d[4] ∈ (L∨[4])
⊗2(X).

If 2 is invertible in X , then X[4] is the empty scheme and the square condition
(2.12) is vacuously satisfied.
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Definition 2.13. An isomorphism between discriminants (d,L ) and (d ′,L ′) is
an isomorphism f : L −→∼ L ′ such that ( f ∨)⊗2

: (L ′∨)⊗2
→ (L∨)⊗2 has

( f ∨)⊗2(d ′)= d .

Equivalently, an isomorphism between discriminants is an isometry — not a
similarity! — between the corresponding quadratic forms.

In what follows, we will often abbreviate d for a discriminant (d,L ) and refer
to L as the underlying invertible sheaf.

Let Disc(X) denote the set of discriminants over X up to isomorphism. For an
invertible sheaf L on X , let Disc(X;L )⊆ Disc(X) denote the subset of isomor-
phism classes of discriminants d whose underlying invertible sheaf is (isomorphic
to) L . Define Disc(X) to be the sheaf associated to the presheaf U 7→ Disc(U ).

Lemma 2.14. Disc(X) has the structure of commutative monoid under tensor
product, with identity element represented by the class of (1,OX ). Moreover,
Disc(X;OX ) is a submonoid of Disc(X) with absorbing element (0,OX ).

Proof. The binary operation of tensor product on quadratic forms restricts to a
binary operation on discriminants: if (d,L ) and (d ′,L ′) are discriminants, with
t ∈L∨

[2](X) satisfying sq(t)= d[4] ∈ (L∨[4])
⊗2(X) and similarly for (d ′,L ′), then

sq(t ⊗ t ′)= d[4]⊗ d ′
[4] = (d ⊗ d ′)[4] ∈ ((L∨[4])

⊗2
⊗ ((L ′

[4])
∨)⊗2)(X)

' ((L ⊗L ′)∨
[4])
⊗2(X).

This definition is independent of the choice of a representative discriminant in an
isomorphism class, so we obtain a binary operation on Disc(X). This operation is
associative and commutative, and (1,OX ) is an identity by definition of the tensor
product. The subset Disc(X;OX ) is closed under tensor product, and (0,OX ) is
visibly an absorbing element. �

Lemma 2.15. There is a functorial monoid isomorphism

(2.16) {d ∈OX (X) :d is a square modulo 4OX (X)}/OX (X)×2
−→∼ Disc(X;OX ).

Proof. The explicit identification of the monoid homomorphism between elements

d ∈ OX (X)' (O∨X )
⊗2(X)

and discriminants as quadratic forms is explained in the beginning of Section 2,
with the discriminant condition passing through on both sides.

Suppose that f is an isomorphism between discriminants d and d ′. Let U =
Spec R ⊆ X be an affine open subset. Then d|U : R → R is a quadratic map
with d(r) = r2d(1) for all r ∈ R. The restriction f |U : OX (U ) = R → R is an
isomorphism and so is identified with a unique element u ∈ R×; thus, in R we have
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d ′|U ( f |U (1))= d ′|U (u)= u2d ′|U (1)= d|U (1); by gluing, there exists a (unique)
global section u ∈ OX (X)× such that d = u2d ′. �

Example 2.17. If X =Spec R, where R is a PID or local ring, then, by Lemma 2.15,
Disc(R)= Disc(R; R) is canonically identified with

{d ∈ R : d is a square in R/4R}/R×2.

So, for R = Z, since Z×2
= {1} we recover the usual set of discriminants as those

integers d ≡ 0, 1 (mod 4).

Given a discriminant (d,L ), we can forget the quadratic map d and consider
only the isomorphism class of the OX -module L ; this gives a map

p : Disc(X)→ Pic(X).

Proposition 2.18. The sequence

Disc(X;OX )→ Disc(X) p
→Pic(X)

of commutative monoids is exact.

Proof. The map p :Disc(X)→Pic(X) is surjective because an invertible module L

has the zero quadratic form d = 0, which is a discriminant taking t = 0. (One
can hardly do better in general, since it may be the case that L (X)= {0} has no
nonzero global sections.)

Let i : Disc(X;OX ) ↪→ Disc(X) be the inclusion map. We show that Ii = K p.
The inclusion Ii ⊆ K p is easy, so we show the reverse inclusion. Let d and d ′ be
discriminants and suppose ([d], [d ′]) ∈ K p; then the underlying invertible sheaves
of d and d ′ are isomorphic, so we may assume without loss of generality that
d, d ′ ∈ (L∨)⊗2(X). To show ([d], [d ′]) ∈ Ii , we need to show that there exist
δ, δ′∈Disc(X;OX ) such that δ⊗d ′=δ′⊗d . For this purpose, we may take δ=δ′=0.
More generally, we could take any δ ∈ (d : d ′)= {δ ∈OX (X) : δd ′ ∈ 〈d〉} ⊆OX (X).

�

3. Quadratic algebras

In this section, we give a monoid structure on the set of isomorphism classes of
quadratic algebras. We begin by discussing the algebras over commutative rings,
then work over a general base scheme. For more on quadratic rings and standard
involutions, see Knus [1991, Chapter I, §1.3] and Voight [2011, §§1–2].

Let R be a commutative ring. An R-algebra is an associative ring B with 1
equipped with an embedding R ↪→ B of rings (mapping 1 ∈ R to 1 ∈ B) whose
image lies in the center of B; we identify R with this image in B. In particular, B
is necessarily faithful as an R-module. A homomorphism of R-algebras is required
to preserve 1.
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Definition 3.1. A quadratic R-algebra (or quadratic ring over R) is an R-algebra S
that is finite locally free of rank 2 as an R-module.

By finite locally free we mean that there is a cover of Spec R by standard open
sets D( fi ) with i ∈ I such that the localization M fi is a free R fi -module for all i ∈ I .
There are a number of other equivalent formulations of this condition [Stacks 2015,
Tag 00NV], including that M is finitely presented and R-flat, that M is finite
projective, and that M is finitely presented with the localization Mp free for all
primes p ∈ Spec(R).

Let S be a quadratic R-algebra. Then S is commutative, and there is a unique
standard involution on S, an R-linear homomorphism σ : S→ Sop

= S such that
σ(σ(x))= x and xσ(x)∈ R for all x ∈ S [Voight 2011, Lemma 2.9]. Consequently,
we have a linear map trd : S→ R defined by trd(x)= x+σ(x) and a multiplicative
map nrd : S → R defined by nrd(x) = xσ(x) = σ(x)x with the property that
x2
− trd(x)x + nrd(x)= 0 for all x ∈ S.

Lemma 3.2. If S is free as an R-module, then there is a basis 1, x for S as an
R-module.

Proof. Let x1, x2 be a basis for S; then there exist a1, a2∈ R such that 1=a1x1+a2x2.
Let x2

1 = b1x1+ b2x2 and x1x2 = c1x1+ c2x2 with b1, b2, c1, c2 ∈ R. Then

x1 = x1 · 1= a1x2
1 + a2x1x2 = (a1b1+ a2c1)x1+ (a1b2+ a2c2)x2.

Thus a1b1+ a2c1 = 1. Let x =−c1x1+ b1x2. Then

det
(

a1 a2

−c1 b1

)
= a1b1+ a2c1 = 1 and

(
a1 a2

−c1 b1

)(
x1

x2

)
=

(
1
x

)
so 1, x is a basis for S as an R-module. �

Remark 3.3. Lemma 3.2 does not generally extend to R-algebras of higher rank.
On the one hand, if S is finite locally free we always have S' R⊕S/R as R-modules
[Voight 2011, Lemma 1.3]; on the other hand, if S is free this need not imply that
S/R is free. (However, S/R is still locally free, so for the purposes of making local
arguments you can refine an open cover to one over which S/R is in fact free to
then find a basis containing 1.)

If S is free over R with basis 1, x , then the multiplication table is determined by
the multiplication x2

= t x − n; consequently, we have a bijection

(3.4)
{

free quadratic R-algebras S over R,
equipped with a basis 1, x

}
−→∼ R2,

S 7−→(trd(x), nrd(x))= (x + x̄, x x̄)
= (t, n).
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A change of basis for a free quadratic R-algebra is of the form x 7→ u(x + r) with
u ∈ R× and a ∈ R, mapping

(3.5) (t, n) 7→ (u(t + 2r), u2(n+ tr + r2)).

We have identified R ⊆ S as a subring; the quotient S/R is locally free of rank 1.
Therefore, we have a canonical identification

(3.6) S/R −→∼
∧2S, x + R 7→ 1∧ x .

Lemma 3.7. Let S be a quadratic R-algebra. Then the map

(3.8)
d :
(∧2S

)⊗2
→ R,

(x ∧ y)⊗ (z ∧w) 7→ (xσ(y)− σ(x)y)(zσ(w)− σ(z)w),

is a discriminant.

We have

(3.9) d((1∧ x)⊗2)= (x − σ(x))2 = (2x − trd(x))2

= 4x2
− 4x trd(x)+ trd(x)2 = trd(x)2− 4 nrd(x)

in the lemma, as one might expect. We accordingly call the quadratic map d = d(S)
in Lemma 3.7 the discriminant of S.

Proof. We define the map

t :
∧2
(S/2S)→ R/2R, t (1∧ x)= trd(x),

via the identification (3.6). The map t is well-defined since trd(x+r)= trd(x)+2r ≡
trd(x) (mod 2R). We then verify that

sq(t)((1∧x)⊗2)= t (1∧x)2= trd(x)2≡ trd(x)2−4 nrd(x)=d((1∧x)⊗2) (mod 4R)

by (3.9). �

Recall that a commutative R-algebra B is separable if B is projective as a
B⊗R B-module via the map x ⊗ y 7→ xy. If B ' R[x]/( f (x)) with f (x) ∈ R[x],
then B is separable if and only if the ideal generated by f (x) and its derivative
f ′(x) is the unit ideal.

Lemma 3.10. A quadratic R-algebra S is separable if and only if its discriminant d
is an isomorphism.

Proof. The map d :
(∧2S

)⊗2
→ R is an isomorphism if and only if it is locally an

isomorphism, so we reduce to the case where S= R[x]/(x2
−t x+n)= R[x]/( f (x)).

Then, by (3.9), d is an isomorphism if and only if trd(x)2− 4 nrd(x) ∈ R× if and
only if S is separable [Knus 1991, Chapter I, (7.3.4)]. �
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Corollary 3.11. If S is a separable quadratic R-algebra then
∧2S ∈ Pic(R)[2].

Now let X be a scheme.

Definition 3.12. A quadratic OX -algebra is a sheaf S of OX -algebras that is locally
free of rank 2 as a sheaf of OX -modules: there is a basis of open sets U of X such
that S (U ) is free of rank 2 as an OX (U )-module.

Equivalently, a quadratic OX -algebra is given by a double cover φ : Y → X ,
a finite locally free morphism of schemes of degree 2: the sheaf φ∗OY is a sheaf of
OX -algebras that is locally free of rank 2. By uniqueness of the standard involution,
we obtain a standard involution on S , a standard involution on S (U ) for all open
sets U (covering each by affine open sets where S is free), and, in particular, maps
trd and nrd on S .

Analogous to Lemma 3.7, we have the following result.

Proposition 3.13. Let S be a quadratic OX -algebra. Then there exists a unique
discriminant d :

(∧2
S
)⊗2
→OX that coincides locally with the one defined by (3.8).

Proof. Let L =
∧2

S . We must exhibit t ∈L∨
[2](X) such that

sq(t)= d[4] ∈ (L∨[4])
⊗2(X),

where [4] denotes working modulo 4, as in the previous section. We adapt the
argument in Lemma 3.7 to a global setting. First working locally, let U=Spec R⊆ X
be an open set where S (U )= S and L (U )= L=

∧2S. Since trd(x+r)= trd(x)+2r
for r ∈ R and x ∈ S, the map

t :
∧2
(S/2S)' L/2L→ R/2R, x ∧ y 7→ trd(x + y),

is well-defined (since t (x∧x)= trd(2x)=0) and R-linear. This map does not depend
on any choices, so repeating this on an open cover we obtain an element t ∈L∨

[2](X).
Now we verify that sq(t)= d[4] ∈ (L∨[4])

⊗2(X). We may do so on an open cover,
where S is free, so let S = R⊕ Rx and

∧2S = L = R(1∧ x)⊗2. Then

d((1∧ x)⊗2)= trd(x)2− 4 nrd(x)≡ trd(x)2 (mod 4R).

On the other hand, by definition we have

sq(t)((1∧ x)⊗2)≡ t (1∧ x)2 = trd(1+ x)2 = (2+ trd(x))2 ≡ trd(x)2 (mod 4R).

The result follows. �

A quadratic OX -algebra S is separable if and only if d induces an isomorphism
of OX -modules

(∧2
S
)⊗2
−→∼ OX , as this is true on any affine open set.

Let Quad(X) denote the set of isomorphism classes of quadratic OX -algebras
and, for an invertible OX -module L , let Quad(X;L )⊆ Quad(X) be the subset of
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those algebras S such that there exists an isomorphism
∧2

S 'L of OX -modules.
Similarly, define Quad(X) to be the sheaf associated to the presheaf U 7→Quad(U ).

We now give Quad(X) the structure of a commutative monoid.

Construction 3.14. Let X = Spec R and let S = R⊕ Rx and T = R⊕ Ry be free
quadratic R-algebras with choice of basis. Let x2

= t x − n and y2
= sy−m, so

t = trd(x), n = nrd(x), s = trd(y), m = nrd(y) with t, n, s,m ∈ R.

Then we define the free quadratic R-algebra

S ∗ T = R⊕ Rw,
where

(3.15) w2
= (st)w− (mt2

+ ns2
− 4nm).

Construction 3.14 has been known for some time, e.g., it is given by Hahn
[1994, Exercises 14–20, pp. 42–43]. (See the introduction for further context and
references.)

Lemma 3.16. Construction 3.14 is functorial with respect to the base ring R. The
operation ∗ gives the set of free quadratic R-algebras with basis the structure of
commutative monoid with identity element R× R = R[x]/(x2

− x) and absorbing
element R[x]/(x2).

Proof. Functoriality is clear, and S ∗ T = T ∗ S for all free quadratic R-algebras
S and T by the symmetry of the construction. It is routine to check associativity.
To check that E = R× R is the identity element for ∗ we simply substitute s = 1
and m = 0 to obtain S ∗ E = S; a similar check works for the absorbing element. �

Remark 3.17. Construction 3.14 generalizes the Kummer map, presented in the
introduction. Indeed, suppose that R is a PID or local ring and 2 ∈ R×. Then, by
completing the square, any quadratic R-algebra S is of the form S= R[x]/(x2

−n)=
R[
√

n], where n = d(S)/4. So, if S = R[
√

n] and T = R[
√

m], then

S ∗ T = R[x]/(x2
− 4nm)' R[

√
nm].

At the same time, Construction 3.14 generalizes Artin–Schreier extensions of
fields. Suppose that R = k is a field of characteristic 2. Then every separable
extension of k can be written in the form k[x]/(x2

− x + n), and

k[x]/(x2
− x + n) ∗ k[x]/(x2

− x +m)= k[x]/(x2
− x + (m+ n)).

Since 4= 0, the discriminant of every such algebra has class 1 in R/R×2.
In the above construction, if S and T are separable over R, so that they are (étale)

Galois extensions of R [Lenstra 2008] (with the standard involutions σ and τ ,
respectively, as the nontrivial R-algebra automorphisms), then the algebra S ∗ T
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is the subalgebra of S⊗R T fixed by the product of the involutions σ ⊗ τ acting
on S⊗R T [Small 1972, Proposition 1].

In all cases, a direct calculation shows that (3.15) is satisfied by the element

w = x ⊗ y+ σ(x)⊗ τ(y) ∈ S⊗R T ;

this will figure in the proof of Theorem A. However, there is no reason why the
R-algebra generated by w need be free of rank 2 over R; for example, if R has
characteristic 2 with σ(x)= x and τ(y)= y, then w = 0. Thus, Construction 3.14
can be thought of as a formal way to create a fixed subalgebra of S⊗R T under the
involution given by the product of standard involutions.

Lemma 3.18. Construction 3.14 is functorial with respect to isomorphisms: if

φ : S = R⊕ Rx −→∼ S′ = R⊕ Rx ′,

ψ : T = R⊕ Ry −→∼ T ′ = R⊕ Ry′,

are R-algebra isomorphisms of quadratic R-algebras, then there is a canonical
isomorphism

φ ∗ψ : S ∗ T −→∼ S′ ∗ T ′.

Proof. There exist unique u, v ∈ R× and r , q ∈ R such that φ(x) = ux ′ + r
and ψ(y)= vy′+ q . Because φ is an R-algebra homomorphism, both φ(x) and x
satisfy the same unique monic quadratic polynomial, and from

(ux ′+ r)2 = t (ux ′+ r)− n

we conclude that

(x ′)2 = u−1(t − 2r)x ′− u−2(n− tr − r2)= t ′x − n′,

so t = ut ′ + 2r and n = u2n′ + tr + r2. Similarly, we obtain s = vs ′ + 2q
and m = v2m′+ sq + q2. We claim then that the map

φ ∗ψ : S ∗ T −→∼ S′ ∗ T ′, (φ ∗ψ)(w)= (uv)w′+ (qt + rs− 2qr),

is an isomorphism; for this we simply verify that

((uv)w′+ (qt+rs−2qr))2 = st ((uv)w′+ (qt+rs−2qr))− (mt2
+ns2

−4nm)

and the result follows. �

Lemma 3.19. Let S and T be quadratic OX -algebras. Then there is a unique
quadratic OX -algebra S ∗T up to OX -algebra isomorphism with the property that,
on any affine open set U ⊆ X such that S=S (U ) and T =T (U ) are free, we have

(S ∗T )(U )' S ∗ T,

as in Construction 3.14.
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Proof. This lemma is a standard application of gluing; we give the argument for
completeness. Let {Ui = Spec Ri } be an open affine cover of X on which

S (Ui )= Si = Ri ⊕ Ri xi and T (Ui )= Ti = Ri ⊕ Ri yi

are free. We define (S ∗T )(Ui )= Si∗Ti= Ri⊕Riwi according to Construction 3.14.
We glue these according to the isomorphisms on S and T using Lemma 3.18,
as follows: We have Ui ∩U j = U j ∩Ui =

⋃
k Ui jk covered by open sets Ui jk =

Spec Rik ' Spec R jk distinguished in Ui and U j . Because S is a sheaf, we have
compatible isomorphisms

φi jk : Rik ⊕ Rik xi =S (Spec Rik)'S (Spec R jk)= R jk ⊕ R jk x j

for each such open set. Similarly, we obtain compatible isomorphisms ψi jk for T

over the same open cover. By Lemma 3.18, we obtain compatible isomorphisms

φi jk ∗ψi jk : (S ∗T )(Spec Rik)' (S ∗T )(Spec R jk)

and can thereby glue on X to obtain a quadratic OX -algebra, unique up to OX -algebra
isomorphism. �

Corollary 3.20. Construction 3.14 gives Quad(X) the structure of a commutative
monoid, functorial in X , with identity element the isomorphism class of OX ×OX .

Proof. Lemma 3.19 shows that Construction 3.14 extends to X and is well-defined
on the set of isomorphism classes Quad(X) of quadratic OX -algebras. To check
that we obtain a functorial commutative monoid, it is enough to show this when X
is affine, and this follows from Lemmas 3.16 and 3.18. �

Lemma 3.21. If S is a separable quadratic OX -algebra, then S ∗S ' OX ×OX .

Proof. By gluing, it is enough to show this on an affine cover. Suppose that
S = R[x]/(x2

− t x+n) has discriminant d = t2
−4n. Then, by definition, we have

S ∗ S = R[w]/(w2
− t2w+ 2n(t2

− 2n));

with the substitutionw←w−2n, we find that S∗S' R[w]/(w2
−dw). Since d∈ R×,

the replacement w← wd−1 yields an isomorphism S ∗ S ' R× R. �

Remark 3.22. Given our description of the monoid product in the separable case,
it follows that the submonoid of separable quadratic algebras is isomorphic to the
group of isomorphism classes of étale quadratic covers Ȟ1

ét(X,Z/2Z), a group killed
by 2; for more, see Knus [1991, §III.4].

Lemma 3.23. If S , T ∈ Quad(X) then

d(S ∗T )= d(S )d(T ) ∈ Disc(X)
and ∧2

(S ∗T )'
∧2

S ⊗
∧2

T .
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Proof. If S =S (U ) and T = T (U ) are as in Construction 3.14, then

(3.24) d(S ∗ T )((1∧ (x ⊗ y))⊗2)= (st)2− 4(mt2
+ ns2

− 4nm)

= (t2
− 4n)(s2

− 4m)

= d(S)((1∧ x)⊗2)d(T )((1∧ y)⊗2).

The first statement then follows. For the second, again on affine open sets we have
the isomorphism

(3.25)
∧2S⊗R

∧2T →
∧2
(S ∗ T ), (1∧ x)⊗ (1∧ y) 7→ 1∧w,

which glues to give the desired isomorphism globally. �

Lemma 3.26. The discriminant maps

disc :Quad(X)→ Disc(X) and disc :Quad(X;OX )→ Disc(X;OX )

are surjective homomorphisms of sheaves of commutative monoids.

Proof. The fact that these maps are homomorphisms of sheaves of monoids follows
locally from Lemma 3.23. We show these maps are surjective locally, and for
that we may assume X = Spec R and L = Re. We refer to Lemma 2.15 and
Example 2.17: given any d ∈ R such that d = t2

− 4n with t , n ∈ R, we have the
quadratic ring R[x]/(x2

− t x + n) of discriminant d . �

We are now ready to prove Theorem A.

Theorem 3.27. Construction 3.14 is the unique system of binary operations

∗ = ∗X : Quad(X)×Quad(X)→ Quad(X),

one for each scheme X , such that:

(i) Quad(X) is a commutative monoid under ∗, with identity element the class
of OX ×OX .

(ii) For each morphism f : X→ Y of schemes, the diagram

Quad(Y )×Quad(Y )
∗Y
//

��

Quad(Y )

f ∗

��

Quad(X)×Quad(X)
∗X
// Quad(X)

is commutative.

(iii) If X = Spec R, and S and T are separable quadratic R-algebras with standard
involutions σ and τ , then S ∗ T is the fixed subring of S⊗R T under σ ⊗ τ .
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Proof. By (3.4), the universal free quadratic algebra with basis is the algebra

Suniv = Runiv[x]/(x2
− t x + n),

where Runiv=Z[t, n] is the polynomial ring in two variables over Z; in other words,
for any commutative ring R and free quadratic R-algebra S with basis, there is a
unique map f : Runiv→ R such that S = f ∗Suniv = Suniv⊗ f,Runiv R. By (ii), then,
following this argument on an open affine cover, we see that the monoid structure
on Quad(Spec Runiv) determines the monoid structure for all schemes X .

Dropping subscripts, consider S= R[x]/(x2
−t x+n) and T = R[y]/(y2

−sy+m),
where R = Z[t, n, s,m]; we show there is a unique way to define S ∗ T .

To begin, we claim that S ∗ T is free over R. As R-modules, we can write
S ∗ T = R⊕ I z, where I ⊆ F = Frac(R) is a projective R-submodule of F and
the class [I ] ∈ Pic(R) is well-defined. But Pic(Z[t, n, s,m])' Pic(Z)= {0} (Z is
seminormal [Gilmer and Heitmann 1980]), so I ' R.

Now let
D = (t2

− 4n)(s2
− 4m).

Then S[1/D] and T [1/D] are separable over R[1/D], with involutions σ(x)= t−x
and τ(y) = s − y. By (iii), the product S[1/D] ∗ T [1/D] is the subring of
S[1/D]⊗R[1/D] T [1/D] generated by

z = x ⊗ y+ σ(x)⊗ τ(y)= 2(x ⊗ y)− s(x ⊗ 1)− t (1⊗ y).
Then

z2
= x2
⊗ y2
+2nm+σ(x)2⊗τ(y)2

= (t x−n)⊗(sy−m)+2nm+(tσ(x)−n)⊗(sτ(y)−m)

= ts(x⊗ y+σ(x)⊗τ(y))−mt
(
(x+σ(x))⊗1

)
−ns

(
1⊗(y+τ(y))

)
+4nm

= (st)z−(mt2
+ns2

−4nm).

In particular, S[1/D] ∗ T [1/D] ' R[1/D]⊕ R[1/D]z.
By (ii), (S ∗ T )[1/D] ' S[1/D] ∗ T [1/D], and we have S ∗ T ⊆ (S ∗ T )[1/D].

Since R is a UFD and S ∗ T is free over R, it is generated as an R-algebra by an
element of the form (az+ b)/Dk for some a, b ∈ R and k ∈ Z≥0. But, by (3.24),
d((S ∗ T )[1/D]) = D, so d(S ∗ T ) = (a/Dk)2 D ∈ R; thus, a/Dk

∈ R. Since
trd((az + b)/Dk) = (ast + 2b)/Dk

∈ R, we conclude that 2b/Dk
∈ R; since D

is not divisible by 2, by Gauss’s lemma we have b/Dk
∈ R, so without loss of

generality we may take b= 0 and suppose S ∗T is generated by az for some a ∈ R.
Since R× = {±1} and (S ∗ T )[1/D] is generated by z, we must have a = Dk for
some k ∈ Z≥0. Finally, we consider

Z[x]
(x2− t x + n)

∗
Z[y]

(y2− y)
=

Z[z]
(z2− Dk t z+ D2kn)
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over Z[t, n]. The algebra on the right has discriminant D2k(t2
− 4n), but, by (i), it

must be isomorphic to the algebra on the left of discriminant (t2
− 4n), so we must

have D2k
= 1, so k = 0. Therefore S ∗ T = R⊕ Rz. �

Having given the monoid structure, we conclude this section by proving Theorem B.

Theorem 3.28. Let X be a scheme. Then the following diagram of commutative
monoids is functorial and commutative with exact rows and surjective columns:

Quad(X;OX ) //

disc
��

Quad(X) ∧
2
//

disc
��

Pic(X)

Disc(X;OX ) // Disc(X) // Pic(X)

Proof. The exactness of the bottom row follows from Proposition 2.18. The
exactness of the top row and commutativity of the diagram follows by the same
(trivial) argument. Surjectivity follows from Lemma 3.26. �

4. Proof of Theorem C

In this section, we prove Theorem C and conclude with some final discussion.
Let R be a commutative ring and let R[4] = {a ∈ R : 4a = 0}. Let

℘(R)= {r + r2
: r ∈ R}

and let ℘(R)[4] =℘(R)∩R[4]. Note that 4(r+r2)= 0 if and only if (1+2r)2= 1,
so we have, equivalently,

℘(R)[4] = {r + r2
: r ∈ R and (1+ 2r)2 = 1}.

Lemma 4.1. ℘(R)[4] is a subgroup of R[4] under addition.

Proof. We have 0 = 0 + 02
∈ ℘(R)[4]. If n = r + r2

∈ ℘(R)[4] and m =
s+ s2

∈ ℘(R)[4] then

(r + s+ 2rs)+ (r + s+ 2rs)2 = (r + r2)+ (s+ s2)+ 4(r + r2)(s+ s2)= n+m

and 4(n + m) = 0, so n + m ∈ ℘(R)[4]. Finally, if n ∈ ℘(R)[4] then −n =
3n ∈ ℘(R)[4] by the preceding sentence. �

We define the Artin–Schreier group AS(R) to be the quotient

AS(R)=
R[4]

℘(R)[4]
.

Since 2R[4] ⊆ ℘(R)[4], the group AS(R) is an elementary abelian 2-group.
We define a map i : AS(R)→ Quad(R; R) sending the class of n ∈ AS(R) to

the isomorphism class of the algebra S = R[x]/(x2
− x + n).
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Proposition 4.2. The map i : AS(R)→ Quad(R, R) is a (well-defined) injective
map of commutative monoids.

Proof. Let S = i(n)= R[x]/(x2
− x+n) and T = i(m)= R[y]/(y2

− y+m) with
n, m ∈AS(R). Then S ' T if and only if y = u(x+r) for some u ∈ R× and r ∈ R,
which, by (3.5), holds if and only if u(1+ 2r)= 1 and u2(n+ r + r2)= m; these
are further equivalent to 1+ 2r ∈ R× and

n+ r + r2
= m(1+ 2r)2 = (1+ 4r + 4r2)m.

But 4m = 0, so n+ r + r2
= m and, since 4n = 0, we have 4(r + r2) = 0. Thus

S ' T if and only if (1+ 2r)2 = 1 and n+ r + r2
= m, as desired. It follows from

Construction 3.14 that S ∗ T = R[w]/(w2
−w + (n +m)), since 4nm = 0, and

i(0)= R[w]/(w2
−w) is the identity, so i is a homomorphism of monoids. �

We now prove Theorem C, and recall Quad(R; R) is the set of isomorphism
classes of free quadratic R-algebras.

Theorem 4.3. Let R be a commutative ring and let d ∈ R be a discriminant. Then
the fiber disc−1(d) of the map

disc : Quad(R; R)→ Disc(R; R)

above d has a unique action of the group AS(R)/ annR(d)[4] compatible with the
inclusion of monoids AS(R) ↪→ Quad(R; R).

Proof. A (free) quadratic R-algebra with basis 1, x such that (x − σ(x))2 = d
has the form S = R[x]/(x2

− t x + n) with t2
− 4n = d. Let m ∈ R[4]. Then by

Construction 3.14 we have

S ∗ (R[y]/(y2
− y+m))= (R[y]/(y2

− y+m))∗ S = R[w]/(w2
− tw+dm+n)

since 4m = 0, so dm = (t2
− 4n)m = t2m. Thus we have an action of R[4] on the

set of these quadratic R-algebras with basis and a free action of R[4]/ annR(d)[4].
Two quadratic R-algebras S and S′ are in the same orbit if and only if t ′ = t and
n′ = dm+ n for some m ∈ R[4] if and only if t ′ = t and n′− n ∈ d R[4]; therefore,
the orbits are indexed noncanonically by the set

{t ∈ R : t2
≡ d (mod 4R)}× R[4]/d R[4].

We now descend to isomorphism classes: by Proposition 4.2, the monoid multi-
plication ∗ is well-defined on isomorphism classes, giving the unique action of
AS(R)/ annR(d)[4] on the fiber over d. �

Under favorable hypotheses, the action of AS(R) is free, so we make the follow-
ing definition.
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Definition 4.4. An element t ∈ R is SEC (square even cancellative) if

(i) t is a nonzerodivisor, and

(ii) r2, 2r ∈ t R implies r ∈ t R for all r ∈ R.

A quadratic R-algebra S is SEC if disc(S) is a nonzerodivisor and there a basis
1, x for S such that trd(x) is SEC. A quadratic OX -algebra S is SEC if S is SEC
on an open affine cover of X .

Proposition 4.5. Let R be a commutative ring. Then the action of AS(R) on the
set of SEC quadratic R-algebras of discriminant d is free.

Proof. We continue as in the proof of Theorem 4.3. Let m ∈ R[4] and let S
be an SEC quadratic R-algebras with discriminant d. Let 1, x be a basis for
S = R[x]/(x2

− t x + n) such that t = trd(x) is SEC. To show the action is free,
suppose that

(4.6) S ∗ (R[y]/(y2
− y+m))= R[w]/(w2

− tw+ dm+ n)' S;

we show that m ∈ ℘(R). Equation (4.6) holds if and only if there exist u ∈ R× and
r ∈ R such that t = u(t+2r) and dm+n= u2(n+ tr+r2). Consequently, u2d = d .
Since S is SEC, d is a nonzerodivisor, so u2

− 1= 0 and thus t2m = dm = tr + r2,
so r2

= (tm− r)t . We also have 2r = (1− u)t , so since t is SEC and r2, 2r ∈ t R,
we conclude that r ∈ t R. Let r = at with a ∈ R. Then, substituting, we have
t2(a2

+ a−m)= r2
+ tr − t2m = 0. Since t is a nonzerodivisor, we conclude that

a2
+ a−m = 0, so m ∈ ℘(R), as claimed. �
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