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#### Abstract

We study properties and the structure of some special classes of homomorphisms on $C^{*}$-algebras. These maps are $*$-preserving up to conjugation by a symmetry. Making use of these homomorphisms, we prove a new structure theorem for completely bounded maps from a unital $C^{*}$-algebra into the algebra of all bounded linear maps on a Hilbert space. Finally we provide alternative proofs for some of the known results about completely bounded maps and improve on them.


## 1. Introduction

Completely positive maps and completely bounded maps on $C^{*}$ algebras are wellstudied objects (see [Arveson 1969; Paulsen 1986; Pisier 2001]). We look at two well-known structure theorems for completely bounded maps. The first one, which we call the fundamental representation theorem of completely bounded maps (Paulsen 2002; Wittstock 1981; 1984; Haagerup 1980) says that all completely bounded maps from a unital $C^{*}$-algebra $\mathcal{A}$ into the algebra $\mathcal{B}(\mathcal{H})$ of bounded operators on a Hilbert space $\mathcal{H}$ can be obtained from a unital representation of $\mathcal{A}$ on another Hilbert space, by composing it with two bounded operators. Unlike Stinespring's [1955] representation theorem for completely positive maps, there is no minimality condition on the representing Hilbert space, and hence the fundamental representation is not unique. The second structure theorem, namely commutant representation theorem (proved by Paulsen and Suen [1985]) says that all such completely bounded maps can be obtained from a unital representation, by first multiplying by an element in the commutant and then conjugating by a bounded operator. Later, using the theory of Hilbert $C^{*}$-modules, Heo [1999] proved analogues of these structure theorems for the case when the range algebra is an injective $C^{*}$-algebra.

We prove a new structure theorem for completely bounded maps (Theorems 3.2, 3.6). The idea is that to represent completely positive maps in Stinespring's theorem,

[^0]one requires $*$-homomorphisms, and for a similar representation of completely bounded maps we need to consider homomorphisms which are not necessarily *-preserving. This is necessary because conjugation of a $*$-homomorphism by a bounded operator is always a completely positive map. However, it is possible to impose symmetry or some other additional restrictions on the homomorphisms in order to realize all completely bounded maps. That is what we do here.

To begin with, symmetries are self-adjoint unitaries. A homomorphism is symmetric if it preserves adjoints modulo conjugation by a symmetry. We define regular homomorphisms and ternary homomorphisms. We demonstrate that these homomorphisms are symmetric. Regular homomorphisms are essentially direct sums or direct integrals of ternary homomorphisms.

In Section 3A we prove that (Theorem 3.2) every completely bounded map from $\mathcal{A}$ into $\mathcal{B}(\mathcal{H})$ can be obtained by composing a regular homomorphism with a single bounded operator. We will call this the regular representation theorem for completely bounded maps. Moreover, we show that there exists a universal regular representation which can be used to generate all completely bounded maps from $\mathcal{A}$ into $\mathcal{B}(\mathcal{H})$. Since all representations (i.e., $*$-homomorphisms) are regular homomorphisms, we may consider the regular representation theorem as an immediate generalization of Stinespring's representation theorem for completely positive maps. We look at Hilbert $C^{*}$-module versions of these results. We also provide (Section 3B) new proofs of some results due to Paulsen and Suen [1985] and Heo [1999]. In Section 3C we study natural relationships between different representation theorems of completely bounded maps.

1A. Basic definitions and results: Throughout $\mathcal{H}, \mathcal{K}$ are complex Hilbert spaces. Our inner products are linear in the second variable and conjugate linear in the first variable. Typically $\mathcal{A}, \mathcal{B}, \mathcal{C}$ denote unital $C^{*}$-algebras. For an element $a$ of a unital $C^{*}$-algebra $\mathcal{A}, \sigma(a)$ denote the spectrum of $a$. For a subset $\mathcal{X}$ of $\mathcal{A}$, the "commutant" is defined as $\mathcal{X}^{\prime}=\{a \in \mathcal{A}: x a=a x$ for all $x \in \mathcal{X}\}$.

Suppose $\mathcal{A}, \mathcal{B}$ are $\mathrm{C}^{*}$-algebras. A multiplicative linear map $\pi: \mathcal{A} \rightarrow \mathcal{B}$ is called a homomorphism. By a $*$-homomorphism we mean a homomorphism which is also $*$-preserving, i.e., $\pi\left(a^{*}\right)=\pi(a)^{*}$ for all $a \in \mathcal{A}$. If a $*$-homomorphism is mapping into the algebra of all bounded operators on a Hilbert space, or into the algebra of all bounded adjointable operators on a Hilbert $C^{*}$-module we call it a representation. If $\mathcal{A}, \mathcal{B}$ are unital $C^{*}$-algebras and $\pi\left(1_{\mathcal{A}}\right)=1_{\mathcal{B}}$, then $\pi$ is said to be unital.

Recall that a linear map $\varphi: \mathcal{A} \rightarrow \mathcal{B}$ between two $C^{*}$-algebras is said to be
(i) a completely positive map (CP-map) if for all $n \geq 1, \varphi_{n}: M_{n}(\mathcal{A}) \rightarrow M_{n}(\mathcal{B})$ defined by $\varphi_{n}\left(\left[a_{i j}\right]\right)=\left[\varphi\left(a_{i j}\right)\right]$ is positive, i.e., $\varphi_{n}\left(\left[a_{i j}\right]\right) \geq 0$ for all $0 \leq\left[a_{i j}\right] \in$ $M_{n}(\mathcal{A})$,
(ii) a completely bounded map (CB-map) if $\|\varphi\|_{c b}:=\sup \left\|\varphi_{n}\right\|<\infty$,
(iii) a completely contractive map (CC-map) if $\|\varphi\|_{c b} \leq 1$.

We let $C B(\mathcal{A}, \mathcal{B})$ denote the space of all CB-maps from $\mathcal{A}$ into $\mathcal{B}$. Given a map $\psi: \mathcal{A} \rightarrow \mathcal{B}$ define $\psi^{*}: \mathcal{A} \rightarrow \mathcal{B}$ by $\psi^{*}(a):=\psi\left(a^{*}\right)^{*}$ for all $a \in \mathcal{A}$. Note that if $\psi \in C B(\mathcal{A}, \mathcal{B})$, then $\psi^{*} \in C B(\mathcal{A}, \mathcal{B})$ with $\left\|\psi^{*}\right\|_{c b}=\|\psi\|_{c b}$. See [Paulsen 2002] for details on basic results.

Stinespring [1955] proved that if $\mathcal{A}$ is a unital $C^{*}$-algebra and $\varphi: \mathcal{A} \rightarrow \mathcal{B}(\mathcal{H})$ is a CP-map, then there exists a triple $(\mathcal{K}, \pi, V)$, called Stinespring's dilation for $\varphi$, consisting of a unital representation $\pi: \mathcal{A} \rightarrow \mathcal{B}(\mathcal{K})$ of $\mathcal{A}$ on a Hilbert space $\mathcal{K}$ and a bounded linear map $V: \mathcal{H} \rightarrow \mathcal{K}$ with $\|\varphi\|_{c b}=\|V\|^{2}$ such that $\varphi(\cdot)=V^{*} \pi(\cdot) V$. Moreover, $\mathcal{K}$ can be chosen to be "minimal" in the sense that $\mathcal{K}=\overline{\operatorname{span}} \pi(\mathcal{A}) V \mathcal{H}$, and in such case the triple is unique up to unitary equivalence. Conversely, $\varphi(\cdot):=V^{*} \pi(\cdot) V$ is a CP-map if $\pi$ is a representation. If $\pi$ is a $J$-homomorphism (but not a $*$-homomorphism), then $\varphi(\cdot):=V^{*} \pi(\cdot) V$ need not be CP. In fact it need not even be positive. But if $\pi$ is in a special class of $J$ homomorphisms, called regular homomorphisms, then $\varphi$ is a CB-map. Theorem 3.2 says that all CB-maps from $\mathcal{A}$ into $\mathcal{B}(\mathcal{H})$ are of this form.

Here we recall basics of Hilbert $C^{*}$-module theory we will use. Given a $C^{*}$ algebra $\mathcal{B}$, by an inner product $\mathcal{B}$-module we mean a complex vector space $E$ with a right $\mathcal{B}$-module structure and a $\mathcal{B}$-valued inner product $\langle\cdot, \cdot\rangle: E \times E \rightarrow \mathcal{B}$ satisfying
(i) $\langle x, x\rangle \geq 0$,
(ii) $\langle x, x\rangle=0$ if and only if $x=0$,
(iii) $\langle x, \lambda y+z\rangle=\lambda\langle x, y\rangle+\langle x, z\rangle$,
(iv) $\langle x, y\rangle=\langle y, x\rangle^{*}$,
(v) $\langle x, y b\rangle=\langle x, y\rangle b$,
for all $x, y, z \in E, b \in \mathcal{B}, \lambda \in \mathbb{C}$. If $E$ is complete with respect to the norm $\|x\|:=\|\langle x, x\rangle\|^{1 / 2}$, then $E$ is called a Hilbert $\mathcal{B}$-module. An inner product $\mathcal{B}$ module for which the condition (ii) does not hold is called a semi-inner product $\mathcal{B}$-module. For a semi-inner product $\mathcal{B}$-module we have

$$
\langle x, y\rangle^{*}\langle x, y\rangle \leq\|\langle x, x\rangle\|\langle y, y\rangle .
$$

A linear map $T: E \rightarrow F$ between two Hilbert $\mathcal{B}$-modules is said to be adjointable if there exists a linear map $T^{*}: F \rightarrow E$ such that $\langle T x, y\rangle=\left\langle x, T^{*} y\right\rangle$ for all $x \in E, y \in F$. Adjointable maps are bounded and $\mathcal{B}$-linear (i.e., $T\left(\lambda x_{1}+x_{2} b\right)=$ $\lambda T\left(x_{1}\right)+T\left(x_{2}\right) b$ for all $\left.\lambda \in \mathbb{C}, x_{i} \in E, b \in \mathcal{B}\right)$. But the converse may not be true. We denote the space of all bounded and adjointable maps from $E$ into $F$ by $\mathcal{B}^{\text {a }}(E, F)$, which is a Banach space under the operator norm. In particular $\mathcal{B}^{\mathrm{a}}(E):=\mathcal{B}^{\mathrm{a}}(E, E)$ forms a $C^{*}$-algebra with natural algebraic operations.

In the following $E, F$ are Hilbert $C^{*}$-modules. An inner product preserving map $V: E \rightarrow F$ is called an isometry, and a surjective isometry is called a unitary. An isometry with complemented range is adjointable. In general, closed submodules of Hilbert $C^{*}$-modules are complemented only if there is an adjointable projection onto that submodule.

If $x, y$ are the elements of a Hilbert $\mathcal{B}$-module $E$ we let $|x\rangle\langle y|$ denote the adjointable operator $z \mapsto x\langle y, z\rangle$. Note that $(|x\rangle\langle y|)^{*}=|y\rangle\langle x|$. We let $\mathcal{K}(E)$ denote the completion of $\mathcal{F}(E):=\overline{\operatorname{span}}\{|x\rangle\langle y|: x, y \in E\}$ (Always in the module context "span" would mean $\mathcal{B}$-linear span). A Hilbert $\mathcal{B}$-module $E$ is said to be a Hilbert $\mathcal{A}$ - $\mathcal{B}$-module if there exists (a left module action of $\mathcal{A}$ on $E$, i.e.,) a $*$-homomorphism $\vartheta: \mathcal{A} \rightarrow \mathcal{B}^{\text {a }}(E)$ such that $\overline{\operatorname{span}}\{\vartheta(a) x: a \in \mathcal{A}, x \in E\}=E$ (or equivalently $\vartheta$ is unital if $\mathcal{A}$ is unital). Clearly any Hilbert $\mathcal{B}$-module $E$ is a Hilbert $\mathcal{B}^{\text {a }}(E)$ - $\mathcal{B}$-module with left module action given by the identity map. In fact, $E$ is a $\mathcal{K}(E)-\mathcal{B}$-module with inclusion map as the left module action. Given $x \in E$ we let $x^{*} \in \mathcal{B}^{\mathrm{a}}(E, \mathcal{B})$ denote the adjointable map $y \mapsto\langle x, y\rangle$. Note that $E^{*}:=\overline{\operatorname{span}}\left\{x^{*}: x \in E\right\}$ forms a Hilbert $\mathcal{B}^{\mathrm{a}}(E)$-module with inner-product $\left\langle x_{1}^{*}, x_{2}^{*}\right\rangle:=\left|x_{1}\right\rangle\left\langle x_{2}\right|$ and right module action $x^{*} a:=\left(a^{*} x\right)^{*}$ for all $a \in \mathcal{B}^{\mathrm{a}}(E)$. Moreover, $\vartheta: \mathcal{B} \rightarrow \mathcal{B}^{\mathrm{a}}\left(E^{*}\right)$ given by $\vartheta(b) x^{*}:=\left(x b^{*}\right)^{*}$ is a $*$-homomorphism such that $E^{*}=\overline{\operatorname{span}}\left\{\vartheta(\mathcal{B}) E^{*}\right\}$ so that $E^{*}$ forms a Hilbert $\mathcal{B}$ - $\mathcal{B}^{\text {a }}(E)$-module. If $F$ is a Hilbert $\mathcal{B}$ - $\mathcal{C}$-module, then by $\mathcal{B}^{\text {a,bil }}(F)$ we mean the space of all adjointable, bilinear (i.e., preserves both left and right module actions) maps on $F$.

Suppose $E$ is a Hilbert $\mathcal{B}$-module and $F$ is a Hilbert $\mathcal{B}$ - $\mathcal{C}$-module with left action given by the $*$-homomorphism $\vartheta: \mathcal{B} \rightarrow \mathcal{B}^{\mathrm{a}}(F)$. We let $E \odot_{\vartheta} F$ (or $E \odot_{\mathcal{B}} F$ or simply $E \odot F$ ) denote the completion of the algebraic tensor product $E \otimes F$ with respect to the $\mathcal{C}$-valued semi-inner product

$$
\left\langle x_{1} \otimes y_{1}, x_{2} \otimes y_{2}\right\rangle:=\left\langle y_{1}, \vartheta\left(\left\langle x_{1}, x_{2}\right\rangle\right) y_{2}\right\rangle .
$$

We let $x \odot y \in E \odot_{\vartheta} F$ denote the equivalence class containing $x \otimes y \in E \otimes F$. Note that $E \odot_{\vartheta} F$ forms a Hilbert $\mathcal{C}$-module with right module action $(x \odot y) c:=$ $x \odot y c$. In addition if $E$ has a left action of $\mathcal{A}$ via a $*$-homomorphism $\vartheta^{\prime}: \mathcal{A} \rightarrow$ $\mathcal{B}^{\mathrm{a}}(E)$, then $E \odot_{\vartheta} F$ also has a left module action $\tilde{\vartheta}: \mathcal{A} \rightarrow \mathcal{B}^{\mathrm{a}}\left(E \odot_{\vartheta} F\right)$ given by $\tilde{\vartheta}(a)(x \odot y):=\vartheta^{\prime}(a) x \odot y$. Thus $E \odot_{\vartheta} F$ forms a Hilbert $\mathcal{A}$ - $\mathcal{C}$-module. Note that $\|x b \odot y-x \odot \vartheta(b) y\|=0$ so that $x b \odot y=x \odot \vartheta(b) y$ for all $x \in E, y \in F, b \in \mathcal{B}$. We may identify $\mathcal{B} \odot_{\vartheta} F=F$ via the unitary isomorphism $b \odot y \mapsto \vartheta(b) y$. If $a \in \mathcal{B}^{\mathfrak{a}}(E)$ and $\mathfrak{a} \in \mathcal{B}^{\text {a,bil }}(F)$, then $a \odot I_{F} \in \mathcal{B}^{\mathrm{a}}(E \odot F)$ and $I_{E} \odot \mathfrak{a} \in \mathcal{B}^{\mathrm{a}}(E \odot F)$ are the maps defined by $x \odot y \mapsto a x \odot y$ and $x \odot y \mapsto x \odot \mathfrak{a} y$, respectively.

Suppose $\rho$ is a representation of a $C^{*}$-algebra $\mathcal{B}$ on a Hilbert space $\mathcal{G}$. Given a Hilbert $\mathcal{B}$-module $E$, by considering $\mathcal{G}$ as a Hilbert $\mathcal{B}$ - $\mathbb{C}$-module with left module action given by $\rho$, we let $\eta: \mathcal{B}^{\text {a }}(E) \rightarrow \mathcal{B}\left(E \odot_{\rho} \mathcal{G}\right)$ denote the unital $*$-homomorphism $a \mapsto a \odot I_{\mathcal{G}}$, that is, $\eta(a)(x \odot g):=a x \odot g$ for all $a \in \mathcal{B}^{\mathrm{a}}(E), x \in E, g \in \mathcal{G}$.

We refer to [Lance 1994; Paschke 1973; Skeide 2000] for the basic theory of Hilbert $C^{*}$-modules.

## 2. Symmetric homomorphisms

In this section we study homomorphisms between $C^{*}$-algebras which are not necessarily $*$-homomorphisms. These homomorphisms need not be contractive.

## 2A. Symmetries.

Definition 2.1. An element $J$ in a unital $C^{*}$-algebra $\mathcal{B}$ satisfying $J=J^{*}=J^{-1}$ is called a symmetry. A homomorphism $\tau: \mathcal{A} \rightarrow \mathcal{B}$ is called a $J$-homomorphism if $J \tau(a)^{*} J=\tau\left(a^{*}\right)$ for all $a \in \mathcal{A}$. A homomorphism $\tau: \mathcal{A} \rightarrow \mathcal{B}$ is said to be a symmetric homomorphism if $\tau$ is a $J$-homomorphism for some symmetry $J \in \mathcal{B}$.

Clearly all $*$-homomorphisms are symmetric homomorphisms. But the converse is not true. For example, $\tau: \mathbb{C} \rightarrow \mathcal{B}\left(\mathbb{C}^{2}\right)$ given by $a \mapsto\left[\begin{array}{cc}a / 2 & a / 4 \\ a & a / 2\end{array}\right]$ is a $J$-homomorphism where $J=\left[\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right]$. But $\tau$ is not $*$-preserving. It is easily seen that $\tau$ is neither positive nor contractive.
Example 2.2. Define $\tau: M_{2}(\mathbb{C}) \rightarrow M_{2}(\mathbb{C})$ by $\tau(a)=$ sas $^{-1}$, where $s=\left[\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right]$. Clearly $\tau$ is a homomorphism. But it is not a symmetric homomorphism. For, suppose $J \in M_{2}(\mathbb{C})$ is a symmetry; then $J \tau\left(a^{*}\right) J=\tau(a)^{*}$ implies that $\left(s^{*} J s\right) a^{*}=$ $a^{*}\left(s^{*} J s\right)$ for all $a \in M_{2}(\mathbb{C})$. Hence there exists $\lambda \in \mathbb{C}$ such that $s^{*} J s=\lambda I$, so that $J=\lambda\left(s s^{*}\right)^{-1}$ which is not a symmetry. Exactly the same situation arises when $s$ is an invertible element which is not a scalar multiple of a unitary.

The next proposition answers the question of uniqueness of symmetry $J$ in a symmetric homomorphism.

Proposition 2.3. Suppose $\tau: \mathcal{A} \rightarrow \mathcal{B}$ is a symmetric homomorphism. If there exist symmetries $J, J^{\prime} \in \mathcal{B}$ such that $\tau$ is both a $J$ - and $J^{\prime}$-homomorphism, then there exists a unitary $U \in \tau(\mathcal{A})^{\prime} \subseteq \mathcal{B}$ such that $J=U J U$ and $J^{\prime}=J U$.

Proof. We have $J \tau(a) J=\tau\left(a^{*}\right)^{*}=J^{\prime} \tau(a) J^{\prime}$ for all $a \in \mathcal{A}$. Multiplying on the left and right side of this equation by $J$ and $J^{\prime}$ respectively, we get $\tau(a) J J^{\prime}=J J^{\prime} \tau(a)$ for all $a \in \mathcal{A}$. Hence there exists a $U \in \tau(\mathcal{A})^{\prime}$ such that $J J^{\prime}=U$. Clearly $U^{*} U=$ $I=U U^{*}$ and $J^{\prime}=J U$. Further, $\left(J^{\prime}\right)^{*}=J^{\prime}$, yields $J=U J U$.

Now we show that given any homomorphism, we can associate a symmetry $J$ in a very natural way. The usefulness of this symmetry will be seen later.

Proposition 2.4. Suppose $\tau: \mathcal{A} \rightarrow \mathcal{B}$ is a homomorphism. Then there exists a symmetry $J \in \mathcal{B}$ such that: $J \tau(a) J=\tau(a)^{*}$ for all $a \in \mathcal{A}$ satisfying $\tau(a)^{*} \tau(1)=$ $\tau(1)^{*} \tau(a)$ and $\tau(a) \tau(1)^{*}=\tau(1) \tau(a)^{*}$.

Proof. Suppose $T:=\tau(1)=R+i S$ is the cartesian decomposition of $\tau(1)$. Since $\tau(1)^{2}=\tau(1)$ we have $R^{2}-S^{2}=R$ and $R S+S R=S$. Also since $R=R^{*}$ with $R^{2}-R=S^{2} \geq 0$ we have $\sigma(R) \subseteq \mathbb{R} \backslash(0,1)$. Define $\hat{f}: \mathbb{R} \rightarrow \mathbb{R}$ by

$$
\hat{f}(t)= \begin{cases}-1 & \text { if } t \leq 0, \\ 2 t-1 & \text { if } 0<t<1, \\ 1 & \text { if } t \geq 1,\end{cases}
$$

which is clearly a continuous function. Set $f=\left.\hat{f}\right|_{\sigma(R)} \in C(\sigma(R)) \cong C^{*}(\{1, R\})$ and $J=f(R) \in \mathcal{B}$. Clearly $J^{2}=I$ and $J=J^{*}$.

Step 1: First we prove that $J T J=T^{*}$. It is enough to show that $J R=R J$ and $J S=-S J$. Clearly $J R=R J$. Now

$$
R S+S R=S \Longrightarrow R S=S(1-R) \Longrightarrow R^{n} S=S(1-R)^{n} \quad \text { for all } n \geq 0
$$

Approximating $f$ by polynomials, from $C(\sigma(R))$ we get $f(R) S=S f(1-R)$. But since

$$
\hat{f}(1-x)= \begin{cases}1 & \text { if } x<1, \\ -1 & \text { if } x \geq 1,\end{cases}
$$

we have $\hat{f}(1-x)=-\hat{f}(x)$ for all $x \in \sigma(R)$, and hence $f(1-R)=-f(R)$. Thus

$$
J S=f(R) S=S f(1-R)=-S f(R)=-S J .
$$

Step 2: Fix $a \in \mathcal{A}$. Let $\tau(a)=X+i Y$ be the Cartesian decomposition of $\tau(a)$. Then

$$
\begin{aligned}
X & =\frac{1}{2}\left(\tau(a)+\tau(a)^{*}\right)=\frac{1}{2}\left(\tau(a) T+(T \tau(a))^{*}\right)=X R-Y S, \\
Y & =\frac{1}{2 i}\left(\tau(a)-\tau(a)^{*}\right)=\frac{1}{2 i}\left(T \tau(a)-(\tau(a) T)^{*}\right)=R Y+S X .
\end{aligned}
$$

Since $X$ and $Y$ are self-adjoint we have

$$
\begin{align*}
& X R-Y S=X=R X-S Y,  \tag{2-1}\\
& X S+Y R=Y=R Y+S X . \tag{2-2}
\end{align*}
$$

Now if $\tau(a)^{*} \tau(1)=\tau(1)^{*} \tau(a)$ and $\tau(a) \tau(1)^{*}=\tau(1) \tau(a)^{*}$, then we get

$$
\begin{aligned}
& (X R+Y S)+i(X S-Y R)=(R X+S Y)+i(R Y-S X), \\
& (X R+Y S)-i(X S-Y R)=(R X+S Y)-i(R Y-S X) .
\end{aligned}
$$

Adding and subtracting above two equations we get

$$
\begin{align*}
& X R+Y S=R X+S Y,  \tag{2-3}\\
& X S-Y R=R Y-S X . \tag{2-4}
\end{align*}
$$

Adding equations (2-1) and (2-3) we get $X R=R X$, hence $X f(R)=f(R) X$, i.e., $X J=J X$. Adding equations (2-2) and (2-4) we get $X S=R Y$. Now since $J S=-S J$, from equation (2-2), we have

$$
Y J=(X S+Y R) J=(X S+S X) J=-J(X S+S X)=-J(X S+Y R)=-J Y .
$$

Now a direct computation shows that $J \tau(a) J=\tau(a)^{*}$.
Now we introduce two subfamilies of symmetric homomorphisms, and study their structure and properties. Later, in terms of these maps we prove a new structure theorem for completely bounded maps. Before proceeding, we give a definition.

Definition 2.5. A linear map $\tau: \mathcal{A} \rightarrow \mathcal{B}^{\mathrm{a}}(E)$ is said to be
(i) nondegenerate if $\overline{\operatorname{span}}\{\tau(a) x: a \in \mathcal{A}, x \in E\}=E$;
(ii) $*$-nondegenerate if $\overline{\operatorname{span}}\left\{\tau\left(a_{1}\right) x_{1}, \tau\left(a_{2}\right)^{*} x_{2}: x_{i} \in E, a_{i} \in \mathcal{A}, i=1,2\right\}=E$.

Remark 2.6. (i) If $\tau$ is a homomorphism, then $\tau(a)=\tau(1) \tau(a)$ and $\tau(a)^{*}=$ $\tau(1)^{*} \tau(a)^{*}$, therefore $\tau$ is $*$-nondegenerate if and only if

$$
\overline{\operatorname{span}}\left\{\tau(1) x, \tau(1)^{*} x^{\prime}: x, x^{\prime} \in E\right\}=E .
$$

A $*$-homomorphism $\tau: \mathcal{A} \rightarrow \mathcal{B}^{\mathrm{a}}(E)$ is $*$-nondegenerate if and only if $\tau$ is nondegenerate or equivalently $\tau$ is unital.
(ii) Suppose a Hilbert space $\mathcal{H}$ plays the role of $E$. Then a linear map $\tau: \mathcal{A} \rightarrow \mathcal{B}(\mathcal{H})$ is $*$-nondegenerate if and only if $\left\{h \in \mathcal{H}: \tau(a) h=0=\tau(a)^{*} h\right.$ for all $\left.a \in \mathcal{A}\right\}=$ $\{0\}$. If $\tau$ is a homomorphism, then the above conditions are equivalent to the condition $\left\{h \in \mathcal{H}: \tau(1) h=0=\tau(1)^{*} h\right\}=\{0\}$.

## 2B. Regular homomorphisms.

Definition 2.7. A map $\tau: \mathcal{A} \rightarrow \mathcal{B}$ is said to be regular if $\tau(u)^{*} \tau(u)=\tau(1)^{*} \tau(1)$ and $\tau(u) \tau(u)^{*}=\tau(1) \tau(1)^{*}$ for all unitary $u \in \mathcal{A}$.

Example 2.8. (i) The map $\tau: M_{2}(\mathbb{C}) \rightarrow M_{2}(\mathbb{C})$ defined in Example 2.2 is a homomorphism but it is not regular. Because $\tau(u)^{*} \tau(u) \neq \tau(1)^{*} \tau(1)$ for the unitary $u=\left[\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right]$.
(ii) All $*$-homomorphisms are regular. But the converse is not true. For example $\tau: \mathcal{A} \rightarrow M_{2}(\mathcal{A})$ given by $\tau(a)=\left[\begin{array}{cc}a & 0 \\ a & 0\end{array}\right]$ is a regular homomorphism but it is not $*$-preserving.
Proposition 2.9. Suppose $\tau: \mathcal{A} \rightarrow \mathcal{B}$ is a unital homomorphism. Then $\tau$ is regular if and only if it is $*$-preserving.
Proof. Suppose $\tau$ is a unital regular homomorphism. Then for all unitary $u \in \mathcal{A}$,

$$
\tau(u)^{*}=\tau(u)^{*} \tau\left(u u^{*}\right)=\tau(u)^{*} \tau(u) \tau\left(u^{*}\right)=\tau(1)^{*} \tau(1) \tau\left(u^{*}\right)=\tau\left(u^{*}\right) .
$$

Since any $a \in \mathcal{A}$ is a linear combination of at most four unitaries it follows that $\tau(a)^{*}=\tau\left(a^{*}\right)$. The converse is obvious.

The following theorem says that all regular homomorphisms preserve conjugation * up to a symmetry. This is one of the reasons to study regular homomorphisms.

Theorem 2.10. Every regular homomorphism $\tau: \mathcal{A} \rightarrow \mathcal{B}$ is symmetric.
Proof. Suppose $J \in \mathcal{B}$ is the symmetry given by Proposition 2.4. Since $\tau$ is regular, given any unitary $u \in \mathcal{A}$, we have

$$
\tau(u)^{*} \tau(1)=\tau(u)^{*} \tau(u) \tau\left(u^{*}\right)=\tau(1)^{*} \tau(1) \tau\left(u^{*}\right)=\tau(1)^{*} \tau\left(u^{*}\right) .
$$

Since $u^{*}$ is also a unitary, we also get $\tau\left(u^{*}\right)^{*} \tau(1)=\tau(1)^{*} \tau(u)$. In a similar fashion, by regularity,

$$
\tau(1) \tau(u)^{*}=\tau\left(u^{*}\right) \tau(u) \tau(u)^{*}=\tau\left(u^{*}\right) \tau(1) \tau(1)^{*}=\tau\left(u^{*}\right) \tau(1)^{*},
$$

and replacing $u$ by $u^{*}, \tau(1) \tau\left(u^{*}\right)^{*}=\tau(u) \tau(1)^{*}$. So if we let $u_{1}:=u+u^{*}$ and $u_{2}:=u-u^{*}$, then $\tau\left(u_{1}\right)^{*} \tau(1)=\tau(1)^{*} \tau\left(u_{1}\right)$ and $\tau\left(u_{1}\right) \tau(1)^{*}=\tau(1) \tau\left(u_{1}\right)^{*}$, so that Proposition 2.4 is applicable and we get $J \tau\left(u_{1}\right) J=\tau\left(u_{1}\right)^{*}$. On the other hand, as $u_{2}^{*}=-u_{2}$ and Proposition 2.4 can be applied to $i u_{2}$. Then we get $J \tau\left(u_{2}\right) J=$ $-\tau\left(u_{2}\right)^{*}$. Thus $J \tau\left(u^{*}\right) J=\tau(u)^{*}$ for every unitary $u$. Since every element in a $C^{*}$-algebra can be written as a linear combination of at most four unitaries it follows that $J \tau\left(a^{*}\right) J=\tau(a)^{*}$ for all $a \in \mathcal{A}$.

Example 2.11. Suppose $\tau: \mathcal{A} \rightarrow \mathcal{B}$ is a $J$-homomorphism for some symmetry $J \in \mathcal{B}$. Then it can be seen that $\tau(u)^{*} \tau(u)=\tau(1)^{*} \tau(1)$ for all unitary $u \in \mathcal{A}$ if and only if $\tau(u) \tau(u)^{*}=\tau(1) \tau(1)^{*}$ for all unitary $u \in \mathcal{A}$. But for general homomorphisms this is not true. For example, let $\mathcal{A}=M_{2}(\mathbb{C})$ and let $v=\left[\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right] \in \mathcal{A}$. Define a homomorphism $\tau: \mathcal{A} \rightarrow M_{2}(\mathcal{A})$ by $\tau(a)=\left[\begin{array}{cc}a & a v \\ 0 & 0\end{array}\right]$. Then $\tau$ satisfies $\tau(u)^{*} \tau(u)=\tau(1)^{*} \tau(1)$ for all unitary $u$. But $\tau(u) \tau(u)^{*} \neq \tau(1) \tau(1)^{*}$ for the unitary $u=\left[\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right]$.
Example 2.12. Suppose $v \in \mathcal{A}=\mathcal{B}(\mathcal{H})$ is a nonscalar unitary. Define a homomorphism $\tau: \mathcal{A} \rightarrow M_{2}(\mathcal{A})$ by $\tau(a)=\left[\begin{array}{cc}a \sqrt{3}(v a-a v) \\ 0 & a\end{array}\right]$. Then $\tau$ is symmetric with symmetry $J=\frac{1}{2}\left[\begin{array}{cc}-1 & \sqrt{3} v \\ \sqrt{3} v^{*} & 1\end{array}\right]$. But $\tau$ is not regular since $\tau(u)^{*} \tau(u) \neq \tau(1)^{*} \tau(1)$ for any unitary $u \in \mathcal{A}$ not commuting with $v$.
Proposition 2.13. Let $\tau: \mathcal{A} \rightarrow \mathcal{B}$ be a homomorphism. Then $\tau$ is regular if and only if for all $a, b \in \mathcal{A}$,
(i) $\tau(a)^{*} \tau(b)=\tau(1)^{*} \tau\left(a^{*} b\right)=\tau\left(b^{*} a\right)^{*} \tau(1)$,
(ii) $\tau(a) \tau(b)^{*}=\tau\left(a b^{*}\right) \tau(1)^{*}=\tau(1) \tau\left(b a^{*}\right)^{*}$.

Proof. Assume that $\tau$ is regular. Suppose $u$ is a unitary. Then for any $b, c \in \mathcal{A}$,

$$
\begin{align*}
& \tau(u)^{*} \tau(b)=\tau(u)^{*} \tau(u) \tau\left(u^{*} b\right)=\tau(1)^{*} \tau(1) \tau\left(u^{*} b\right)=\tau(1)^{*} \tau\left(u^{*} b\right)  \tag{2-5}\\
& \tau(c) \tau(u)^{*}=\tau\left(c u^{*}\right) \tau(u) \tau(u)^{*}=\tau\left(c u^{*}\right) \tau(1) \tau(1)^{*}=\tau\left(c u^{*}\right) \tau(1)^{*} \tag{2-6}
\end{align*}
$$

Since any element in $\mathcal{A}$ is a linear combination of at most four unitaries from equations (2-5) and (2-6) we have $\tau(a)^{*} \tau(b)=\tau(1)^{*} \tau\left(a^{*} b\right)$ and $\tau(c) \tau(d)^{*}=$ $\tau\left(c d^{*}\right) \tau(1)^{*}$, respectively for all $a, d \in \mathcal{A}$. Taking adjoints of these equalities proves (i) and (ii). The converse is obvious.

Note that given a (unital) $*$-homomorphism $\vartheta: \mathcal{A} \rightarrow \mathcal{B}^{\text {a }}(E)$ and an idempotent operator $T \in \vartheta(\mathcal{A})^{\prime} \subseteq \mathcal{B}^{\mathrm{a}}(E)$ the map $a \mapsto \vartheta(a) T$ always defines a bounded (*-nondegenerate) regular homomorphism from $\mathcal{A}$ into $\mathcal{B}^{\text {a }}(E)$. Now we will prove that all $*$-nondegenerate regular homomorphisms can be represented this way.

Theorem 2.14. Suppose $\tau: \mathcal{A} \rightarrow \mathcal{B}^{\mathrm{a}}(E)$ is a $a$-nondegenerate, regular homomorphism. Then there exists a unique unital $*$-homomorphism $\vartheta: \mathcal{A} \rightarrow \mathcal{B}^{\mathrm{a}}(E)$ such that $\tau(a)=\vartheta(a) \tau(1)=\tau(1) \vartheta(a)$ for all $a \in \mathcal{A}$. Consequently $\tau$ is completely bounded with $\|\tau\|_{c b}=\|\tau(1)\|$.

Proof. If $\tau$ is unital, then it is $*$-preserving and in such case we take $\vartheta=\tau$. Otherwise let $E_{0}=\operatorname{span}\left\{\tau(\mathcal{A}) E, \tau(\mathcal{A})^{*} E\right\}=\operatorname{span}\left\{\tau(1) E, \tau(1)^{*} E\right\}$. Now for each unitary $u \in \mathcal{A}$, define $\vartheta(u): E_{0} \rightarrow E_{0}$ by $\vartheta(u)\left(\sum_{i} \tau(1) x_{i}+\tau(1)^{*} y_{i}\right)=\sum_{i}\left(\tau(u) x_{i}+\tau\left(u^{*}\right)^{*} y_{i}\right)$ for all $x_{i}, y_{i} \in E$. Since

$$
\begin{aligned}
& \| \vartheta(u)\left(\sum_{i} \tau(1) x_{i}+\tau(1)^{*} y_{i}\right) \|^{2} \\
&=\|\left.\| \sum_{i} \tau(u) x_{i}+\tau\left(u^{*}\right)^{*} y_{i}, \sum_{j} \tau(u) x_{j}+\tau\left(u^{*}\right)^{*} y_{j}\right\rangle \| \\
&=\| \sum_{i, j}\left(\left\langle x_{i}, \tau(u)^{*} \tau(u) x_{j}\right\rangle+\left\langle x_{i}, \tau(u)^{*} \tau\left(u^{*}\right)^{*} y_{j}\right\rangle\right. \\
&\left.\quad+\left\langle y_{i}, \tau\left(u^{*}\right) \tau(u) x_{j}\right\rangle+\left\langle y_{i}, \tau\left(u^{*}\right) \tau\left(u^{*}\right)^{*} y_{j}\right\rangle\right) \| \\
&=\left\|\sum_{i, j}\left(\left\langle x_{i}, \tau(1)^{*} \tau(1) x_{j}\right\rangle+\left\langle x_{i}, \tau(1)^{*} y_{j}\right\rangle+\left\langle y_{i}, \tau(1) x_{j}\right\rangle+\left\langle y_{i}, \tau(1) \tau(1)^{*} y_{j}\right\rangle\right)\right\| \\
&=\left\|\left\langle\sum_{i} \tau(1) x_{i}+\tau(1)^{*} y_{i}, \sum_{j} \tau(1) x_{j}+\tau(1)^{*} y_{j}\right\rangle\right\| \\
&=\left\|\sum_{i} \tau(1) x_{i}+\tau(1)^{*} y_{i}\right\|^{2},
\end{aligned}
$$

we see that $\vartheta(u)$ is well defined and norm preserving on $E_{0}$. It is also $\mathcal{B}$-linear. Hence $\vartheta(u)$ is an isometry. Note that $\operatorname{ran}(\vartheta(u))=E_{0}$ so that $\vartheta(u): E_{0} \rightarrow E_{0}$ is a unitary. Now given a linear combination of unitaries, say $a=\sum \lambda_{i} u_{i} \in \mathcal{A}$, we define $\vartheta(a):=\sum \lambda_{i} \vartheta\left(u_{i}\right)$. Note that if $\sum \lambda_{i} u_{i}=0$, then

$$
\begin{aligned}
\vartheta\left(\sum_{i} \lambda_{i} u_{i}\right)\left(\sum_{j} \tau(1) x_{j}\right. & \left.+\tau(1)^{*} y_{j}\right) \\
& =\sum_{i} \lambda_{i} \vartheta\left(u_{i}\right)\left(\sum_{j} \tau(1) x_{j}+\tau(1)^{*} y_{j}\right) \\
& =\sum_{i, j}\left(\lambda_{i} \tau\left(u_{i}\right) x_{j}+\lambda_{i} \tau\left(u_{i}^{*}\right)^{*} y_{j}\right) \\
& =\sum_{j}\left(\tau\left(\sum_{i} \lambda_{i} u_{i}\right) \tau(1) x_{j}+\tau\left(\sum_{i} \bar{\lambda}_{i} u_{i}^{*}\right)^{*} \tau(1)^{*} y_{j}\right) \\
& =0
\end{aligned}
$$

so that $\vartheta\left(\sum \lambda_{i} u_{i}\right)=0$. Thus the definition of $\vartheta(a): E_{0} \rightarrow E_{0}$ is independent of the choice of linear combination $\sum \lambda_{i} u_{i}$. Note that if $a=\sum \lambda_{i} u_{i} \in \mathcal{A}$, then

$$
\begin{align*}
& \vartheta(a)\left(\tau\left(a_{1}\right) x_{1}+\tau\left(a_{2}\right)^{*} x_{2}\right)  \tag{2-7}\\
&=\sum \lambda_{i} \vartheta\left(u_{i}\right) \tau(1) \tau\left(a_{1}\right) x_{1}+\sum \lambda_{i} \vartheta\left(u_{i}\right) \tau(1)^{*} \tau\left(a_{2}\right)^{*} x_{2} \\
&=\sum \lambda_{i} \tau\left(u_{i} a_{1}\right) x_{1}+\sum \lambda_{i} \tau\left(a_{2} u_{i}^{*}\right)^{*} x_{2} \\
&=\tau\left(\sum \lambda_{i} u_{i} a_{1}\right) x_{1}+\tau\left(a_{2} \sum \bar{\lambda}_{i} u_{i}^{*}\right)^{*} x_{2} \\
&=\tau\left(a a_{1}\right) x_{1}+\tau\left(a_{2} a^{*}\right)^{*} x_{2}
\end{align*}
$$

for all $x_{i} \in E$. Now it follows that $\vartheta(1)=I_{E_{0}}, \vartheta(a+b)=\vartheta(a)+\vartheta(b)$ and $\vartheta(a) \vartheta(b)=\vartheta(a b)$ for all $a, b \in \mathcal{A}$. Since any element in $\mathcal{A}$ is a linear combination of at most four unitaries and $\|\vartheta(u)\| \leq 1$ for all unitary $u \in \mathcal{A}$, we have $\|\vartheta(a)\|<\infty$ for all $a \in \mathcal{A}$. Hence each $\vartheta(a): E_{0} \rightarrow E_{0}$ can be extended to a bounded operator, again denoted by $\vartheta(a)$, on $E=\overline{E_{0}}$. Also, from Proposition 2.13 , for all $a \in \mathcal{A}$, $x_{i} \in E$ we have

$$
\begin{aligned}
& \left\langle\vartheta(a)\left(\tau(1) x_{1}+\tau(1)^{*} x_{2}\right), \tau(1) x_{3}+\tau(1)^{*} x_{4}\right\rangle \\
& =\left\langle x_{1}, \tau(a)^{*} \tau(1) x_{3}\right\rangle+\left\langle x_{1}, \tau(a)^{*} \tau(1)^{*} x_{4}\right\rangle+\left\langle x_{2}, \tau\left(a^{*}\right) \tau(1) x_{3}\right\rangle+\left\langle x_{2}, \tau\left(a^{*}\right) \tau(1)^{*} x_{4}\right\rangle \\
& =\left\langle x_{1}, \tau(1)^{*} \tau\left(a^{*}\right) x_{3}\right\rangle+\left\langle x_{1}, \tau(a)^{*} x_{4}\right\rangle+\left\langle x_{2}, \tau\left(a^{*}\right) x_{3}\right\rangle+\left\langle x_{2}, \tau(1) \tau(a)^{*} x_{4}\right\rangle \\
& =\left\langle\tau(1) x_{1}+\tau(1)^{*} x_{2}, \tau\left(a^{*}\right) x_{3}+\tau(a)^{*} x_{4}\right\rangle \\
& =\left\langle\tau(1) x_{1}+\tau(1)^{*} x_{2}, \vartheta\left(a^{*}\right)\left(\tau(1) x_{3}+\tau(1)^{*} x_{4}\right)\right\rangle,
\end{aligned}
$$

so that $\left\langle\vartheta(a) x, x^{\prime}\right\rangle=\left\langle x, \vartheta\left(a^{*}\right) x^{\prime}\right\rangle$ for all $x, x^{\prime} \in E$, that is, $\vartheta(a)$ is adjointable with $\vartheta(a)^{*}=\vartheta\left(a^{*}\right)$. Thus $a \mapsto \vartheta(a)$ defines a unital $*$-homomorphism $\vartheta: \mathcal{A} \rightarrow \mathcal{B}^{\mathrm{a}}(E)$. Moreover, from (2-7) we have $\vartheta(a) \tau(1) x=\tau(a) x$ and $\vartheta(a) \tau(1)^{*} x=\tau\left(a^{*}\right)^{*} x$ for all $x \in E$. Hence we get $\vartheta(a) \tau(1)=\tau(a)=\tau(1) \vartheta(a)$ for all $a \in \mathcal{A}$, therefore $\|\tau\|_{c b} \leq\|\vartheta\|_{c b}\|\tau(1)\| \leq\|\tau(1)\|$.

Uniqueness: If $\vartheta^{\prime}: \mathcal{A} \rightarrow \mathcal{B}^{\mathrm{a}}(E)$ is any other such $*$-homomorphism, then

$$
\begin{aligned}
\vartheta^{\prime}(a) \tau(1) x & =\tau(a) x=\vartheta(a) \tau(1) x, \\
\vartheta^{\prime}(a) \tau(1)^{*} x^{\prime} & =\left(\tau(1) \vartheta^{\prime}\left(a^{*}\right)\right)^{*} x^{\prime}=\tau\left(a^{*}\right)^{*} x^{\prime}=\left(\tau(1) \vartheta\left(a^{*}\right)\right)^{*} x^{\prime}=\vartheta(a) \tau(1)^{*} x^{\prime} .
\end{aligned}
$$

Hence $\vartheta(a) x=\vartheta^{\prime}(a) x$ for all $a \in \mathcal{A}, x \in E=\overline{\operatorname{span}}\left\{\tau(1) E, \tau(1)^{*} E\right\}$.
Remark 2.15. Suppose $\tau: \mathcal{A} \rightarrow \mathcal{B}^{\text {a }}(E)$ is a regular homomorphism, not necessarily *-nondegenerate. Then also $\vartheta: \mathcal{A} \rightarrow \mathcal{B}^{\text {a }}\left(\overline{E_{0}}\right)$ given as in the proof is a well-defined unital $*$-homomorphism. Note that $\bar{E}_{0}$ is a $\tau(a)$-reducing closed $\mathcal{B}$-submodule of $E$. Thus the proof says that: If $\tau: \mathcal{A} \rightarrow \mathcal{B}^{\text {a }}(E)$ is a regular homomorphism, then there exists a closed $\mathcal{B}$-submodule $E_{0} \subseteq E$, which reduces all $\tau($ a); and a unique unital *-homomorphism $\vartheta: \mathcal{A} \rightarrow \mathcal{B}^{\mathrm{a}}\left(E_{0}\right)$ such that $\left.\tau(a)\right|_{E_{0}}=\tau(1) \vartheta(a)=\left.\vartheta(a) \tau(1)\right|_{E_{0}}$ for all $a \in \mathcal{A}$. Moreover, if $E_{0}$ is complemented in $E$, then $\tilde{\vartheta}=\left[\begin{array}{ccc}\vartheta & 0 \\ 0 & 0\end{array}\right]: \mathcal{A} \rightarrow \mathcal{B}^{\text {a }}(E)$ is $a *$-homomorphism such that $\tau(a)=\tau(1) \tilde{\vartheta}(a)=\tilde{\vartheta}(a) \tau(1)$.

Corollary 2.16. Suppose $\tau: \mathcal{A} \rightarrow \mathcal{B}^{\mathrm{a}}(E)$ is $a *$-nondegenerate regular homomorphism with $\tau(1)=\tau(1)^{*}$. Then $\tau$ is $a *$-homomorphism.

Proof. Suppose $\vartheta: \mathcal{A} \rightarrow \mathcal{B}^{\text {a }}(E)$ is the unique unital $*$-homomorphism such that $\tau(a)=\vartheta(a) \tau(1)=\tau(1) \vartheta(a)$. Then

$$
\tau(a)^{*}=(\vartheta(a) \tau(1))^{*}=\tau(1)^{*} \vartheta\left(a^{*}\right)=\tau(1) \vartheta\left(a^{*}\right)=\tau\left(a^{*}\right) .
$$

Note that a unital $C^{*}$-algebra $\mathcal{B}$ is a Hilbert $\mathcal{B}$-module with inner product $\left\langle b, b^{\prime}\right\rangle:=$ $b^{*} b^{\prime}$. Moreover, $\mathcal{B} \cong \mathcal{B}^{\text {a }}(\mathcal{B})$ as $C^{*}$-algebras under the unital isometric $*$-isomorphism $b \mapsto T_{b}$ where $T_{b} \in \mathcal{B}^{\text {a }}(\mathcal{B})$ is given by $T_{b}\left(b^{\prime}\right)=b b^{\prime}$ for all $b \in \mathcal{B}$. (Note that adjointable maps preserves module action so that $T(b)=T(1 b)=T(1) b$ for all $b \in \mathcal{B}, T \in \mathcal{B}^{\text {a }}(\mathcal{B})$.) So given a linear map $\tau: \mathcal{A} \rightarrow \mathcal{B}$ we say that $\tau$ is $*$-nondegenerate if $\overline{\operatorname{span}}\left\{\tau(\mathcal{A}) \mathcal{B}, \tau(\mathcal{A})^{*} \mathcal{B}\right\}=\mathcal{B}$.

Corollary 2.17. Suppose $\tau: \mathcal{A} \rightarrow \mathcal{B}$ is $a *$-nondegenerate regular homomorphism. Then there exists a unique unital $*$-homomorphism $\vartheta: \mathcal{A} \rightarrow \mathcal{B}$ such that $\tau(a)=$ $\vartheta(a) \tau(1)=\tau(1) \vartheta(a)$ for all $a \in \mathcal{A}$. Consequently $\tau$ is completely bounded with $\|\tau\|_{c b}=\|\tau(1)\|$. Moreover, if $\tau(1)=\tau(1)^{*}$, then $\tau$ is $a *$-homomorphism.

Example 2.18. Let $\mathcal{A}$ be the $C^{*}$-algebra of continuous functions on the interval $[0,1]$. Let $\mathcal{B}=M_{2}(\mathcal{A})$ and let $E=\mathcal{B}$, with usual inner product, so that $B^{a}(E) \cong \mathcal{B}$. Let $g:[0,1] \rightarrow \mathbb{C}$ be the function defined by $g(x)=x$ for all $x \in[0,1]$. Define $\tau: \mathcal{A} \rightarrow B^{a}(E)$ by

$$
\tau(f)=\left[\begin{array}{cc}
f & g f \\
0 & 0
\end{array}\right] .
$$

Then it is easily seen that $\tau$ is a regular homomorphism, $E_{0}$ defined as above is

$$
\begin{aligned}
E_{0} & =\operatorname{span}\left\{\tau(\mathcal{A}) E, \tau(\mathcal{A})^{*} E\right\} \\
& =\left\{\left[\begin{array}{ll}
f_{11} & f_{12} \\
f_{21} & f_{22}
\end{array}\right]: f_{i j} \in \mathcal{B}, 1 \leq i, j \leq 2, \quad \text { where } f_{2 j}(0)=0\right\},
\end{aligned}
$$

and is not complemented in $E$.
In the following $E, F$ are Hilbert $C^{*}$-modules over possibly different $C^{*}$-algebras $\mathcal{B}, \mathcal{C}$ respectively. We wish to obtain a structure theorem for strictly continuous regular homomorphisms from $\mathcal{B}^{\mathrm{a}}(E)$ to $\mathcal{B}^{\mathrm{a}}(F)$. Recall (see [Lance 1994]) that a net $\left\{a_{\alpha}\right\}$ in $\mathcal{B}^{\mathrm{a}}(E)$ is said to converge strictly (or $*$-strongly) to $a \in \mathcal{B}^{\mathrm{a}}(E)$ if, for all $x, x^{\prime} \in E$, the nets $\left\{a_{\alpha} x\right\}$ and $\left\{a_{\alpha}^{*} x^{\prime}\right\}$ converge to $a x$ and $a^{*} x^{\prime}$, respectively. Note that $\left\{a_{\alpha}\right\}$ converges to $a$ strictly if and only if $\left\{a_{\alpha}^{*}\right\}$ converges to $a^{*}$ strictly. A bounded linear map $\tau: \mathcal{B}^{\mathrm{a}}(E) \rightarrow \mathcal{B}^{\mathrm{a}}(F)$ is said to be strict if $\tau\left(a_{\alpha}\right)$ converges strictly to $\tau(a)$ in $\mathcal{B}^{\mathrm{a}}(F)$ whenever a net $\left\{a_{\alpha}\right\}$ in the unit ball of $\mathcal{B}^{\mathrm{a}}(E)$ converges strictly to $a \in \mathcal{B}^{\mathrm{a}}(E)$.

Remark 2.19. If the map $\tau$ given in Theorem 2.14 is also a strict map (so bounded by definition), then $\vartheta$ is a strict map. For, suppose $\left\{a_{\alpha}\right\}$ is a net in the unit ball of $\mathcal{A}=\mathcal{B}^{\mathrm{a}}(\mathcal{A})$ which converges strictly to $a \in \mathcal{A}$. Then for all $x_{1}, x_{2} \in E$ we have

$$
\vartheta\left(a_{\alpha}\right) \tau(1) x_{1}=\tau\left(a_{\alpha}\right) x_{1} \xrightarrow{\alpha} \tau(a) x_{1}=\vartheta(a) \tau(1) x_{1},
$$

and

$$
\begin{aligned}
\vartheta\left(a_{\alpha}\right) \tau(1)^{*} x_{2}=\left(\tau(1) \vartheta\left(a_{\alpha}^{*}\right)\right)^{*} x_{2}=\tau\left(a_{\alpha}^{*}\right)^{*} x_{2} \xrightarrow{\alpha} \tau\left(a^{*}\right)^{*} x_{2} & =\left(\tau(1) \vartheta\left(a^{*}\right)\right)^{*} x_{2} \\
& =\vartheta(a) \tau(1)^{*} x_{2},
\end{aligned}
$$

so that $\left\{\vartheta\left(a_{\alpha}\right) x\right\}$ and $\left\{\vartheta\left(a_{\alpha}\right)^{*} x^{\prime}\right\}$ converge to $\vartheta(a) x$ and $\vartheta(a)^{*} x^{\prime}$ respectively, for all $x, x^{\prime} \in E$. Thus $\vartheta$ is a strict unital $*$-homomorphism. In particular, if $\tau: \mathcal{B}^{\text {a }}(E) \rightarrow$ $\mathcal{B}^{\text {a }}(F)$ is a $*$-nondegenerate, strict, regular homomorphism then the strict, unital *-homomorphism $\vartheta: \mathcal{B}^{\mathrm{a}}(E) \rightarrow \mathcal{B}^{\mathrm{a}}(F)$ has a factorization $\vartheta(a)=U(a \odot I) U^{*}$ where $U: E \odot F_{\vartheta} \rightarrow F$ is a unitary on a suitable Hilbert $\mathcal{B}$ - $\mathcal{C}$-module $F_{\vartheta}$ (see [Muhly et al. 2006, Theorem 1.4]). In fact, if we consider $F$ as a Hilbert $\mathcal{B}^{\text {a }}(E)$ - $\mathcal{C}$-module with left action given by $\vartheta$, then $F_{\vartheta}=E^{*} \odot_{\vartheta} F$ and $U \in \mathcal{B}^{\text {a,bil }}\left(E \odot F_{\vartheta}, F\right)$. A more generalized version says that: if $\vartheta: \mathcal{B}^{\mathrm{a}}(E) \rightarrow \mathcal{B}^{\mathrm{a}}(F)$ is a strict CP-map, then $\vartheta(a)=W(a \odot I) W^{*}$ for some bounded adjointable operator $W: E \odot F_{\vartheta} \rightarrow F$ on a suitable Hilbert $\mathcal{B}$ - $\mathcal{C}$-module $F_{\vartheta}$ (see [Skeide and Sumesh 2014, Theorem 3.2]). In this case, $F_{\vartheta}=E^{*} \odot \mathcal{E} \odot F$ where $\mathcal{E}$ is the Hilbert $\mathcal{B}^{\text {a }}(E)$ - $\mathcal{B}^{\text {a }}(F)$-module obtained from the GNS construction ([Paschke 1973, Theorem 5.2]) of the CP-map $\vartheta$.

Recall that a Hilbert $\mathcal{B}$-module $E$ is said to be full if $\overline{\operatorname{span}}\{\langle x, y\rangle: x, y \in E\}=\mathcal{B}$. The following lemma is a known result. But for the sake of completeness of the note we include a proof here.

Lemma 2.20. Suppose $F$ is a Hilbert $\mathcal{B}$ - $\mathcal{C}$-module. Then for any full Hilbert $\mathcal{B}$ module $E$ the relative commutant of $\mathcal{B}^{\mathrm{a}}(E) \odot I_{F}$ in $\mathcal{B}^{\mathrm{a}}(E \odot F)$ is $I_{E} \odot \mathcal{B}^{\text {a,bil }}(F)$.

Proof. If $T \in \mathcal{B}^{\text {a,bil }}(F)$, then $I_{E} \odot T \in \mathcal{B}^{\mathrm{a}}(E \odot F)$ commutes with all elements of the form $a \odot I_{F}$ for all $a \in \mathcal{B}^{\mathrm{a}}(E)$ and hence we have $I_{E} \odot \mathcal{B}^{\mathrm{a}, \text { bil }}(F) \subseteq\left(\mathcal{B}^{\mathrm{a}}(E) \odot I_{F}\right)^{\prime}$. For the reverse inclusion assume that $\mathfrak{a} \in\left(\mathcal{B}^{\mathfrak{a}}(E) \odot I_{F}\right)^{\prime} \subseteq \mathcal{B}^{\text {a }}(E \odot F)$. Since $E$ is full and $F=\overline{\operatorname{span}} \mathcal{B} F=\overline{\operatorname{span}}\left\{\left\langle x_{1}, x_{2}\right\rangle y: x_{i} \in E, y \in F\right\}$ we have $F=E^{*} \bigodot_{\mathcal{B}}{ }^{a}(E) E \odot_{\mathcal{B}} F$ under the identification $\left\langle x_{1}, x_{2}\right\rangle y \mapsto x_{1}^{*} \odot x_{2} \odot y$. Set $T=\left(I_{E^{*}} \odot \mathfrak{a}\right) \in \mathcal{B}^{\text {a,bil }}(F)$. Then, since $E \odot_{\mathcal{B}} E^{*} \cong \mathcal{K}(E)$ via $x_{1} \odot_{2}^{*} \mapsto\left|x_{1}\right\rangle\left\langle x_{2}\right|$, and $\mathcal{K}(E) \odot_{\mathcal{K}(E)} E \odot_{\mathcal{B}} F \cong E \odot_{\mathcal{B}} F$ via $\left|x_{1}\right\rangle\left\langle x_{2}\right| \odot x \odot y \mapsto x_{1}\left\langle x_{2}, x\right\rangle \odot y$, we get

$$
\begin{aligned}
\left(I_{E} \odot T\right)\left(x_{1} \odot\left\langle x_{2}, x_{3}\right\rangle y\right) & =\left(I_{E} \odot I_{E^{*}} \odot \mathfrak{a}\right)\left(x_{1} \odot x_{2}^{*} \odot x_{3} \odot y\right) \\
& =x_{1} \odot x_{2}^{*} \odot \mathfrak{a}\left(x_{3} \odot y\right) \\
& =\left|x_{1}\right\rangle\left\langle x_{2}\right| \odot \mathfrak{a}\left(x_{3} \odot y\right) \\
& =\left|x_{1}\right\rangle\left\langle x_{2}\right| \mathfrak{a}\left(x_{3} \odot y\right) \\
& =\left(\left|x_{1}\right\rangle\left\langle x_{2}\right| \odot i d_{F}\right) \mathfrak{a}\left(x_{3} \odot y\right) \\
& =\mathfrak{a}\left(\left|x_{1}\right\rangle\left\langle x_{2}\right| \odot i d_{F}\right)\left(x_{3} \odot y\right) \\
& =\mathfrak{a}\left(\left|x_{1}\right\rangle\left\langle x_{2}\right| x_{3} \odot y\right) \\
& =\mathfrak{a}\left(x_{1} \odot\left\langle x_{2}, x_{3}\right\rangle y\right)
\end{aligned}
$$

for all $x_{i} \in E, y \in F$. Thus $T \in \mathcal{B}^{\text {a,bil }}(F)$ is such that $\mathfrak{a}=i d_{E} \odot T$. Hence $\left(\mathcal{B}^{\mathrm{a}}(E) \odot I_{F}\right)^{\prime} \subseteq I_{E} \odot \mathcal{B}^{\mathrm{a}, \text { bil }}(F)$.

Theorem 2.21. Suppose $E$ is a full Hilbert $\mathcal{B}$-module, $F$ is a Hilbert $\mathcal{B}$ - $\mathcal{C}$-module and $\tau: \mathcal{B}^{\mathrm{a}}(E) \rightarrow \mathcal{B}^{\mathrm{a}}(F)$ is a $*$-nondegenerate, strict, regular homomorphism. Then there exists a Hilbert $\mathcal{B}$ - $\mathcal{C}$-module $F_{\tau}$, an idempotent operator $T \in \mathcal{B}^{\text {a,bil }}\left(F_{\tau}\right)$ and a unitary $U: E \odot F_{\tau} \rightarrow F$ such that

$$
\tau(a)=U(a \odot T) U^{*}
$$

for all $a \in \mathcal{B}^{\mathrm{a}}(E)$. Moreover, the triple $\left(F_{\tau}, T, U\right)$ is unique up to a unitary isomorphism.

Proof. Suppose $\vartheta: \mathcal{B}^{\mathrm{a}}(E) \rightarrow \mathcal{B}^{\mathrm{a}}(F)$ is the unique unital $*$-homomorphism such that $\tau(a)=\vartheta(a) \tau(1)=\tau(1) \vartheta(a)$. Since $\tau$ is strict we have $\vartheta$ is strict, and hence there exists a Hilbert $\mathcal{B}$ - $\mathcal{C}$-module $F_{\vartheta}$ and a unitary $U \in \mathcal{B}^{\text {a,bil }}\left(E \odot F_{\vartheta}, F\right)$ such that $\vartheta(a)=U(a \odot I) U^{*}$. Take $F_{\tau}=F_{\vartheta}$. Then $\vartheta(a) \tau(1)=\tau(1) \vartheta(a)$ implies that $(a \odot I) U^{*} \tau(1) U=U^{*} \tau(1) U(a \odot I)$ for all $a \in \mathcal{B}^{\text {a }}(E)$ so that $U^{*} \tau(1) U \in$ $\left(\mathcal{B}^{\mathrm{a}}(E) \odot I_{F_{\tau}}\right)^{\prime}$. Hence there exists a $T \in \mathcal{B}^{\text {a,bil }}\left(F_{\tau}\right)$ such that $\tau(1)=U\left(I_{E} \odot T\right) U^{*}$.

Clearly, $\tau(a)=\vartheta(a) \tau(1)=U(a \odot T) U^{*}$. Now

$$
\begin{aligned}
\tau(1)^{2}=\tau(1) & \Rightarrow I_{E} \odot T^{2}=I_{E} \odot T \\
& \Rightarrow\left\langle\left(I_{E} \odot T^{2}\right)\left(x_{1} \odot y_{1}\right), x_{2} \odot y_{2}\right\rangle=\left\langle\left(I_{E} \odot T\right)\left(x_{1} \odot y_{1}\right), x_{2} \odot y_{2}\right\rangle \\
& \Rightarrow\left\langle T^{2} y_{1},\left\langle x_{1}, x_{2}\right\rangle y_{2}\right\rangle=\left\langle T y_{1},\left\langle x_{1}, x_{2}\right\rangle y_{2}\right\rangle
\end{aligned}
$$

for all $x_{1}, x_{2} \in E$ and $y_{1}, y_{2} \in F_{\tau}$. But since $E$ is full and $F_{\tau}$ has a nondegenerate left action of $\mathcal{B}$, from equation above, we have $\left\langle T^{2} y, y^{\prime}\right\rangle=\left\langle T y, y^{\prime}\right\rangle$ for all $y, y^{\prime} \in F_{\tau}$, so that $T^{2}=T$.

Uniqueness: Suppose $\left(F_{\tau}^{\prime}, T^{\prime}, U^{\prime}\right)$ is another such triple. Then we have $E \odot F_{\tau} \cong$ $F \cong E \odot F_{\tau}^{\prime}$ via the unitary isomorphism $U^{* *} U$. Since $E$ is full we identify $E^{*} \odot_{\mathcal{B}^{\mathrm{a}}(E)} E=\mathcal{B}$ via the unitary isomorphism $x^{*} \odot x^{\prime} \mapsto\left\langle x, x^{\prime}\right\rangle$. Then

$$
F_{\tau}=\mathcal{B} \odot F_{\tau}=E^{*} \odot E \odot F_{\tau} \cong E^{*} \odot E \odot F_{\tau}^{\prime}=\mathcal{B} \odot F_{\tau}^{\prime}=F_{\tau}^{\prime}
$$

where the isomorphism is given by the unitary $\widehat{U}=\left(I_{E^{*}} \odot U^{\prime *}\right)\left(I_{E^{*}} \odot U\right): F_{\tau} \rightarrow F_{\tau}^{\prime}$. Observe that
$U=I_{E} \odot I_{E^{*}} \odot U=I_{E} \odot\left(I_{E^{*}} \odot U^{\prime}\right) \widehat{U}=\left(I_{E} \odot I_{E^{*}} \odot U^{\prime}\right)\left(I_{E^{*}} \odot \widehat{U}\right)=U^{\prime}\left(I_{E^{*}} \odot \widehat{U}\right)$.
Also since $U\left(I_{E} \odot T\right) U^{*}=\tau\left(I_{E}\right)=U^{\prime}\left(I_{E} \odot T^{\prime}\right) U^{*}$ we have
$T=I_{E^{*}} \odot I_{E} \odot T=I_{E^{*}} \odot\left\{U^{*} U^{\prime}\left(I_{E} \odot T^{\prime}\right) U^{*} U\right\}=\widehat{U}^{*}\left(I_{E^{*}} \odot I_{E} \odot T^{\prime}\right) \widehat{U}=\widehat{U}^{*} T^{\prime} \widehat{U}$.
Thus $\widehat{U}$ gives the required unitary equivalence.
Corollary 2.22. Suppose $\tau$ and $T$ are as in the theorem above. Then $\tau$ is $a *-$ homomorphism if and only if $T=T^{*}$.

Proof. Clearly if $T=T^{*}$, then $\tau$ is a $*$-homomorphism. Conversely assume that $\tau$ is a $*$-homomorphism. Then $U(I \odot T) U^{*}=\tau(I)=\tau(I)^{*}=U\left(I \odot T^{*}\right) U^{*}$. Since $U$ is a unitary we get $I \odot T=I \odot T^{*}$. Since $E$ is full, this implies $T=T^{*}$.

Proposition 2.23. Suppose $\tau: \mathcal{A} \rightarrow \mathcal{B}(\mathcal{H})$ is a regular homomorphism. Then there exists $a *$-homomorphism $\vartheta: \mathcal{A} \rightarrow \mathcal{B}(\mathcal{H})$ such that $\tau(a)=\vartheta(a) \tau(1)=\tau(1) \vartheta(a)$ for all $a \in \mathcal{A}$. Consequently $\tau$ is completely bounded with $\|\tau\|_{c b}=\|\tau(1)\|$. If $\tau(1)=\tau(1)^{*}$, then $\tau$ is $a *$-homomorphism. If $\tau$ is $*$-nondegenerate, then $\vartheta$ is unique and it is unit-preserving.

Proof. Follows from Remark 2.15.
Suppose $\mathcal{A}$ is a von Neumann algebra and $\tau: \mathcal{A} \rightarrow \mathcal{B}(\mathcal{H})$ is a normal, regular homomorphism. Then it can be verified that $\vartheta$ given by the Proposition 2.23 is a normal $*$-homomorphism. In particular if $\mathcal{A}=\mathcal{B}\left(\mathcal{H}^{\prime}\right)$, where $\mathcal{H}^{\prime}$ is another Hilbert space, then it is well known that $\vartheta$ has a factorization $\vartheta(a)=V(a \odot I) V^{*}$ for some isometry $V: \mathcal{H}^{\prime} \odot \mathcal{H}_{\vartheta} \rightarrow \mathcal{H}$ on a suitable Hilbert space $\mathcal{H}_{\vartheta}$. Again
$\vartheta(a) \tau(1)=\tau(1) \vartheta(a)$ for all $a \in \mathcal{B}\left(\mathcal{H}^{\prime}\right)$ implies that $\tau(1)=V(I \odot T) V^{*}$ for some $T \in \mathcal{B}\left(\mathcal{K}_{\vartheta}\right)$. Thus we have:
Theorem 2.24. Suppose $\tau: \mathcal{B}(\mathcal{H}) \rightarrow \mathcal{B}(\mathcal{K})$ is a normal, regular homomorphism. Then there exists a Hilbert space $\mathcal{K}_{\tau}$, an idempotent operator $T \in \mathcal{B}\left(\mathcal{K}_{\tau}\right)$ and an isometry $V: \mathcal{H} \odot \mathcal{K}_{\tau} \rightarrow \mathcal{K}$ such that

$$
\tau(a)=V(a \odot T) V^{*} .
$$

Moreover, there exists a symmetry $J_{0} \in \mathcal{B}\left(\mathcal{K}_{\tau}\right)$ such that $\tau$ is a $J$-homomorphism with $J=V\left(I \odot J_{0}\right) V^{*}$. If $\tau$ is $*$-nondegenerate, then $V$ is a unitary and $\left(K_{\tau}, T, V\right)$ is unique up to unitary equivalence. Further, $\tau$ is $a *$-homomorphism if and only if $T=T^{*}$.

## 2C. Ternary homomorphisms.

Definition 2.25. Let $t \in \mathbb{R}$. A map $\tau: \mathcal{A} \rightarrow \mathcal{B}$ is said to be $t$-ternary if

$$
\tau(a) \tau(b)^{*} \tau(c)=t \tau\left(a b^{*} c\right) \text { for all } a, b, c \in \mathcal{A} \text {. }
$$

A 1-ternary map is simply called a ternary map. Note that all $*$-homomorphisms are ternary maps. In fact if $\mathcal{A}, \mathcal{B}$ are unital $C^{*}$-algebras, then a unital linear map $\tau: \mathcal{A} \rightarrow \mathcal{B}$ is ternary if and only if $\tau$ is a $*$-homomorphism. Here is a typical example of a $t$-ternary homomorphism:
Example 2.26. Clearly, $\tau: \mathcal{A} \rightarrow M_{2}(\mathcal{A})$ given by $\tau(a)=\left[\begin{array}{cc}\frac{a}{(\sqrt{t-1}) a} & 0\end{array}\right]$ is a $t$-ternary homomorphism for all $t \in(1, \infty)$.

We are only interested in $t$-ternary maps which are homomorphisms. In this context, we have the following basic observation.
Proposition 2.27. Let $\mathcal{A}, \mathcal{B}$ be unital $C^{*}$-algebras and let $\tau: \mathcal{A} \rightarrow \mathcal{B}$ be a nonzero $t$-ternary homomorphism. Then $1 \leq t=\|\tau(1)\|^{2}$. If $t=1$, then $\tau$ is $a *$ homomorphism.

Proof. For convenience, without loss of generality, we assume $\mathcal{B} \subseteq \mathcal{B}(\mathcal{H})$ for some Hilbert space $\mathcal{H}$. Take $T=\tau(1)$. Let $\mathcal{H}=\mathcal{H}_{0} \oplus \mathcal{H}_{0}^{\perp}$ be the orthogonal decomposition of $\mathcal{H}$, where $\mathcal{H}_{0}=\overline{T(\mathcal{H})}$. Since $T^{2}=T, T h=h$ for $h \in \mathcal{H}_{0}$, as a consequence the operator $T$ decomposes as

$$
T=\left[\begin{array}{ll}
I & N \\
0 & 0
\end{array}\right]
$$

for some $N$, with respect to the decomposition $\mathcal{H}=\mathcal{H}_{0} \oplus \mathcal{H}_{0}^{\perp}$. Now computing, $T T^{*} T=t T$, we see $I+N N^{*}=t I$. In particular $t \geq 1$. Also since $P=(1 / t) T^{*} T$ is a nonzero projection we have $\|T\|^{2}=t$.

If $t=1$, we get $N=0$ and hence $\tau(1)^{*}=\tau(1)$. Taking $a=c=1$ in the definition of 1-ternary, we get $\tau(b)^{*}=\tau(1)^{*} \tau(b)^{*} \tau(1)^{*}=\tau(1) \tau(b)^{*} \tau(1)=1 . \tau\left(1 . b^{*} .1\right)=\tau\left(b^{*}\right)$. Therefore, $\tau$ is a $*$-homomorphism.

Proposition 2.28. All t-ternary homomorphisms $\tau: \mathcal{A} \rightarrow \mathcal{B}$ are regular.
Proof. An easy computation using $t$-ternary and homomorphism properties yields $\left(\tau(1)^{*} \tau(1)-\tau(u)^{*} \tau(u)\right)^{2}=0$ and $\left(\tau(1) \tau(1)^{*}-\tau(u) \tau(u)^{*}\right)^{2}=0$ for any unitary $u \in \mathcal{A}$.

The converse of this proposition is not true. For example, the direct sum of $t_{1}$ and $t_{2}$-ternaries as in Example 2.26, is easily seen to be regular but not a $t$-ternary for any $t$. The direct sum of two $t$-ternary homomorphisms on a common domain algebra is again a $t$-ternary homomorphism.

From the proposition above, since all regular homomorphisms are symmetric, all $t$-ternary homomorphisms $\tau: \mathcal{A} \rightarrow \mathcal{B}$ are symmetric homomorphisms. Since 1 -ternary homomorphisms are already $*$-homomorphisms, we will assume that $t>1$. Now we will show that for a $*$-nondegenerate $t$-ternary homomorphism $\tau: \mathcal{A} \rightarrow \mathcal{B}^{\text {a }}(E), t \in(1, \infty)$, a possible choice of symmetry can be written down explicitly as $(1 / \sqrt{t})\left(\tau(1)+\tau(1)^{*}-I\right)$.
Proposition 2.29. Suppose $t \in(1, \infty)$ and $\tau: \mathcal{A} \rightarrow \mathcal{B}$ is a $t$-ternary homomorphism. Take $T=\tau(1)$ and $J_{t}=(1 / \sqrt{t})\left(T+T^{*}-I\right)$. Then
(i) $J_{t} \tau(a)^{*} J_{t}=\tau\left(a^{*}\right)$ and $J_{t} \tau\left(a^{*}\right) J_{t}=\tau(a)^{*}$ for all $a \in \mathcal{A}$;
(ii) $\sigma\left(J_{t}\right) \subseteq\{1,-1,-1 / \sqrt{t}\}$.

Proof. We have $T^{2}=T$ and $T T^{*} T=t T$. To prove (i),

$$
\begin{aligned}
J_{t} \tau(a)^{*} J_{t} & =\frac{1}{\sqrt{t}}\left(T+T^{*}-I\right) \tau(a)^{*} \frac{1}{\sqrt{t}}\left(T+T^{*}-I\right) \\
& =\frac{1}{t}\left(T \tau(a)^{*}+T^{*} \tau(a)^{*}-\tau(a)^{*}\right)\left(T+T^{*}-I\right) \\
& =\frac{1}{t} T \tau(a)^{*}\left(T+T^{*}-I\right) \\
& =\frac{1}{t} T \tau(a)^{*} T \\
& =\tau\left(a^{*}\right) .
\end{aligned}
$$

Similarly we can prove that $J_{t} \tau\left(a^{*}\right) J_{t}=\tau(a)^{*}$. To see (ii), observe,

$$
\begin{aligned}
\left(J_{t}+I\right)\left(J_{t}-I\right)\left(\sqrt{t} J_{t}+I\right) & =\sqrt{t} J_{t}^{3}+J_{t}^{2}-\sqrt{t} J_{t}-I \\
& =J_{t}\left(T+T^{*}-I\right) J_{t}+J_{t}^{2}-\sqrt{t} J_{t}-I \\
& =\left(T^{*}+T-J_{t}^{2}\right)+J_{t}^{2}-\sqrt{t} J_{t}-I \\
& =0 .
\end{aligned}
$$

Since $J_{t}=J_{t}^{*}$ the proof is complete.
In this Proposition, as $J_{t}=J_{t}^{*}$ by spectral theorem $J_{t}=P_{1}-P_{2}+(-1 / \sqrt{t}) P_{3}$, where $P_{1}, P_{2}, P_{3}$ are orthogonal projections with $P_{1}+P_{2}+P_{3}=I$. Note that due
to finiteness of the spectrum of $J_{t}, P_{1}, P_{2}, P_{3}$ are in the $C^{*}$-algebra $\mathcal{B}$. Furthermore, $J_{t}$ is a symmetry if and only if $P_{3}=0$.
Proposition 2.30. Suppose $\tau: \mathcal{A} \rightarrow \mathcal{B}^{\mathrm{a}}(E)$ is a $t$-ternary homomorphism with $t \in(1, \infty)$. Then $E_{0}=\overline{\operatorname{span}}\left\{\tau\left(a_{1}\right) x_{1}, \tau\left(a_{2}\right)^{*} x_{2}: x_{i} \in E, a_{i} \in \mathcal{A}, i=1,2\right\}$ is complemented in $E$. Moreover, the following are equivalent:
(i) $\tau$ is *-nondegenerate;
(ii) $\operatorname{ker}\left(\tau(1)+\tau(1)^{*}\right)=\{0\}$;
(iii) $J_{t}$ is a symmetry.

Proof. Set $T=\tau(1), E_{0}=\operatorname{span}\left\{T(E), T^{*}(E)\right\}$. We wish to construct an orthogonal projection onto $E_{0}$. Take $Q=(1 /(t-1))\left[T T^{*}+T^{*} T-T-T^{*}\right]$. From $T^{2}=T$ and $T T^{*} T=t T$, simple algebra shows $Q T=T, Q T^{*}=T^{*}$ and $Q=Q^{*}=Q^{2}$. So $Q$ is a projection whose range contains $T(E)$ and $T^{*}(E)$. From the definition of $Q, Q(E) \subseteq E_{0}$. This proves $Q(E)=E_{0}$. Clearly then $(I-Q)$ is the projection onto $E_{0}^{\perp}$ and $E=E_{0} \oplus E_{0}^{\perp}$.

To show the equivalence of (i) to (ii), we show $\operatorname{ker}\left(T+T^{*}\right)=\operatorname{ker} Q$. If $\left(T+T^{*}\right) x=0$, then

$$
\begin{aligned}
Q x=\frac{1}{t-1}\left[T T^{*}+T^{*} T-T-T^{*}\right] x & =\frac{1}{t-1}\left[T T^{*} x+T^{*} T x\right] \\
& =\frac{1}{t-1}\left[T(-T x)+T^{*}\left(-T^{*}\right) x\right] \\
& =\frac{-1}{t-1}\left[T x+T^{*} x\right] \\
& =0
\end{aligned}
$$

Conversely if $Q x=0$, then $x \in E_{0}^{\perp}$; hence $\left(T+T^{*}\right) x=0$. The equivalence of (ii) and (iii) is obvious as $\operatorname{ker}\left(T+T^{*}\right)=\operatorname{ker}\left(\sqrt{t} J_{t}+1\right)=\left\{x: J_{t} x=\frac{-1}{\sqrt{t}} x\right\}=\operatorname{ran}\left(P_{3}\right)$.
Theorem 2.31. Suppose $t \in(1, \infty)$ and $\tau: \mathcal{A} \rightarrow \mathcal{B}^{\mathrm{a}}(E)$ is $a *$-nondegenerate linear map. Take $J_{t}=(1 / \sqrt{t})\left[\tau(1)+\tau(1)^{*}-1\right]$. Then the following are equivalent:
(i) $\tau$ is a t-ternary homomorphism.
(ii) $\tau$ is a $J_{t}$-homomorphism.

Proof. (i) $\Rightarrow$ (ii) : We have already seen this.
(ii) $\Rightarrow$ (i) : For all $a, b, c \in \mathcal{A}$ we have

$$
\begin{aligned}
t \tau\left(a b^{*} c\right) & =t \tau(a) \tau\left(b^{*}\right) \tau(c) \\
& =t \tau(a) J_{t} \tau(b)^{*} J_{t} \tau(c) \\
& =t \tau(a) \frac{\tau(1) \tau(b)^{*} \tau(1)}{t} \tau(c) \\
& =\tau(a) \tau(b)^{*} \tau(c)
\end{aligned}
$$

Theorem 2.32. Suppose $\tau: \mathcal{A} \rightarrow \mathcal{B}^{\mathrm{a}}(E)$ is a $t$-ternary homomorphism, where $t \in(1, \infty)$. Then there exists a closed, complemented, $\mathcal{B}$-submodule $E_{1} \subseteq E, a$ unital $*$-homomorphism $\pi: \mathcal{A} \rightarrow \mathcal{B}^{\mathrm{a}}\left(E_{1}\right)$ and isometries $V_{1}, V_{2} \in \mathcal{B}^{\mathrm{a}}\left(E_{1}, E\right)$ with $V_{2}^{*} V_{1}=(1 / \sqrt{t}) I_{E_{1}}$ such that

$$
\begin{equation*}
\tau(\cdot)=\sqrt{t} V_{1} \pi(\cdot) V_{2}^{*} . \tag{2-8}
\end{equation*}
$$

Consequently $\tau$ is completely bounded with $\|\tau\|_{c b}=\|\tau(1)\|=\sqrt{t}$. Moreover, (2-8) always defines a t-ternary homomorphism.

Proof. Let $E_{1}$ be the range of the orthogonal projection $P=(1 / t) T^{*} T$ where $T=\tau(1)$. Define linear maps $V_{i}: E_{1} \rightarrow E$ by $V_{1}=\left.(1 / \sqrt{t}) T\right|_{E_{1}}$ and $V_{2}=\left.I\right|_{E_{1}}$. Note that the $V_{i}$ 's are adjointable isometries with $V_{1}^{*}=(1 / \sqrt{t}) P T^{*}$ and $V_{2}^{*}=P$. Now for each $a \in \mathcal{A}$ define $\pi(a): E_{1} \rightarrow E_{1}$ by $\pi(a)=\left.P \tau(a)\right|_{E_{1}}$. Clearly $\pi(1)=$ $\left.P \tau(1)\right|_{E_{1}}=\left.P\right|_{E_{1}}=I_{E_{1}}$. Also for all $a, b \in \mathcal{A}$,

$$
\begin{aligned}
\pi(a) \pi(b) & =\left.P \tau(a) \frac{\tau(1)^{*} \tau(1)}{t} \tau(b)\right|_{E_{1}} \\
& =\left.P \frac{\tau(a) \tau(1)^{*} \tau(b)}{t}\right|_{E_{1}} \\
& =\left.P \tau(a b)\right|_{E_{1}} \\
& =\pi(a b) .
\end{aligned}
$$

Now since

$$
P \tau(a)^{*} P=\frac{1}{t^{2}} \tau(1)^{*} \tau(1) \tau(a)^{*} \tau(1)=\frac{1}{t} \tau(1)^{*} \tau\left(a^{*}\right)=P \tau\left(a^{*}\right)
$$

for all $x, x^{\prime} \in E_{1}$ we have

$$
\left\langle\pi(a) x, x^{\prime}\right\rangle=\left\langle P \tau(a) x, x^{\prime}\right\rangle=\left\langle x, \tau(a)^{*} P x^{\prime}\right\rangle=\left\langle x, P \tau(a)^{*} P x^{\prime}\right\rangle=\left\langle x, \pi\left(a^{*}\right) x^{\prime}\right\rangle
$$

so that $\pi(a)^{*}=\pi\left(a^{*}\right)$. Thus $a \mapsto \pi(a)$ defines a unital $*$-homomorphism $\pi: \mathcal{A} \rightarrow$ $\mathcal{B}^{\text {a }}\left(E_{1}\right)$. Also for $a \in \mathcal{A}$ we have

$$
\sqrt{t} V_{1} \pi(a) V_{2}^{*}=T P \tau(a) P=\frac{1}{t^{2}} \tau(1) \tau(1)^{*} \tau(1) \tau(a) \tau(1)^{*} \tau(1)=\tau(a)
$$

Since the $V_{i}$ are isometries, $\tau$ is completely bounded with $\|\tau\|_{c b} \leq \sqrt{t}=\|\tau(1)\|$.
Now we show that every regular homomorphism is essentially a direct sum or direct integral of $t$-ternary homomorphisms through spectral integration. Let $\tau: \mathcal{A} \rightarrow \mathcal{B} \subseteq \mathcal{B}(\mathcal{H})$ be a $*$-nondegenerate regular homomorphism. In view of Proposition 2.23, it suffices to know the structure of $\tau(1)$. As before, take $T=$ $\tau(1)=R+i S$ and let $J=f(R)$ be the symmetry constructed in Proposition 2.4. In the following, we decompose the Hilbert space $\mathcal{H}$ as $\mathcal{H}=\mathcal{H}_{+} \oplus \mathcal{H}_{-}$, where
$\mathcal{H}_{+}=\{h \in \mathcal{H}: J h=h\}$ and $\mathcal{H}_{-}=\{h \in \mathcal{H}: J h=-h\}$. With respect to this decomposition, decompose the operator $T=\tau(1)$ as

$$
T=\left[\begin{array}{cc}
X & Y \\
Z & W
\end{array}\right]
$$

Now $J T J=T^{*}$ yields $X=X^{*}, W=W^{*}, Z=-Y^{*}$. Furthermore, from $T^{2}=T$, we get $X^{2}-Y Y^{*}=X, X Y+Y W=Y,-Y^{*} Y+W^{2}=W$. So $Y^{*} Y=W(W-I)$. Let $Y=V[W(W-I)]^{1 / 2}$, be the polar decomposition of $Y$. Suppose $0 \in \sigma(W)$. Let $0 \neq$ $h_{-} \in \mathcal{H}_{-}$such that $W h_{-}=0$. Set $h=\left[\begin{array}{c}0 \\ h_{-}\end{array}\right]$. Then $Y h_{-}=0$, hence $\tau(1) h=0$. Since $\tau$ is $*$-nondegenerate this implies that $h=0$, which is a contradiction. Again, suppose $1 \in \sigma(W)$, choose $0 \neq h_{-} \in \mathcal{H}_{-}$such that $W h_{-}=h_{-}$. Then $Y h_{-}=0$. Since $\tau$ is $t$-ternary, $\tau(1) \tau(1)^{*} \tau(1) h=t \tau(1) h$ for $t \in(1, \infty)$. But $\tau(1) \tau(1)^{*} \tau(1) h=\tau(1) h$. Thus $\tau(1) h=t \tau(1) h \Longrightarrow \tau(1) h=0$. Since $\tau$ is $*$-nondegenerate this implies that $h=0$, which is a contradiction. Thus $0,1 \notin \sigma(W)$. To prove $V$ is unitary it is enough to show that $\operatorname{ran}(Y)=\mathcal{H}_{+}$, i.e, we have to show that $\operatorname{ker}\left(Y^{*}\right)=0$. Let $0 \neq h_{+} \in \mathcal{H}_{+}$. We have $X^{2}=X-Y Y^{*}$ and $Y^{*} h_{+}=0$, which implies $X^{2} h_{+}=X h_{+}$. Now $-Z X h_{+}=Y^{*} X^{*} h_{+}=(X Y)^{*} h_{+}=\left(Y^{*}-W^{*} Y^{*}\right) h_{+}=0$. Set $h=\left[\begin{array}{c}h_{+} \\ 0\end{array}\right]$. Then $\tau(1) \tau(1)^{*} \tau(1) h=\tau(1) h$. Since $\tau$ is $t$-ternary, where $t \in(1, \infty)$, we will get $\tau(1) h=t \tau(1) h$. Thus $X h_{+}=0$ and hence $\tau(1) h=0=\tau(1)^{*} h$. Since $\tau$ is $*$-nondegenerate, $h=0$. Thus to avoid degenerate cases assume that $V$ is a unitary and $0,1 \notin \sigma(W)$. Now $X^{2}-X=Y Y^{*}=V[W(W-I)] V^{*}$. Also from $X Y=Y(I-W)$, we get $X V[W(W-I)]^{1 / 2}=V[W(W-I)]^{1 / 2}(I-W)$, which yields, $X=V(I-W) V^{*}$. Now $T$ decomposes as

$$
T=\left[\begin{array}{ll}
V & 0 \\
0 & I
\end{array}\right]\left[\begin{array}{cc}
(I-W) & {[W(W-I)]^{1 / 2}} \\
-[W(W-I)]^{1 / 2} & W
\end{array}\right]\left[\begin{array}{cc}
V^{*} & 0 \\
0 & I
\end{array}\right] .
$$

Observe that, for any real number $w \notin[0,1]$

$$
T_{w}=\left[\begin{array}{cc}
(1-w) & {[w(w-1)]^{1 / 2}} \\
-[w(w-1)]^{1 / 2} & w
\end{array}\right]
$$

satisfies $T_{w}=T_{w}^{2}$ and $J_{2} T_{w} J_{2}=T_{w}^{*}$, where

$$
J_{2}=\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right] .
$$

and also $T_{w} T_{w}^{*} T_{w}=(1-2 w)^{2} T_{w}$. In other words $z \mapsto z T_{w}$ is a $(1-2 w)^{2}$-ternary of complex numbers in $M_{2}(\mathbb{C})$.

## 3. Representations of completely bounded maps

In this section we give a new structure theorem for CB-maps from $\mathcal{A}$ into $\mathcal{B}(\mathcal{H})$. We study some known structure theorems (see [Paulsen and Suen 1985; Suen 1991])
and make a comparison. We repeatedly use the following well-known theorem (see [Paulsen 2002, Theorem 8.3]):

Theorem 3.1. Suppose $\mathcal{A}$ is a unital $C^{*}$-algebra and $\psi: \mathcal{A} \rightarrow \mathcal{B}(\mathcal{H})$ is a CBmap. Then there exist $C P-m a p s \varphi_{i}: \mathcal{A} \rightarrow \mathcal{B}(\mathcal{H})$ with $\left\|\varphi_{i}\right\|_{c b}=\|\psi\|_{c b}$ such that $\Phi: M_{2}(\mathcal{A}) \rightarrow \mathcal{B}(\mathcal{H} \oplus \mathcal{H})$ defined by

$$
\Phi\left(\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right]\right)=\left[\begin{array}{ll}
\varphi_{1}(a) & \psi(b) \\
\psi^{*}(c) & \varphi_{2}(d)
\end{array}\right]
$$

is a CP-map. Moreover, if $\|\psi\|_{c b} \leq 1$, it is possible to take $\varphi_{i}(1)=I_{\mathcal{H}}$.

3A. Regular representations. Observe that if $\mathcal{K}$ is another Hilbert space and $\tau$ : $\mathcal{A} \rightarrow \mathcal{B}(\mathcal{K})$ is a regular homomorphism, then $\psi(\cdot):=W^{*} \tau(\cdot) W$ defines a CB-map from $\mathcal{A}$ into $\mathcal{B}(\mathcal{H})$ for all $W \in \mathcal{B}(\mathcal{H}, \mathcal{K})$. We prove all CB-maps arise this way.

Theorem 3.2. Suppose $\psi: \mathcal{A} \rightarrow \mathcal{B}(\mathcal{H})$ is a CB-map. Then there exists a Hilbert space $\mathcal{K}$, a $*$-nondegenerate regular homomorphism $\tau: \mathcal{A} \rightarrow \mathcal{B}(\mathcal{K})$ and a bounded linear map $W: \mathcal{H} \rightarrow \mathcal{K}$ such that $\psi(\cdot)=W^{*} \tau(\cdot) W$. Moreover, given any $t \in(1, \infty)$ we can choose $\tau$ and $W$ such that $\tau$ is $t$-ternary and $W$ satisfies

$$
\left(\frac{(t-1) \sqrt{t-1}}{2 \sqrt{t-1}+2 t-1}\right)\|W\|^{2} \leq\|\psi\|_{c b} \leq \sqrt{t}\|W\|^{2} .
$$

Proof. Since $\psi$ is a CB-map, by Theorem 3.1, there exists CP-maps $\varphi_{i}: \mathcal{A} \rightarrow \mathcal{B}(\mathcal{H})$ such that $\Phi=\left[\begin{array}{l}\varphi_{1} \\ \psi_{*}^{*} \\ \varphi_{2}\end{array}\right]: M_{2}(\mathcal{A}) \rightarrow \mathcal{B}(\mathcal{H} \oplus \mathcal{H})$ is a CP-map. Suppose $(\mathcal{K}, \Pi, V)$ is the (minimal) Stinespring dilation for $\Phi$. Given $t \in(1, \infty)$ set $t^{\prime}=\sqrt{t-1}$. Then for $a \in \mathcal{A}$ we have

$$
\begin{align*}
\psi(a) & =\left[\begin{array}{ll}
I_{\mathcal{H}} & I_{\mathcal{H}}
\end{array}\right]\left[\begin{array}{ll}
0 & \psi(a) \\
0 & 0
\end{array}\right]\left[\begin{array}{l}
I_{\mathcal{H}} \\
I_{\mathcal{H}}
\end{array}\right] \\
& =\left[\begin{array}{ll}
I_{\mathcal{H}} & I_{\mathcal{H}}
\end{array}\right] \Phi\left(\left[\begin{array}{ll}
0 & a \\
0 & 0
\end{array}\right]\right)\left[\begin{array}{c}
I_{\mathcal{H}} \\
I_{\mathcal{H}}
\end{array}\right] \\
3-1) & =\left[\begin{array}{ll}
I_{\mathcal{H}} & I_{\mathcal{H}}
\end{array}\right] V^{*} \Pi\left(\left[\begin{array}{ll}
0 & a \\
0 & 0
\end{array}\right]\right) V\left[\begin{array}{l}
I_{\mathcal{H}} \\
I_{\mathcal{H}}
\end{array}\right]  \tag{3-1}\\
3-2) & =\left[\begin{array}{ll}
I_{\mathcal{H}} & I_{\mathcal{H}}
\end{array}\right] V^{*} \Pi\left(\left[\begin{array}{cc}
0 & \frac{1}{\sqrt{t^{\prime}}} \\
\frac{1}{\sqrt{t^{\prime}}} & \frac{-1}{t^{\prime} \sqrt{t^{\prime}}}
\end{array}\right]\right) \Pi\left(\left[\begin{array}{cc}
a & 0 \\
t^{\prime} a & 0
\end{array}\right]\right) \Pi\left(\left[\begin{array}{cc}
0 & \frac{1}{\sqrt{t^{\prime}}} \\
\frac{1}{\sqrt{t^{\prime}}} & -1 \\
t^{\prime} \sqrt{t^{\prime}}
\end{array}\right]\right) V\left[\begin{array}{l}
I_{\mathcal{H}} \\
I_{\mathcal{H}}
\end{array}\right] . \tag{3-2}
\end{align*}
$$

Define $\tau: \mathcal{A} \rightarrow \mathcal{B}(\mathcal{K})$ by $\tau(a)=\Pi\left(\left[\begin{array}{cc}a & 0 \\ t^{\prime} a & 0\end{array}\right]\right)$, which is a $t$-ternary homomorphism. Note that if $k \in \mathcal{K}$ is such that $\tau(1) k=0=\tau(1)^{*} k$, then

$$
\begin{aligned}
k=\Pi(1) k & =\Pi\left(\left[\begin{array}{ll}
0 & \frac{1}{t^{\prime}} \\
0 & \frac{t^{\prime}}{t^{\prime}}
\end{array}\right]\left[\begin{array}{cc}
1 & 0 \\
t^{\prime} & 0
\end{array}\right]+\left[\begin{array}{ll}
0 & 0 \\
\frac{1}{t^{\prime}} & 0
\end{array}\right]\left[\begin{array}{ll}
1 & t^{\prime} \\
0 & 0
\end{array}\right]\right) k \\
& =\Pi\left(\left[\begin{array}{ll}
0 & \frac{1}{t^{\prime}} \\
0 & \frac{-1}{t^{\prime}}
\end{array}\right]\right) \tau(1) k+\Pi\left(\left[\begin{array}{ll}
0 & 0 \\
\frac{1}{t^{\prime}} & 0
\end{array}\right]\right) \tau(1)^{*} k \\
& =0 .
\end{aligned}
$$

Thus $\tau$ is a $*$-nondegenerate $t$-ternary homomorphism. Set

$$
W=\Pi\left(\left[\begin{array}{cc}
0 & 1 / \sqrt{t^{\prime}} \\
1 / \sqrt{t^{\prime}} & -1 / t^{\prime} \sqrt{t^{\prime}}
\end{array}\right]\right) V\left[\begin{array}{l}
I_{\mathcal{H}} \\
I_{\mathcal{H}}
\end{array}\right] \in \mathcal{B}(\mathcal{H}, \mathcal{K}) .
$$

Then from (3-2) we get $\psi(\cdot)=W^{*} \tau(\cdot) W$; hence $\|\psi\|_{c b} \leq\|W\|^{2}\|\tau\|_{c b}=\sqrt{t}\|W\|^{2}$. Also note that

$$
\begin{aligned}
\|W\|^{2} & =\left\|W^{*} W\right\| \\
& =\left\|\left[\begin{array}{ll}
I_{\mathcal{H}} & I_{\mathcal{H}}
\end{array}\right] V^{*} \Pi\left(\left[\begin{array}{cc}
0 & 1 / \sqrt{t^{\prime}} \\
1 / \sqrt{t^{\prime}} & -1 / t^{\prime} \sqrt{t^{\prime}}
\end{array}\right]\left[\begin{array}{cc}
0 & 1 / \sqrt{t^{\prime}} \\
1 / \sqrt{t^{\prime}} & -1 / t^{\prime} \sqrt{t^{\prime}}
\end{array}\right]\right) V\left[\begin{array}{c}
I_{\mathcal{H}} \\
I_{\mathcal{H}}
\end{array}\right]\right\| \\
& =\left\|\left[\begin{array}{ll}
I_{\mathcal{H}} & I_{\mathcal{H}}
\end{array}\right] \Phi\left(\left[\begin{array}{cc}
1 / t^{\prime} & -1 / t^{\prime 2} \\
-1 / t^{\prime 2} & \left(t^{\prime 2}+1\right) / t^{\prime 3}
\end{array}\right]\right)\left[\begin{array}{c}
I_{\mathcal{H}} \\
I_{\mathcal{H}}
\end{array}\right]\right\| \\
& =\left\|\left[\begin{array}{ll}
I_{\mathcal{H}} & I_{\mathcal{H}}
\end{array}\right]\left[\begin{array}{cc}
\varphi_{1}\left(1 / t^{\prime}\right) & \psi\left(-1 / t^{\prime 2}\right) \\
\psi^{*}\left(-1 / t^{\prime 2}\right) & \varphi_{2}\left(\left(t^{\prime 2}+1\right) / t^{\prime 3}\right)
\end{array}\right]\left[\begin{array}{c}
I_{\mathcal{H}} \\
I_{\mathcal{H}}
\end{array}\right]\right\| \\
& =\left\|\varphi_{1}\left(\frac{1}{t^{\prime}}\right)-\psi\left(\frac{1}{t^{\prime 2}}\right)-\psi^{*}\left(\frac{1}{t^{\prime 2}}\right)+\varphi_{2}\left(\frac{t^{\prime}+1}{t^{\prime 2}}\right)\right\| \\
& \leq \frac{1}{t^{\prime}}\left\|\varphi_{1}\right\|_{c b}+\frac{1}{t^{\prime 2}}\|\psi\|_{c b}+\frac{1}{t^{\prime 2}}\|\psi\|_{c b}+\left(\frac{t^{\prime 2}+1}{t^{\prime 3}}\right)\left\|\varphi_{2}\right\|_{c b} \\
& =\left(\frac{2 t^{\prime}+2 t^{\prime 2}+1}{t^{\prime 3}}\right)\|\psi\|_{c b} \\
& =\frac{2 \sqrt{t-1}+2 t-1}{(t-1) \sqrt{t-1}}\|\psi\|_{c b} .
\end{aligned}
$$

Theorem 3.3. Suppose $\mathcal{A}$ is a unital $C^{*}$-algebra and $\mathcal{H}$ is a Hilbert space. Then there exists a Hilbert space $\mathcal{K}$ and $a *$-nondegenerate regular homomorphism $\tau: \mathcal{A} \rightarrow \mathcal{B}(\mathcal{K})$ such that given any $\psi \in C B(\mathcal{A}, \mathcal{B}(\mathcal{H}))$ there exists an operator $W_{\psi} \in \mathcal{B}(\mathcal{H}, \mathcal{K})$ such that $\psi(\cdot)=W_{\psi}^{*} \tau(\cdot) W_{\psi}$. Moreover, given any $t \in(1, \infty)$ we can choose $\tau$ and $W_{\psi}$ such that $\tau$ is $t$-ternary and $W_{\psi}$ satisfies

$$
\left(\frac{(t-1) \sqrt{t-1}}{2 \sqrt{t-1}+2 t-1}\right)\left\|W_{\psi}\right\|^{2} \leq\|\psi\|_{c b} \leq \sqrt{t}\left\|W_{\psi}\right\|^{2}
$$

Proof. Suppose $t \in(1, \infty)$. For each $\psi \in C B(\mathcal{A}, \mathcal{B}(\mathcal{H}))$ fix a $*$-nondegenerate regular representation $\left(\mathcal{K}_{\psi}, \tau_{\psi}, W_{\psi}\right)$ as in Theorem 3.2. Take $\mathcal{K}=\oplus_{\psi} \mathcal{K}_{\psi}$ and $\tau=\oplus_{\psi} \tau_{\psi}$. Note that $\tau: \mathcal{A} \rightarrow \mathcal{B}(\mathcal{K})$ is a well defined $*$-nondegenerate $t$-ternary homomorphism since each $\tau_{\psi}$ is a $*$-nondegenerate $t$-ternary homomorphism with $\left\|\tau_{\psi}\right\|=\sqrt{t}$. Now given any CB-map $\psi$ we have the corresponding $W_{\psi} \in \mathcal{B}\left(\mathcal{H}, \mathcal{K}_{\psi}\right)$. Considering $\mathcal{K}_{\psi} \subseteq \mathcal{K}$ via the natural inclusion map we have $W_{\psi} \in \mathcal{B}(\mathcal{H}, \mathcal{K})$ with

$$
\left(\frac{(t-1) \sqrt{t-1}}{2 \sqrt{t-1}+2 t-1}\right)\left\|W_{\psi}\right\|^{2} \leq\|\psi\|_{c b} \leq \sqrt{t}\left\|W_{\psi}\right\|^{2}
$$

and $\psi(\cdot)=W_{\psi}^{*} \tau_{\psi}(\cdot) W_{\psi}=W_{\psi}^{*} \tau(\cdot) W_{\psi}$.
Theorem 3.4. Suppose $\psi: \mathcal{A} \rightarrow \mathcal{B}(\mathcal{H})$ is a CC-map. Then there exists a Hilbert space $\mathcal{K}$, a (not necessarily $*$-nondegenerate) regular homomorphism $\tau: \mathcal{A} \rightarrow \mathcal{B}(\mathcal{K})$ and an isometry $V \in \mathcal{B}(\mathcal{H}, \mathcal{K})$ such that $\psi(\cdot)=V^{*} \tau(\cdot) V$. Moreover, we can choose $\tau$ to be $t$-ternary for $t$ large enough $(t \geq 18)$.

Proof. As in the proof of Theorem 3.2 consider the CP-extension of $\psi$ given by $\Phi=\left[\begin{array}{cc}\varphi_{1} & \psi \\ \psi^{*} & \varphi_{2}\end{array}\right]: M_{2}(\mathcal{A}) \rightarrow \mathcal{B}(\mathcal{H} \oplus \mathcal{H})$ and the corresponding (minimal) Stinespring dilation $\left(\mathcal{K}^{\prime}, \Pi^{\prime}, V^{\prime}\right)$ for $\Phi$. Given $t \in(1, \infty)$ set $t^{\prime}=\sqrt{t-1}$ and define

$$
W^{\prime}=\Pi^{\prime}\left(\left[\begin{array}{cc}
0 & 1 / \sqrt{t^{\prime}} \\
1 / \sqrt{t^{\prime}} & -1 /\left(t^{\prime} \sqrt{t^{\prime}}\right)
\end{array}\right]\right) V^{\prime}\left[\begin{array}{c}
I_{\mathcal{H}} \\
I_{\mathcal{H}}
\end{array}\right] \in \mathcal{B}\left(\mathcal{H}, \mathcal{K}^{\prime}\right)
$$

and define $\tau^{\prime}: \mathcal{A} \rightarrow \mathcal{B}\left(\mathcal{K}^{\prime}\right)$ by $\tau^{\prime}(a)=\Pi^{\prime}\left(\left[\begin{array}{cc}a & 0 \\ t^{\prime} a & 0\end{array}\right]\right)$, which is a $*$-nondegenerate $t$ ternary homomorphism. Clearly $\psi(a)=W^{\prime *} \tau^{\prime}(a) W^{\prime}$. Note that since $\psi$ is CC-map $V^{\prime}$ can be chosen to be an isometry. Hence

$$
\left\|W^{\prime}\right\|^{2} \leq\left\|\left[\begin{array}{cc}
0 & 1 / \sqrt{t^{\prime}} \\
1 / \sqrt{t^{\prime}} & -1 /\left(t^{\prime} \sqrt{t^{\prime}}\right)
\end{array}\right]\right\|^{2}\left\|\left[\begin{array}{c}
I_{\mathcal{H}} \\
I_{\mathcal{H}}
\end{array}\right]\right\|^{2} \leq 2\left(\frac{1}{t^{\prime}}+\frac{1}{t^{\prime}}+\frac{1}{t^{\prime 3}}\right),
$$

because $\left\|\left[a_{i j}\right]\right\|^{2} \leq \sum_{i j}\left|a_{i j}\right|^{2}$. So we can assume that $W^{\prime} \in \mathcal{B}\left(\mathcal{H}, \mathcal{K}^{\prime}\right)$ is a contraction by taking $t$ large enough $(t \geq 18)$. Let $\mathcal{K}^{\prime \prime}=\mathcal{H} \oplus \mathcal{K}^{\prime}$ and $W^{\prime \prime}:=\left[\begin{array}{cc}0 & 0 \\ W^{\prime} & 0\end{array}\right] \in \mathcal{B}\left(\mathcal{K}^{\prime \prime}\right)$. Define $\tau^{\prime \prime}: \mathcal{A} \rightarrow \mathcal{B}\left(\mathcal{K}^{\prime \prime}\right)$ by $a \mapsto\left[\begin{array}{cc}0 & 0 \\ 0 & \tau^{\prime}(a)\end{array}\right]$, which is a $t$-ternary homomorphism. Suppose $U$ is Halmos's unitary dilation of $W^{\prime \prime}$, that is,

$$
U=\left[\begin{array}{cc}
W^{\prime \prime} & \left(1-W^{\prime \prime} W^{\prime \prime *}\right)^{1 / 2} \\
\left(1-W^{\prime \prime *} W^{\prime \prime}\right)^{1 / 2} & -W^{\prime \prime *}
\end{array}\right] \in \mathcal{B}\left(\mathcal{K}^{\prime \prime} \oplus \mathcal{K}^{\prime \prime}\right)
$$

Set $\mathcal{K}=\mathcal{K}^{\prime \prime} \oplus \mathcal{K}^{\prime \prime}$ and define $\tau: \mathcal{A} \rightarrow \mathcal{B}(\mathcal{K})$ by $\tau(a)=\left[\begin{array}{cc}\tau^{\prime \prime}(a) & 0 \\ 0 & 0\end{array}\right]$ which is a $t$-ternary homomorphism. Let $V_{0}$ be the inclusion map of $\mathcal{H}$ in $\mathcal{K}=\mathcal{K}^{\prime \prime} \oplus \mathcal{K}^{\prime \prime}=\mathcal{H} \oplus \mathcal{K}^{\prime} \oplus \mathcal{K}^{\prime \prime}$.

Then $V_{0}=\left[\begin{array}{c}I_{\mathcal{K}^{\prime \prime}} \\ 0_{\mathcal{K}^{\prime \prime}}\end{array}\right]\left[\begin{array}{c}I_{\mathcal{H}} \\ 0_{\mathcal{K}^{\prime}}\end{array}\right]$. Set $V=U V_{0} \in \mathcal{B}(\mathcal{H}, \mathcal{K})$, which is an isometry. Then

$$
\begin{aligned}
V^{*} \tau(a) V & =V_{0}^{*} U^{*} \tau(a) U V_{0} \\
& =V_{0}^{*}\left[\begin{array}{cc}
W^{\prime \prime *} \tau^{\prime \prime}(a) W^{\prime \prime} & * \\
* & *
\end{array}\right] V_{0} \\
& =\left[\begin{array}{ll}
I_{\mathcal{H}} & 0_{\mathcal{K}^{\prime}}
\end{array}\right] W^{\prime \prime *} \tau^{\prime \prime}(a) W^{\prime \prime}\left[\begin{array}{c}
I_{\mathcal{H}} \\
0_{\mathcal{K}^{\prime}}
\end{array}\right] \\
& =\left[\begin{array}{ll}
I_{\mathcal{H}} & 0_{\mathcal{K}^{\prime}}
\end{array}\right]\left[\begin{array}{cc}
0 & W^{\prime *} \\
0 & 0
\end{array}\right]\left[\begin{array}{cc}
0 & 0 \\
0 & \tau^{\prime}(a)
\end{array}\right]\left[\begin{array}{cc}
0 & 0 \\
W^{\prime} & 0
\end{array}\right]\left[\begin{array}{c}
I_{\mathcal{H}} \\
0_{\mathcal{K}^{\prime}}
\end{array}\right] \\
& =W^{\prime *} \tau^{\prime}(a) W^{\prime} \\
& =\psi(a) .
\end{aligned}
$$

Note that $\tau$ is a $t$-ternary for $t \geq 18$.
Theorem 3.5. Suppose $\mathcal{A}$ is a unital $C^{*}$-algebra and $\mathcal{H}$ is a Hilbert space. There exists a Hilbert space $\mathcal{K}$ and a regular homomorphism $\tau: \mathcal{A} \rightarrow \mathcal{B}(\mathcal{K})$ such that given any completely contractive map $\psi: \mathcal{A} \rightarrow \mathcal{B}(\mathcal{H})$ there exists an isometry $V_{\psi} \in \mathcal{B}(\mathcal{H}, \mathcal{K})$ such that

$$
\psi(\cdot)=V_{\psi}^{*} \tau(\cdot) V_{\psi}
$$

Moreover, we can choose $\tau$ to be $t$-ternary for tlarge enough $(t \geq 18)$.
Proof. This follows by considering the direct sum of all representations given by Theorem 3.4.

Now we prove analogues of above theorems for the case when the range algebra is an injective $C^{*}$-algebra.

Theorem 3.6. Suppose $\mathcal{B}$ is an injective $C^{*}$-algebra and $\psi: \mathcal{A} \rightarrow \mathcal{B}$ is a CB-map. Then there exists a Hilbert $\mathcal{B}$-module $E, a *$-nondegenerate regular homomorphism $\tau: \mathcal{A} \rightarrow \mathcal{B}^{\mathrm{a}}(E)$ and a vector $z \in E$ such that

$$
\psi(\cdot)=\langle z, \tau(\cdot) z\rangle
$$

Moreover, given any $t \in(1, \infty)$ we can choose $\tau$ and $z$ such that $\tau$ is $t$-ternary and $z$ satisfies $((t-1) \sqrt{t-1} /(2 \sqrt{t-1}+2 t-1))\|z\|^{2} \leq\|\psi\|_{c b} \leq \sqrt{t}\|z\|^{2}$.

Proof. Suppose $t \in(1, \infty)$. Let $\rho: \mathcal{B} \rightarrow \mathcal{B}(\mathcal{G})$ be a faithful unital $*$-homomorphism $\rho: \mathcal{B} \rightarrow \mathcal{B}(\mathcal{G})$ of $\mathcal{B}$ on some Hilbert space $\mathcal{G}$ satisfying $\overline{\operatorname{span}} \rho(\mathcal{B}) \mathcal{G}=\mathcal{G}$. As $\mathcal{B}$ is injective there exists a conditional expectation $P_{\mathcal{B}}: \mathcal{B}(\mathcal{G}) \rightarrow \rho(\mathcal{B})$, i.e., $P_{\mathcal{B}}$ is a CP-map satisfying $P_{\mathcal{B}}\left(b_{1} T b_{2}\right)=b_{1} P_{\mathcal{B}}(T) b_{2}$ for all $b_{i} \in \rho(\mathcal{B}), T \in \mathcal{B}(\mathcal{G})$. Consider the CB-map $\tilde{\psi}=\rho \circ \psi: \mathcal{A} \rightarrow \mathcal{B}(\mathcal{G})$ with a $*$-nondegenerate regular representation
$(\mathcal{K}, \tilde{\tau}, W)$, as in Theorem 3.2, where $\tilde{\tau}: \mathcal{A} \rightarrow \mathcal{B}(\mathcal{K})$ is a $*$-nondegenerate $t$-ternary homomorphism. Set $E_{0}=\mathcal{B}(\mathcal{G}, \mathcal{K})$. Given $x, y \in E_{0}$ and $b \in \mathcal{B}$ define

$$
x b:=x \circ \rho(b) \in E_{0} \text { and }\langle x, y\rangle:=\rho^{-1} P_{\mathcal{B}}\left(x^{*} \circ y\right) \in \mathcal{B}
$$

Here $x^{*}$ is the adjoint of $x \in \mathcal{B}(\mathcal{G}, \mathcal{K})$. It is easy to verify that with the above operations $E_{0}$ forms a semi-inner product $\mathcal{B}$-module. Let $E$ be the completion of the inner product $\mathcal{B}$-module $E_{0} / N$ where

$$
N:=\left\{x \in E_{0}:\langle x, x\rangle=0\right\}=\left\{x \in E_{0}:\langle x, y\rangle=0 \text { for all } y \in E_{0}\right\}
$$

Note that for $x+N, x^{\prime}+N \in E$ the inner product is given by $\left\langle x+N, x^{\prime}+N\right\rangle:=\left\langle x, x^{\prime}\right\rangle$. We denote the equivalence classes $x+N$ by $x$ itself. Now for each $a \in \mathcal{A}$ define $\tau(a): E \rightarrow E$ by $\tau(a) x:=\tilde{\tau}(a) \circ x$ for all $x \in E_{0}$. Note that

$$
\begin{aligned}
\|\tau(a) x\|^{2} & =\|\langle\tilde{\tau}(a) \circ x, \tilde{\tau}(a) \circ x\rangle\| \\
& =\left\|\rho^{-1} P_{\mathcal{B}}\left(x^{*} \circ \tilde{\tau}(a)^{*} \circ \tilde{\tau}(a) \circ x\right)\right\| \\
& \leq\|\tilde{\tau}(a)\|^{2}\left\|\rho^{-1} P_{\mathcal{B}}\left(x^{*} \circ x\right)\right\| \\
& =\|\tilde{\tau}(a)\|^{2}\|\langle x, x\rangle\| \\
& =\|\tilde{\tau}(a)\|^{2}\|x\|^{2},
\end{aligned}
$$

so that $\tau(a)$ is a well defined bounded linear map. Also for all $x, y \in E$ we have

$$
\langle\tau(a) x, y\rangle=\rho^{-1} P_{\mathcal{B}}\left((\tilde{\tau}(a) \circ x)^{*} \circ y\right)=\rho^{-1} P_{\mathcal{B}}\left(x^{*} \circ \tilde{\tau}(a)^{*} \circ y\right)=\left\langle x, \tilde{\tau}(a)^{*} \circ y\right\rangle
$$

so that $\tau(a) \in \mathcal{B}^{\text {a }}(E)$ with $\tau(a)^{*} y=\tilde{\tau}(a)^{*} \circ y$. Also for all $a, b, c \in \mathcal{A}$ and $x \in E$ we have

$$
\tau(a) \tau(b) x=\tau(a)(\tilde{\tau}(b) \circ x)=\tilde{\tau}(a) \circ \tilde{\tau}(b) \circ x=\tilde{\tau}(a b) \circ x=\tau(a b) x
$$

and

$$
\tau(a) \tau(b)^{*} \tau(c) x=\tilde{\tau}(a) \circ \tilde{\tau}(b)^{*} \circ \tilde{\tau}(c) \circ x=t \tilde{\tau}\left(a b^{*} c\right) \circ x=t \tau\left(a b^{*} c\right) x
$$

so that $\tau(a) \tau(b)=\tau(a b)$ and $\tau(a) \tau(b)^{*} \tau(c)=t \tau\left(a b^{*} c\right)$. Thus $a \mapsto \tau(a)$ defines a $t$-ternary homomorphism $\tau: \mathcal{A} \rightarrow \mathcal{B}^{\text {a }}(E)$. Now if we set $z=W \in E$, then for $a \in \mathcal{A}$ we have

$$
\begin{aligned}
\langle z, \tau(a) z\rangle & =\rho^{-1} P_{\mathcal{B}}\left(W^{*} \circ \tilde{\tau}(a) \circ W\right) \\
& =\rho^{-1} P_{\mathcal{B}}(\tilde{\psi}(a)) \\
& =\rho^{-1} P_{\mathcal{B}}(\rho \circ \psi(a)) \\
& =\rho^{-1} \circ \rho \circ \psi(a) \\
& =\psi(a)
\end{aligned}
$$

and hence $\|\psi\|_{c b} \leq\|\tau\|_{c b}\|z\|^{2}=\sqrt{t}\|z\|^{2}$. Also

$$
\left(\frac{(t-1) \sqrt{t-1}}{2 \sqrt{t-1}+2 t-1}\right)\|z\|^{2}=\left(\frac{(t-1) \sqrt{t-1}}{2 \sqrt{t-1}+2 t-1}\right)\|W\|^{2} \leq\|\tilde{\psi}\|_{c b} \leq\|\psi\|_{c b} .
$$

Also since $\tilde{\tau}$ is a $*$-nondegenerate $t$-ternary homomorphism, from Proposition 2.30 it follows that $\tau$ is also $*$-nondegenerate.

In this case also we can have a universal representation. Fixing one regular representation for each $\psi \in C B(\mathcal{A}, \mathcal{B})$ and considering the direct sum of all such representations as in the proof of Theorem 3.3 we can have the following.

Theorem 3.7. Suppose $\mathcal{B}$ is an injective $C^{*}$-algebra. There exists a Hilbert $\mathcal{B}$ module $E$, and $a *$-nondegenerate regular homomorphism $\tau: \mathcal{A} \rightarrow \mathcal{B}^{\mathfrak{a}}(E)$ such that given any $\psi \in C B(\mathcal{A}, \mathcal{B})$ there exists a vector $z_{\psi} \in E$ such that

$$
\psi(\cdot)=\left\langle z_{\psi}, \tau(\cdot) z_{\psi}\right\rangle
$$

Moreover, given any $t \in(1, \infty)$ we can choose $\tau$ and $z_{\psi}$ such that $\tau$ is $t$-ternary and $z_{\psi}$ satisfies $((t-1) \sqrt{t-1} /(2 \sqrt{t-1}+2 t-1))\left\|z_{\psi}\right\|^{2} \leq\|\psi\|_{c b} \leq \sqrt{t}\left\|z_{\psi}\right\|^{2}$.

3B. Commutant representations. In this section we provide new and possibly simpler proofs of some known results for completely bounded maps. To begin with we give a different proof of the following result due to Paulsen and Suen [1985, Theorem 2.2]. Our proof involves mainly matrix manipulation.

Theorem 3.8. Suppose $\psi: \mathcal{A} \rightarrow \mathcal{B}(\mathcal{H})$ is a CB-map. Then there exists a Hilbert space $\mathcal{K}$, a unital representation $\pi: \mathcal{A} \rightarrow \mathcal{B}(\mathcal{K})$, an isometry $V: \mathcal{H} \rightarrow \mathcal{K}$ and $a$ unique operator $T \in \pi(\mathcal{A})^{\prime} \subseteq \mathcal{B}(\mathcal{K})$ such that

$$
\psi(\cdot)=V^{*} T \pi(\cdot) V \quad \text { and } \quad \overline{\operatorname{span}} \pi(\mathcal{A}) V \mathcal{H}=\mathcal{K} .
$$

Furthermore, $\|\psi\|_{c b} \leq\|T\| \leq 2\|\psi\|_{c b}$. If $\psi=\psi^{*}$, then $T=T^{*}$ and $\|\psi\|_{c b}=\|T\|$. Proof. For nonzero $\psi$, replacing $\psi$ by $\psi /\|\psi\|_{c b}$ if necessary, we may assume that $\|\psi\|_{c b}=1$. Construct $\Phi$ as in Theorem 3.1 and let $(\widetilde{\mathcal{K}}, \Pi, \widetilde{V})$ be the minimal Stinespring dilation for $\Phi$ with $\widetilde{V}$ an isometry. Then from equation (3-1) we have

$$
\psi(a)=\left[\begin{array}{ll}
\frac{I_{\mathcal{H}}}{\sqrt{2}} & \frac{I_{\mathcal{H}}}{\sqrt{2}}
\end{array}\right] \widetilde{V}^{*} \Pi\left(\left[\begin{array}{ll}
0 & 2  \tag{3-3}\\
0 & 0
\end{array}\right]\right) \Pi\left(\left[\begin{array}{ll}
a & 0 \\
0 & a
\end{array}\right]\right) \widetilde{V}\left[\begin{array}{l}
I_{\mathcal{H}} / \sqrt{2} \\
I_{\mathcal{H}} / \sqrt{2}
\end{array}\right]=V^{*} \widetilde{T} \tilde{\pi}(a) V,
$$

where $V=\widetilde{V}\left[\begin{array}{c}I_{\mathcal{H}} / \sqrt{2} \\ I_{\mathcal{H}} / \sqrt{2}\end{array}\right] \in \mathcal{B}(\mathcal{H}, \widetilde{\mathcal{K}})$ is an isometry, $\widetilde{T}=\Pi\left(\left[\begin{array}{ll}0 & 2 \\ 0 & 0\end{array}\right]\right) \in \mathcal{B}(\mathcal{K})$ and $\tilde{\pi}$ : $\mathcal{A} \rightarrow \mathcal{B}(\widetilde{\mathcal{K}})$ is the unital representation given by $\tilde{\pi}(a):=\Pi\left(\left[\begin{array}{ll}a & 0 \\ 0 & a\end{array}\right]\right)$. Clearly

$$
\tilde{T} \tilde{\pi}(a)=\Pi\left(\left[\begin{array}{cc}
0 & 2 a \\
0 & 0
\end{array}\right]\right)=\tilde{\pi}(a) \widetilde{T}
$$

for all $a \in \mathcal{A}$ so that $\widetilde{T} \in \tilde{\pi}(\mathcal{A})^{\prime} \subseteq \mathcal{B}(\widetilde{\mathcal{K}})$. Set $\mathcal{K}=\overline{\operatorname{span}} \tilde{\pi}(\mathcal{A}) V \mathcal{H} \subseteq \widetilde{\mathcal{K}}$ and $T=\left.P_{\mathcal{K}} \widetilde{T}\right|_{\mathcal{K}} \in \mathcal{B}(\mathcal{K})$ where $P_{\mathcal{K}}$ is the orthogonal projection of $\widetilde{\mathcal{K}}$ onto $\mathcal{K}$. Note that $\tilde{\pi}(a)$ reduces $\mathcal{K}$ for all $a \in \mathcal{A}$. Then $\pi: \mathcal{A} \rightarrow \mathcal{B}(\mathcal{K})$ given by $\pi(a)=\left.\tilde{\pi}(a)\right|_{\mathcal{K}}$ defines a unital representation such that

$$
\tilde{\pi}(a)=\left[\begin{array}{cc}
\pi(a) & 0 \\
0 & *
\end{array}\right] \in \mathcal{B}(\widetilde{\mathcal{K}})=\mathcal{B}\left(\mathcal{K} \oplus \mathcal{K}^{\perp}\right) .
$$

So $\widetilde{T}=\left[\begin{array}{c}T * \\ * *\end{array}\right] \in \tilde{\pi}(\mathcal{A})^{\prime} \subseteq \mathcal{B}\left(\mathcal{K} \oplus \mathcal{K}^{\perp}\right)$ implies that $T \pi(a)=\pi(a) T$ for all $a \in \mathcal{A}$. That is, $T \in \pi(\mathcal{A})^{\prime} \subseteq \mathcal{B}(\mathcal{K})$. Since $\tilde{\pi}$ is unital we have $V \mathcal{H} \subseteq \mathcal{K}$, i.e., $V \in \mathcal{B}(\mathcal{H}, \mathcal{K})$, hence $\mathcal{K}=\overline{\operatorname{span}} \tilde{\pi}(\mathcal{A}) V \mathcal{H}=\overline{\operatorname{span}} \pi(\mathcal{A}) V \mathcal{H}$. Also,

$$
\psi(a)=V^{*} \widetilde{T} \tilde{\pi}(a) V=\left[\begin{array}{ll}
V^{*} & 0
\end{array}\right]\left[\begin{array}{ll}
T & * \\
* & *
\end{array}\right]\left[\begin{array}{cc}
\pi(a) & 0 \\
0 & *
\end{array}\right]\left[\begin{array}{l}
V \\
0
\end{array}\right]=V^{*} T \pi(a) V
$$

for all $a \in \mathcal{A}$. Clearly $\|\psi\|_{c b} \leq\|T\| \leq\|\widetilde{T}\| \leq 2$ gives the required bounds.
To see uniqueness of $T$, suppose there exists another operator $S \in \pi(\mathcal{A})^{\prime}$ such that $\psi(\cdot)=V^{*} S \pi(\cdot) V$. Then

$$
\begin{aligned}
\left\langle\pi\left(a_{1}\right) V h_{1},(T-S) \pi\left(a_{2}\right) V h_{2}\right\rangle & =\left\langle h_{1}, V^{*} \pi\left(a_{1}^{*}\right) T \pi\left(a_{2}\right) V h_{2}\right\rangle-\left\langle h_{1}, V^{*} \pi\left(a_{1}^{*}\right) S \pi\left(a_{2}\right) V h_{2}\right\rangle \\
& =\left\langle h_{1}, V^{*} T \pi\left(a_{1}^{*} a_{2}\right) V h_{2}\right\rangle-\left\langle h_{1}, V^{*} S \pi\left(a_{1}^{*} a_{2}\right) V h_{2}\right\rangle \\
& =\left\langle h_{1}, \psi\left(a_{1}^{*} a_{2}\right) h_{2}\right\rangle-\left\langle h_{1}, \psi\left(a_{1}^{*} a_{2}\right) h_{2}\right\rangle \\
& =0
\end{aligned}
$$

for all $a_{i} \in \mathcal{A}, h_{i} \in \mathcal{H}$ so that $T-S=0$.
Finally if $\psi=\psi^{*}$, observe

$$
V^{*} T \pi(a) V=\psi(a)=\psi^{*}(a)=\psi\left(a^{*}\right)^{*}=\left(V^{*} T \pi\left(a^{*}\right) V\right)^{*}=V^{*} T^{*} \pi(a) V,
$$

and by the uniqueness property we have $T=T^{*}$. Note that $\frac{1}{2}\left(\widetilde{T}+\widetilde{T}^{*}\right)=\left[\begin{array}{c}T * \\ * *\end{array}\right]$, so that $\|T\| \leq\left\|\frac{1}{2}\left(\widetilde{T}+\widetilde{T}^{*}\right)\right\|=\frac{1}{2}\left\|\Pi\left(\left[\begin{array}{ll}0 & 2 \\ 0 & 0\end{array}\right]\right)+\Pi\left(\left[\begin{array}{cc}0 & 0 \\ 2 & 0\end{array}\right]\right)\right\|=1=\|\psi\|_{c b}$.

For CB-maps from unital $C^{*}$-algebras into injective $C^{*}$-algebras Heo [1999] gave an analogue of Theorem 3.8. For a Hilbert $\mathcal{B}$ module $E$, consider $E^{\sharp}:=\mathcal{B}_{\mathcal{B}}(E, \mathcal{B})$, the set of all bounded $\mathcal{B}$-module maps from $E$ into $\mathcal{B}$. It forms a right $\mathcal{B}$-module with the following operations:

$$
\left(\phi_{1}+\phi_{2}\right)(x):=\phi_{1}(x)+\phi_{2}(x), \quad(\lambda \phi)(x):=\bar{\lambda} \phi(x), \quad(\phi b)(x):=b^{*} \phi(x)
$$

for all $x \in E, b \in \mathcal{B}, \lambda \in \mathbb{C}$ and $\phi, \phi_{i} \in E^{\sharp}$. Also the operator norm makes $E^{\sharp}$ a Banach $\mathcal{B}$-module. With this notation, the theorem of Heo states the following.

Theorem 3.9. Suppose $\mathcal{B}$ is an injective $C^{*}$-algebra and $\psi: \mathcal{A} \rightarrow \mathcal{B}$ is a CBmap. Then there exists a Hilbert $\mathcal{B}$-module $E$, a vector $z \in E$, a representation
$\pi: \mathcal{A} \rightarrow \mathcal{B}^{\mathrm{a}}(E)$ and a unique operator $T \in \mathcal{B}_{\mathcal{B}}\left(E, E^{\sharp}\right) \cap \pi(\mathcal{A})^{\prime}$ such that

$$
\psi(\cdot)=\langle z, T \pi(\cdot) z\rangle \quad \text { and } \quad \overline{\operatorname{span}} \pi(\mathcal{A}) z \mathcal{B}=E .
$$

Heo proved this result using a structure theorem for so-called "completely multipositive" linear maps. Our proof is straightforward and we also get some norm estimates.

Theorem 3.10. Suppose $\mathcal{B}$ is an injective $C^{*}$-algebra and $\psi: \mathcal{A} \rightarrow \mathcal{B}$ is a CB-map. Then there exists a quadruple $(E, z, \pi, T)$ consisting of a Hilbert $\mathcal{\mathcal { B }}$-module $E$, a unit vector $z \in E$, a unital representation $\pi: \mathcal{A} \rightarrow \mathcal{B}^{\text {a }}(E)$, and an operator $T \in \pi(\mathcal{A})^{\prime} \subseteq \mathcal{B}^{\mathrm{a}}(E)$ with $\|\psi\|_{c b} \leq\|T\| \leq 2\|\psi\|_{c b}$ such that

$$
\psi(\cdot)=\langle z, T \pi(\cdot) z\rangle .
$$

If $\psi=\psi^{*}$, then $T=T^{*}$ and $\|\psi\|_{c b}=\|T\|$. Furthermore, if $\overline{\operatorname{span}} \pi(\mathcal{A}) z \mathcal{B}=E$, then $T$ is unique.
Proof. Consider a unital faithful representation $\rho: \mathcal{B} \rightarrow \mathcal{B}(\mathcal{G})$ of $\mathcal{B}$ on some Hilbert space $\mathcal{G}$ satisfying $\overline{\operatorname{span}} \rho(\mathcal{B}) \mathcal{G}=\mathcal{G}$. By the assumption of injectivity, there is a conditional expectation map $P_{\mathcal{B}}: \mathcal{B}(\mathcal{G}) \rightarrow \rho(\mathcal{B})$. Suppose $(\mathcal{K}, \tilde{\pi}, \widetilde{T}, V)$ is a commutant representation of the CB-map $\tilde{\psi}:=\rho \circ \psi: \mathcal{A} \rightarrow \mathcal{B}(\mathcal{G})$ given by Theorem 3.8. From $\mathcal{B}(\mathcal{G}, \mathcal{K})$, with $z=V$, construct the triple $(E, \pi, z)$ as in the proof of Theorem 3.6. Note that since $\tilde{\pi}$ is a unital representation so is $\pi$. Also $z$ is a unit vector since

$$
\langle z, z\rangle=\rho^{-1} P_{\mathcal{B}}\left(V^{*} \circ V\right)=\rho^{-1} P_{\mathcal{B}}(I)=\rho^{-1} P_{\mathcal{B}} \rho(1)=\rho^{-1} \rho(1)=1
$$

Define $T: E \rightarrow E$ by $T(x)=\widetilde{T} \circ x$ for all $x \in E$. It can be verified that $T$ is well defined and $T \in \mathcal{B}^{\mathrm{a}}(E)$ with $T^{*}(x)=\widetilde{T}^{*} \circ x$ for all $a \in E$. Note that

$$
T \pi(a) x=\widetilde{T} \circ \tilde{\pi}(a) \circ x=\tilde{\pi}(a) \circ \widetilde{T} \circ x=\pi(a) T x
$$

for all $a \in \mathcal{A}, x \in E$ so that $T \in \pi(\mathcal{A})^{\prime} \subseteq \mathcal{B}^{\text {a }}(E)$. Also,

$$
\langle z, T \pi(a) z\rangle=\rho^{-1} P_{\mathcal{B}}\left(V^{*} \circ \widetilde{T} \circ \tilde{\pi}(a) \circ V\right)=\rho^{-1} P_{\mathcal{B}}(\tilde{\psi}(a))=\psi(a)
$$

for all $a \in \mathcal{A}$. Now it follows that $\|\psi\|_{c b} \leq\|T\| \leq\|\widetilde{T}\| \leq 2\|\tilde{\psi}\|_{c b} \leq 2\|\psi\|_{c b}$ since $z$ is a unit vector and $\pi$ is a unital representation. Now if $\psi=\psi^{*}$, then for all $a \in \mathcal{A}$,

$$
\tilde{\psi}^{*}(a)=\tilde{\psi}\left(a^{*}\right)^{*}=\rho\left(\psi\left(a^{*}\right)\right)^{*}=\rho\left(\psi\left(a^{*}\right)^{*}\right)=\rho\left(\psi^{*}(a)\right)=\rho(\psi(a))=\tilde{\psi}(a),
$$

so that $\tilde{\psi}=\tilde{\psi}^{*}$ and hence $\widetilde{T}=\widetilde{T}^{*}$. Therefore $T=T^{*}$. Also $\|T\|_{c b} \leq\|\widetilde{T}\|_{c b}=$ $\|\tilde{\psi}\|_{c b}=\|\psi\|_{c b}$.
Uniqueness: Suppose $\overline{\operatorname{span}} \pi(\mathcal{A}) z \mathcal{B}=E$. Now if $S \in \pi(A)^{\prime}$ any other operator such that $\pi(\cdot)=\langle z, S \pi(\cdot) z\rangle$, then $\left\langle\pi(a) z b,(T-S) \pi\left(a^{\prime}\right) z b^{\prime}\right\rangle=0$ for all $a, a^{\prime} \in \mathcal{A}$ and $b, b^{\prime} \in \mathcal{B}$, so that $T-S=0$.

3C. Representations of CB-maps: One from another. In this section we see how different representations of CB-maps $\psi: \mathcal{A} \rightarrow \mathcal{B}(\mathcal{H})$ are related each other. Since the results are straightforward we do not provide proofs.

Proposition 3.11 (Commutant representation from regular representation I). Let $\psi: \mathcal{A} \rightarrow \mathcal{B}(\mathcal{H})$ be a CB-map with a regular representation $(\mathcal{K}, \tau, W)$, that is, $\tau: \mathcal{A} \rightarrow$ $\mathcal{B}(\mathcal{K})$ is a $*$-nondegenerate regular homomorphism and $W \in \mathcal{B}(\mathcal{H}, \mathcal{K})$ such that $\psi(\cdot)=W^{*} \tau(\cdot) W$. Suppose $\vartheta: \mathcal{A} \rightarrow \mathcal{B}(\mathcal{K})$ is the unique unital $*$-homomorphism such that $\tau(\cdot)=\vartheta(\cdot) T=T \vartheta(\cdot)$, where $T=\tau(1)$. Then $(\mathcal{K}, \vartheta, T, W)$ is a commutant representation for $\psi$.

Note that $W$ of this proposition may not be an isometry. This can be taken care of as follows:

Proposition 3.12 (Commutant representation from regular representation II). Let $\psi: \mathcal{A} \rightarrow \mathcal{B}(\mathcal{H})$ be a nonzero CB-map. Let $(\mathcal{K}, \tau, V)$ be a regular representation for $\hat{\psi}=\psi /\|\psi\|_{c b}$ with $V$ as an isometry. Choose a (not necessarily unital) $*$ homomorphism $\vartheta: \mathcal{A} \rightarrow \mathcal{B}(\mathcal{K})$ such that $\tau(\cdot)=\vartheta(\cdot) \tau(1)=\tau(1) \vartheta(\cdot)$. Then $T=\|\psi\|_{c b} \tau(1) \in \tau(\mathcal{A})^{\prime} \subseteq \mathcal{B}(\mathcal{K})$ is such that $\psi(\cdot)=\|\psi\|_{c b} V^{*} \tau(\cdot) V=V^{*} T \vartheta(\cdot) V$, so that $(\mathcal{K}, \vartheta, T, V)$ is a commutant representation for $\psi$.

The drawback of the previous representation is that the $*$-homomorphism $\vartheta$ may not be unital.

Proposition 3.13 (Regular representation from commutant representation I). Suppose $(K, \pi, T, V)$ is a commutant representation of a CB-map $\psi: \mathcal{A} \rightarrow \mathcal{B}(\mathcal{H})$. Set $\widehat{\mathcal{K}}=\mathcal{K} \oplus \mathcal{K}$. Define $\tau: \mathcal{A} \rightarrow \mathcal{B}(\widehat{\mathcal{K}})$ by

$$
\tau(a)=\left[\begin{array}{cc}
\pi(a) & (2 T-I) \pi(a) \\
0 & 0
\end{array}\right] \quad \text { and set } \quad W=\left[\begin{array}{l}
V / \sqrt{2} \\
V / \sqrt{2}
\end{array}\right] \in \mathcal{B}(\mathcal{H}, \widehat{\mathcal{K}}) .
$$

Then $\tau$ is a regular homomorphism and $W$ is an isometry such that $\psi(\cdot)=$ $W^{*} \tau(\cdot) W$.

We may prefer to get a $t$-ternary representation instead of just a regular representation. This can be achieved as follows:

Proposition 3.14 (Regular representation from commutant representation II). Suppose $(K, \pi, T, V)$ is a commutant representation of a CB-map $\psi: \mathcal{A} \rightarrow \mathcal{B}(\mathcal{H})$. Set $\widehat{\mathcal{K}}=\mathcal{K} \oplus \mathcal{K}$. Given any $t \in(1, \infty)$ define $\tau: \mathcal{A} \rightarrow \mathcal{B}(\widehat{\mathcal{K}})$ by

$$
\tau(a)=\left[\begin{array}{cc}
\pi(a) & 0 \\
-\sqrt{t-1} \pi(a) & 0
\end{array}\right] \quad \text { and set } \quad W=\left[\begin{array}{cc}
0 & I \\
\frac{I-T^{*}}{\sqrt{t-1}} & 0
\end{array}\right]\left[\begin{array}{l}
V \\
V
\end{array}\right] \in \mathcal{B}(\widehat{\mathcal{K}}) .
$$

Then $\tau$ is $a *$-nondegenerate $t$-ternary homomorphism. Also $\psi(\cdot)=W^{*} \tau(\cdot) W$, so that $(\widehat{\mathcal{K}}, \tau, W)$ is a regular representation of $\psi$.

Finally we show that any regular representation also gives another familiar representation called the fundamental representation for completely bounded maps (Theorem 8.4 of [Paulsen 2002]):
Proposition 3.15 (Fundamental representation from regular representation). Suppose $\psi: \mathcal{A} \rightarrow \mathcal{B}(\mathcal{H})$ is a CB-map with regular representation $(\mathcal{K}, \tau, W)$. Let $\vartheta: \mathcal{A} \rightarrow \mathcal{B}(\mathcal{K})$ be the $*$-homomorphism such that $\tau(\cdot)=\vartheta(\cdot) \tau(1)=\tau(1) \vartheta(\cdot)$. Then $V_{1}:=W$ and $V_{2}:=\tau(1) W$ are elements of $\mathcal{B}(\mathcal{H}, \mathcal{K})$ such that

$$
\psi(\cdot)=W^{*} \tau(\cdot) W=V_{1}^{*} \vartheta(\cdot) V_{2}
$$

## Acknowledgement

Bhat and Mallick are supported by UGC under India-Israel Joint Research Project 2014: E0-semigroups: classification and invariants. Mallick is thankful to the National Board for Higher Mathematics (NBHM), India for a senior research fellowship. This work is a part of the PhD thesis she submitted to the Indian Statistical Institute. This research work was done when Sumesh was at IMSc Chennai, and he thanks the Department of Atomic Energy (DAE), Government of India for financial support and IMSc Chennai for providing necessary facilities.

## References

[Arveson 1969] W. B. Arveson, "Subalgebras of $C^{*}$-algebras", Acta Math. 123 (1969), 141-224. MR Zbl
[Haagerup 1980] U. Haagerup, "Decomposition of completely bounded maps on operator algebras", unpublished manuscript, 1980.
[Heo 1999] J. Heo, "Completely multi-positive linear maps and representations on Hilbert $C^{*}$ modules", J. Operator Theory 41:1 (1999), 3-22. MR Zbl
[Lance 1994] E. C. Lance, "Unitary operators on Hilbert $C^{*}$-modules", Bull. London Math. Soc. 26:4 (1994), 363-366. MR Zbl
[Muhly et al. 2006] P. S. Muhly, M. Skeide, and B. Solel, "Representations of $\mathcal{B}^{a}(E)$ ", Infin. Dimens. Anal. Quantum Probab. Relat. Top. 9:1 (2006), 47-66. MR Zbl
[Paschke 1973] W. L. Paschke, "Inner product modules over $B^{*}$-algebras", Trans. Amer. Math. Soc. 182 (1973), 443-468. MR Zbl
[Paulsen 1986] V. I. Paulsen, Completely bounded maps and dilations, Pitman Research Notes in Mathematics Series 146, Longman Scientific, Harlow, UK, 1986. MR Zbl
[Paulsen 2002] V. Paulsen, Completely bounded maps and operator algebras, Cambridge Studies in Advanced Mathematics 78, Cambridge Univ. Press, 2002. MR Zbl
[Paulsen and Suen 1985] V. I. Paulsen and C. Y. Suen, "Commutant representations of completely bounded maps", J. Operator Theory 13:1 (1985), 87-101. MR Zbl
[Pisier 2001] G. Pisier, Similarity problems and completely bounded maps, 2nd ed., Lecture Notes in Mathematics 1618, Springer, Berlin, 2001. MR Zbl
[Skeide 2000] M. Skeide, "Generalised matrix $C^{*}$-algebras and representations of Hilbert modules", Math. Proc. R. Ir. Acad. 100A:1 (2000), 11-38. MR Zbl
[Skeide and Sumesh 2014] M. Skeide and K. Sumesh, "CP-H-extendable maps between Hilbert modules and CPH-semigroups", J. Math. Anal. Appl. 414:2 (2014), 886-913. MR Zbl
[Stinespring 1955] W. F. Stinespring, "Positive functions on $C^{*}$-algebras", Proc. Amer. Math. Soc. 6 (1955), 211-216. MR Zbl
[Suen 1991] C. Y. Suen, "On representations of completely bounded maps", J. Math. Anal. Appl. 154:1 (1991), 212-225. MR Zbl
[Wittstock 1981] G. Wittstock, "Ein operatorwertiger Hahn-Banach Satz", J. Funct. Anal. 40:2 (1981), 127-150. MR Zbl
[Wittstock 1984] G. Wittstock, "On matrix order and convexity", pp. 175-188 in Functional analysis: surveys and recent results, III (Paderborn, 1983), edited by B. Fuchssteiner, North-Holland Math. Stud. 90, North-Holland, Amsterdam, 1984. MR Zbl

Received October 6, 2015.
B. V. Rajarama Bhat

Indian Statistical Institute Bangalore
R.V. College Post

8th Mile Mysore Road
BANGALORE 560059
India
bhat@isibang.ac.in

Nirupama Mallick
Indian Statistical Institute Bangalore
R.V. College Post

8th Mile Mysore Road
BANGALORE 560059
InDIA
niru.mallick@gmail.com
K. Sumesh

Department of Mathematics
Indian Institute of Technology Madras
Sardar Patel Road, Adyar
IIT Post
Chennai 600036
InDIA
sumeshkpl@iitm.ac.in

# PACIFIC JOURNAL OF MATHEMATICS 

Founded in 1951 by E. F. Beckenbach (1906-1982) and F. Wolf (1904-1989)
msp.org/pjm

## EDITORS

Don Blasius (Managing Editor)
Department of Mathematics
University of California
Los Angeles, CA 90095-1555
blasius@ math.ucla.edu
Paul Balmer
Department of Mathematics
University of California
Los Angeles, CA 90095-1555
balmer@math.ucla.edu

Robert Finn
Department of Mathematics Stanford University
Stanford, CA 94305-2125
finn@math.stanford.edu
Sorin Popa
Department of Mathematics
University of California
Los Angeles, CA 90095-1555 popa@math.ucla.edu

Vyjayanthi Chari
Department of Mathematics
University of California
Riverside, CA 92521-0135
chari@math.ucr.edu
Kefeng Liu
Department of Mathematics University of California
Los Angeles, CA 90095-1555
liu@math.ucla.edu
Igor Pak
Department of Mathematics
University of California
Los Angeles, CA 90095-1555 pak.pjm@gmail.com

Daryl Cooper
Department of Mathematics University of California
Santa Barbara, CA 93106-3080
cooper@math.ucsb.edu
Jiang-Hua Lu
Department of Mathematics
The University of Hong Kong
Pokfulam Rd., Hong Kong jhlu@maths.hku.hk

Jie Qing
Department of Mathematics
University of California
Santa Cruz, CA 95064
qing@cats.ucsc.edu

Paul Yang<br>Department of Mathematics<br>Princeton University<br>Princeton NJ 08544-1000<br>yang@math.princeton.edu

## PRODUCTION

Silvio Levy, Scientific Editor, production@msp.org

## SUPPORTING INSTITUTIONS

ACADEMIA SINICA, TAIPEI
CALIFORNIA INST. OF TECHNOLOGY
INST. DE MATEMÁTICA PURA E APLICADA KEIO UNIVERSITY
MATH. SCIENCES RESEARCH INSTITUTE
NEW MEXICO STATE UNIV.
OREGON STATE UNIV.

STANFORD UNIVERSITY UNIV. OF CALIF., SANTA CRUZ
UNIV. OF BRITISH COLUMBIA
UNIV. OF CALIFORNIA, BERKELEY
UNIV. OF CALIFORNIA, DAVIS
UNIV. OF CALIFORNIA, LOS ANGELES
UNIV. OF CALIFORNIA, RIVERSIDE
UNIV. OF CALIFORNIA, SAN DIEGO
UNIV. OF CALIF., SANTA BARBARA

UNIV. OF MONTANA
UNIV. OF OREGON
UNIV. OF SOUTHERN CALIFORNIA
UNIV. OF UTAH
UNIV. OF WASHINGTON
WASHINGTON STATE UNIVERSITY

These supporting institutions contribute to the cost of publication of this Journal, but they are not owners or publishers and have no responsibility for its contents or policies.

See inside back cover or msp.org/pjm for submission instructions.
The subscription price for 2017 is US $\$ 450 / y$ year for the electronic version, and $\$ 625 /$ year for print and electronic.
Subscriptions, requests for back issues and changes of subscriber address should be sent to Pacific Journal of Mathematics, P.O. Box 4163, Berkeley, CA 94704-0163, U.S.A. The Pacific Journal of Mathematics is indexed by Mathematical Reviews, Zentralblatt MATH, PASCAL CNRS Index, Referativnyi Zhurnal, Current Mathematical Publications and Web of Knowledge (Science Citation Index).

The Pacific Journal of Mathematics (ISSN 0030-8730) at the University of California, c/o Department of Mathematics, 798 Evans Hall \#3840, Berkeley, CA 94720-3840, is published twelve times a year. Periodical rate postage paid at Berkeley, CA 94704, and additional mailing offices. POSTMASTER: send address changes to Pacific Journal of Mathematics, P.O. Box 4163, Berkeley, CA 94704-0163.

PJM peer review and production are managed by EditFLOW ${ }^{\circledR}$ from Mathematical Sciences Publishers.
PUBLISHED BY
mathematical sciences publishers
nonprofit scientific publishing
http://msp.org/
© 2017 Mathematical Sciences Publishers

## PACIFIC JOURNAL OF MATHEMATICS

Volume 289 No. 2 August 2017
Regular representations of completely bounded maps ..... 257B. V. Rajarama Bhat, Nirupama Mallick and K. SumeshBall convex bodies in Minkowski spaces287Thomas Jahn, Horst Martini and Christian Richter
Local constancy of dimension of slope subspaces of automorphic ..... 317
formsJoachim Mahnkopf
Weakening idempotency in $K$-theory ..... 381Vladimir Manuilov
On Langlands quotients of the generalized principal series isomorphic ..... 395
to their Aubert dualsIVAN Matić
Exact Lagrangian fillings of Legendrian $(2, n)$ torus links ..... 417
Yu Pan
Elementary calculation of the cohomology rings of real Grassmann ..... 443 manifolds
RUSTAM SADYKOV
Cluster tilting modules and noncommutative projective schemes ..... 449
Kenta Ueyama
Concentration for a biharmonic Schrödinger equation ..... 469
Dong Wang
Global existence of smooth solutions to exponential wave maps in ..... 489FLRW spacetimes
Chang-Hua Wei and Ning-An Lai


[^0]:    MSC2010: primary 46L07, 46L08; secondary 46L05.
    Keywords: $C^{*}$-algebra, completely bounded map, Hilbert $C^{*}$-module, Stinespring's theorem, *-homomorphism.

